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Preface

This volume contains the papers presented at SocInfo 2016, the 8th International
Conference on Social Informatics, held during November, 2016, in Bellevue, WA,
USA. After the conferences in Warsaw, Poland, in 2009, Laxenburg, Austria, in 2010,
Singapore in 2011, Lausanne, Switzerland, in 2012, Kyoto, Japan, in 2013, Barcelona,
Spain, in 2014, and Beijing, China in 2015, the International Conference on Social
Informatics came to United States for the first time.

SocInfo is an interdisciplinary venue for researchers from diverse fields including
computer science, informatics, and the social sciences to share ideas and opinions, and
present results from their research at the intersection of social sciences and information
sciences. The ultimate goal of social informatics is to facilitate and promote multidisci-
plinary research that transcends the boundaries between social sciences, computer sci-
ence, and information sciences, so that researchers can better leverage the power of
informatics, computing, and social theories to advance our understanding of society and
social phenomena. We envision SocInfo as a venue that attracts open-minded researchers
who can cross the disciplinary boundaries and talk to other researchers regardless of their
background and training. In doing so, we have invited and selected highly interdisci-
plinary keynote speakers and papers, which integrate social concepts and theories with
large-scale datasets, algorithms, or other concepts and methods of computing.

We were delighted to present a strong technical program, which was a result of the
hard work of the authors, reviewers, and conference organizers. We received 120
submissions, an increase from the last SocInfo. From these, 36 papers were accepted as
full papers (30.0 %), and 39 were accepted as poster papers (32.5 %). This year, we
decoupled the presentation format and the paper format; papers that are accepted as
posters are published as is (with the same page limit as the full papers), without
enforcing the shorter page limit. We also allowed the authors of accepted papers to opt
for a “presentation only” mode with no inclusion in the proceedings: The authors of
eight papers chose that option. Finally, a lightning talk option was offered to all authors
of papers accepted as posters, to give interested authors the opportunity to present
results with a brief oral control initial.

We were also pleased to have Joshua Blumenstock (University of California,
Berkeley), Meeyoung Cha (KAIST and Facebook), Tina Eliassi-Rad (Northeastern
University), Adam Russell (DARPA), Matthew Salganik (Princeton University), and
Hanna Wallach (Microsoft Research and University of Massachusetts Amherst) give
exciting keynote talks.

This year we hosted eight satellite workshops, namely, on Data Visualization
(SocInfo VIZ: Actionable I From Visualization to Research Narratives); Virality and
Memetics; Cultural Analytics; Activity-Based Networks; Social Media for Older
Adults (SMOA); Urban Homelessness and Wise Cities; Web, Social Media, and
Cellphone Data for Demographic Research; Computational Approaches to Social
Modeling (ChASM), and Online Experimentation with Large and Diverse Samples.



We would like to thank all authors and participants for making the conference and
the workshops a success. We express our gratitude to the Program Committee members
and reviewers for their hard and dedicated work that ensured the highest-quality papers
were accepted for presentation. We are extremely grateful to the program co-chairs,
Y.Y. Ahn and Emma Spiro, for their tireless efforts in putting together a high-quality
program and for directing the activity of the Program Committee. We owe special
thanks to Nathan Hodas, our local co-chair, who had a vital role in all the stages of the
organization. We thank our publicity chairs, Munmun De Choudhury and Brian
Keegan, our Web chair Farshad Kooti, and workshop chairs, Tim Weninger and Emilio
Zagheni. Also, last but not least we are grateful to Adam Wierzbicki for his continuous
support.

Lastly, this conference would not be possible without the generous help of our
sponsors and supporters: Leidos, University of Washington eScience Institute, Face-
book, Microsoft Research, and MDPI.

September 2016 Emilio Ferrara
Kristina Lerman
Katherine Stovel
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Abstract. When designing a Q&A social network, it is essential to know what
profile elements are necessary to build a complete profile for a user. Using data
from Stack Overflow, we examined the profile data of users in order to determine
the relationship between a complete profile (one that has values for each profile
element: website URL, location, about me, profile image and age) and their
contribution to the network in terms of reputation scores and quality of question
and answer posts. Our analysis shows that most users do not have a complete
profile, however the average reputation earned by users with complete profiles is
significantly higher than that earned by users with incomplete profiles. In addition,
users with complete profiles post higher quality question and answers, hence are
more useful to the network. We also determined that, of the five profile elements
studied, location and about me have a higher correlation than the others. This
research is a step in determining what profile elements are important in a typical
Q&A social network and which of these elements should regularly be used
together.

Keywords: User profiles · Social network analysis · Stack overflow

1 Introduction

User profiles in social networks are an integral part of the network, as they describe who
the user is and what connections or activities the user wants to take part in. Since social
networks differ in structure and purpose, the profile elements will likely differ from one
network to the other. For example, Facebook’s objective is to connect the world1 hence
contains profile information to enhance that. Facebook’s user profile includes informa‐
tion such as work and education, places you’ve lived, contact and basic info, family and
relationships, details about you and life events. These details are used by Facebook in
making recommendations about friends to add and what content to show a particular
user. LinkedIn on the other hand is a professional network whose objective is to connect
professionals together making them more productive and successful2. For this reason, a
user’s profile information contains information such as profile picture, work experience,
skills and endorsements, education and certifications. The objective of a question and

1 http://newsroom.fb.com/news/2016/04/marknote/.
2 https://www.linkedin.com/about-us.
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answer (Q&A) social network like Stack Overflow3 is to provide a platform where users
can ask specific IT related questions while other users provide answers, while earning
reputation and rewards in the process. In Stack Overflow, a user’s profile contains infor‐
mation such as profile image, age, website URL, location, reputation score, badges
earned and about me.

In Q&A social networks, profiles are important as they give an overview of a user’s
participation on the network. A user’s profile tells a story about the user’s level of
expertise through his/reputation score, rewards earned, the number of questions and
answers posted and what they look like. Knowing how the existence of these profile
elements relate to the user’s participation is important as this could lead to a better
network with quality questions and answers. For example, if users with complete profiles
are the high achievers, they could be recommended to answer difficult questions on the
network, as research has shown that users are currently not matched with questions that
meet their level of expertise [1]. In addition, in order to remain active in the network,
there could be specific rewards or persuasive strategies targeted at users with complete
profiles. Furthermore, knowing what profile elements to include in a Q&A social
network will help developers build networks that are successful.

In this paper we aim to answer the following research questions regarding Q&A
social networks, in particular, Stack Overflow:

RQ1. Do profiles matter? Are users with a complete profile more helpful to the
community?

RQ2. What profile elements should be used together?
RQ3. Do users that post helpful questions and answers have a complete profile?

To answer these questions, we studied user profile data in Stack Overflow in two
ways; using reputation score of the users and using scores earned by question and answer
posts. Using reputation score, we computed the average daily reputation score of the top
earners (users who have earned at least 10,000 reputation points) and selected all users
who have earned that score. On the other hand, we identified the question and answer
posts that have earned at least 100 points and studied the profile of the users that made
these posts.

Using the available profile elements: website URL, location, about me, profile image
and age, we identified the number of users who are missing these profile elements and
their average reputation scores. We compared these to the average reputation scores of
users who were not missing these profile elements. Our analysis shows that the users
with complete profile elements on the average have earned more reputation scores that
those with incomplete profile elements. We also analyzed the profiles of users who have
posted questions and answers that scored over 100 in order to identify the common
profile elements that exist among these users. Our analysis shows that most question
and answer posts with high reputation scores were posted by users with a complete
profile. In addition, the average score earned by posts made by users with complete
profile was higher than those made by users with incomplete profiles. Finally, in order

3 http://stackoverflow.com/.
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to determine what profile elements are better connected, we computed the correlation
coefficient of the five profile elements website URL, location, about me, profile image
and age. Or results show that location and about me have a higher correlation than the
other profile elements.

Our contribution to ongoing research is to determine how profile elements of users
in a Q&A social network impact the contributions of those users; we do not aim to
identify experts or influential users. To the best of our knowledge, there is currently no
research that studies the relationship between user profiles and performance of users in
the network. This research, though work in progress, can act as a guide to social network
developers in modelling profiles and profile elements in Q&A social networks to make
the network successful.

2 Literature Review

2.1 Stack Overflow

Stack Overflow4 is a Q&A platform where users can ask and answer specific IT related
questions. Question and answer posts can be upvoted or downvoted by members of the
community based on the clarity and quality of such posts. The upvotes and downvotes
are used to compute the final score of a post and are also a means through which users
earn reputation. By posting high quality questions and useful answers, users can gain
reputation5. For example, users can gain 5 reputation points when their question is voted
up or 10 points when their answer is voted up. Users can also gain 15 reputation points
when their answer is marked “accepted” and 2 reputation points when a change they
propose to an existing question or answer is approved. The higher the reputation score,
the more privileges the user can earn. Privileges control what users can do in Stack
overflow6. For example, only users with the “create tags” privilege can add new tags to
the site. In order to earn this privilege, a user must have earned a reputation score of at
least 1,500. Another example of privileges is the “edit questions and answers” privilege
which users can earn when they have at least 2,000 reputation score. Users with this
privilege can edit any question or answer and have the changes visible to other users
without the need for further authorization from the site’s administrator. Stack Overflow
currently has over 5 million users with over 11 million questions.

2.2 User Profiles in Social Networks

Strano [2] studied the choices people make when selecting their profile image in Face‐
book. Their study, which differs from ours, was based on self-presentation and impres‐
sion management. Though we studied profile pictures, in our study, the overall aim was
to understand the level of participation and usefulness of users based on their profile
elements.

4 http://stackoverflow.com.
5 http://stackoverflow.com/help/whats-reputation.
6 http://stackoverflow.com/help/privileges.
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In their study of social networks, Zhou et al. [3] exploited the use of profile infor‐
mation to rank answers in Yahoo! Answers. Instead of applying the conventional ranking
method of using machine learning techniques, they used user profile details. Their study
differs from ours in various ways. First, they studied a different Q&A social network;
their study was on Yahoo! Answers while ours is on Stack Overflow. Secondly, the
profile elements in Yahoo! Answer differs from those in Stack Overflow. Thirdly, their
categorization of users differs from ours. Finally, their contribution to research differs
from our; while they ranked answers, our research focused on the contribution of users
based on the completeness of their profiles.

Though [4] studied user profiles in Stack Overflow, their research differs from ours
in several ways. Their study was on discovering experts by user profiling and ranking
answers by machine learning algorithm. They used profile elements that were not used
in our study like user name which is a mandatory field in Stack Overflow, hence everyone
has a user name. In addition, the focus of their study was on developing an answer
ranking model using the Ranking Support Vector Machine classifier, which differs from
our paper’s objective.

Using Quickstep and Foxtrot as their experimental systems, Middleton et al. [5]
developed a new ontological approach to recommending research papers online using
user profiling. Though their research studied user profiles, it differs from ours due to the
context of the research; recommender systems versus Q&A social networks.

Yerva et al. [6] explored techniques for creating user profiles based on their activities
in various social networks. They also indicated the advantages of maintaining social
network user profiles. Though we worked with user profiles, our study used existing
profiles of Stack Overflow, unlike Yerval et al.’s study where profiles were created based
on users’ activities.

Although Dijk et al. [7] used Stack Overflow as their case study, their research was
on early detection of experts in the network based on textual, behavioral and time-aware
features of the users. Our study differs from theirs as our contribution to current research
is different. While they focused on predicting which new users will eventually become
experts, we focused on the difference in the level of participation between users with
complete and incomplete profiles.

Though there have been studies on understanding user influence and expertise in
Stack Overflow using rewards earned, the focus of this paper is specifically on user
profiles and how the completeness or otherwise of a profile relates to the level of partic‐
ipation of that user. Adaji and Vassileva [8] identified expert respondents in Stack
Overflow using in-degree and the rewards earned by respondents. They went further to
predict the churn of these experts using various data mining algorithms. Unlike that
study, this paper investigates the profile elements of users and the relationship between
complete/incomplete profiles and user participation in the network. In their study on
modelling problem difficulty and expertise in Stack Overflow, Hanrahan et al. [9] came
up with indicators that identify the difficulty level of questions and who experts are. To
identify experts, the authors used reputation score, z-score of users and the average delta
between upvotes and downvotes of answer posts of users. This study also differs from
ours because the authors did not study the profile elements of users.

6 I. Adaji and J. Vassileva



To the best of our knowledge, there is currently no research that studies the rela‐
tionship between user profiles and performance of users in the network using the profile
elements website URL, location, about me, profile image and age.

3 Data Collection

In order to determine if profile elements are important to the success of a Q&A social
network, we used Stack Overflow as our case study. Stack Overflow data is currently
available through its public data explorer7. Stack Overflow currently has various profile
elements including display name, profile image, role and company, age, website URL,
location, reputation score, badges earned and about me. For this study we excluded
display name because it is mandatory. We also excluded reputation score and badges
earned because they are computed automatically by the system and are not provided by
the user. Of the profile elements in Stack Overflow, we used profile image, age, website
URL, location, and about me. These are not mandatory and are not dependent on the
system, but rather on the user.

For this paper, we determined our test data set in two ways; (1) using reputation
earned by users, and (2) using scores earned by question and answer posts. We selected
these categories because posting quality questions and answers while earning reputation
is what keeps a Q&A social network like Stack Overflow active [10].

For the first category of data, we identified the users with reputation score of at least
10,000. We selected 10,000 because it is the minimum score one has to earn in Stack
Overflow in order to be rewarded one of the top privileges in the network, a site moder‐
ator and it is not easy to attain. We then computed the average daily reputation score of
these users to be 18, therefore we used 18 as our benchmark. Hence for this study, we
only considered users who have earned an average daily reputation of 18 points irre‐
spective of their total reputation score. We did this to ensure that we did not include only
users with really high or too low reputation scores. We identified 16,547 users that met
this criteria.

For the second category, in order to study the profile of users that post helpful
questions and answers, we selected only question and answer posts that have earned
at least 100 points. Any score higher than 100 would mean fewer question and
answer posts. There were 45,827 posts that were made by 25,942 users that met this
criteria.

For each user in both categories, we reviewed their profile data to check for
completeness or otherwise. We had two categories of users based on the complete‐
ness of their profiles. We defined a complete profile as one having all the profile
elements: profile image, age, website URL, location, and about me, and an incom‐
plete profile as a profile with no profile element or a profile missing at least one
profile element.

7 https://data.stackexchange.com/stackoverflow/queries.

Towards Understanding User Participation in Stack Overflow 7

https://data.stackexchange.com/stackoverflow/queries


4 Analysis and Results

Of the 16,547 user profiles we studied in the first category of data selection, 274 users
had complete profiles; they had information for each profile element profile image, age,
website URL, location, and about me. On the other hand, 6,041 users were missing at
least one profile element, while 10,142 users did not have any of all profile elements
profile image, age, website URL, location, and about me. Figure 1 shows the breakdown
of users based on the completeness of their profile elements.

Fig. 1. Breakdown of users bassed on completeness of profile elements

In this section, we present our findings based on the two categories of selecting our
test data.

4.1 Using Reputation Earned by Users

We computed the average reputation score of users with complete profile elements and
those without complete profile elements. The group of users with complete profile
elements, though a lot smaller in number, had a significantly higher average reputation
score of 57,513, while the group of users with incomplete profile elements had an
average reputation score of 8,092. Hence, one can conclude that the users with complete
profiles were more helpful to the community than the users with incomplete profile
elements since they earned more reputation. Based on this result, we were able to answer
RQ1 as follows.

RQ1. Do profiles matter? Are users with a complete profile more helpful to the
community?

Answer to RQ1. From the result of our analysis, profiles do matter as users with a
complete profile earned significantly higher reputation than users without a complete
profile. Since reputation scores are earned by being helpful in the Stack Overflow
community8, and the users with complete profiles earned significantly higher reputation

8 http://stackoverflow.com/help/whats-reputation.
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that those without complete profiles, one can conclude that users with complete profiles
are more helpful to the Stack overflow community than those with incomplete profiles.

Of the users with incomplete profile elements, we sought to understand the spread
of reputation scores among these profile elements. For example, do users with missing
profile image earn higher reputation score than users with missing about me details? Or
do users with website URL information (with other missing profile elements) earn higher
reputation scores than users with say location information. This is important in deter‐
mining what profile elements could be made mandatory when users are creating their
profiles.

To this end, we computed the average reputation score of the users with missing
profile elements for profile image, age, website URL, location, and about me and
compared it to the average reputation score of users without missing profile elements.
For example, we computed the average reputation score of users who had a profile image
and compared it to the average reputation score of users who didn’t have a profile image
but had other profile elements. For each profile element, the average reputation score of
users that had the element present was significantly higher than the average score for
users without the corresponding profile element. Of the five profile elements, users with
age scored higher than users with other profile elements, while users with profile image
scored least. Hence we concluded that of the users with incomplete profile elements,
users that had profile elements age and about me were more useful to the community
than users with other profile elements. Figure 2 shows the result of our analysis.

Fig. 2. Average reputation score of users based on profile elements

In order to determine what profile elements should be used together, we calculated
the Pearson correlation coefficient of the profile elements using the average reputation
score earned by users. Of the five profile elements, location and about me had the highest
correlation of 0.999798 while about me and profile image had the lowest correlation of
0.662645. Table 1 shows the correlation between the five profile elements. Based on
this result, we answered RQ2.

Towards Understanding User Participation in Stack Overflow 9



RQ2. What profile elements could be used together?

Answer to RQ2. From the computation of the correlation coefficient of the 5 profile
elements, location and about me have the highest correlation, hence should be used
together. In order words, if location is a mandatory field during profile creation, about
me should be made mandatory also.

Table 1. Correlation of profile elements

Website URL Location About Me Profile Image Age
Website URL 1
Location 0.995126 1
About Me 0.99323 0.999798 1
Profile Image 0.741 0.673367 0.662645 1
Age 0.993753 0.998831 0.999167 0.679334 1

4.2 Using Scores Earned by Question and Answer Posts

Since quality questions and answers are key to a successful Q&A network [11], it is
imperative to study the profile elements of the users that post helpful questions and
answers. We determined the quality of a post by the score the post earned. We used 100
as our threshold9, hence, we only included question and answer posts with a score of at
least 100 points. There were 45,827 posts that met this criteria and these were posted by
25,942 users.

We separated the posts into 2 groups; one of users with complete profiles and the
other was of users with incomplete profiles. There were 1403 users with complete
profiles and 24,539 users with incomplete profiles. The group of users with
complete profiles had an average reputation score of 17,236, while their posts had
an average score of 262. On the other hand, the users with incomplete profiles had
an average reputation score of 11,145 and the average score earned by their posts
was 249. Table 2 summarizes the findings from the study on posts. From this result,
we concluded that the users with complete profiles posted more useful questions and
answers in the community.

Table 2. Breakdown of posts dataset

Complete
Profile

Incomplete
Profile

Average reputation score of users 17,236 11,145
Average score of posts by users 262 249

Based on this result, we answered RQ3 as follows.

9 This threshold was set in order to have a sizeable dataset to work with.
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RQ3. Do users that post helpful questions and answers have a complete profile?

Answer to RQ3. Since helpful posts are determined by how much score they earn, and
the questions and answers posted by users with complete profiles on the average scored
higher than those posted by users with incomplete profiles, we concluded that the users
with complete profiles post more helpful questions and answers. We also came to this
conclusion because the average reputation score of the users with complete profile that
posted these questions and answers was higher than that of users with incomplete
profiles.

5 Discussion

Based on the result of our study, having a complete profile is typically a sign of commit‐
ment to a community or network. Hence, it is not surprising that users with more devel‐
oped profiles have shown more commitment in participation, have been careful in their
posts and care about their reputation. With regards to the low average reputation score
of users with profile image compared to other profile elements (as described in Fig. 2),
we concluded that it could be as a result of the type of social network Stack Overflow
is. Unlike a network like Facebook where the physical appearance of a user can
contribute to his/her network of friends, or be a cause of narcissism [12] (hence a profile
image might be an important profile element to a user), in Stack Overflow, a user’s
physical appearance is largely immaterial. Rather, the user’s ability to answer questions
and earn reputation scores is more important [8, 13]. Hence users might not see the need
to have profile pictures.

6 Conclusion and Future Work

This paper studied profiles in Stack Overflow with the aim of understanding how helpful
users with complete profiles are compared to users with incomplete profiles. We defined
a complete profile as users having all of the five profile elements profile image, age,
website URL, location, and about me, while incomplete profiles were user profiles
missing all or at least one profile element. We studied the profiles of two categories of
people; users with a daily average reputation score of over 18 points and users who
posted questions and answers that have earned at least 100 points. Based on the result
of our analysis, users with complete profile elements had a higher average reputation
score than users with incomplete profile elements. In addition, the posts made by users
with complete profile elements scored higher than those made by users with incomplete
profiles. Furthermore, the users that posted quality questions and answers in the network
were users with complete profile elements. Based on these results, we concluded that
user profiles are important and that users with complete profiles are more useful to the
community than users with incomplete profile elements. We also computed the Pear‐
son’s correlation coefficient to determine what profile elements go together in the

Towards Understanding User Participation in Stack Overflow 11



network. Location and about me had the highest correlation while about me and profile
image had the least correlation.

In the future, we plan to analyze the evolution of user profiles over time, in particular,
to compare the performance of users in the network before and after they had complete
profiles, assuming the users did not start out with complete profiles. We also want to
compare the influence and expertise level of users with complete profiles to users iden‐
tified as experts using other methods like [8, 9]. In addition, we plan to carry out further
statistical analysis on the dataset to determine the statistical significance of our result.
Furthermore, we plan to conduct a user study to understand the importance of the various
profile elements from a user’s perspective and if users regard other users with complete
profile elements as authority figures. We will also investigate the level of trust users give
fellow users based on the completeness of their profiles.

References

1. Riahi, F., Zolaktaf, Z., Shafiei, M., Milios, E.: Finding expert users in community question
answering. In: Proceedings of the 21st International Conference on World Wide Web - WWW
2012, p. 791 (2012)

2. Strano, M.M.: User descriptions and interpretations of self-presentation through Facebook
profile images. Cyberpsychology J. Psychosoc. Res. Cybersp. 2(2), 5 (2008)

3. Zhou, Z.-M., Lan, M., Niu, Z.-Y., Lu, Y.: Exploiting user profile information for answer
ranking in cQA. In: Proceedings 21st International Conference World Wide Web - WWW,
pp. 767–774 (2012)

4. Ginsca, A., Popescu, A.: User profiling for answer quality assessment in Q&A communities.
In: Proceedings of the 2013 Workshop on Data-Driven User Behavioral Modelling and
Mining from Social Media, pp. 25–28 (2013)

5. Middleton, S., Shadbolt, N., De Roure, D.: Ontological user profiling in recommender
systems. ACM Trans. Inf. Syst. 22(1), 54–88 (2004)

6. Yerva, S.R., Catasta, M., Demartini, G., Aberer, K.: Entity disambiguation in tweets
leveraging user social profiles. In: 2013 IEEE 14th International Conference on Information
Reuse and Integration (IRI), pp. 120–128 (2013)

7. van Dijk, D., Tsagkias, M., de Rijke, M.: Early detection of topical expertise in community
question answering. In: Proceedings of the 38th International ACM SIGIR Conference on
Research and Development in Information Retrieval - SIGIR 2015, pp. 995–998 (2015)

8. Adaji, I., Vassileva, J.: Predicting churn of expert respondents in social networks using data
mining techniques: a case study of stack overflow. In: Proceedings of 14th IEEE International
Conference on Machine Learning and Applications (ICMLA) (2015)

9. Hanrahan, B.V., Convertino, G., Nelson, L.: Modeling problem difficulty and expertise in
stackoverflow. In: Proceedings of the ACM 2012 conference on Computer Supported
Cooperative Work Companion, pp. 91–94 (2012)

10. Movshovitz-Attias, D., Movshovitz-Attias, Y., Steenkiste, P., Faloutsos, C.: Analysis of the
reputation system and user contributions on a question answering website. In: Proceedings of
the 2013 IEEE/ACM International Conference on Advances in Social Networks Analysis and
Mining - ASONAM 2013, pp. 886–893 (2013)

11. Dror, G., Pelleg, D., Rokhlenko, O., Szpektor, I.: Churn prediction in new users of Yahoo!
answers. In: Proceedings of the 21st International Conference on World Wide Web, pp. 829–
834 (2012)

12 I. Adaji and J. Vassileva



12. Kapidzic, S.: Narcissism as a predictor of motivations behind Facebook profile picture
selection. Cyberpsychol. Behav. Soc. Netw. 16(1), 14–19 (2013)

13. Pal, A., Chang, S., Konstan, J.A.: Evolution of experts in question answering communities.
In: Proceedings of the 6th International Conference on Web and Social Media (ICWSM)
(2012)

Towards Understanding User Participation in Stack Overflow 13



Identifying Correlated Bots in Twitter

Nikan Chavoshi(B), Hossein Hamooni, and Abdullah Mueen

University of New Mexico, Albuquerque, USA
chavoshi@unm.edu

Abstract. We develop a technique to identify abnormally correlated
user accounts in Twitter, which are very unlikely to be human operated.
This new approach of bot detection considers cross-correlating user activ-
ities and requires no labeled data, as opposed to existing bot detection
techniques that consider users independently, and require large amount of
recently labeled data. Our system uses a lag-sensitive hashing technique
and a warping-invariant correlation measure to quickly organize the user
accounts in clusters of abnormally correlated accounts. Our method is
94% precise and detects unique bots that other methods cannot detect.
Our system produces daily reports on bots at a rate of several hundred
bots per day. The reports are available online for further analysis.

1 Introduction

Automated accounts, called bots, are common in social media. Although all bots
are not bad, bots are easy means to engage in unethical and illegal activities in
social media. Examples of such activities include selling accounts [18], spamming
inappropriate content [1], and participating in sponsored activities [7]. Many
social metrics are calculated based on social media data [3,15]. The significant
presence of bots in social media will make many of these metrics useless. The
exact number of bots is dynamic and unknown. The range of the estimates
is between 3 % [18] to 7 % [14]. Social media sites, such as Twitter, regularly
suspend abusive bots [19]. Yet, the number of bots is growing because of almost
zero-cost in creating new bots.

Existing bot detection methods are not capable of fighting such evolving set
of bots. There are several reasons. Current methods are mostly non-adaptive,
require supervised training, and consider accounts independently [6,20]. Typ-
ical features used in some of the methods need a long duration of activities
(e.g. weeks) [21] which makes the detection process useless, as the bots can
initiate a fair amount of harm before being detected. Moreover, bots are becom-
ing smarter. They mimic humans to avoid being detected and suspended, and
increase throughput by creating many accounts. We take a novel unsupervised
approach of cross-correlating account activities, that can detect such dynamic
bots as soon as two hours after starting their activities.

Our novelty is in using activity correlation as an absolute indicator of bot
behavior. Millions of users interact in social media at any time. Even at this large
scale, human users are not expected to have highly correlated activities in social
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 14–21, 2016.
DOI: 10.1007/978-3-319-47874-6 2
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Fig. 1. (top) Two highly correlated activity sequence (six minutes) of two Twitter
users: Alan and Filosofei. Warping-invariant correlation between them is 0.99, while
cross-correlation is 0.72 and Pearson’s correlation is 0.07. (bottom) A group of 35
correlated bots’ activity sequence. Note that slight misalignment in the timestamps.

media for hours. However, in Twitter, large groups of such correlated user accounts
are actively operating. A video capture of two completely unrelated (no one fol-
lows the other) and yet perfectly correlated Twitter accounts is shown in [2]. You
can find several examples of activity sequence of correlated Twitter accounts in
Fig. 1 (better in high resolution). Such correlation in tweeting activities is only
possible if the accounts are controlled automatically, indicating that the accounts
are bots. We provide mathematical significance of our approach and empirically
achieve 94 % precision of our approach.

In the rest of the paper, we discuss the level of significance of correlated
bots and show empirical evaluation. We omit technical details of our method,
named DeBot, due to limited presentation scope. The daily reports of bots and
an expanded paper are available in [2].

2 Significance of Correlation in Bot Detection

In this section, we analyze the significance of correlation in detecting bots. We
first assume each user tweets independently and then relax the restriction.

We estimate the probability of two users having n posts at identical
timestamps among m seconds when there are N such active users. We assume
the users are independently tweeting. There are M = mn possible ways a user
can post n actions in m seconds. Let us estimate the probability p̂ that no two
users have n identical timestamps under user independence.
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p̂ = 1 × M − 1
M

× M − 2
M

× . . . × M − N + 1
M

The probability p of at least two users posting at the same n seconds in m
seconds is simply 1 − p̂.

p = 1 − M !
MN (M − N)!

Note that, if N > M then p = 1, as there are more trials (i.e. users) than
possible options (i.e. combination of seconds). If we realistically set N = 109

and m = 3600, p sharply goes down from one to zero, when we move from n = 6
to n = 8. Therefore, observing two users with seven or more identical posting
timestamps is an extremely unlikely event when users are independent.

Let us now consider the warped instance of the above estimation. If the
warping constraint is w, then we can pessimistically assume that any pair of the
n tweets are more than 2w apart. This ensures that, for each of the n tweets,
there can be a maximum of W = 2w + 1 locations available for an equivalent
tweet. The new expression for p̂ is the following.

p̂ = 1 × M − Wn

M
× M − 2Wn

M
× . . . × M − NWn

M

Similar to the exact matching, in case of warped matching, p = 1 − p̂ tends to
zero for n = 13 when w = 20 seconds, N = 109 and m = 3600.

Let us now consider the dependent case where the Twitter users react to
similar news/events in similar ways. Let us assume q is the probability of a user
reacting to any tweet within ±w seconds of the relevant tweet. The probability
of none of the n tweets of a user fall within ±w of n tweets from another user is
1 − qn. The expression for p̂ becomes the following.

p̂ = 1 × (1 − qn) × (1 − 2qn) × . . . × (1 − Nqn)

Note that, in the equal probability case, q = 2w
m , which is identical to the p̂ for

warped correlation. In an extreme scenario, if users are perfectly in sync, q = 1
ensures p̂ = 0 and p = 1. If q = 0.25, p tends to zero for n = 40 and if q = 0.5,
p tends to zero for n = 80. However, q = 0.25 is an extremely high probability.
To elaborate, consider how many tweets/posts, that a user sees, is retweeted
or shared. For an average user, it may be one in every few. Now consider how
many a user shares within w seconds of seeing, which should be much less. Then
consider how many a user shares within w seconds of another user authoring the
tweets or retweets, which should be even smaller.

Thus, even for this unlikely high probability of a user tweeting or retweeting
within ±20 seconds (q = 0.25) of another tweet, the probability of two users
with forty or more matching tweets in an hour is close to zero. Our system,
therefore, considers users with at least forty tweets in an hour and identifies
highly correlated (≥ 0.995) users as bots because of their extreme unlikelihood
of being humans. This approach of identifying bots is highly precise with almost
no false-positive.
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One may think that evading detection by this simple approach is a very easy
task. It is indeed very simple to evade such detection by inserting unbounded
random time delays among the same tweet from many accounts. However, such
randomization will severely damage the throughput of a bot-master, making it
worthless to maintain large pool of uncontrolled bots. Moreover, although evasion
is fairly easy, we have detected hundreds of thousands of unique correlated bots
that are freely operating in absence of such a simple detection system.

We do not claim that correlated bot detection is the solution to bot related
problems in social media. Detecting benign or malicious bot is out of the scope
of this work. We simply suggest that detecting correlated bots has a potential
to improve the performance of suspension systems that safeguard large social
networks, eventually increasing the cost of bot operation and maintenance.

A pathological argument against correlated bot detection is that a human
user may be identified as bot if some bots mimic the human user. If a human
user is mimicked by bots, it is an urgent matter to take some action, such as
blocking all of the accounts and asking all the users to prove their humanity
once again. Naturally, only the human user can prove it while the bot mimickers
will just remain blocked.

3 Empirical Evaluation

As per the discussion in the previous section, synchronized behavior in a sequence
of forty activities is a near absolute indicator of automated accounts. In this
section, we show empirical evaluation in comparison to other bot detection
approaches.

We calculate relative support from other methods to the bots detected by our
system. We compare against five methods. We have run bot discovery in every 4
hours for sixteen days (May 18 - June 3, 2015) and merged all the clusters into
one consolidated set of clusters using friend-of-friend approach. We picked the
top ten clusters in size that contained a total of 9,134 bot accounts to form our
base set to compare against other methods.

– We compare the support to our method by Twitter’s suspension process. We
first ask the question, how many bots that we detect are later suspended by
Twitter? If Twitter suspends them, we are certain that the bots were bad
ones. On June 12, 2015, we began tracking these accounts via Twitter API
to check whether or not they were suspended. We checked every few days
until August 28, 2015. Twitter increasingly suspended more bots that we had
detected months ahead. Twitter suspended 2,491 accounts in the very first
probe and reached to 4,126 in the last probe. This means that roughly 45%
of the bots were suspended by Twitter in 12 weeks.

– A successful existing technique developed in the Truthy project [6] is Bot
or Not?, which is a supervised technique to estimate the probability of an
account being bot. It uses account features, network features and content
features to train a model [6] and estimates a probability of “being bot” for a
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given account. We set a threshold of 50 % or more to classify an account as
bot and found that 59% of the bots in our base set were also flagged by Bot
or Not? on June 12, 2015. We probed Bot or Not? for the base set two more
times and noticed no significant change in detection performance.

– We compare our method to an existing per-user method [21] which uses the
dependence between minute-of-an-hour and second-of-a-minute as an indi-
cator for bot accounts. The method in [21] tests the independence of these
two quantities using the χ2 test and declares an account bot if there is any
dependence. The method fails for user alan26oficial (the same Alan as in
Fig. 1) because of independence among the quantities, while our method can
detect alan26official because of its correlation with FrasesFiIosofos (the same
Filosofei in Fig. 1). We calculate the relative support from the χ2 test method
and identify 76% of the bots are supported by the χ2 test.

– We evaluate the bots using contextual information such as tweet content
and cross-user features. We investigate whether the synchronously aligned
tweets have identical texts and authors. We define the “botness” of a group
of accounts as the average of the botness of all the pairs of accounts in the
cluster. For a given pair, botness is the percentage of aligned tweets that also
match in their content (e.g. author, text). The higher the botness score the
more successful DeBot is. We achieve an average of 78% botness when we
match text and/or authors of the tweets. Simply put, the aligned tweets have
identical text and authors 78% of the time. Note that there is a very little
difference between and and or configuration. This suggests that most of the
time tweets and authors match.
Less botness score does not necessarily mean that our method is detecting
false positives. We see many bot accounts that correlate in time perfectly, but
do not have identical tweets.

– We investigate if approximate text matching would increase botness by
employing human judges in Amazon Mechanical Turk. We ask the judges
to determine whether fifty random pairs of accounts are showing similar text
(may not be exact), URLs, authors and languages. We then calculate the
botness. DeBot achieves up to 94 % botness score from the contextual infor-
mation. Simply put, 94% of the tweets are not only synchronized in time,
but also share the same information (Table 1).

Table 1. Relative support of different tests of DeBot

Twitter BotOrNot? χ2 Test Text &Author Text || Author Human Judgment

Relative Support 45% 59% 76% 78% 79% 94%

3.1 Recall Estimates

It is impossible to calculate the exact recall of a bot detection technique because
a complete list of known bots does not exist. we estimate the recall of three
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bot detection methods by a simple approach. First, we listen to the Twitter
streaming API for 30 min and pick those user that have more than 1 activity to
be able to calculate DTW distances. In 30 min we filter out 8600 user accounts,
on average. We test these accounts using Bot or Not? and χ2 test methods. We
apply DeBot to identify the bots based on temporal correlation.

The final results, which are the average of three rounds of our experiments,
show the highest recall rate of 6.3% for DeBot, which is very close to the true
bot ratio (8.5 %) estimated and disclosed by Twitter recently [17]. Bot or Not?
achieves 3.4 % bot detection rate.

4 Related Work

Real-time correlation monitoring has been a well-researched topic for over a
decade now. One of the first works is StatStream [22], which can monitor thou-
sands of signals. In [16], authors show a method to monitor lagged correlation in
streaming fashion for thousands of signals. In [5], authors develop a sketch (i.e.
random projection) based correlation monitoring algorithm that does not con-
sider time warping. Twitter stream can provide tweets of millions of users which
are at least an order of magnitude more in number, and an order of magnitude
less in density than the method in [5], and time warping exists in Twitter. Such
warped sparseness has not been addressed previously for correlation monitoring.

A good characterization of spammers in Twitter is presented in [10]. Authors
concluded that 92 % of the accounts that Twitter suspends for spamming activ-
ities are suspended within three days of the first post. Therefore, if a spamming
bot survives one week, it is very likely to survive a long time. Our work identi-
fies bots that are tweeting for months, if not years. In [18], authors characterize
the spam detection strategies very well. Spam detection methods that analyze
social graph properties, characterize contents and rates of postings, and iden-
tify common spam redirect paths, are typically at-abuse methods. Such methods
find the spam after the spam has done the harm. In contrast, our method can
detect accounts registered by account merchants which will eventually be sold
to miscreants, and thus, our method detects these bots soon-after-registration
to prevent future abuse. Detecting bots by correlating users is our novelty.

Other relevant works include detecting campaign promoters in Twitter [12].
Correlating user activity across sites (e.g. Yelp and Twitter) can provide useful
information about linked-accounts, and thus, form a basis of privacy attack [9]. In
[8], authors perform offline analysis to discover link-farming by which spammers
acquire a large number of followers. In [13], authors develop a fast algorithm
to mine millions of co-evolving signals and find anomalies. In [4], authors find
temporally coherent collaborative Liking of Facebook pages. The authors in [11],
present a method to characterize groups of malicious users. They consider three
features such as individual information, and social relationships to provide deep
understanding of these groups. As opposed to most of these works, our focus is
to correlate within the same site to identify bot accounts that already are or will
potentially become spammers.
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5 Conclusion

We introduce a real-time method that detects bots by correlating their activities.
Our method can detect hundreds of bot accounts everyday, which now have
aggregated to hundreds of thousands of bots in eight months. Human judges
in Amazon Mechanical Turk have found the detected bots are highly similar to
each other. Our method, DeBot, is identifying bots at a higher rate than the rate
Twitter is suspending them. In comparison to per-user methods, our cross-user
temporal method detects more bots with strong significance.
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Abstract. We present a machine learning framework that leverages a
mixture of metadata, network, and temporal features to detect extremist
users, and predict content adopters and interaction reciprocity in social
media. We exploit a unique dataset containing millions of tweets gener-
ated by more than 25 thousand users who have been manually identi-
fied, reported, and suspended by Twitter due to their involvement with
extremist campaigns. We also leverage millions of tweets generated by
a random sample of 25 thousand regular users who were exposed to, or
consumed, extremist content. We carry out three forecasting tasks, (i) to
detect extremist users, (ii) to estimate whether regular users will adopt
extremist content, and finally (iii) to predict whether users will recipro-
cate contacts initiated by extremists. All forecasting tasks are set up in
two scenarios: a post hoc (time independent) prediction task on aggre-
gated data, and a simulated real-time prediction task. The performance
of our framework is extremely promising, yielding in the different fore-
casting scenarios up to 93 % AUC for extremist user detection, up to 80%
AUC for content adoption prediction, and finally up to 72 % AUC for
interaction reciprocity forecasting. We conclude by providing a thorough
feature analysis that helps determine which are the emerging signals that
provide predictive power in different scenarios.

Keywords: Social media · Online extremism · Radicalization prediction

1 Introduction

Researchers are devoting increasing attention to the issues related to online
extremism, terrorist propaganda and radicalization campaigns [31,34]. Social
media play a central role in these endeavors, as increasing evidence from social
science research suggests [7,18]. For example, a widespread consensus on the
relationship between social media usage and the rise of extremist groups like the
Islamic State of Iraq and al-Sham (viz. ISIS) has emerged among policymakers
and security experts [11,35,41]. ISIS’ success in increasing its roster to thou-
sands of members has been related in part to a savvy use of social media for
propaganda and recruitment purposes. One reason is that, until recently, social
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 22–39, 2016.
DOI: 10.1007/978-3-319-47874-6 3
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media platform like Twitter provided a public venue where single individuals,
interest groups, or organizations, were given the ability to carry out extremist
discussions and terrorist recruitment, without any form of restrictions, and with
the possibility of gathering audiences of potentially millions. Only recently, some
mechanisms have been put into place, based on manual reporting, to limit these
abusive forms of communications. Based on this evidence, we argue in favor of
developing computational tools capable of effectively analyzing massive social
data streams, to detect extremist users, to predict who will become involved in
interactions with radicalized users, and finally to determine who is likely to con-
sume extremist content. The goal of this article is to address the three questions
above by proposing a computational framework for detection and prediction of
extremism in social media. We tapped into Twitter to obtain a relevant dataset,
leveraged expert crowd-sourcing for annotation purposes, and then designed,
trained and tested the performance of our prediction system in static and sim-
ulated real-time forecasts, as detailed below.

Contributions of this work

The main contributions of our work can be summarized as:

– We formalize three different forecasting tasks related to online extremism,
namely the detection of extremist users, the prediction of adoption of extremist
content, and the forecasting of interaction reciprocity between regular users
and extremists.

– We propose a machine prediction framework that analyzes social media data
and generates features across multiple dimensions, including user metadata,
network statistics, and temporal patterns of activity, to perform the three
forecasting tasks above.

– We leverage an unprecedented dataset that contains over 3 millions tweets
generated by over 25 thousand extremist accounts, who have been manually
identified, reported, and suspended by Twitter. We also use around 30 million
tweets generated by a random sample of 25 thousand regular users who were
exposed to, or consumed, extremist content.

– For each forecasting task, we design two variants: a post-hoc (time indepen-
dent) prediction task performed on aggregated data, and a simulated real-time
forecast where the learning models are trained as if data were available up to a
certain point in time, and the system must generate predictions on the future.

– We conclude our analysis by studying the predictive power of the different
features used for prediction, to determine their role in the three forecasts.

2 Data and Preliminary Analysis

In this section we describe our dataset, the curation strategy yielding the anno-
tations, and some preliminary analysis.
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2.1 Sample Selection and Curation

In this work we rely on data and labels constructed by using a procedure of
manual curation and expert verification. We retrieved on a public Website a list
of over 25 thousands Twitter accounts whose activity was labeled as supportive
of the Islamic State by the crowd-sourcing initiative called Lucky Troll Club.
The goal of this project was to leverage annotators with expertise in Arabic
languages to identify ISIS accounts and report them to Twitter. Twitter’s anti-
abuse team manually verifies all suspension requests, and grants some based on
the active violation of Twitter’s Terms of Service policy against terrorist- or
extremist-related activity. Here we focus on the 25,538 accounts that have been
all suspended between January and June 2015 by Twitter as a consequence of
evidence of activity supporting the Islamic State group. For each account, we
also have at our disposal information about the suspension date, and the number
of followers of that user as of the suspension date.

2.2 Twitter Data Collection

The next step of our study consisted in collecting data related to the activity of
the 25,538 ISIS supporters on Twitter. To this purpose, we leveraged the Twitter
gardenhose data source (roughly 10 % of the Twitter stream) collected by Indiana
University [15]. We decided to collect not only the tweets generated by these
accounts prior to their suspension, but also to build a dataset of their targets. In
particular, we are concerned with accounts unrelated to ISIS with whom the ISIS
supporters tried to establish some forms of interaction. We therefore constructed
the following two datasets:

ISIS accounts: this dataset contains 3,395,901 tweets generated in the time
interval January-June 2015 by the 25,538 accounts identified by Twitter as sup-
porters of ISIS. This is a significant portion of all the accounts suspended by
Twitter in relation to ISIS.1

Users exposed to ISIS: this dataset contains 29,193,267 tweets generated
during January-June 2015 by a set of 25 thousand users randomly sampled
among the larger set of users that constitute ISIS accounts’ followers. This set is
by choice of equal size to the former one, to avoid introducing class imbalance.

For prediction purposes, we will use as positive and negative labels the ISIS
accounts group and the accounts in the users exposed to ISIS, respectively.

3 Methodology

In this section we discuss the learning models and the features adopted by our
framework. The complete prediction pipeline (learning models, cross validation,
1 The Guardian recently reported that between April 2015 and February 2016,

Twitter’s anti-terror task force suspended about 125,000 accounts linked to ISIS
extremists: http://www.theguardian.com/technology/2016/feb/05/twitter-deletes-
isis-accounts-terrorism-online.

http://www.theguardian.com/technology/2016/feb/05/twitter-deletes-isis-accounts-terrorism-online
http://www.theguardian.com/technology/2016/feb/05/twitter-deletes-isis-accounts-terrorism-online
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feature selection, and performance evaluation) is developed using Python and
the scikit-learn library [28].

3.1 Learning Models

We adopt two off-the-shelf learning models as a proof of concept for the three
classification tasks that we will discuss later (see Sect. 4):

Logistic Regression: The first implemented algorithm is a simple Logistic
Regression (LR) with LASSO regularization. The advantage of this approach is
its scalability, which makes it very effective to (possibly real-time) classification
tasks on large datasets. The only parameter to tune is the loss function C. We
expect that LR will provide the baseline prediction performance.

Random Forests: We also use a state-of-the-art implementation of Random
Forests (RF) [9]. The vectors fed into the learning models represent each user’s
features. Random Forests are trained using 100 estimators and adopting the
Gini coefficient to measure the quality of splits. Optimal parameters setting is
obtained via cross validation (see Sect. 3.1).

Note that the goal of this work is not to provide new machine learning tech-
niques, but to illustrate that existing methods can provide promising results.
We also explored additional learning models (e.g., SVM, Stochastic Gradient
Descent, etc.), which provide comparable prediction performance but are less
computationally efficient and scalable.

Cross Validation. The results of our performance evaluation (see Sect. 4) are
all obtained via k-fold cross validation. We adopt k = 5 folds, and therefore use
80 % of data for training, and the remainder 20 % for testing purpose, averaging
performance scores across the 5 folds. We also use 5-fold cross validation to
optimize the parameters of the two learning algorithms (LR and RF), by means
of an exhaustive cross-validated grid search on the hyperparameter space.

Evaluation Scores. We benchmark the performance of our system by using
four standard prediction quality measures, namely Precision, Recall, F1 (har-
monic mean of Precision and Recall), and AUC—short for Area Under the
Receiver Operating Characteristic (ROC) curve [23].

3.2 Feature Engineering and Feature Selection
We manually crafted a set of 52 features belonging to three different classes: user
metadata, timing features, and network statistics, as detailed below.

User metadata and activity features: User metadata have been proved piv-
otal to model classes of users in social media [16,27]. We build user-based features
leveraging the metadata provided by the Twitter API related to the author of
each tweet, as well as the source of each retweet. User features include the num-
ber of tweets, followers and friends associated to each users, the frequency of
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Table 1. List of 52 features extracted by our framework

U
se

r
m
e
ta

d
a
ta

&
a
c
ti
v
it
y

Number of followers
Number of friends (i.e., followees)
Number of posted tweets
Number of favorite tweets
Ratio of retweets / tweets
Ratio of mentions / tweets
Avg number of hashtags
(avg, var) number of retweets
Avg. number of mentions
Avg. number of mentions (excluding retweets)
Number of URLs in profile description
(avg, std, min, max, proportion) URLs in tweets
Length of username

T
im

in
g (avg, var) number of tweets per day

(avg, std, min, max) interval between two consecutive tweets
(avg, std, min, max) interval between two consecutive retweets
(avg, std, min, max) interval between two consecutive mentions

N
e
tw

.
st
a
ts (avg, std, min, max) distribution of retweeters’ number of followers

(avg, std, min, max) distribution of retweeters’ number of friends
(avg, std, min, max) distribution of mentioners’ number of followers
(avg, std, min, max) distribution of mentioners’ number of friends
(avg, std, min, max) number of retweets of the tweets by others

adoption of hashtags, mentions, and URLs, and finally some profile descriptors.
In total, 18 user metadata and activity features are computed (cf. Table 1).

Timing features: Important insights may be concealed by the temporal
dimension of content production and consumption, as illustrated by recent
work [19,36]. A basic timing feature is the average number of tweets posted
per day. Other timing features include statistics (average, standard deviation,
minimum, maximum) of the intervals between two consecutive events, e.g., two
tweets, retweets, or mentions. Our framework generates 14 timing features (cf.
Table 1).

Network statistics: Twitter content spreads from person to person via retweets
and mentions. We expect that the emerging network structure carries important
information to characterize different types of communication. Prior work shows
that using network features significantly helps prediction tasks like social bot
detection [15,16,36], and campaign detection [17,30]. Our framework focuses on
two types of networks: (i) retweet, and (ii) mention networks. Users are nodes
of such networks, and retweets or mentions are directed links between pairs
of users. For each user, our framework computes the distribution of followers
and friends of all users who retweet and mention that user, and extracts some
descriptive statistics (average, standard deviation, minimum, maximum) of these
distributions. Our system builds 20 network statistics features (cf. Table 1).
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Greedy Feature Selection. In our predictions, some features exhibit more
predictive power than others: temporal dependencies introduce strong correla-
tions, thus some possible redundancy. Among the different existing ways to select
the most relevant features for the prediction task at hand [22], in the interest of
computational efficiency, we adopted a simple greedy forward feature selection
method, as follows: (i) initialize the set of selected features S = ∅; (ii) for each
feature f ∈ F − S, consider the union set U = S ∪ f ; (iii) train the classifier
using the features in U ; (iv) test the average performance of the classifier trained
on this set; (v) add to S the feature providing the best performance; (vi) repeat
(ii)–(v) as long as a significant performance increase is yield.

4 Experiments

Task I (T1): Detection of extremist supporters. The first task that our
system will face is a binary classification aimed to detect ISIS accounts and
separate them from those of regular users. The problem is to test whether any
predictive signal is present in the set of features we designed to characterize
social media activity related to extremism, and serves as a yardstick for the next
two more complex problems.

Task II (T2): Predicting extremist content adoption. The set of 25 thou-
sand users we randomly sampled among followers of ISIS accounts can be lever-
aged to perform the prediction of extremist content adoption. We define as a
positive instance of adoption in this context when a regular user retweets some
content s/he is exposed to that is generated by an ISIS account.

Task III (T3): Predicting interactions with extremists. The third task
presents likely the most difficult challenge: predicting whether a regular user
will engage into interactions with extremists. A positive instance of interaction
is represented by a regular user replying to a contact initiated by an ISIS account.

Static versus real-time predictions. For each of the three prediction tasks
described above, we identified two modalities, namely a static (time indepen-
dent) and a simulated real-time prediction. In the former scenario, a static pre-
diction ignores temporal dependencies in that the system aggregates all data
available across the entire time range (January-June 2015), and then performs
training and testing using the 5-fold cross validation strategy by randomly split-
ting datapoints into the 5 folds and averaging the prediction performance across
folds. In the latter scenario, a real-time prediction is simulated in which data are
processed for training and testing purposes by respecting the timeline of content
availability: for example, the system can exploit the first month of available data
(January 2015) for training, and then producing predictions for the remainder 5
months (Feb-Jun 2015), for which performance is tested.

The performance of our framework in the three tasks, each with the two
prediction modalities, is discussed in the following. The section concludes with
the analysis of feature predictive power (see Sect. 4.4).
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Fig. 1. T1B: Feature selection analysis and feature rank distribution (top 11 features)

4.1 T1: Detection of Extremist Supporters

In the following we discuss the static (T1A) and real-time (T1B) scenarios for
the first prediction task, namely detecting extremist accounts on Twitter.

T1A: Time-Independent Detection. The detection of extremist user
accounts is the most natural task to start the performance evaluation of our
framework. Our analysis aims at verifying that the 52 features we carefully
hand-crafted indeed carry some predictive signal useful to separate extremist
users from regular ones. The dataset at hand contains two roughly equal-sized
classes (about 25 thousand instances each), where ISIS accounts are labeled as
positive instances, and regular users as negative ones. Each instance is a charac-
terized by a 52-dimensional vector, and positive and negative examples are fed
to the two learning models (LR and RF). The first task, in short T1A, is agnos-
tic of time dependencies: data are aggregated throughout the entire 6 months
period (January-June 2015) and training/testing is performed in a traditional
5-fold cross-validated fashion (cf. Sect. 3.1). Table 2 summarizes the performance
of LR and RF according to the four quality measures described above (cf. 3.1):
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Table 2. Extremists detection (T1A)

Precision Recall F1 AUC

Logistic Regression 0.778 0.506 0.599 0.756

Random Forests 0.855 0.893 0.874 0.871

Both models perform well, with Random Forests achieving an accuracy above
87 % as measured by AUC. These results are encouraging and demonstrate that
simple off-the-shelf models can yield good performance in T1A.

T1B: Simulated Real-Time Detection. A more complex variant of this pre-
diction task is by taking into account the temporal dimension. Our prior work
has demonstrated that accounting for temporal dependencies is very valuable
in social media prediction tasks and significantly improves prediction perfor-
mance [17]: therefore we expect that the performance of our framework in a
simulated real-time prediction task will exceed that of the static scenario.

In this simulated real-time prediction task, T1B, we divide the available
data into temporal slices used separately for training and prediction purposes.
Table 3 reports five columns, each of which defines a scenario where one or more
months of data are aggregated for training, and the rest is used for prediction and
performance evaluation. For example, in the first column, the learning models
are trained on data from January 2015, and the prediction are performed and
evaluated on future data in the interval February-June 2015.

Random Forests greatly benefits from accounting for temporal dependencies
in the data, and the prediction performance as measured by AUC ranges between
83.8 % (with just one month of training data) to an excellent 93.2 % (with five
months of training data). Figure 1(left) illustrates the ranking of the top 11
features identified by feature selection, as a function of the number of months of
data in the training set. Figure 1(right) displays the distributions of the rankings
of each feature across the 5 different temporal slices. For the extremist users
detection task, the most predictive features are (1) number of tweets, (2) average
number of hashtags, and (3) average number of retweets. One hypothesis is
that extremist users are more active than average users, and therefore exhibit
distinctive patterns related to volume and frequency of activity.

4.2 T2: Predicting Extremist Content Adoption

The second task, namely predicting the adoption of extremist content by regular
users, is discussed in the static (T2A) and real-time (T2B) scenarios follows.

T2A: Time-Independent Prediction. The first instance of T2 is again on
the time-aggregated datasets spanning January-June 2015. Predicting content
adoption is a known challenging task, and a wealth of literature has explored the
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Table 3. Real-time extremists detection (T1B)

Training: Jan Jan-Feb Jan-Mar Jan-Apr Jan-May

Testing: Feb-Jun Mar-Jun Apr-Jun May-Jun Jun

AUC (LR) 0.743 0.753 0.655 0.612 0.602

Precision (LR) 0.476 0.532 0.792 0.816 0.796

Recall (LR) 0.629 0.675 0.377 0.289 0.275

F1 (LR) 0.542 0.595 0.511 0.427 0.409

AUC (RF) 0.838 0.858 0.791 0.942 0.932

Precision (RF) 0.984 0.922 0.868 0.931 0.910

Recall (RF) 0.679 0.733 0.649 0.957 0.959

F1 (RF) 0.804 0.817 0.743 0.944 0.934

Fig. 2. T2B: Feature selection analysis and feature rank distribution (top 11 features)

factors behind online information contagion [25]. In this scenario, we aim to pre-
dict whether a regular user will retweet a content produced by an ISIS account.
Positive instances are represented by users who retweeted at least one ISIS tweet
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Table 4. Content adoption prediction (T2A)

Precision Recall F1 AUC

Logistic Regression 0.433 0.813 0.565 0.755

Random Forests 0.745 0.615 0.674 0.771

in the aggregated time period, while negative ones are all users exposed to such
tweets who did not retweet any of them. Table 4 summarizes the performance
of our models: Random Forests emerges again as the best performer, although
the gap with Logistic Regression is narrow, and the latter provides significantly
better Recall. Overall, T2A appears clearly more challenging than T1A, as the
top performance yields a 77.1 % AUC score. The results on the static prediction
are promising and set a baseline for the real-time prediction scenario.

T2B: Simulated Real-Time Prediction. We again consider temporal data
dependencies to simulate a real-time prediction for T2. Similarly to T1B, in T2B
we preserve the temporal ordering of data, and divide the dataset in training and
testing according to month-long temporal slices, as summarized by Table 5. Ran-
dom Forests again seems to benefit from the temporal correlations in the data,
and the prediction performance at peak improves up to 80.2 % AUC. Logistic
Regression fails again at exploiting temporal information, showing some perfor-
mance deterioration if compared to T2A. Figure 2 shows that, for the content
adoption prediction, the ranking of the top 11 features in T2B is less stable than
that of T1B. The top three most predictive features for this task are (1) ratio of
retweets over tweets, (2) number of tweets, and (3) average number of retweets.
Note that the latter two top features also appear in the top 3 of the previous
task, suggesting an emerging pattern of feature predictive dynamics.

Table 5. Real-time content adoption prediction (T2B)

Training: Jan Jan-Feb Jan-Mar Jan-Apr Jan-May

Testing: Feb-Jun Mar-Jun Apr-Jun May-Jun Jun

AUC (LR) 0.682 0.674 0.673 0.703 0.718

Precision (LR) 0.188 0.240 0.148 0.116 0.043

Recall (LR) 0.814 0.367 0.345 0.725 0.362

F1 (LR) 0.305 0.290 0.207 0.199 0.077

AUC (RF) 0.565 0.598 0.676 0.779 0.802

Precision (RF) 0.433 0.384 0.266 0.205 0.070

Recall (RF) 0.087 0.070 0.336 0.648 0.813

F1 (RF) 0.145 0.119 0.297 0.311 0.130
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Fig. 3. T3B: Feature selection analysis and feature rank distribution (top 11 features)

4.3 T3: Predicting Interactions with Extremists

Our third and last task, namely the prediction of interactions between regular
users and extremists, is discussed in the following, again separately for the static
(T3A) and real-time (T3B) scenarios.

T3A: Time-Independent Prediction. We expect the interaction prediction
task to be the most challenging among the three tasks we proposed. Similarly
to content adoption prediction, recent literature has explored the daunting chal-
lenge of predicting interaction reciprocity and intensity in social media [20].
Consistently with the prior two tasks, our first approach to interaction predic-
tion is time agnostic: we plan to test whether our system is capable to predict
whether a regular user who is mentioned by an extremist account will reply back
or not. In this case, positive instances are represented by users who reply to at
least one contact initiated by ISIS in the aggregated time period (January-June
2015), whereas negative instances are those regular users who did not reply to
any ISIS contact. Table 6 reports the prediction performance of our two models:
overall, the task proves challenging as expected, being Random Forests the best
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Table 6. Interaction reciprocity prediction (T3A)

Precision Recall F1 AUC

Logistic Regression 0.697 0.690 0.693 0.658

Random Forests 0.686 0.830 0.751 0.692

performer, yielding excellent Recall and 69.2 % AUC. Logistic Regression per-
formance fairly with 65.8 % AUC, and both Precision and Recall around 69 %.

T3B: Simulated Real-Time Prediction. The final task discussed in this
paper is the interaction prediction with temporal data. Given the complexity
of this problem, as demonstrated by T3A, we plan to test whether incorporat-
ing the temporal dimension will help our models achieve better performance.
Table 7 shows that this appears to be the case: Random Forests exhibits an
improved temporal prediction performance, boasting up to 72.6 % AUC, using
the first 5 months of data for traning, and the last month for prediction and eval-
uation. Logistic Regression improves as well, jumping to a 68.3 % AUC score.
Both models provide very good Precision/Recall performance, if one considers
the challenging nature of predicting interaction reciprocity within our context.
Figure 3 summarizes the top 11 features ranking, this time showing a more clear
division among top features. The top three features in the interaction reciprocity
prediction are (1) ratio of retweets over tweets, (2) average number of hashtags,
and (3) average number of retweets. Note that all three features already occurred
in the top features of the two previous tasks, reinforcing the notion of a clear
pattern of feature predictive power, discussed next.

Table 7. Real-time interaction reciprocity prediction (T3B)

Training: Jan Jan-Feb Jan-Mar Jan-Apr Jan-May

Testing: Feb-Jun Mar-Jun Apr-Jun May-Jun Jun

AUC (LR) 0.610 0.589 0.618 0.638 0.683

Precision (LR) 0.562 0.560 0.574 0.553 0.367

Recall (LR) 0.720 0.775 0.813 0.783 0.647

F1 (LR) 0.631 0.650 0.672 0.649 0.468

AUC (RF) 0.628 0.633 0.649 0.671 0.726

Precision (RF) 0.614 0.627 0.603 0.637 0.542

Recall (RF) 0.779 0.676 0.641 0.717 0.765

F1 (RF) 0.687 0.650 0.621 0.675 0.634
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4.4 Feature Predictive-Power Analysis

We conclude our analysis by discussing the predictive power of the features
adopted by our framework. First, the choice to focus on the top 11 features,
rather than the more traditional top 10, is justified by the occurrence of two ex
aequo in the final ranking of top features, displayed in Table 8. Here, we report
the ranking of the top 11 features in the three tasks above. Feature selection is
performed on the real-time prediction tasks (not on the time-aggregated ones).
This analysis captures the essence of the predictive value of our hand-crafted
features in the context of real-time predictions. A clear pattern emerges: (1) ratio
of retweets over tweets, (2) average number of hashtags, (2 ex-aequo) number
of tweets, and (4) average number of retweets, consistently ranked in the top
features for the three different prediction tasks. This insight is encouraging: all
these features can be easily computed from the metadata reported by the Twitter
API, and therefore could be potentially implemented in a real-time detection and
prediction system operating on the Twitter stream with unparalleled efficiency.

Table 8. Feature ranking across the 3 prediction tasks

Feature Rank: T1B T2B T3B Final

Ratio of retweets/tweets 4 1 1 1

Avg number of hashtags 2 4 2 2

Number of tweets 1 2 5 =

Avg number of retweets 3 3 3 4

Avg tweets per day 5 8 4 5

Avg no. mentions (w/out retweets) 8 5 8 6

Number of followers 7 6 9 7

Number of friends 6 11 7 8

Avg number of mentions 11 9 6 9

Var tweets/day 9 7 10 =

Ratio of mentions/tweets 10 10 11 11

5 Related Literature

Two relevant research trends recently emerged in the computational social sci-
ences and in the computer science communities, discussed separately as follows.

Computational social sciences research. This research line is concerned
more with understanding the social phenomena revolving around extremist pro-
paganda using online data as a proxy to study individual and group behaviors.
Various recent studies focus on English- and Arabic-speaking audiences online to
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study the effect of ISIS’ propaganda and radicalization. One example of the for-
mer is the work by Berger and collaborators that provided quantitative evidence
of ISIS’ use of social media for propaganda. In a 2015 study [5], the authors
characterized the Twitter population of ISIS supporters, quantifying its size,
provenance, and organization. They argued that most of ISIS’ success on Twit-
ter is due to a restricted number of highly-active accounts (500–1000 users). Our
analysis illustrates that indeed a limited number of ISIS accounts achieved a
very high visibility and followership. Berger’s subsequent work [6] however sug-
gested that ISIS’ reach (at least among English speakers) has stalled for months
as of the beginning of 2016, due to more aggressive account suspension policies
enacted by Twitter. Again, a limited amount of English accounts sympathetic
to ISIS was found (less than one thousand), and these users were mostly inter-
acting with each other, while being only marginally successful at acquiring other
users’ attention. This analysis suggests a mechanism of diminishing returns for
extremist social media propaganda. Using Twitter data as a historical archive,
some researchers [26] recently tried to unveil the roots of support for ISIS among
the Arabic-speaking population. Their analysis seems to suggest that support-
ers of the extremist group have been discussing about Arab Spring uprisings in
the past significantly more than those who oppose ISIS on Twitter. Although
their method to separate ISIS supporters from opposers is simplistic, the find-
ings relating narrative framing and recruitment mechanisms are compatible with
the literature on social protest phenomena [12,13,21,39]. A few studies explored
alternative data sources: one interesting example is the work by Vergani and
Bliuc [40] that uses sentiment analysis (Linguistic Inquiry and Word Count [38])
to investigate how language evolved across the first 11 Issues of Dabiq, the flag-
ship ISIS propaganda magazine. Their analysis offers some insights about ISIS
radicalization motives, emotions and concerns. For example, the authors found
that ISIS has become increasingly concerned with females, reflecting their need
to attract women to create their utopia society, not revolving around warriors
but around families. ISIS also seems to have increased the use of internet jargon,
possibly to connect with the identities of the youth.

Computer science research. This research stream concerns with the machine
learning and data aspects, to model, detect, and/or predict social phenomena
such as extremism or radicalization often with newly-developed methods. One of
the first computational frameworks, proposed by Bermingham et al. [8] in 2009,
combined social network analysis with sentiment detection tools to study the
agenda of a radical YouTube group: the authors examined the topics discussed
within the group and their polarity, to model individuals’ behavior and spot
signs of extremism and intolerance, seemingly more prominent among female
users. The detection of extremist content (on the Web) was also the focus of a
2010 work by Qi et al. [29]. The authors applied clustering to extremist Web
pages to divide them into different categories (religious, politics, etc.). Scanlon
and Gerber proposed the first method to detect cyber-recruitment efforts in
2014 [33]. They exploited data retrieved from the Dark Web Portal Project [10],
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a repository of posts compiled from 28 different online fora on extremist religious
discussions (e.g., Jihadist) translated from Arabic to English. After annotating
a sample of posts as recruitment efforts or not, the authors use Bayesian criteria
and a set of textual features to classify the rest of the corpus, obtaining good
accuracy, and highlighted the most predictive terms. Along the same trend,
Agarwal and Sureka proposed different machine learning strategies [1,3,4,37]
aimed at detecting radicalization efforts, cyber recruitment, hate promotion, and
extremist support in a variety of online platforms, including YouTube, Twitter
and Tumblr. Their frameworks leverage features of contents and metadata, and
combinations of crawling and unsupervised clustering methods, to study the
online activity of Jihadist groups on those platforms. Concluding, two very recent
articles [24,32] explore the activity of ISIS on social media. The former [32]
focuses on Twitter and aims at detecting users who exhibit signals of behavioral
change in line with radicalization: the authors suggest that out of 154 K users
only about 700 show significant signs of possible radicalization, and that may be
due to social homophily rather than the mere exposure to propaganda content.
The latter study [24] explores a set of 196 pro-ISIS aggregates operating on
VKontakte (the most popular Russian online social network) and involving about
100 K users, to study the dynamics of survival of such groups online: the authors
suggest that the development of large and potentially influential pro-ISIS groups
can be hindered by targeting and shutting down smaller ones. We refer the
interested reader to two recent literature reviews on this topic [2,14].

6 Conclusions

In this article we presented the problem of predicting online extremism in social
media. We defined three machine learning tasks, namely the detection of extrem-
ist users, the prediction of extremist content adoption, and the forecasting of
interactions between extremist users and regular users. We tapped into the power
of a crowd-sourcing project that aimed at manually identifying and reporting sus-
picious or abusive activity related to ISIS radicalization and propaganda agenda,
and collected annotations to build a ground-truth of over 25 thousand suspended
Twitter accounts. We extracted over three million tweets related to the activity
of these accounts in the period of time between January and June 2015. We also
randomly identified an equal-sized set of regular users exposed to the extremist
content generated by the ISIS accounts, and collected almost 30 million tweets
generated by the regular users in the same period.

By means of state-of-the-art learning models we managed to accomplish pre-
dictions in two types of scenarios, a static one that ignores temporal dependen-
cies, and a simulated real-time case in which data are processed for training and
testing by respecting the timeline of content availability. The two learning mod-
els, and the set of 52 features that we carefully crafted, proved very effective in
all of the six combinations of forecasts (three prediction tasks each with two pre-
diction modalities, static and real-time). The best performance in terms of AUC
ranges between 72 % and 93 %, depending on the complexity of the considered
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task and the amount of training data available to the system. We concluded our
analysis by investigating the predictive power of different features. We focused on
the top 11 most significant features, and we discovered that some of them, such
as the ratio of retweets to tweets, the average number of hashtags adopted, the
sheer number of tweets, and the average number of retweets generated by each
user, systematically rank very high in terms of predictive power. Our insights
shed light on the dynamics of extremist content production as well as some of
the network and timing patterns that emerge in this type of online conversation.

Our work is far from concluded: for the future, we plan to identify more
realistic and complex prediction tasks, to analyze the network and temporal
dynamics of extremist discussion, and to deploy a prototype system that allows
for real-time detection of signatures of abuse on social media.
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Abstract. We propose a novel centrality measure that is called Content
Centrality for a given network that considers the feature vector of each
node generated from its posting activities in social media, its own prop-
erties and so forth, in order to extract nodes who have neighbors with
similar features. We assume that nodes with similar features are located
near each other and unevenly distributed over a network, and the den-
sity gradually or rapidly decreases according to the distance from the
center of the feature distribution (node). We quantify the degree of the
feature concentration around each node by calculating the cosine simi-
larity between the feature vector of each node and the resultant vector of
its neighbors with distance-based decay weights, then rank all the nodes
according to the value of cosine similarities. In experimental evaluations
with three real networks, we confirm the validity of the centrality rank-
ings and discuss the relation between the estimated parameters and the
nature of nodes.

1 Introduction

In social media and such SNSs as review sites, weblog sites, Twitter, and Facebook,
many interactions exist among users. By analyzing these interations as networks,
various useful results can be obtained (Newman et al. 2002, Newman 2003, Gruhl
et al. 2004, Domingos 2005). In such networks, users share common features with
others who are connected (Newman 2002, Ting et al. 2013). For example, a user of
a review site about cosmetics is expressed by a feature vector whose element stands
for the review score of the corresponding cosmetic item. Even though the vectors of
the connected nodes tend to be relatively similar, not all of the nodes in a network
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 40–54, 2016.
DOI: 10.1007/978-3-319-47874-6 4
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have similar featurevectors. Somechangepoints of featuredistributions exist some-
where in a network. In addition, although connected nodes tend to possess similar
features, such tendencies vary based on each node.

In this paper, we quantify the degree of concentration of contents to find
the modes of the feature distributions1 over a network structure (Fig. 1). Since
features like words or expressions tend to be reused by neighborhood nodes in
a conversational context, nodes who located in the modes of the feature distri-
bution are supposed to have strong influence for neighborhood nodes. In order
to extract such nodes, we propose a novel measure. One representative feature
space analysis method for finding the maxima of distributions is mean shift clus-
tering (Cheng 1995), which uses the kernel density estimation technique (Parzen
1962); however, no method focuses on distributions over a network. Assuming
content distribution over a network, we propose a novel centrality measure, Con-
tent Centrality. For each node, which is called a target node, we define the simi-
larity as cosine similarity between the feature vector (Hereafter, we call content
vector) of the target node and the resultant vector of its neighbors. However, we
must consider not only the directly connected nodes but also the neighbor nodes
that can be reached in a few steps from the target node. Then it is not obvious
which distant nodes we should calculate resultant vector with. Moreover, it is
naturally conceivable that the contents of the very distant nodes have almost no
influence; distant nodes are generally less influential. To reflect such effects, we
calculate them with multiplying weights that decay based on the distance from
the target node. Since it is natural that the degree of decay varies with each
node, we multiply by a strong (weak) decay weight if similar nodes are narrowly
(widely) distributed around the node. For each node, we have to estimate the
parameter value that realizes the optimal decay weight. In this paper, we esti-
mate the distance-based decay parameter of each node to maximize the cosine
similarity, which defines the cosine similarity under the estimated parameter
as the node’s content centrality score. The estimated parameter value implicitly
stands for the size of the region where similar neighbors are distributed. Although
we can utilize the CNM method (Clauset et al. 2004) to extract communities
as neighbor nodes, there are no guarantees that the boundary of communities is
coincident with that of contents. Furthermore, not all node regions with similar
content vectors can be hard-partitioned, so we express continuous boundaries
using a gradually decay weight.

The rest of this paper is organized as follows. After citing related works in
Sect. 2, we describe the details of our proposed centrality measure and estimation
method of decay parameters in Sect. 3. Then with three networks, in Sects. 4,
we discuss the relation between highly ranked nodes by our measure and the
existing centrality measures. Finally, we provide a conclusion in Sect. 5.

1 We use the term “content distribution” in the same sense with “feature distribution”.
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Fig. 1. Feature distribution of each node groups. For example, each node belonging to
the blue square group frequently uses the feature (word) “crosses,” but no “triangles”;
each node in the red circle group tends to almost equally utilize five kinds of words.
(Color figure online)

2 Related Work

There are many previous studies on centrality measures that are only based on
network structure, and community detection methods based on both structural
and semantic features. To the best of our knowledge, the centrality measure
proposed in this paper is the first that focuses on content similarity of connected
nodes for node ranking. Therefore, we describe some related works on community
detection methods using node features.

Yang et al. (Yang et al. 2009) proposed a discriminative model, called the
PCL-DC model, to overcome two intrinsic shortcomings of generative models:
failing to consider the additional factors that might affect communities and fail-
ing to isolate contents that are irrelevant to communities. Their scheme incorpo-
rates two models, the Popularity-based Conditional Link model that estimates
the link-existence probability for node pairs using the popularity and community
belongingness of each node, and the Discriminative Content model that calcu-
lates community-belonging probability using weighted feature (content) vectors.
As a result, the PCL-DC model can detect communities with significantly high
accuracy.

Zhou et al. (Zhou et al. 2009) proposed a graph clustering algorithm, called
the SA-Cluster, based on both structural and attribute similarities through a
unified distance measure. They, first define the attribute augmented graph where
augmented nodes correspond to attribute values of each original node. Then they
define the distance measure as the number of paths of random walk over the
augmented graph. The random walk works according to the weighted transition
probability, where each weight means the contribution of attribute similarity
in the distance measure. In their paper, they estimate adequate contribution
weights of each attribute node and take a K-medoids clustering to partition
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the graph into K clusters which have both cohesive intra-cluster structures and
homogeneous attribute values.

Sun et al. (Sun et al. 2009) focused on content-based network tensors which
are typically obtained through communication flows like emails in the triplet
form of sender, recipient and message. In their method, they first conduct the
tensor decomposition and second cluster the dimensions along each mode of
tensor. After dividing the dimensions into some clusters, they find the correlated
cluster across different modes. Finally leveraging the clustering results, they
produced the hierarchical visualization to explorer the data at certain granularity
of detail.

Kuramochi et al. (Kuramochi et al. 2012) proposed a new community detec-
tion method that extracts overlapping communities using intersection graph
notions and calculates the weights among communities. These weights consist
of two similarities: the overlap of the community members and the similarity of
the content information possessed by each node. Before calculating the content
similarities, the method aggregates the feature (content) vectors of the nodes in
the community. Similar to this method, we also calculate the resultant vector
of neighbors; however, we add the decay weights based on the distance between
nodes and tune the decay parameter with respect to each node.

Natarajan et al. (Natarajan et al. 2013) proposed a generative model, called
the Link-Content model, for detecting topic based communities modeled as
multinomial distributions over node set like our measure, and efficient Gibbs
sampling algorithm to infer the model. Our measure differs from this model in
assuming the center of content distribution is located in a node and the den-
sity of distribution gradually or rapidly decrease according to the distance from
center.

For a given network referred to as a physical network, Wu et al. (Wu et al.
2015) constructed a conceptual network with content-based edge weights and
extracted the Densest Connected Subgraphs with the largest density in the con-
ceptual network that are also connected in the physical network. Their method
reduced the search space of the densest subgraphs by pruning the low degree
nodes.

Unlike the above studies, our method calculates the centrality score for each
node using the cosine similarity between the content vector of the node and the
resultant vector of its neighbors. Especially, our measure differs substantially
from these methods excluding the Natarajan’s model in assuming content dis-
tributions over the network structure and finding modes of the distributions like
the mean shift clustering.

3 Methodology

In this section, we propose a novel centrality measure, Content Centrality, that
quantifies the density of similar contents as the centrality score of each node,
and ranks all the nodes by their scores. First, we describe the concept and the
assumption of our measure, next the calculation method of the content centrality
score for each node, and finally the estimation method of the decay parameters.
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3.1 Concept and Assumption

In real networks, there are some common features among the users who are
connected to each other (Newman 2002). Although connected nodes tend to
possess similar features, all the nodes in a network have similar features. That is,
features are unevenly distributed over the network. We assume that the features
are obtained from the node’s activity, the posted content, and so forth. We
also assume that nodes with similar features are unevenly distributed over the
network, and the density gradually or rapidly decreases according to the distance
from the center of the distribution (node) (Fig. 2). From this assumption, it is
naturally conceivable that the contents of the very distant nodes have almost no
influence; distant nodes are generally less influential. To reflect such effects, we
introduce some decay functions based on the distance among nodes. We define
the degree of the concentration of the contents as the content centrality, and thus
a highly scored node means that some sort of similar contents are distributed
around it.

(a) (b)

Fig. 2. A sketch of similarity decreasing in our hypothetic situation. (a) shows a net-
work structure around the red node. (b) shows average similarities with respect to the
distance from the red nodes. For example, orange nodes, who directly connected to the
red node would be very similar, but blue nodes, who located in distant from the red
node would not be similar in content vector. (Color figure online)

3.2 Score Calculation

In a given, simple undirected network structure G = (V,E) where V and E
are the node set and link set, respectively, each node u ∈ V has J-dimensional
content vector xu. Let d(u, v) be the shortest path length between nodes u and v,
and d(u, v) = d(v, u), d(u, u) = 0. We define u’s neighbor node set with distance
d as Γd(u) = {v : d(u, v) = d} ⊂ V .
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Assuming content distribution, the very distant nodes naturally exert almost
no influence. To express such effects, we introduce two types of decay functions.
The first is an exponential decay function defined by

ρ(d;λ) = exp(−λd),

where λ is a parameter that controls the decay power. Another natural one is a
power-law decay function defined by

ρ(d;λ) = exp(−λ log d).

Now, for each node, we calculate the resultant vector with the distance-based
decay weight as follows:

yu =
Du∑

d=1

ρ(d;λ)
∑

v∈Γd(u)

xv =
∑

v∈V \{u}
ρ(d(u, v);λ)xv, (1)

where Du = maxv∈V d(u, v). We call this the Resultant Vector with a Decay
weight of node u (RVwD). The RVwD of node u is appended to the vectors of
the near nodes, including the directly connected nodes with strong weights and
those of the distant nodes with weak weights. Therefore, the vector is somewhat
smoothed.

In order to quantify the density expressing how many similar nodes exist
near each node, we calculate the cosine similarity between each node and its
neighbors, and define this value as content centrality score of each node:

CDC(u) = 〈xu,yu〉 =

〈
xu,

∑Du

d=1 ρ(d;λ)
∑

v∈Γd(u)
xv

||∑Du

d=1 ρ(d;λ)
∑

v∈Γd(u)
xv||

〉
, (2)

where original content vector xu is normalized as the L2 norm to 1. When this
value CDC(u) exceeds the other nodes, node u is a highly ranked node of con-
tent centrality, which means that similar contents are concentratedly distributed
around it.

3.3 Parameter Estimation

The aforementioned RVwD of node u, yu is constructed by adding the content
vectors of node u’s neighbors with decay weight based on the distance from node
u. However, since not all the contents are equally distributed around each node,
we must tune the degree of decay.

In this paper, for each node u, we set parameter λu to maximize the cosine
similarity between content vector xu and RVwD yu. We set the L2 norm of
content vector xu to 1 and define the following objective function:

Fu(λu) = xT
u

∑
v∈V \{u} ρ(d(u, v);λu)xv

||∑v∈V \{u} ρ(d(u, v);λu)xv|| . (3)
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Next we explain the procedure of maximizing the objective function (3) with
exponential decay function, ρ(d;λ) = exp(−λd), to solve adequate parameter λu.
However, by replacing d with log(d), the derived results that used the exponential
decay are consistent with those that used the power-law decay without a loss
of generality. For each node u, we define the resultant vector of the nodes with
distance d as

fu,d =
∑

v∈Γd(u)

xv,

and the inner product with the content vector of u as

gu,d = 〈xu, fu,d〉.
Now, we sum up the inner products of the pairs of resultant vectors fu,d1 and
fu,d2 whose sum of distance becomes d, i.e., d = d1 + d2, as follows:

hu,d =
∑

d1+d2=d

〈fu,d1 , fu,d2〉.

Then we can rewrite our objective function (3):

Fu(λu) =
∑Du

d=1 exp (−λud)gu,d√∑2Du

d=2 exp (−λud)hu,d

.

For calculation simplicity, we regard the following logarithmic function:

log Fu(λu) = log
Du∑

d=1

exp (−λud)gu,d − 1
2

log
2Du∑

d=2

exp (−λud)hu,d. (4)

We define the posterior probability function as

ru,d =
exp (−λud)gu,d∑Du

d′=1 exp (−λud′)gu,d′

and transform Eq. (4) as follows:

log Fu(λu) =
∑

d=1

r̄u,d{(−λud) + log gu,d} −
∑

d=1

r̄u,d log ru,d − 1

2
log

2Du∑

d=2

exp (−λud)hu,d.

We also remove the irrelevant terms from parameter λu and obtain

Qu(λu) = −λu

∑

d=1

r̄u,d · d − 1
2

log
2Du∑

d=2

exp (−λud)hu,d,

and its first-order derivative becomes

dQu(λu)
dλu

= −
∑

d=1

r̄u,d · d +
∑2Du

d=2 exp (−λud) · d · hu,d

2
∑2Du

d=2 exp (−λud)hu,d

.
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Here after defining the following value,

su,d =
exp (−λud)hu,d∑2Du

d′=2 exp (−λud′)hu,d′
,

we can express the second-order derivative as

d2Qu(λu)
dλ2

u

= −1
2

⎧
⎨

⎩

2Du∑

d=2

su,d · d2 −
(

2Du∑

d=2

su,d · d

)2
⎫
⎬

⎭ ,

and this value is guaranteed to be less than or equal to zero because the value
in the brace is always non-negative, just as in the second-order moment. Since
the first-order derivative cannot be written in a closed form with respect to the
parameter, we solve the optimal parameter with the Newton iteration.

The higher the value of the estimated parameter, the stronger the decay
power behaves, in effect, only considering the content vectors of extremely near
neighbor nodes and almost ignoring those of distant nodes. Conversely, when
the value is close to zero, the content vectors of almost every node are equally
treated.

Let J and D̄ be the number of dimensions of a content vector and the average
shortest path length (distance), respectively. The dominant computational time
of estimating the parameters of all nodes needs O(|V | × 2D̄ × J) for calculating
hu,d. We can reduce the time by utilizing dimensionality reduction techniques.

4 Experiment

In this paper, we conducted several experimental studies. First, we discuss our
comparison of the estimated parameters with the semantic features of each node.
The parameters stand for the size of the tail of the content distributions. Second,
we confirm the adequacy of the centrality rankings and compare them with other
centrality measures and the semantic features of each node. Before going into
the details, we describe our datasets.

4.1 Datasets

We utilized three network datasets. The first is the web hyperlink site of a
computer science department at a Japanese university, where we obtained a net-
work by crawling it on Aug. 20102. We defined the web pages and hyperlinks
as nodes and links and constructed a network without direction or multiplicity.
The content vector of each node consists of the numbers of times specific nouns
occurred in the correspondent web page. As shown below in Fig. 3(a), many con-
tent distributions exist, such as nouns relevant to mathematics, computer sci-
ence, entrance examinations, syllabus organizations, classes, and so forth. The

2 http://cis.k.hosei.ac.jp/.

http://cis.k.hosei.ac.jp/
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number of nodes, links, and dimensions of the content vector (equal to the num-
ber of different nouns) were 600, 1,299, and 4,412, respectively. Hereafter, we
refer to this network as the web network.

The second is a network of people that was derived from a “list of people” on
Japanese Wikipedia3. We extracted the maximal connected components of the
undirected graph obtained by linking two people from the “list of people” if they
co-occur in six or more Wikipedia pages. The content vector of each node consists
of the numbers of times nouns occurred in the correspondent wiki page. As shown
below in Fig. 3(b), many content distributions exist, such as nouns relevant to his-
tory, politics, entertainments, sports, and so forth. The number of nodes, links,
and dimensions of the content vector (equal to the number of different nouns) were
9,481, 122,522, and 20,411, respectively. This is the wiki network.

The last is a user relation network of a Japanese recipe site4. We defined
the users and the follow relations as nodes and links and extracted the maximal
connected component of the undirected simple graph obtained by linking two
users if one posts more than ten comments to another. The content vector of each
node consists of the numbers of times the representative foodstuffs were used for
the recipes of the correspondent user. As shown below in Fig. 3(c), many content
distributions exist, such as foodstuffs prepared for baby food, Japanese-style
foods, western foods, and so forth. The number of nodes, links, and dimensions
of the content vector (equal to the number of different foodstuffs) were 7,815,
40,569, and 4,171, respectively. This is the recipe network.

(a) Web network (b) Wiki network (c) Recipe network

Fig. 3. Visualization results with manually labels added

4.2 Results of Estimated Parameters

In this subsection, we discuss the value of estimated parameter λ̂ and com-
pare them with the semantic features of each node. We rank all the nodes by
their estimated values and qualitatively evaluate the high and low ranked nodes.
First, we evaluate the rank correlation between the estimated parameters of the

3 https://ja.wikipedia.org/.
4 http://cookpad.com/.

https://ja.wikipedia.org/
http://cookpad.com/
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exponential and power-law decays. For all three networks, Spearman’s rank cor-
relation coefficients indicate values over 0.8. Next we discuss the exponential
decay results.

In the web network, many nodes with large parameter value λ̂ > 1 are “intro-
duction of teaching staff” pages that contain the biographical and career infor-
mation of professors and research topics for students. The neighbor nodes also
contain such contents with similar nouns. These pages can be reached in a few
steps from each other, even though these contents are not contained in such
distant pages as those about syllabi and classes. Some contents are densely and
narrowly distributed around each of these nodes. Many nodes with small para-
meter value λ̂ � 0 are “university news and topics” and “announcement” pages,
which contain information about prize-winning students and professors. Both
neighbor and distant nodes lack these contents with similar nouns.

In the wiki network, many nodes with large parameter value λ̂ > 1 are
“entertainer” pages for individual members of bands, comedian duos, teen idols,
and so forth. They are connected to each other, and these wikipedia pages contain
very similar contents like television or radio programs. On the other hand, the
parameters of the “actors/actresses” pages are estimated as lower values than
those of the above entertainers because there is much background information
about their careers and their various roles in the actor or actress pages. These
contents are generally different, even though they starred in the same drama.
That is to say, even if two actor nodes were connected (starred in the same drama
several times), these wikipedia pages contain relatively different contents. Many
nodes with small parameter value λ̂ � 0 are pages containing peculiar nouns
or with few nouns. Since there are almost no pages similar to them not only
near them but also in the whole network, our method had to evenly add various
content vectors, regardless of the distance, to raise the cosine similarities with
their own content vectors.

In the recipe network, many nodes with large parameter value λ̂ > 1 are users
who belong to relatively small recipe communities that are relevant to “soup,”
“baby food,” “beverages,” and so forth. In each of these communities, many users
post recipes with similar ingredients. On another front, since there are few simi-
lar users outside of the community, the parameters of these nodes are estimated at
higher values. Many nodes with small parameter value λ̂ � 0 are users who post
recipes in various categories. These users exist among some categories and use var-
ious ingredients, and so our method had to evenly add various content vectors, not
only of neighbor nodes but also of distant nodes, to raise the cosine similarities with
theirowncontentvectors.Theseuserscannotbecategorized intospecificcategories.

Figure 4(a) shows the similarities between nodes with large or small parame-
ter values and their neighbors. From Fig. 4(a), we can confirm that similarities
with respect to the distance from nodes with large parameter values (solid line)
drastically decrease. In contrast, similarities of nodes with small parameter val-
ues (dotted line) decay very little regardless of high and low similarities. These
facts indicate that the estimated parameter value λ̂ depends on the breadth of
the contents distribution around these nodes.
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(a) Parameter value λ̂
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(b) Centrality value CDC(u)

Fig. 4. Average similarities between a specific node and its neighbors with respect to
the distance. In each figure, solid lines and dotted lines depict similarities of nodes with
large parameter/centrality values and small parameter/centrality values, respectively.
Due to limitations of space, we only show the results of the wiki network, however we
obtained consistent results from the web and the recipe networks.

4.3 Results of Centrality Rankings

In this subsection, we discuss the node rankings based on our proposed content
centrality measure and compare it with structure-based centrality measures.
First, we show the top ten nodes in Tables 1 and plot highly ranked nodes with
red color in Fig. 5.

From the second column of Table 1, we can see that all the top nodes are
syllabus pages, including such content distributions shown in Fig. 5(a) in the
web network, and the content centrality ranks nodes in the upper level over
which largest contents distributions, like “syllabus”, are located. In fact, the
web pages of the top nodes contain many similar nouns.

(a) Web network (b) Wiki network (c) Recipe network

Fig. 5. Visualization results with centrality rankings. In these figures, highly ranked
nodes are colored with red end of the spectrum, conversely, low ranked nodes with blue
end of the spectrum. (Color figure online)
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Table 1. Highly ranked nodes of content centrality

Web network Wiki network Recipe network

1 Scientific Computing (syllabus) Kazama Shunsuke (idol) soup

2 Functional Language (syllabus) Tohshin Yoshikazu (idol) soup

3 Introduction to DB (syllabus) Kohda Kumi (musician) boxed lunch

4 Applied AI (syllabus) Ikuta Tohma (actor) boxed lunch

5 Introduction to AI (syllabus) Matsumoto Jun (idol) soup

6 Basic Natural Science (syllabus) Ohno Satoshi (idol) curry

7 Practical Programming (syllabus) Tegoshi Yuya (idol) soup

8 Technical Writing (syllabus) Yamashita Tomohisa (idol) soup

9 Scientific English (syllabus) Kamenashi Kazuya (idol) soup

10 Discrete Structure (syllabus) Inoue Kohsei (athlete) curry

From the third column of Table 1 and Fig. 5(b), almost all the top nodes
belong to a collection of Japanese boy-bands called “Johnny’s”. Those who
belong to the same group are connected with each other and their wikipedia
pages contain similar nouns. Content centrality detects large content distribu-
tions where many nodes with similar content vectors are connected.

In the fourth column of Table 1 and Fig. 5(c), we show the ranking results
without node names for privacy concerns. Almost all of the top nodes belong to
communities relevant to such food as “soup,” “boxed lunches,” and “curry”. The
ingredients used in each dish tend to be similar, e.g., in the curry community,
potatoes, carrots, curry powder, and onions are used in almost every curry.

Figure 4(b) shows the similarities between nodes with large or small centrality
values and their neighbors. From Fig. 4(b), we can confirm that similarities with
respect to the distance from nodes with large centrality values (solid line) have
lots of similar nodes in their neighborhood about 1 to 4 distance. In contrast,
similarities of nodes with small centrality values (dotted line) have relatively
dissimilar nodes not only in their neighborhood but also in the whole network.
These facts indicate that the proposed centrality value CDC(u) of node u can
reflect concentration level of contents around the node u, which is our aim.

With community detection techniques, we can extract densely connected
node groups. However, there is no guarantee that the nodes belonging to these
groups have similar content vectors. On the other hand, by quantifying the
degree of the concentration of contents around each node, the content centrality
can detect nodes that are located in the mode of a content distribution (Table 1).

Next, to evaluate the relations between content centrality and other
structure-based centrality measures, Degree centrality, Closeness centrality,
which targets the distance between other nodes, Betweenness centrality, which
targets the frequency of the existence between other node pairs, Eigenvector cen-
trality (Bonacich 1987), which considers the centrality scores of adjacent nodes
and recursively calculates them, Community centrality (Newman 2006) which
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Table 2. Rank correlation coefficients

Web network Wiki network Recipe network

Community centrality 0.76 0.78 0.53

Closeness centrality 0.66 0.73 0.43

Degree centrality 0.47 0.52 0.19

PageRank 0.49 0.53 0.22

Betweenness centrality 0.28 0.19 0.30

Eigenvector centrality 0.27 0.15 0.20

Dimension of contents 0.14 0.02 0.18

focuses on the degree of belonging to the communities, and PageRank (Langville
and Meyer 2004) as one of the well known ranking algorithm. Since these
centrality measures aim at only the structural features, they cannot reflect the
content-based features obtained from node activities.

For all three networks, we observe the following relations.

– Each ranking of the closeness and community centrality is correlated with the
content centrality. This result is consistent with our intuition that the content
distribution mode is located in almost the center of a community, and the
community and closeness centrality of such nodes became relatively high.

– Each ranking of the degree centrality and PageRank is somewhat correlated
with the content centrality. Although the degree centrality and PageRank
intrinsically have correlation, the cosine similarity of the high degree node
becomes larger because its RVwD is added relatively large number of content
vectors with large weights.

– Almost no correlation with the content centrality can be observed in each
ranking of the betweenness centrality, eigenvector centrality and dimension
of content vector.

5 Conclusion

In this paper, we proposed Content Centrality, which considers content vectors
generated from node activities. We assumed that nodes with similar contents are
unevenly distributed, and the density of contents distribution decreases accord-
ing to the distance from the center of the distribution. For each node, we quan-
tified the degree of the concentration of the contents near the node by employ-
ing the cosine similarity between the content vector and the resultant vector of
neighbors with distance-based decay weights and ranked all the nodes. By exper-
imental evaluation using three real networks, we confirmed following results: (1)
optimal decay parameter value depends on the size of the content distributions
and the variance of the contents in node groups; (2) the content centrality ranks
nodes in the upper level over which largest contents distributions are located.
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Future work will consider other decay functions and investigate the perfor-
mance of our proposed measure on different types of datasets.
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Abstract. Networks extracted from social media platforms frequently
include multiple types of links that dynamically change over time; these
links can be used to represent dyadic interactions such as economic trans-
actions, communications, and shared activities. Organizing this data into
a dynamic multiplex network, where each layer is composed of a single
edge type linking the same underlying vertices, can reveal interesting
cross-layer interaction patterns. In coevolving networks, links in one layer
result in an increased probability of other types of links forming between
the same node pair. Hence we believe that a holistic approach in which
all the layers are simultaneously considered can outperform a factored
approach in which link prediction is performed separately in each layer.
This paper introduces a comprehensive framework, MLP (Multiplex Link
Prediction), in which link existence likelihoods for the target layer are
learned from the other network layers. These likelihoods are used to
reweight the output of a single layer link prediction method that uses
rank aggregation to combine a set of topological metrics. Our experi-
ments show that our reweighting procedure outperforms other methods
for fusing information across network layers.

1 Introduction

As social media platforms offer customers more interaction options, such as
friending, following, and recommending, analyzing the rich tapestry of interde-
pendent user interactions becomes increasingly complicated. In this paper, we
study two types of online societies: (1) players in a massively multiplayer online
game (Travian) [1] (2) dialogs between Twitter users before, during, and after an
exceptional event [2]. Although standard social network analysis techniques [3]
offer useful insights about these communities, there is relatively little theory
from the social sciences on how to integrate information from multiple types of
online interactions.

Rather than organizing this data into social networks separately chronicling
the history of different forms of user interaction, dynamic multiplex networks [4]
offer a richer formalism for modeling the social fabric of online societies. A mul-
tiplex network is a multilayer network that shares the same set of vertices across
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 55–70, 2016.
DOI: 10.1007/978-3-319-47874-6 5
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all layers. This network can be modeled as a graph G =< V,E > where V is
the set of vertices and E is the set of edges present in the graph. The dynamic
graph G = {G0, G1, ..., Gt} represents the state of the network at different times.
The network is then defined as: Gt =< V,E1

t , ..., EM
t > with Eα

t ⊆ V × V ,
∀α ∈ {1, ...,M}, where each set Eα

t corresponds to the edge set of a distinct
layer at time t. Thus a dynamic multiplex network is well suited for representing
diverse user activities over a period of time.

In this paper, we address the problem of predicting future user interactions
from the history of past connections. Assuming the data is represented as a
graph, our goal is to predict the structure of graph Gt using information from
previous snapshots as well as other layers of the network. Link prediction algo-
rithms [5–9] have been implemented for many types of online social networks,
including massively multiplayer online games and location-based social networks.
These systems offer great value to social networking services due to their practi-
cal applicability for friend recommendations and social network bootstrapping.
Although user profiles can be mined for additional data, topological approaches
(1) perform well in many networks (2) preserve user privacy since they do not
rely on actor information and (3) can be combined with node content approaches
to enhance prediction performance.

Despite the fact that link prediction is a well studied problem, few link pre-
diction techniques specifically address the problem of simultaneously predicting
links across multiple networks [10–13]. Basu et al. [14] note that there are many
real-world cases where interdependencies between processes cause the layers of
a multiplex network to coevolve, resulting in a higher number of overlapping
edges between the same node pair in different network layers. In this paper, we
explore the role of overlapping edges towards improving the performance of link
prediction; our aim is to leverage the cross-layer link co-occurrence history to
model coevolution in a multiplex network. Our contributions can be summarized
as follows:

– We introduce a framework for multiplex link prediction (MLP) that integrates
complementary information sources, including topological metrics, network
dynamics, and overlapping edges.

– MLP uses a likelihood based method for learning cross-layer dependencies and
a temporal decay function to model the network dynamics. Rank aggregation
is then employed to collect information from multiple topological metrics into
one scoring matrix for ranking potential links.

– Extensive experiments are conducted on datasets collected from different
types of social networks, and the proposed model is shown to outperform
state-of-the-art link prediction methods.

In the next section, we present related work on link prediction. The pro-
posed framework is described in Sect. 4. Section 5 presents a comparison of our
method vs. two other approaches for fusing information across network layers.
We conclude in Sect. 7 with a description of possible directions for future work.
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2 Related Work

A variety of computational approaches have been employed for predicting links
in single layer networks, including supervised classifiers, statistical relational
learning, matrix factorization, metric learning, and probabilistic graphical mod-
els (see surveys by [15–17] for a more comprehensive description). Regardless
of the computational framework, topological network measures are commonly
used as features to describe node pairs and can be combined in a supervised
or unsupervised fashion to do link prediction [6]. In this paper, we aggregate
several of these metrics (listed in the next section), but our framework can be
easily generalized to include other types of features.

The primary focus of this paper is leveraging cross-layer information to
improve link prediction in multiplex networks, although we also introduce our
own single layer link prediction technique. This process of using cross-layer infor-
mation can be treated as a transfer learning problem where information is learned
from a source network and applied to improve prediction performance the tar-
get network. Tang et al. [10] introduced a transfer-based factor graph (TranFG)
model which incorporates social theories into a semi supervised learning frame-
work. This model is then used to transfer supervised information from a source
network to infer social ties in the target network.

Another strategy is to create more general versions of the topological mea-
sures that capture activity patterns in multilayer networks. Davis et al. [11]
introduced a probabilistically weighted extension of the Adamic/Adar measure
for these networks. Weights are calculated by doing a triad census to estimate
the probability of different link type combinations. The extended Adamic/Adar
metric is then used, along with other unsupervised link predictors, as input for
a supervised classifier. Similarly, Hristova et al. [12] extend the definition of
network neighborhood by considering the union of neighbors across all layers.
These multilayer features are then combined in a supervised model to do link
prediction. One weakness with the above mentioned models is their inability to
use temporal information accrued over many snapshots, rather than relying on
a single previous snapshot. In this paper, we evaluate two versions of our MLP
framework, a version that only uses topological metrics calculated from one time
slice vs. multiple snapshots. Rossetti et al. [13] combined multidimensional ver-
sions of Common Neighbors and Adamic/Adar with predictors that are able to
utilize temporal information. However, like the standard version of these met-
rics, these extended versions do not necessarily generalize to networks generated
from different processes.

Conversely, there are a number of approaches that ignore cross-layer network
dependencies, while using the history of changes between snapshots to predict
future network dynamics. We have experimented with two types of techniques:
time series forecasting [5,18] and decay models [19]. Soares and Prudêncio [18]
investigated the use of time series within both supervised and unsupervised link
prediction frameworks. The core concept of their approach is that it is possible to
predict the future values of topological metrics with time series; these values can
either be used in an unsupervised fashion or combined in a supervised way with
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a classifier. In previous work, we introduced a rate prediction model [5] that uses
time series to predict the rate of link formation. Our proposed framework, MLP,
both models the rate of link formation in each layer and uses a decay model
to account for changes in the topological metrics over time. In our results, we
compare the improvements achieved by temporal vs. cross-layer modeling.

However, incorporating more features is not helpful, without an effective
information fusion procedure. Pujari et al. [20] employed computational social
choice algorithms for aggregating multiple topological features. They evalu-
ated the performance of two well-known rank aggregation methods, Borda and
Kemeny, for single layer link prediction. In their method, weights are learned for
each voter participating in the rank aggregation, where each topological metric
is treated as a voter. These weights are tuned to maximize the identification
of positive examples or minimize negative examples. To extend their method
to multiplex networks [21], the authors compute topological attributes for each
network layer and combine them using (1) a simple aggregation of these scores
across all layers or (2) an entropy-aggregation of values. These combinations
are then used as a series of features in a decision tree model. In this paper, we
use rank aggregation to fuse our features and compare our procedure to their
aggregation methods. Another example of a supervised framework that uses rank
aggregation is RankMerging [22]. During a learning phase, weights are assigned
to each unsupervised method using a training set of node pairs. The contribution
of each ranking to the merged ranking is then computed using sliding indices.
At each step, the aim is to identify the ranking with the highest number of true
predictions in the upcoming steps. Rank aggregation methods can be highly
effective, but the more complex social choice algorithms can suffer from high
computational complexity, making them less effective for large datasets. For this
reason, we opted to use the Borda rank aggregation procedure in MLP.

3 Node Similarity Metrics

This section provides a brief description of the topological and path-based met-
rics for encoding node similarity that are used within our MLP framework to
create ranked score lists for each node pair. These techniques are often used in
isolation as unsupervised methods for link prediction. Note that Γ(x) stands for
the set of neighbors of vertex x while w(x, y) represents the weight assigned to
the interaction between node x and y. More details about these metrics could
be found in [23].

– Number of Common Neighbors (CN)
The CN measure is defined as the number of nodes with direct relationships
with both evaluated nodes x and y [24].

– Jaccard’s Coefficient (JC)
The JC measure assumes higher values for pairs of nodes who share a higher
proportion of common neighbors relative to their total neighbors.
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– Preferential Attachment (PA)
The PA measure assumes that the probability that a new link originates from
node x is proportional to its node degree. Consequently, nodes that already
possess a high number of relationships tend to create more links [25].

– Adamic-Adar Coefficient (AA)
This metric [26] is closely related to Jaccard’s coefficient in that it assigns a
greater importance to common neighbors who have fewer neighbors. Hence, it
measures the exclusivity of the relationship between a common neighbor and
the evaluated pair of nodes.

– Resource Allocation (RA)
RA was first proposed in [27] and is based on physical processes of resource
allocation.

– Page Rank (PR)
The PageRank algorithm [28] measures the significance of a node based on
the significance of its neighbors. We use the weighted PageRank algorithm
proposed in [29].

– Inverse Path Distance (IPD)
The Path Distance measure for unweighted networks simply counts the num-
ber of nodes along the shortest path between x and y in the graph. Note that
PD(x, y) = 1 if two nodes x and y share at least one common neighbor. In this
article, the Inverse Path Distance is used to measure the proximity between
two nodes, where:

IPD(x, y) =
1

PD(x, y)
(1)

– Product of Clustering Coefficient (PCF)

The clustering coefficient of a vertex v is defined as:

PCF (v) =
3 × #of triangles adjacent to v

#of possible triples adjacent to v
(2)

To compute a score for link prediction between the vertex x and y, one can
multiply the clustering coefficient score of x and y.

Section 5 compares MLP vs. unsupervised versions of these approaches.

4 Proposed Method

MLP is a hybrid architecture that utilizes multiple components to address dif-
ferent aspects of the link prediction task. We seek to extract information from
all layers of the network for the purpose of link prediction within a specific layer
known as the target layer. To do so, we create a weighted version of the original
target layer where interactions and connections that exist in other layers receive
higher weights. After reweighting the layer, we employ the collection of node
similarity metrics described in the previous section on the weighted network.
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To express the temporal dynamics of the network, we use a decay model on
the time series of similarity metrics to predict future values. Finally, the Borda
rank aggregation method is employed to combine the ranked lists of node pairs
into a single list that predicts links for the next snapshot of the target network
layer. Each component of the model is explained in more detail in the following
sections.

4.1 Multiplex Likelihood Assignment and Edge Weighting

This component leverages information about cross-layer link co-occurrences.
During the coevolution process, links may be engendered due to activity in other
network layers. Some layers may evolve largely independently of the rest of the
network, whereas links in other layers may be highly predictive of links in the
target layer. In our proposed method, a weight is assigned to each layer based
on its influence on the target layer. Weights are calculated using a likelihood
function: where Li and wi represent the ith layer and the weight calculated for
it respectively. LTarget indicates the target layer for which we want to predict
future links. The Likelihood function computes the similarity between the target
layer and the ith layer; to do this, we use the current ratio of overlapping edges.
Next, we calculate weights for every node pair by checking the link correspon-
dence between two layers using the likelihood of a link being present in the target
layer given the existence of the link in the other layer at any other previous snap-
shot. This orders other layers in terms of their relative importance for a specific
target layer. The process assigns higher weights to node pairs which occur in
more than one layer (multiplex edges). The rate of link formation is incorpo-
rated into the model as the first term of the edge weight. Algorithm 1 shows the
process of assigning likelihoods to layers and reweighting the adjacency matrix.

Algorithm 1. Likelihood Assignment and Edge Weighting
1: Input: Edge sets (E1, ..., EM ) for M layers where Eα is the edge set of target layer
2: Output: Eα

w weighted adjacency matrix for layer α (target layer)
//Calculate weights for the layers

3: for i ∈ {1, 2, ..., M} − {α} do
4: wi = Likelihood(Link in Lα|Link in Li)
5: end for

//Weighting target layer
6: for edge e ∈ Eα do
7: we = rate +

∑M
i=1&i�=α wi × linkExist(e)

8: end for

The term rate is defined as the average value of the source node’s out-degree
over previous timesteps. Function linkExist is used to obtain information about
a link’s existence in other layers during previous snapshots. It checks each layer
for the presence of an edge and returns 1 if an edge is present in that layer.



A Holistic Approach for Link Prediction in Multiplex Networks 61

4.2 Temporal Link Structure

Given the network history for T time periods, we need to capture the temporal
dependencies of the coevolution process. To do so, our framework uses a weighted
exponentially decaying model [30]. Let {Simt(i, j), t = t0 + 1, ..., t0 + T} be a
time series of similarity score matrices generated by a node similarity metric
on a sliding window of T successive temporal slices. An aggregated weighted
similarity matrix is constructed as follows:

Sim(t0+1)∼(t0+T )(i, j) =
t0+T∑

t=t0+1

θt0+T−tSimt(i, j) (3)

where the parameter θ ∈ [0, 1] is the smoothing weight for previous time periods.
Different values of θ modify the importance assigned to the most or least recent
snapshots before current time t+1. This procedure generates a composite tempo-
ral score matrix for every node similarity metric. Sim(t0+1)∼(t0+T ) (shortened to
Sim) is used by the algorithm as a summary of network activity, encapsulating
the temporal evolution of the similarity matrix.

4.3 Rank Aggregation

Before describing the final step of our approach, let us briefly discuss existing
methods for ranked list aggregation/rank aggregation. List merging or list aggre-
gation refers to the process of combining a number of lists with the same or
different numbers of elements in order to get one final list including all the ele-
ments. In rank aggregation, the order or rank of elements in input lists is also
taken into consideration. The input lists can be categorized as full, partial, or
disjoint lists. Full lists contain exactly the same elements but with a different
ordering, partial lists may have some of the elements in common but not all, and
disjoint lists have completely different elements. In this case, we are only dealing
with full lists since each similarity metric produces a complete list for the same
set of pairs, differing only in ordering.

(a) (b) (c) (d) (e)

Fig. 1. Log scale box-whisker plots for user interactions in different layers of the net-
work: (a) Travian (Trades) (b) Travian (Messages) (c) Cannes2013 (Retweets) (d)
Cannes2013 (Mentions) (e) Cannes2013 (Replies)
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Fig. 2. Heatmap representing the edge overlap between pairs of layers for datasets (a)
Travian (b) Cannes2013

Several rank aggregation methods are described in [31], including Borda’s,
Markov chain, and median rank methods. Borda’s method is a rank-then-combine
method originally proposed to obtain a consensus from a voting system. Since it
is based on the absolute positioning of the rank elements and not their relative
rankings, it can be considered a truly positional method. For every element in the
lists, a Borda score is calculated and elements are ranked according to this score
in the aggregated list. For a set of complete ranked lists L = [L1, L2, L3, ...., Lk],
the Borda score for an element i and a list Lk is given by:

BLk
(i) = {count(j)|Lk(j) < Lk(i)&j ∈ Lk} (4)

The total Borda score for an element is given as:

B(i) =
k∑

t=1

BLt(i) (5)

Borda’s method is computationally cheap, which is a highly desirable property
for link prediction in large networks.

Algorithm 2 shows our proposed framework which incorporates edge weight-
ing, the temporal decay model, and rank aggregation to produce an accurate
prediction of future links in a dynamic multiplex network. The Borda function
produces the final output of the MLP framework. Results of the proposed algo-
rithm are compared with other state-of-the-art techniques in the next section.

5 Experimental Study

This paper evaluates the MLP framework on networks extracted from two real-
world datasets, Travian and Cannes2013. To investigate the impact of each com-
ponent of our proposed method, not only do we compare our results with two
other approaches for fusing cross-layer information, but we also analyze the
performance of ablated versions of our method. The complete method, MLP
(Hybrid), is compared with MLP (Decay Model + Rank Aggregation) and MLP
(Weighted + Rank Aggregation). All of the algorithms were implemented in
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Algorithm 2. Multiplex Link Prediction Framework (MLP)
1: Input: Weighted edge sets of the target layer for T previous snapshots
2: Output: Temporal aggregated score matrix S for the target layer
3: for each node similarity metric u do
4: for t ∈ {1, ..., T} do
5: Calculate score matrix Simu

t0+t

6: end for
7: Calculate temporal similarity matrix Simu

8: end for
9: Final score matrix S = Borda(Sim1, ..., Simu)

Python and executed on a machine with the Intel(R) Core i7 CPU and 24GB
of RAM for the purpose of fair comparison. Our implementation uses Apache
Spark to speed the link prediction process.

5.1 Datasets

We use two real-world dynamic multiplex networks to demonstrate the perfor-
mance of our proposed algorithm. These networks are considerably disparate
in structure and were selected from different domains (a massively multiplayer
online game (MMOG) and an event-based Twitter dataset). Table 1 provides the
network statistics for each of the datasets:

– Travian MMOG [1] Travian is a browser-based, real-time strategy game in
which the players compete to create the first civilization capable of construct-
ing a Wonder of the World. The experiments in this paper were conducted
on a 30 day period in the middle of the Travian game cycle. In Travian, play-
ers can execute different game actions including: sending messages, trading
resources, joining alliances, and attacking enemy villages. In this research, we
focus on networks created from trades and messages.

– Twitter Interactions [2] This dataset consists of Twitter activity before,
during, and after an “exceptional” event as characterized by the volume of
communications. Unlike most Twitter datasets which are built from follower-
followee relationships, links in this multiplex network correspond to retweet-
ing, mentioning, and replying to other users. The Cannes2013 dataset was
created from tweets about the Cannes film festival that occurred between
May 6,2013 to June 3, 2013. Each day is treated as a separate network snap-
shot.

5.2 Evaluation Metrics

For the evaluation, we measure receiver operating characteristic (ROC) curves
for the different approaches. The ROC curve is a plot of the true positive rate
(tpr) against the false positive rate (fpr). These curves show achievable true
positive rates (TP) with respect to all false positive rates (FP) by varying the
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Table 1. Dataset Summary: Number of edges, nodes, and snapshots for each network
layer

Dataset Travian Cannes2013

No. of Nodes 2,809 438,537

No. of Snapshots 30 29

Layers/No. of Edges Trades 87,418 Retweet 496,982

Messages 44,956 Mention 411,338

Reply 83,534

decision threshold on probability estimations or scores. For all of our experi-
ments, we report area under the ROC curve (AUROC), the scalar measure of
the performance over all thresholds. Since link prediction is highly imbalanced,
straightforward accuracy measures are well known to be misleading; for example,
in a sparse network, the trivial classifier that labels all samples as missing links
can have a 99.99 % accuracy.

5.3 Analysis of Cross-Layer Interaction

Figure 1 shows log scale box-whisker plots that depict the frequency of interac-
tions between users who are connected across multiple layers. We compare the
frequency of interactions in cases where the node pair is connected on all layers
vs. the frequency of being connected in a single layer (Travian) or less than all
layers (for Cannes which has three layers). As expected, in cases where users are
connected on all layers, the number of interactions (trades, messages, retweets,
mentions and replies) is higher. The heatmap of the number of overlapping edges
between different network layers (Fig. 2) suggests that a noticeable number of
edges are shared between all layers. This clearly indicates the potential value of
cross-layer information for the link prediction task on these datasets. Our pro-
posed likelihood weighting method effectively captures the information revealed
by our analysis.

5.4 Performance of Multiplex Link Prediction

For our experiments, we adopted a moving-window approach to evaluate the
performance of our temporal multiplex link prediction algorithm. Given a spec-
ified window size T , for each time period t(t > T ), graphs of T previous periods
(Gt−T , ..., Gt−1) (where each graph consists of M layers) are used to predict links
that occur at the target layer α in the current period (Gα

t ). To assess our pro-
posed framework and study the impact of its components, we compare against
the following baselines:

– MLP (Hybrid): incorporates all elements discussed in the framework
section. It utilizes the likelihood assignment and edge weighting procedure
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to extract cross-layer information. Node similarity scores are modified using
the temporal decay model and combined with Borda rank aggregation.

– MLP (Likelihood + Rank Aggregation): This method only uses the
aggregated scores calculated from the graphs weighted with cross-layer infor-
mation. It does not consider the temporal aspects of network coevolution.

– MLP (Decay Model + Rank Aggregation): This method does not use
the cross-layer weighting scheme and relies on temporal information alone to
predict future links. The final aggregated score matrix is calculated based on
forecast values at time t for each node similarity metric using the decay model.

– Likelihood: Weights generated by the cross-layer likelihood assignment pro-
cedure are treated as scores for every node pair. We then sort the pairs based
on their score and calculate the AUROC.

– Rank Aggregation: This method is a simple aggregated version of all unsu-
pervised scoring methods using the Borda’s rank aggregation method applied
to node similarity metrics from the target layer.

– Unsupervised Methods: The performance of our proposed framework
is compared with eight well-known unsupervised link prediction methods
described in Sect. 3. All unsupervised methods are applied to the binary sta-
tic graph from time 0 to t − 1 in order to predict links at time t. Only the
structure of the target layer is used.

– Average Aggregation: In order to extend the rank aggregation model to
include information from other layers of the network, we use the idea proposed
in [21]. Node similarity metrics are aggregated across all layers. So for attribute
X (Common Neighbors, Adamic/Adar, etc.) over M layers the following is
defined:

X(u, v) =
∑M

α=1 X(u, v)α

M
(6)

where X(u, v) is the average score for nodes u and v across all layers and
X(u, v)α is the score at layer α. Borda’s rank aggregation is then applied to
the extended attributes to calculate the final scoring matrix.

– Entropy Aggregation: Entropy aggregation is another extended rank aggre-
gation model proposed in [21] where X(u, v) is defined as follows:

X(u, v) = −
M∑

α=1

X(u, v)α

Xtotal
log(

X(u, v)α

Xtotal
) (7)

where Xtotal =
∑M

α=1 X(u, v)α. The entropy based attributes are more suit-
able for capturing the distribution of the attribute value over all dimensions.
A higher value indicates a uniform distribution of attribute values across the
multiplex layers.

– Multiplex Unsupervised Methods: Finally, using the definition of
core neighborhood proposed in [12], we extend four unsupervised meth-
ods (Common Neighbors, Preferential Attachment, Jaccard Coefficient and
Adamic/Adar) to their multiplex versions.
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Table 2 shows the results of different algorithms on the Travian and
Cannes2013 datasets. With 30 days of data from Travian and 27 days for
Cannes2013, we were able to extensively compare the performance of the pro-
posed methods and the impact of using different elements. Bold numbers indi-
cate the best results on each target layer considered; MLP (Hybrid) is the best
performing algorithm in all cases.

6 Discussion

In this section, we discuss the most interesting findings:
Does rank aggregation improve the performance of the unsuper-

vised metrics? As shown in Table 2, although the aggregated scores matrix
produced by Borda’s method achieves better results than unsupervised methods
in some cases (Travian message, Cannes2013 retweet and mention networks) and
comparable results on others (Travian trade and Cannes2013 reply networks),
it is not able to significantly outperform all unsupervised methods in any of the
networks. As discussed before, we are using the simple Borda method for the
rank aggregation which does not consider the effect of each ranker on the final
performance. While adding weights to the rankers or using more complex rank
aggregation models such as Kemeny might achieve better results, it has been
shown that those approaches have high computational complexity which makes
them less suitable for large real-world networks [20,22]. Despite the fact that the
rank aggregation alone does not significantly improve the overall performance
of the link prediction task, it enables us to effectively fuse different kinds of
information (edge and node features, nodes similarity, etc.).

On the other hand, the Average and Entropy Aggregation methods, which
are designed to consider attribute values from other layers, are able to outper-
form regular Rank Aggregation and MLP (Decay Model + Rank Aggregation).
However, both methods use the static structure of all snapshots from time 0 to
t−1, while MLP (Decay Model + Rank Aggregation) only incorporates the past
T snapshots which makes it more suitable for large networks.

Does the likelihood assignment procedure outperform the unsu-
pervised scores? To study the ability of our likelihood weighting method to
model the link formation process, we generate results for two methods: using
likelihood explicitly as a scoring method as well as using the values to gener-
ate a weighted version of the networks. First, the Likelihood method is used
in isolation to demonstrate the prediction power of its weights as a new scoring
approach. Table 2 shows significant improvements on unsupervised scores as well
as the aggregated version of them. As expected, the more overlap between the
target layer and predictor layers, the more performance improvement Likelihood
achieves. As an example, Likelihood achieves ∼ 7% of improvement on Travian
(Trade) compared with ∼ 5% of improvement on Travian (Message). Not only
is there a lower rate of overlapping edges between those layers, but also the
number of interactions is higher than the two other layers. The same holds true
for Cannes2013 (Retweet) compared with the mention and reply layers.
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Table 2. AUROC performances for a target layer averaged over all snapshots with
a sliding time window of T = 3 for Travian layers and T = 5 for Cannes2013 layers
used in the decay model. Variants of our proposed framework are shown at the top
of the table, followed by standard unsupervised methods. The algorithms shown in
the bottom half of the table are techniques for multiplex networks proposed by other
research groups. The best performer is marked in bold.

Algorithms / Networks Trade Message Retweet Mention Reply

MLP (Hybrid) 0.821±0.001 0.803±0.002 0.812±0.002 0.834±0.003 0.839±0.002

MLP (LH/RA) 0.802±0.001 0.790±0.0021 0.809±0.003 0.814±0.004 0.816±0.003

MLP (DM/RA) 0.722±0.002 0.731±0.002 0.727±0.002 0.728±0.003 0.733±0.002

Likelihood 0.770±0.033 0.760±0.041 0.752±0.022 0.781±0.052 0.757±0.042

Rank Aggregation 0.694±0.001 0.712±0.001 0.700±0.002 0.706±0.002 0.700±0.003

Common Neighbors 0.656±0.002 0.667±0.002 0.699±0.002 0.705±0.003 0.699±0.001

Jaccard Coefficient 0.628±0.002 0.680±0.003 0.594±0.002 0.733±0.002 0.711±0.003

Preferential Attachment 0.709±0.002 0.637±0.001 0.584±0.002 0.612±0.002 0.587±0.003

Adamic/Adar 0.635±0.003 0.700±0.003 0.700±0.002 0.642±0.002 0.516±0.003

Resource Allocation 0.625±0.005 0.690±0.003 0.597±0.002 0.622±0.002 0.672±0.003

Page Rank 0.595±0.0016 0.687±0.002 0.660±0.002 0.630±0.003 0.613±0.002

Inverse Path Distance 0.572±0.003 0.650±0.003 0.631±0.003 0.641±0.002 0.561±0.004

Clustering Coefficient 0.580±0.002 0.633±0.003 0.570±0.020 0.621±0.011 0.522±0.004

Average Aggregation 0.744±0.030 0.752±0.020 0.740±0.003 0.737±0.011 0.761±0.003

Entropy Aggregation 0.731±0.004 0.763±0.020 0.75±0.0030 0.758±0.031 0.744±0.002

Multiplex CN 0.729±0.0040 0.643±0.013 0.672±0.003 0.716±0.003 0.733±0.002

Multiplex JC 0.666±0.031 0.619±0.012 0.580±0.003 0.736±0.002 0.722±0.002

Multiplex PA 0.722±0.010 0.646±0.012 0.580±0.003 0.640±0.003 0.621±0.003

Multiplex AA 0.671±0.010 0.690±0.031 0.671±0.003 0.669±0.003 0.552±0.003

On the other hand, the method introduced in Algorithm 1 generates a
weighted version of input graphs which is used to generate a weighted version of
unsupervised methods to produce the final scoring matrix. This paired with the
rank aggregation method generates significantly better average AUROC perfor-
mance compared with other proposed methods. Also, when temporal informa-
tion from previous snapshots of the network is included, MLP (Hybrid) outper-
forms other variants of MLP as well as well-known unsupervised methods. This
indicates the power of overlapping links in improving the performance of link
prediction in coevolving multiplex networks.

Does including temporal information improve AUROC perfor-
mance? The importance of incorporating temporal information into link pre-
diction has been discussed in our previous work [5]. However, here we are inter-
ested in analyzing the impact of this information on improving the performance
of MLP. For that purpose, first, the decay model is employed in MLP (Decay
Model + Rank Aggregation) to determine whether it improves the results gener-
ated by the aggregated score matrix. The final aggregated score matrix is calcu-
lated based on forecast values at time t for each unsupervised method using the
decay model. As expected, this version of MLP is able to achieve up to ∼ 3% of
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AUROC improvement using only information from the last three and five snap-
shots of the Travian and Cannes2013 networks respectively. On the other hand,
we observed the same pattern when the decay model was added to MLP (Hybrid)
along with likelihood and rank aggregation. Using the scores generated by our
hybrid approach outperformed all other proposed and existing methods. The
results presented here have been obtained using T = 3 for the Travian dataset
and T = 5 for Cannes2013. These values are based on experiments performed
on both datasets. While for Travian layers, increasing the value of T tends to
improve the prediction performance slightly until T = 3; higher values of T may
decrease the performance. The same pattern occurs for Cannes2013 layers when
T = 5. Similarly, the value of θ is set to 0.4 for both datasets.

In summary, MLP (Decay Model + Rank Aggregation) is able to achieve
results comparable to other baseline methods except Average and Entropy
Aggregation since they benefit from the entire graph structure. Although rank
aggregation by itself is not able to significantly improve the performance of
unsupervised methods, paired with decay models and taking temporal aspects
of the network, it can achieve better performance. On the other hand, the mul-
tiplex versions of the neighborhood based unsupervised methods are able to
improve average AUROC performance, however the results are inconsistent and
they achieve lower performance in many cases. Finally, both MLP (Hybrid) and
MLP (Likelihood + Rank Aggregation) achieve higher performance compared
with all other methods, illustrating the importance of the cross-layer informa-
tion created by the network coevolution process. A paired two-sample t-test is
used to indicate the significance of the results produced by each method where
the p-value is smaller than 0.0001. It is worth mentioning that, even though
MLP (Hybrid) is able to outperform all other methods, its performance is not
significantly better than MLP (Likelihood + Rank Aggregation) in the case of
Travian (Message) and Cannes (Retweet).

7 Conclusion and Future Work

In this paper, we introduce a new link prediction framework, MLP (Multiplex
Link Prediction), that employs a holistic approach to accurately predict links
in dynamic multiplex networks using a collection of topological metrics, the
temporal patterns of link formation, and overlapping edges created by network
coevolution. Our analysis on real-world networks created by a variety of social
processes suggests that MLP effectively models multiplex network coevolution
in many domains.

The version of Borda’s method used in this research assigns the same weight
to all rankers. However, for different networks, each scoring method might add
differing value to the final scoring matrix. In future work, it would be inter-
esting to use weighted Borda to calculate final scores. Also, while using more
network features often increases the performance of a link prediction algorithm,
this might not be true for all networks. Thus it may be useful to employ a feature
selection algorithm to identify the best subset of unsupervised methods to be
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used in MLP, based on performance improvements in early snapshots. Finally,
in this research it is implicitly assumed that the existence of links in other lay-
ers increases the probability of link formation in the target layer. A promising
direction for future research would be to modify our reweighting procedure to
account for negative cross-layer influences, where connections in one layer lower
the target link likelihood.
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Abstract. Human behavior shows strong daily, weekly, and monthly
patterns. In this work, we demonstrate online behavioral changes that
occur on a much smaller time scale: minutes, rather than days or weeks.
Specifically, we study how people distribute their effort over different
tasks during periods of activity on the Twitter social platform. We
demonstrate that later in a session on Twitter, people prefer to per-
form simpler tasks, such as replying and retweeting others’ posts, rather
than composing original messages, and they also tend to post shorter
messages. We measure the strength of this effect empirically and statis-
tically using mixed-effects models, and find that the first post of a session
is up to 25% more likely to be a composed message, and 10–20% less
likely to be a reply or retweet. Qualitatively, our results hold for different
populations of Twitter users segmented by how active and well-connected
they are. Although our work does not resolve the mechanisms responsi-
ble for these behavioral changes, our results offer insights for improving
user experience and engagement on online social platforms.

1 Introduction

Understanding people’s online behavior can motivate the design of human-
computer interfaces that enhance user experience, increase engagement, and
reduce cognitive load. Until recently, most of the research in this area focused on
web search and browsing. Researchers found it useful to segment online activity
into sessions, defined as periods of time that the user is actively engaged with
the platform and usually has a single intent [15,17]. For example, Kumar and
Tomkins found that about half of all web page views during a typical session
are of inline content, one-third are communications, and the remaining one-sixth
are search [20]. Search sessions have also been studied on Twitter to compare
search on Twitter and web. Researchers found that search sessions on Twitter
tend to be shorter and include fewer queries compared to web search [28]. Sim-
ilarly, Benevenuto et al. analyzed activity sessions on an online social network
aggregator to understand how frequently and for how long people use different
social networking platforms, and what sequence of actions they take during a
session [16].
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In this paper, we carry out a study of user activity sessions on Twitter to
document short-term behavioral changes occurring over the course of a single
session. Similar to earlier studies of web search, we segment the time series of an
individual’s activity on Twitter into sessions, where each session is a series of con-
secutive interactions—tweeting, retweeting, or replying—without a break longer
than a specified threshold. (We experimented with different ways of defining
sessions and different thresholds, and our findings are qualitatively very similar
with different definitions of session.) We find that most sessions are short, but
there are considerable number of sessions that span hours. Despite their short
duration, we find that significant behavioral changes occur over the course of
a single session, with people preferring easier interactions later in the session.
Specifically, people tend to compose longer tweets at the beginning of a ses-
sion, and reply and retweet more later in the session, and also when there is a
short time period between consecutive interactions. While Twitter population is
highly heterogeneous, these patterns hold across different subsets of the popula-
tion, e.g., for both highly connected and poorly connected users, as well as for
highly-active and less-active users.

Earlier studies have shown strong daily, weekly, and monthly patterns in
social activity. For example, Foursquare check-ins, mobile phone calls, or tweets
show strong daily and weekly patterns corresponding to food consumption and
nightlife [13], different social contexts [1], economical activity [21], or worldwide
daily and seasonal mood variations in Twitter [9]. In this work, we find patterns
that occur in far shorter time scales of only a few minutes, compared to daily
and monthly patterns of earlier work. While long term patterns can be explained
by the circadian cycles, work schedules, and other global macroscopic forces, the
behavioral changes we study appear to be qualitatively different, arising from the
individual decisions (perhaps unconscious) to allocate attention and effort. To
our knowledge, this is the first demonstration of short-term behavioral changes
on Twitter.

The main contributions of our work are as follows:

– We present a detailed analysis of user activity sessions on Twitter. We show
that most of the sessions are very short; however, while large fraction of ses-
sions include only one type of tweet, most of the sessions are mixture of dif-
ferent types of tweets (e.g., normal tweets, replies, and retweets) (Sect. 2).

– We show that later in a session people tend to perform easier or more socially
rewarding interactions, such as replying or retweeting, instead of composing
original tweets. Also, they tend to compose shorter tweets later in a session
(Sect. 3).

– We divide people based on their characteristics, such as position in the follower
graph or activity, and show that people with higher activity or more friends
behave differently (Sect. 4).

Several mechanisms could explain our observations. First, deterioration of
performance following a period of sustained mental effort has been documented
in a variety of settings, including data entry [14] and exerting self-control [23],
and led researchers to postulate cognitive fatigue [2] as the explanation. On
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Twitter, as people become fatigued over the course of a session, they may switch
to easier tasks that require less cognitive effort, such as retweeting instead of
composing original tweets. Alternately, our observations could be explained by
growing boredom or loss of motivation. It is plausible that social interactions
are highly motivating, and the fact that users continue to reply to others, even
when they are less likely to create original tweets, appears to indicate that they
shift their effort to the more engaging tasks, such as social interactions. Still
other explanations are possible, such as users’ choice to strategically shift their
attention to other tasks. While our work does not address the causes of these
behavioral changes, our findings are significant in that they can be used to predict
users’ future actions, which could, in turn, be leveraged to improve user online
experience on social platforms.

2 Methods

Our Twitter dataset includes more than 260 M tweets posted by 1.9 M randomly
selected users and all their tweets, using Twitter’s API. Twitter is known to
include lots of spammers. To eliminate spammers from our dataset, we took the
approach of [8] and classified users as spammers or bots based on entropy of
content generated and entropy of time intervals between tweets (spammers and
bots tend to have low entropy of content and tweeting time intervals).

User online activity can be segmented into sessions, usually characterized by
a single intent [15,17]. We apply a similar idea to our Twitter data. To construct
activity sessions from the time series of user’s tweets, we examine the time inter-
val between successive tweets and consider a break between sessions to be a time
interval greater than some threshold. Following [17], we use a 10-min threshold.
Thus, all tweets posted by a user within 10 min of his or her previous tweet are
considered to be in the same session, and the first tweet posted following a time
period longer than 10 min starts a new session (Fig. 1). We experimented with
different time thresholds and the results remain robust. Due to the heavy-tailed
distribution of inter-tweet time interval, increasing the threshold only merges a
very small fraction of sessions. Figure 2 shows the probability (PDF) and cumula-
tive (CDF) distribution of time between consecutive tweets. This distribution is
very similar to the distribution of time between phone calls a person makes [25].
There is no clear cut-off and the plot drops gradually. This figure also shows
that increasing the 10 min threshold to 30 min, only affects 6 % of the sessions.

To understand sessions, we look at the distribution of session length (time
interval between the first and last tweet of the session) and number of tweets
posted in the session. While these distributions would change if a different time
threshold was used, as explained above, the change is not significant. Most of the
sessions include few tweets: 64 % of sessions include only two tweets, and only
1 % include 12 or more tweets. Moreover, sessions tend to be very short: 99 %
of sessions are only 1 min long, even if we only consider sessions that include 5
tweets or more, 98 % of them are still only 1 min long.

We also analyze the types of tweets that are posted in a session. We classify
tweets into three main types:
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Fig. 1. Timeline of user activity on Twitter segmented into sessions. The timeline is a
time series of tweets, including normal tweets, retweets, and replies. These activities fall
into sessions. A period between consecutive tweets lasting longer than 10min indicates
a break between sessions.
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Fig. 2. Distribution of the time interval between consecutive tweets.

reply a message directed to another user, usually starting with an @mention.
retweet an existing message that is re-shared by the user, sometimes preceded

by an ‘RT’
normal all other tweets; typically composed tweets, which may include urls and

hashtags

Considering all sessions, 59 % of sessions include only one type of tweet. This
percentage is very high because a large fraction of sessions include only two
tweets, so there is a very low probability of diversity. Considering only sessions
that include more than five tweets, then only 35 % of the sessions include one
type of tweet, 41 % include two types of tweets, and the remaining 24 % include
all three types of tweets. To better understand the diversity of sessions, we
consider sessions that include 10 tweets and cluster them based on the fraction of
normal tweets, replies, and retweets. We use the X-means algorithm from Weka1

that automatically detects the number of clusters. The algorithm creates three
clusters, where in each cluster one type of tweet is dominant. 44 % of sessions
belong to the cluster where majority of tweets are normal, 31 % are sessions with

1 http://weka.sourceforge.net/doc.packages/XMeans/weka/clusterers/XMeans.html.

http://weka.sourceforge.net/doc.packages/XMeans/weka/clusterers/XMeans.html
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Fig. 3. Visualization of clustering of sessions using the fraction of normal tweets,
replies, and retweets. (Color figure online)

many replies, and 25 % of the sessions include mostly retweets. Figure 3 shows a
visualization of the sessions with each color representing a cluster and the size
of dots representing the number of sessions with that fractions of tweet types.
The x-axis shows the fraction of normal tweets in the session, and y-axis shows
the fraction of replies in the session. Each cluster could be found in the plot
by considering the fractions, e.g., the red circles belong to replies, because they
have high fraction of replies, and the green circles belong to the retweet cluster,
because they have low fraction of normal tweets and replies. As it is shown in
the figure, these clusters are not clearly separated and there is a spectrum of
sessions with different fraction of tweet types. This means there is no clear users
or sessions that have a particular purpose, and most of the sessions include a
mixture of different types of tweets.

3 Session-Level Behavioral Changes

In this section, we present evidence for changes in user behavior over the course
of a single session on Twitter. We focus on three types of behaviors: (i) the type
of the message (tweet) a user posts on Twitter, (ii) the length of the message
the user composes, and (iii) the number of spelling errors the user makes. Since
sessions are typically short, with the vast majority lasting only a few minutes,
the demonstrated behavioral changes take place on far faster time scales than
those previously reported in literature (e.g., diurnal and seasonal changes).

3.1 Time to Next Tweet

The type of a tweet a user posts depends on how much time has elapsed since
the user’s previous interaction on Twitter. As shown in Fig. 4, 30 % of the tweets
posted 10 s after another tweet are normal tweets, whereas more than 50 % of
tweets posted two minutes or more following a previous tweet are normal tweets.
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In general, the longer the period of time since a user’s last action on Twitter,
the more likely the new tweet is to be a normal tweet. Note that we excluded
tweets posted within 10 s of the previous tweet, because they are likely to have
been automatically generated, e.g., by a Twitter bot. Despite the filtering, our
data still contains some machine-generated activity, as evidenced by spikes at
60 s, 120 s, etc. The shorter the time delay from the previous tweet, the more
likely the tweet is to be a retweet. Replies are initially similar to normal tweets:
the more time elapsed since the previous tweet, the more likely the new tweet
is to be a reply, but unlike normal tweets, their probability saturates and even
decreases slightly with longer delays.

Fig. 4. Fraction of different tweet types given the time from the user’s last tweet.

To understand these temporal patterns, we segment a user’s activity into
sessions, as described in the previous section. We can characterize sessions along
two dimensions: (a) the number of tweets produced during the session and (b)
the length of the session in terms of seconds or minutes, i.e., the time period
between the first and last tweet of the session. Each of these dimensions plays an
important role in the types of the tweets that are produced during the session.
For example, short sessions with many tweets are very intense, and the user may
not have enough time to compose original tweets; hence, the tweets are likely to
be replies. On the other hand, a long session with few tweets is more likely to
include more normal tweets, because the user has had enough time to compose
them. The fraction of tweets that are replies is shown in Fig. 5, which shows
these trends: users are more likely to reply as sessions become longer (in time),
or there are fewer tweets posted during sessions of a given duration.

We can study the behavioral change with respect to either the position of the
tweet in the session or the time elapsed since the beginning of the session. Our
preliminary analysis showed that the number of tweets in a session plays a more
significant role compared to the time since the first tweet of the session. Hence,
in the following analyses, we study changes with respect to the position of the
tweet within a session and not with respect to the time since the first tweet. In
general, the trends are similar but weaker if we consider the time since the first
tweet of the session.
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Fig. 5. Fraction of tweets that are replies posted during sessions of a given length in
time and number of tweets in the session. The data was binned and only bins with
more than 100 sessions are included.

3.2 Changes in Tweet Type

Next, we study the types of tweets that are posted at different times during
a session. Since user behavior during longer sessions could be systematically
different from their behavior during shorter sessions, we aggregate sessions by
their length, which we define as the number of tweets posted. Then for each
tweet position within a session, we calculate the fraction of tweets that belong
to each of our three types. Figure 6 shows that tweets are more likely to be
normal tweets early in a session, and later in a session, users prefer cognitively
easier (i.e., retweet) or socially more rewarding (i.e., reply) interactions.

Since user population on Twitter is highly heterogenous, these observations
could result from non-homogeneous mixing of different user populations. Kooti
et al. show an example of this, where a specific population of users is over-
represented on one side of the plot (e.g., early during a session), producing a
trend that does not actually exist [18]. One way to test for this effect is through
a shuffle test. In a shuffle test, we randomize the data and conduct analysis on
the randomized (i.e., shuffled) data. If the analysis of the shuffled data yields
a similar result as of the original data, then the trend is simply an artifact of
the analysis and does not exist in the data. If trends disappear completely, it
suggests that the original analysis is meaningful.

To shuffle the data, we reorder the tweets within each session, keeping the
time interval between them the same. Figure 7 shows results of the analysis on
the shuffled data. Flat lines indicate that the factions of all tweet types do not
change over the course of the shuffled session. This suggests that the trends
observed in the original data have a behavioral origin.

We use values in Fig. 7 as baseline to normalize the average fraction of tweets
types in Fig. 6. Figure 8 shows the change in the fraction of tweet types relative
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Fig. 6. Change in the fraction of tweets of each type over the course of sessions in
which users posted 10 or 30 tweets.

Fig. 7. Change in the fraction of tweets of each type over the course of sessions of
length 10 in shuffled data.

to the baseline and clearly shows that the first tweets of a session are up to
30 % relatively more likely to be normal tweets, and 10–20% less likely to be
replies or retweets. The time when a normal tweet becomes less likely than the
baseline (red line crossing zero) is later during longer sessions, and it happens
after ∼30 % of the tweets are posted, i.e., at the 3rd position for sessions with
10 tweets and at the 10th position in sessions with 30 tweets.

What explains the observed trends? To partially address this question, we
focus on the fraction of replies. As explained above, users are more likely to
reply later in a session rather than compose an original tweet. This may arise
because some sessions are extended by the ongoing conversations the user has
with others. To test this hypothesis, we calculate the fraction of replies at each
position within the session that are in response to a tweet that was posted since
the start of that session. In other words, we calculate the fraction of replies in
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Fig. 8. Relative change in the fraction of tweets of each type over the course of sessions
with 10 or 30 tweets.

conversations initiated during that session. Figure 9 shows this fraction: replies
that are posted later in the session are much more likely to belong to an ongoing
conversation. This means that some part of the trend found above could be
explained by users extending their sessions to interact with others.

3.3 Change in Tweet Length

Next, we study the change in the length of tweets posted over the course of a
session. We exclude retweets from this analysis, because length of the retweets
does not represent the effort needed to compose them. First, we calculate the
average length of the tweet at each position in the session, but there is too much
variation in tweet length to produce any statistically significant trends. Instead,

Fig. 9. Fraction of tweets that are replies to tweets posted since the beginning of the
same session (for sessions with 10 tweets) .
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Fig. 10. Fraction of long tweets posted over the course of sessions of a given length
(10 tweets). Long tweets are defined as non-reply tweets that are longer than 130
characters.

we divide tweets into long (longer than 130 characters) and short tweets (shorter
than 130 characters), and measure the fraction of long tweets over the course of
the session. We find a statistically significant trend, wherein tweets posted later
in the session are more likely to be short, compared to tweets posted earlier in
the session (Fig. 10). We choose a high threshold for the long tweets, because
when a user is reaching the 140 character limit imposed by Twitter, they usually
have to make an effort to shorten their tweet by rephrasing and abbreviating the
message. We believe that this results in a stronger signal for analysis, compared
to the situation where the user is just typing a few more characters e.g., 30
characters vs. 35 characters. To ensure that the drop in the fraction of long
tweets is a real trend, we perform the shuffle test and obtain a flat line. This
suggests that users are less likely to devote the effort to compose long tweets
later in a session. We exclude tweets including URLs and repeat the analysis
again, and we achieve very similar results. Similarly, considering only normal
tweets and replies results in the similar trend.

3.4 Change in the Number of Spelling Mistakes

Finally, we consider the percentage of words that are spelled incorrectly in a
tweet. Earlier studies have shown that when people are tired their judgment
is impaired [3], and it is harder for them to solve problems correctly [14]. We
hypothesize that we can observe this effect in terms of number of spelling errors
that users make. To this end, for each tweet we calculate the percentage of words
that are spelled incorrectly (i.e., typos) and calculate the average percentage of
typos at each tweet position in a session. We exclude retweets, non-English
tweets, and punctuations and use a dictionary that includes all forms of a word,
e.g., including the past tense of the verbs and the plural of the nouns.

Figure 11 shows that there is a small but statistically significant increase
in the percentage of typos made in tweets over the course of a session. This
percentage rises quickly initially, but saturates later in the session. Overall, there
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Fig. 11. Percentage of change of spelling errors made in tweets over the course of
session relative to shuffled data.

is a 3 % relative increase in the probability of making a spelling mistake later
in the session, compared to first tweets of the session. The same trend exists for
replies and normal tweets when considered individually.

3.5 Modeling

The results presented above strongly suggest that tweeting behavior changes
over the course of a session. To make these findings more quantitative, we model
the trends statistically. One challenge for statistical analysis is that the data
samples are not independent, as we have multiple sessions from the same user.
In addition, there is significant heterogeneity among the users, with some users
posting mostly normal tweets, while the others mostly retweeting. As a result,
our conclusions, which are based on data aggregated over the entire popula-
tion, could be affected by the heterogeneous mixture of different populations
(Simpson’s paradox). To resolve this issue, we model the tweeting activity using
mixed-effects models, which consider the individual differences.

The mixed-effects models include two main components: (i) fixed effects,
which are constant across different user populations, e.g., the index or position of
the tweet in the session, and (ii) random effects, which vary across different users,
e.g., reflecting user’s preference to post tweets of a particular type. The random
effect enables us to consider individual differences among users to identify the
role of the fixed effects.

We model each tweet type independently as a binary response. The model
determines if a tweet is a particular tweet type given the position of the tweet in
the session, the session length, and considering the user who has posted the tweet.
This model can be written as tweet type ∼ 1 + tweet index + session length +
(1|user). We represent the intercept of the model by 1, and the next two terms
are the fixed effects that we are interested in, and finally the particular user
is also considered. In modeling the normal tweets, the coefficient of the tweet
index is −0.0148, meaning that tweets posted later in the session are less likely
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to be a normal tweet. On the other hand, in the model for replies, the tweet
index coefficient is +0.0149, confirming our earlier findings and showing that
tweets that are posted later in the session are more likely to be a reply. For
retweets, the index coefficient is −0.0001, which is very small and negative,
meaning retweeting is slightly less likely later in the session. This is due to the
strong over-representation of replies later in the sessions, and if we consider
only normal tweets and retweets, then the index coefficient becomes positive.
The median scaled residuals for the three models are only −0.07 for modeling
normal tweets, and −0.19 for modeling replies and retweets, showing that the
model has a very low rate of errors.

In short, we considered the individual differences by modeling the tweet
types using mixed-effects models. The results of the modeling confirmed that
the results of our empirical analyses are not due to aggregating over different
user population.

4 User Characteristics

In this section, we investigate how differences between users may contribute to
behavioral changes. We split users based on their characteristics and carry out
analysis described in the previous section within subpopulations of users.

4.1 User Connectivity

One of the main characteristics of Twitter users is the number of friends they
have, i.e., the number of other Twitter users they follow. This number is highly
correlated with the amount of information users receive and the number of inter-
actions they have with other users. We rank users based on the number of friends
and compare the session-level behavioral differences of the bottom 20 % with the
top 20 %. In both cases, we measure how the fraction of tweet types change rel-
ative to the baseline, over the course of a session. Figure 12 shows that users
with many friends retweet significantly more compared to users who follow few
others. This is perhaps not surprising, as the well-connected users tend to receive
many more tweets and have more opportunities for retweeting. These users also
tend to be very active, and as users become more active, they tend to retweet
more (arguably because it takes less effort). However, even though the fraction
of tweet types is different in the two groups, the change over the course of a
session is very similar. Therefore, we conclude that users with different numbers
of friends act differently in general, but their behavior changes the same way
over the course of a session. We verify that the results are not an artifact of the
analysis by performing the shuffle test.

4.2 User Activity

Next, we divide users into different classes based on their activity, i.e., the rate
of tweeting. We order users based on the average number of tweets in a month,



Twitter Session Analytics: Profiling Users’ Short-Term Behavioral Changes 83

Fig. 12. Relative change in the tweet type throughout a session for users with few
friends and many friends. The change is relative to shuffled sessions with 10 tweets.

and compare the top 20 % of the most active users to the bottom 20 % of
the users. We find that the less active users tend to compose more original (nor-
mal) tweets, and are more likely to do it than users with most tweets. In contrast,
the more active users produce many more retweets and replies, compared to users
with lower levels of activity (Fig. 13). And, unlike previous analysis that divided
users based on the number of friends, the change in the fraction of replies shows
a higher increase for more active users. We again conduct a shuffle test to ensure
that the observed effect is real.

Fig. 13. Relative change in tweet type throughout a session for users with low and
high activity.
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We conclude that part of what makes users active is their willingness to
engage in social interactions on Twitter. Users extend their session to carry on
conversations with others. People appear to prioritize their online activity on
Twitter, and social interactions appear to be preferable, especially more active
users, later in the session.

5 Related Work

Sessions of activity have shown to be an effective way to characterize people’s
online behavior, by segmenting a person’s activity to meaningful smaller sections
that are easier to study and analyze [5,24,26]. In the research community, ses-
sions are usually constructed in two ways: a series of actions that serve a single
intent [6,17], or more commonly, a period of time without a break longer than
a given threshold [11,27], which is our definition of session.

Sessions have been studied extensively in context of browsing and search
behavior [15,17,20]. In the recent years, sessions of activity have been also used
for understanding users’ behavior in online social networks. Benevenuto et al.
created sessions of activity from a social network aggregator to understand users’
behavior in high-level, e.g. how frequently and for how long the social networks
are used [16]. On Twitter, Teevan et al. studied sessions to compare Twitter
search with web search [28]. And more recently on Facebook, Grinberg et al.
studied the effect of content production on length and number of sessions [12].

The changes in behavior of users over the course of a session could be
attributed to fatigue or cognitive depletion. These concepts have been stud-
ied extensively in the offline world by psychologists. They have shown that
there is a temporal component in cognitive performance. Mental effort makes
it more difficult for people to perform cognitively demanding tasks at a later
time, whether to solve problems correctly [14], make a decision [3], or exercise
self-control [7,22]. The phenomenon of lower cognitive ability after sustained
mental effort is generally referred to as “ego depletion” [4]. Although there have
been multiple proposals for various mechanisms of ego depletion and they are
still debated, there is consensus among researchers that cognitive performance
declines over a period of continuous mental effort. Our study is another evidence
for this phenomena.

Our study presents behavioral changes that occur on a very small time scale;
only in order of minutes. Multiple studies have shown daily, weekly, monthly, and
yearly patterns of activity in offline and online world: people make more dona-
tions in the mornings [19], strong daily and weekly patterns of food consumption
exist in Foursquare checkins [13], there are significant seasonal patterns in com-
munications among college students on Facebook [10], or diurnal and seasonal
trends affect people’s sentiment expressed on Twitter posts [9].

6 Conclusion

In this work, we analyzed user behavior during activity sessions on Twitter. We
found that users engage with Twitter usually for short periods of time, what we
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refer to as activity sessions, that are on the order of minutes and include only
a few tweets. The tweets posted during these times tend to be diverse tweets,
including original (composed) messages, retweets of others’ messages, and replies
to other users. Despite its short duration, users’ behavior changes over the course
of a session, as they appear to prioritize different types of interactions. The longer
they are on Twitter, the more they prefer to perform easier or more socially
engaging tasks, such as retweeting and replying, rather than harder tasks, such
as composing an original tweet. This effect is quite large: at the beginning of the
session, the tweets are up to 25 % more likely to be original tweets than near the
end of the session.

We also found that tweets tend to get shorter later in the session, and people
tend to make more spelling mistakes. All these results could be explained by
people becoming cognitively fatigued, or perhaps careless due to loss of motiva-
tion. If we divide users into classes based on the number of friends they follow,
or their activity level (i.e., the number of tweets they posted), we find that while
these user classes behave differently in general, in terms of the types of tweets
they tend to post, all classes manifest similar behavioral changes over the course
of the session. While our work does not resolve the mechanisms responsible for
these behavioral changes, our findings are significant in that they can be used to
forecast dynamics of user behavior, which could, in turn, be leveraged to improve
user online experience on social platforms.
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Abstract. In this paper we present results of research about elderly
users of Stack Overflow (Question and Answer portal for programmers).
They have different roles, different main activities and different habits.
They are an important part of the community, as they tend to have
higher reputation and they like to share their knowledge. This is a great
example of possible way of keeping elderly people active and helpful for
society.
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1 Introduction

When we think about programmers, we usually imagine relatively young people
sitting in front of Hi-Tech computers. They learn fast and are able to follow rapid
changes in technology and new trends. But do they get older? Some of them
become senior programmers but this phrase is related to the experience and not
age. On the other hand computers and programming languages have been with
us already for over sixty years, thus, there should exist also somewhere people
who operated computer systems in sixties and seventies. What are they doing
now. Do they learn new skills and languages?

In this paper we take a closer look on elderly users of Stack Overflow1 – the
biggest online community for programmers according to Alexa rating2 with over
5.7 million registered users and 31 million posts.

The very first question that appears is whether older adults use the Stack
Overflow at all. Galit Nimrod [13] identified 40 online communities where older
adults discuss health, tourism or retirements related issues, so there is no reason
to assume that technical savvy seniors avoid Q&A web sites devoted to program-
ming but what roles do they play in the community? Do they overwhelmingly
look for information or maybe they are experts in long-forgotten technologies
and programming languages? How different their habits are in comparison with
younger users?
1 http://stackoverflow.com.
2 http://www.alexa.com/siteinfo/stackoverflow.com.
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Three things make Stack Overflow a particularly interesting place for study-
ing older adults behaviors. First, there are users of very different age range,
starting from thirteen or fourteen years of age, thus a whole spectrum of inter-
generational behaviors might emerge. Second, it is a community purely oriented
on knowledge exchange in a fast pacing topics, so being active requires either an
in-depth knowledge or readiness to learn. Finally, all data are openly available
and coupled with meta-information such as up and downvotes, timestampes and
tags for posts and reputation for users.

Understanding how older adults can benefit from online communities and how
they can contribute to the communities’ goals is crucial for long-term develop-
ment of online Q&A sites in the light of dramatically increasing proportion of
elderly in society. Active participation in Q&A sites is also a sign of long-life
learning which is important to keep people in labor market.

The remaining part of the paper is organized as follow: next section presents
related work, dataset used in this paper is described in Sect. 3. Data analyses
and results are presented in Sect. 4. Possible further studies and conclusion are
gathered in Sect. 5.

2 Related Work

The aging and programming skills was researched before using Stack Overflow
data in [12]. Their research shows the differences between older and younger
users, and prove that elderly users have better reputation. They also found that
elderly users are still learning new technologies.

The concept of deeper differences between older and younger groups is a well
known issue for sociologists. There are even studies dedicated to the generations
related to technology [11,17]. Results show that we can describe IT workers from
some technological inventions as “generations” of some technology and they also
find themselves a part of it.

About activation and using knowledge and skills of elderly people in crowd
sourcing, there were experiments and research showing that they might not be
interested in doing small tasks on demand in exchange for small remuneration,
although they are interested in “being useful” for society, like proofreading [8–10]
or Amazon mTurk small tasks [4]. Some works were focused on similar topic as
this paper - knowledge sharing [7].

Stack Overflow is also an example of an online community. Regarding elderly
people in such communities, there were some research about them like: [15] where
authors show different types of users (information swappers, aging-oriented,
socializers), roles of online communities for elderly [3], showing that they can give
them both entertainment and valuable information, or [13], where authors show
Natural Language Processing method of measuring users engagement. Research
in [16] shows that being a part of an online community can enhance elderly peo-
ple well-being. Topic of positive influence of IT technologies on elderly people
well being is also researched in [6]. Other topics of discussion than program-
ming were researched in [14] (tourism), where we can also see knowledge and
information sharing, similar to Stack Overflow.
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3 Data Sources

All results presented in this paper are based on the analysis of one of two data
sources (sometimes on both):

– Stack Exchange API3 – tool shared by an administrator that makes possible
to submit SQL-like queries and receives results directly from Stack Overflow
database; all elements existing in the web site can be gathered that way, i.a.:
reputation, users public profiles, posts, topics, tags; the only limitation is a cap
of 50 thousands rows per query, thus in some cases we had to do calculation
on a sample (always clearly stated in text if applicable);

– Stack Overflow Survey – a survey of Stack Overflow users is conducted every
year; the most recent results available are from year 20154; among 25831 users
who answered questionnaire only 0.5% were 60+, therefore in some cases it
was impossible to calculate the significance tests or verify hypothesis requiring
intersection of many variables.

4 Results

4.1 Do Older Adults Use Stack Overflow?

As “seniors” (elderly people) we call users that are 60 or more years old. This is
mainly because of the limitations of survey data where age was given in range.
Figure 1 shows the distribution of age for surveys conducted in 2015 and 20165.
Bins reflect possible answers in this question. There is 0.5 % – 0.8 % of users with
age 60+.

Next to the survey age can also be extracted from users profiles but we have
to be aware that providing birth year is not mandatory and users may also lie.
We therefore excluded all users without birth year in their profile, assuming that
providing age is not correlated with any important variables. Moreover, we have
taken a closer look at age distribution from Stack Overflow users profile data.
Age distribution from both sources look similar with one exception. Closer look
at Fig. 2 reveals surprisingly many users over that are over 90. We should expect
age to have a more Gaussian shape, thus we can assume that these profiles are
fake. We decided to exclude profiles with age over 90.

After excluding users with “too high” age, we received 562795 users (0.8 %
of them have a age 60 or more). This is very similar to the survey results (Fig. 1)
in 2016, so we can assume that our filtering was justified. To further confirm
that there are real older adults in on Stack Overflow we investigated users self-
descriptions published on users profile web pages. In-depth insight can be found
in Sect. 4.4.

3 https://data.stackexchange.com/.
4 http://stackoverflow.com/research/developer-survey-2015.
5 In the rest of the paper we use data from 2015 instead of 2016 as not all data are

still available for the newest survey.

https://data.stackexchange.com/
http://stackoverflow.com/research/developer-survey-2015
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Fig. 1. Age (survey data). N=55338 (2016) and N=25831 (2015)

Fig. 2. Age distribution (number of users) among Stack Overflow users

4.2 Do They Teach or Do They Learn?

If we assume that older adults have more experience and are more knowledgeable,
we should observe that they are posting overwhelmingly more answers instead
of questions. How much effort do they put in developing the community? We
try to answer these questions by comparing frequency of post types, length of
profile texts and responses about motivation (taken from survey) between two
age groups.

Post Types: Main Activity. In Stack Overflow users can be active in
several ways: writing posts, comments, upvoting, downvoting etc. The most
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important user activity is posting. Posts can have different types: question or
answer. Asking questions we can interpret as learning – looking for knowledge,
and by answering – teaching, sharing knowledge. Our hypothesis is, that elderly
people are less likely to learn, and are more interested in sharing their knowledge
– comparing to younger users.

To verify this, we used post type table and frequency of different post types
in each age group. As you can see in Table 1, answers are the most popular post
type in both groups. This is probably due to the fact that for each question
you can have more than one answer, so it is not surprising that both groups
have more answers than questions in their posting activity. Moreover, instead of
posting a new question users can always read answers for similar questions that
are already posted and answered.

Table 1. Post types frequency in each age group. Remain four types of posts has been
omitted because are extremely rare in Stack Overflow – less than 1%.

PostTypeId Juniors Seniors

Question 25.04 % 13.54 %

Answer 74.61 % 86.26 %

It is the difference that is important here – “Seniors” have significantly higher
percentage of answers in their posts than “juniors” (Significance t-test for differ-
ence of answers ratio in both groups have p-value below 0.0001). This confirms
our hypothesis – “seniors” more often (more than 10 percentage points) gives
answers, share their knowledge, than ask questions. They more teach than learn.

Profile Texts: Effort. We also expect elderly people to be more engaged in
Stack Overflow community. This is already somehow confirmed in the previous
point, as giving more answers is also creating a content for portal and being
responsible for it. In addition, we checked their profile texts. We assume that
if they put more effort in writing about themselves, they care more about the
community.

As we can see in Table 2, “Seniors” have significantly (verified by T-Test),
higher average of characters used in their profile texts – almost two times higher.
This confirms our hypothesis that they put more effort into their activity.

Motivation. In survey, there was a question regarding motivation of posting
answers to questions in Stack Overflow. Results, divided into our age groups,
are presented in Fig. 3. We can learn that “helping programmers in need” and
“future programmers” are most important for both groups. We also observe the
differences in motivation with older adults biased more toward sense of respon-
sibility but because of small sample differences are not statistically significant
(sample of seniors that given answer is too small).
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Table 2. Profile text length (number of characters)

Seniors Juniors

Mean 180 92

Standard Deviation 342.22 209.40

N 4273 528847

Fig. 3. Motivation to post answers (survey data)

Table 3. Reputation overview

Age Mean St. Dev

Juniors 645 5630.17

Seniors 938 11165.99

4.3 Earned Reputation or Gamed Reputation?

Older adults share their knowledge by posting more answers than younger users
but are their answers valuable for the community? In order to check it, we decided
to take a closer look on the reputation earned by two group of users. According
to Stack Overflow “Reputation is a rough measurement of how much the commu-
nity trusts you; it is earned by convincing your peers that you know what youre
talking about.”6. As we can see in Table 3, older adults have higher reputation
(significance test confirms it). “Seniors” have higher mean of reputation, but
also, as we could see also in paper [12], much higher standard deviation.

6 http://stackoverflow.com/help/whats-reputation.

http://stackoverflow.com/help/whats-reputation
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Reputation have very high standard deviation in general - as it is not manda-
tory to post, a lot of users have low activity and low reputation. Only around a
half have the reputation higher than 1. This way we need to look closer on the
results than mean.

Table 4. Reputation percentiles (for “Juniors” we used sampling (around 20 % of
total))

Percentile Juniors* Seniors

20 1 1

40 5 1

60 37 11

80 276 101

90 833.9 456

100 265086 446919

As we can see in Table 4, reputation is distributed in different ways among
both groups. Among “Juniors”, there are more active users, around 40 % of them
have reputation higher than 1. For “seniors” its around 50 %. After this point,
we can see the reputation distributed in a more equal way among “juniors” and
less equal in “seniors” group. That also match the higher variation in “seniors”
group.

In addition, we also checked how often answers of “seniors” and “juniors”
were marked as “accepted” (best answers for question). “Seniors” have 32.98 %
answers marked as accepted, “juniors” have 36.04 %. As we can see juniors have
higher percentage of accepted answers, but this is not a high difference. This
might have many reasons, as accepted answers are usually those provided fast
or younger users have some better strategies [1].

4.4 Profile Texts: Recognizing Themselves as Elderly

As we were processing profile texts, we noticed that elderly people describe
themselves using age-related words. Below there are few examples from profiles
of older adult users with reputation bigger than 1:

– “I’m an old guy who likes programming, photography, chess, science fiction,
and music.”,

– “Old-ish IT Geezer, young at heart, memoir fanboy”,
– “retired, learning python to help save what grey cells are left.”.
– “Started programming in 1980 at SAC headquarters in Omaha, NE. I worked
on 3D applications for B-52 and Cruise Missile mission planning. (...)”,

– “Software Architect, aspiring writer. Programmer for well over 30 years, about
70% of my working life.”,

– “Grandfather, programmer, vegan.”
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We clearly see, that their age in profiles is not fake, as they identify with
old age in their profile texts. They use words like “old”, “ancient”, “grandfa-
ther”, etc.

Survey: Different Habits - IDE. We were also looking for different habits
related to programming among elderly users. There is significant difference in
preferred IDE (Integrated Development Environment), as we can see in Table 5,
elderly users prefer light IDE (light/white background with dark/black fonts),
and younger prefers opposite.

Table 5. Preferred IDE (survey data)

Seniors Juniors

Dark 9.23 % 52.65 %

Light 64.62 % 7.61 %

Don’t use IDE 26.15 % 39.76 %

This might be an important information for tool developers, but also sig-
nificant example of differences between younger and elder programmers. This
can be explained by medical aspects, considering sight problems, but also with
their habits. There is a consensus saying that for elderly people there should be
a high contrast in the interface and the best is the combination of black and
white. However, if the background should be black or white and font opposite,
there is less consent.

Some papers show that black background is better, like in [18]. Other say
opposite like [5]. White background is also recommended in medical articles, like
in [2]. However, we must remember that technology is changing rapidly, and a
lot depends on screen type etc. In some cases this might be also a lack of ability
to change IDE, but it is not likely for such group like programmers. We are not
sure if they prefer it because of old habits or medical issues.

5 Conclusions

To sum up, we can say that elderly users constitutes an important part of the
community and they feel more engaged in it. We had no possibility of measuring
factors like well-being, but we can expect, according to similar cases in [16]
and [6], that it positively influences it. They are recognized and awarded by
reputation, their posts are up voted, they feel rewarded and important - and in
fact, they are, because with their answers they build a portal (crowd sourcing
way) that is used worldwide. Everyday programmers looks for answers in Stack
Overflow and use their knowledge.

As computers, mobile technology and internet are becoming more and more
popular, the next generations of older adults will be more willing to be a part of
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such online communities. It might be a great way of keeping the elderly people
active.
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Abstract. Behavior prediction in online social networks (OSNs) has
attracted lots of attention due to its vast applications. However, most pre-
vious work needs global network information to train classifiers. Due to
the large data volume and privacy concern, it is infeasible to obtain global
network information for every OSN. We propose a decentralized frame-
work, named REPULSE, to predict whether a target user will retweet a
message relayed by his friends. We also identify a new set of community-
related features that improve retweet prediction accuracy considerably.

To demonstrate the value of community-related features, we propose
another framework named HOTPIE to predict tweets popularity. Uti-
lizing community-related features can boost the F1 score of popularity
prediction from 0.43 to 0.55. To the best of our knowledge, this is the
first work which systematically studies the impact of global vs. locally
observable information on the prediction of retweet behavior in OSNs.

1 Introduction

Behavior prediction [17,29] in OSNs has attracted lots of attention. Most of the
existing work requires the access to global network information using some APIs
provided by the platform service providers. However, this is practically infeasi-
ble for most large-scale OSNs. Besides, with more and more people concerned
about the privacy protection for OSN users, platform providers tend to restrict
the scope of information accessible by third parties, including individual users
and researchers. Such trends motivate us to investigate whether it is feasible
to accurately predict message diffusion behavior using only locally observable
information. In particular, we are interested in quantifying the trade-offs in pre-
diction accuracy and the constraint of using only locally available information
for prediction.

Towards this end, we propose a decentralized prediction framework named
REtweet Prediction Using Localized information SolEly (REPULSE), and focus
on the retweet prediction problem when only locally observable information is
used. The problem considers the case when one of a target user’s (the so-called
ego node) friends retweets a new tweet. The objective is to predict whether
the target user will forward that tweet too. The prediction is solely based on
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 97–115, 2016.
DOI: 10.1007/978-3-319-47874-6 8
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locally observable information inside the ego network of the target user. Besides,
to demonstrate the value of the newly identified information source, namely
retweet-paths, we formulate another localized prediction problem and propose a
framework named HOt Tweets Prediction by Individual Ego (HOTPIE). Here,
the goal is to predict tweet popularity within a subgraph of the online social
network. More specifically, when a message is forwarded by a node within the
subgraph for the first time, the node will help to predict whether this message
will become popular in the subgraph using only locally available information. In
both prediction cases, our focus is to study the impact on prediction performance
if only locally observable information can be used.

We take the features-based approach to tackle the two problems described
above. Both problems are formulated as supervised learning problems, and a
series of features is selected. Then for each problem, we train a Support Vector
Machine (SVM) based classifier to make the prediction. In addition to using
features extracted from the ego profile and content of tweets, we leverage a new
source of information, namely the information diffusion paths [10] (also known
as the retweet-paths), to boost prediction accuracy. One example of retweet
is shown in Fig. 1a, and users in rectangles form the retweet-path. A retweet-
path provides information on how a message is spread throughout the network.
Figure 1b provides another view of a retweet-path. Each retweet-path observed
by the target node is just a branch of the message’s diffusion tree. Notice that
the retweet-path information is embedded as part of the message header of every
tweet in OSNs, such as Renren and Sina Weibo. As such, it is observable to the
downstream users along the path. The retweet-paths are expected to contain
some valuable features to improve the prediction performance. It is just like
when a user follows a new friend, it is because he is interested in some content
the friend is publishing. For users in the same retweet-path, they may share some
common interests. Users interested in the same topic can be treated as if they
belong to the same community, and thus, it becomes an overlapping community
detection problem using retweet-paths information. We recast the overlapping
community detection problem to the short text topic modeling problem. More
details are presented in Sect. 4. It turns out that features extracted in this way
can boost the performance in both prediction tasks considerably.

In summary, the technical contributions of this paper are as follows:

– We propose and implement two frameworks named REPULSE and HOTPIE,
to predict retweet behavior using the locally observable information solely.
Our findings indicate that it is feasible to predict retweet behavior without
relying on global OSN information.

– We identify and leverage a new and valuable source of information, namely
the retweet-paths. Features are extracted from the locally observable retweet-
paths for our prediction tasks. Such information empowers us to improve the
accuracy of retweet prediction even without analyzing the content of tweets.

– Weprovide a large-scale dataset obtainedbycrawling fromtheRenrenOSN,one
of the largest Facebook-like OSNs in China. The dataset contains 4,840,843 user
profiles and the detailed activity records of 21,499 users including their tweet
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Fig. 1. Illustration of the retweet-path.

history, content of each tweet as well as their friend lists. In terms of tweets, the
dataset has 7,512,356 tweets and 1,807,152 retweets.

The rest of the paper is organized as follows. In Sect. 2, a literature review
of related work is provided. Section 3 formulates the two prediction problems:
Sect. 3.2 describes the problem of localized retweet prediction and proposes the
REPULSE framework as a solution; Sect. 3.3 formulates another problem of
localized popular tweets prediction and proposes the HOTPIE framework to
tackle the problem. We tackle both problems using the features-based method.
Section 4 discusses all features used in this paper and the corresponding methods
to extract them. To compare the performance with HOTPIE and REPULSE,
we define a baseline predictor using global information in Sect. 5. In Sect. 6, a
series of extensive experiments is conducted to compare the prediction accuracy
when global vs. locally observable information is used. We conclude our work
and propose some future work in Sect. 7.

2 Related Work

Behavior prediction using user activity data in OSNs can be categorized to inter-
nal and external predictions. External prediction covers topics like earthquake
prediction [9], stock market prediction [4,28] and election prediction [22] using
online social network data. Internal prediction can be classified as macro-level
and micro-level predictions.

Common objectives of macro-level prediction include tweet popularity and
cascade size predictions. However, such predictions often do not consider how
information got propagated in a hop-by-hop manner within the network. To per-
form the aforementioned predictive analytics, some works [2,7,11,12,15,21,25]
use features-based methods, e.g. deploying Support Vector Machine or Decision
Trees for classification after extracting a list of features. Others use sophisticated
probabilistic models to conduct the prediction, like the Bayesian model in [26]
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and the self-exciting model in [29]. Most of algorithms developed in these works
require global network information of the OSN. In contrast, our prediction of
tweet popularity using HOTPIE as described in Sect. 3.3, is solely based on fea-
tures extracted from the ego network. While [8] also tried to discover potential
popular tweets using only locally observable information, their prediction perfor-
mance is critically contingent on the availability of accurate estimates of critical
parameters such as network centrality and community membership. Note that
estimates of those critical parameters can not be easily obtained without the
knowledge of the global network topology.

Micro-level prediction intends to answer questions like ‘who should I pick as
the next hop to pass the information so as to further propagate the information’.
Likewise, the features-based methods can also be adopted, as done in [1,13,14,
16,17,19,23]. Since a micro-level prediction problem can also be formulated as
a tweet recommendation problem, collaborative filtering can be utilized as in
[6,27]. Nevertheless, the success of those algorithms still requires access to global
information of the network. In contrast, our REPULSE framework described in
Sect. 3.2 only relies on locally observable information extracted from the local
neighborhood of a target node. For predicting whether a target user will retweet
a message relayed by one of the target user’s friends, REPULSE can achieve a
reasonable prediction accuracy by using locally observable information only.

3 Problems Formulation

3.1 Terminologies and Definitions

In this paper, when a user posts a message onto his homepage, we also refer the
message as a ‘tweet’. When a user retweets a message, we use the word ‘retweet’,
‘relay’ and ‘forward’ interchangeably to describe this action and the resultant
retweeted/ forwarded/ relayed message is referred as a ‘retweet’.

Before proceeding to the problem formulation, the definition of ‘ego network’
needs to be clarified to avoid confusion. The ego network G(e) = (V,E), as shown
in Fig. 2a, contains the ego user and all his first-hop friends, as well as all the
edges connecting those users. Notice that in Fig. 2a, those dotted edges are not
part of the ego network. We study the prediction of retweet behavior using only
locally observable information. Given an ego node e and its ego network G(e),
the locally observable information includes:

– The profile set Pe =
{
pi | ∀i ∈ [1, |V |]}, where pi is the profile information for

user vi ∈ V ;
– The friend lists set Le =

{
li | ∀i ∈ [1, |V |]}, where li =

{
f1, f2, f3, ...

}
is the

friend list for user vi ∈ V ;
– The tweeting activity history set TAe =

{
tai | ∀i ∈ [1, |V |]}, where tai ={

tw1, tw2, tw3, ...
}

is a set of all the tweets posted by user vi ∈ V . Notice
that besides the tweet content, each tweet tw also contains meta information
like the posting time and the tweet header which contains the retweet-path
information.
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Fig. 2. Terminologies illustration

We use Ie =
{
Pe, Le, TAe

}
to represent the locally observable information

available to the ego node e.
In Renren, the retweet-path information is embedded in the tweet header and

is locally observable to a downstream (ego) node. It is an important source of
information used to boost the prediction performance. For each tweet tw relayed
by the ego node e, tw contains the information indicating how the message is
transmitted from the message author to the ego node e. This information is
represented by a retweet-path rptw,e =

[
v1, v2, v3, ..., e

]
. rp is a hop-by-hop

ordered list, in which v1 is the message author, and e is the ego node, and the
rest are users who have retweeted the message before the ego node e did.

Since a lot of real world OSNs, e.g. Renren and Sina Weibo1, actually embed
the retweet-path of a tweet into its message header, it is possible for a down-
stream (ego) node to extract the retweet-path for every tweet that it receives.

3.2 REPULSE

With the increase volume of messages posted by each user’s friends, it is neces-
sary to effectively filter/prioritize incoming messages. Otherwise, the user will be
overwhelmed by massive non-relevant messages and has very little chance to see
messages he is interested in. To prioritize the incoming messages, we first need
to identify messages that the user is interested in. Since the action of retweet is
a strong indicator implying the user’s interests in a particular message, we pro-
pose the REtweet Prediction Using Localized information SolEly (REPULSE)
framework. The goal of REPULSE is to predict retweet behavior while using
locally observable information only. Given an ego node e, when one of ego’s
friends retweets a message, we want to predict whether ego e will retweet that
1 In Twitter, only a complete set of users who have retweeted the same message is

shown, without disclosing the actual ordering. This set of forwarding users in Twitter
aggregates information from different retweet-paths in the overall diffusion graph.
Note that the set of forwarding users can serve the same purpose as retweet-paths
do.
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message while relying on information observable to e in its ego network only. We
formulate the problem as follows:

Problem 1. Consider an ego node e and its corresponding ego network G(e) =
(V,E), as well as information Ie that is locally available to e in its ego network.
We want to learn a prediction rule:

ψe : X → Y (1)

X is the feature space (the domain set), in which each sample from Ie is rep-
resented by a vector x = (f1, f2, ..., fn) and n is the dimension of X . Y is
a two-element label set

{ − 1, 1
}
, and ∃ friend fi ∈ V s.t. fi has retweeted a

message tw, then ‘1’ means e also retweets tw after fi did and ‘-1’ means e does
not retweet tw. The training set Sψe

=
(
(x1, y1), (x2, y2)...

)
is a list of pairs in

X ×Y. We calculate the values of vector x using locally available information Ie

only.

This localized retweet prediction can be treated as a supervised learning prob-
lem and tackled using classification algorithms. In particular, the features-based
method is used and features are extracted from the locally available informa-
tion Ie only. In Sect. 4, we discuss all the features used to construct the feature
space X .

3.3 HOTPIE

As we introduce a new set of community-related features, to demonstrate the
power of those features, we also implement a popular message predictor using
the framework named HOt Tweets Prediction by Individual Ego (HOTPIE).
The popularity is measured by the number of retweets in the subgraph. Instead
of predicting the exact number of retweets, we define several categories of popu-
larity. This is because it is not essential to know the exact number of retweets if
we want to identify the breaking news. Given a subgraph of OSN, when a tweet
appears inside the subgraph for the first time via retweeting by an ego node,
we intend to predict whether this tweet will become popular in the future by
using information available in the ego network only. We formulate the problem
as follows:

Problem 2. Consider a subgraph Gsub = (VG, EG) in the social network, where
VG is the set of all the nodes and EG is the set of all the edges in the subgraph.
Given a tweet tw posted by someone outside Gsub, an ego node e ∈ VG is the
first user to retweet tw in Gsub. Then by using G(e) and Ie, we want to learn a
prediction rule:

ρ : X → Y (2)

X is the feature space (the domain set), in which each sample is represented
by a vector x = (f1, f2, ..., fn) and n is the dimension of X . Y is a three-
element label set

{
0, 1, 2

}
, where ‘0’ represents ‘Normal’, and ‘1’ represents
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‘Popular’, and ‘2’ represents ‘Super Popular’. Each category of popularity is
measured by the number of retweets of tw in the subgraph Gsub. The training
set Sρ =

(
(x1, y1), (x2, y2)...

)
is a list of pairs in X × Y. We calculate the value

of vector x using only locally available information Ie.

We use Fig. 2b to illustrate the problem. The gray cloud is a subgraph of the
whole social network, which consists of many ego networks. Then someone out-
side the subgraph posts a new tweet. Once an ego node e inside the subgraph
retweets that tweet, by observing the behavior inside the ego network G(e),
we want to predict whether this tweet will become a popular tweet inside the
subgraph. Notice that the classifier ρ is trained using all samples from the sub-
graph, but once the classifier is trained, each ego node can use this classifier with
features extracted from the ego network to conduct the prediction. It is like a
distributed monitor system, in which each ego node reports popular tweets once
he identifies them. Compared to a centralized monitor which needs to collect
network information throughout the subgraph, our prediction is distributed to
each ego who is capable of predicting using the classifier independently.

Similarly, we formulate this prediction problem as a supervised learning prob-
lem and use all samples from the subgraph to train the classifier. However, fea-
tures are extracted only using information available in the ego network. Namely
we only use Ie to calculate the value of vector x = (f1, f2, ..., fn). Once the
classifier is trained, the prediction can be conducted by the ego node e using
only features extracted from Ie.

3.4 Difference Between HOTPIE and REPULSE

Figure 3 shows the workflow of REPULSE. It has three modules: feature extrac-
tion, dataset rebalance and SVM learning. The workflow of HOTPIE is available
in Appendix A. Similar to REPULSE, HOTPIE also consists of three mod-
ules and the techniques used in each module are also similar to those used in
REPULSE. However, HOTPIE differs from REPULSE in two aspects:

Fig. 3. Workflow of REPULSE
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– Features are extracted solely from information available in the ego network,
but then all samples from different ego networks are used to train a single
classifier. However, REPULSE allows each ego to train its own classifier using
features extracted using information available in the ego network.

– Only one single classifier for the entire subgraph is trained to predict popular
tweets and each ego shares the same classifier. In contrast, the number of
classifiers is equal to the number of egos when using REPULSE, and each ego
uses its own classifier to predict local retweet behavior.

4 Extracting Features for the Classifiers

Selection of features is critical to the performance of classification algorithms
for the supervised learning. Besides those features widely used by other work
[18], we introduce the user community-related features by applying the topic
modeling algorithm in retweet-paths. We consider five different families of fea-
tures including: ego profile features, tweet metadata features, community-related
features, tweet content-based features and friends feedback features. We pro-
vide the full list of features in Appendix C. For ego profile features and tweet
metadata features, they are extracted directly from the ego profile and tweets
correspondingly. Friends feedback features are extracted from friends feedback
after the target user retweets a message, and are only used by HOTPIE. We
apply the Latent Dirichlet Allocation algorithm to infer topics of each tweet and
then extract tweet content-based features. For the community-related features,
we recast the overlapping community detection problem to the topic modeling
problem using retweet-paths. Details are provided next.

Fig. 4. Use BTM to infer user’s communities.

4.1 Community-Related Features

Different from Twitter and Facebook, Renren preserves a retweet-path inside
the message header to record users who have retweeted this message. In other
words, the downstream user knows how this message is relayed hop-by-hop from
the message originator to him. The reason to exploit retweet-paths is that users
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who retweet the same tweet should share similar interests [5]. Although Twitter
and Facebook have no such retweet-path, lists of users who have retweeted or
liked a particular message can serve for the same purpose. The majority of online
social network providers allow third parties to retrieve those lists by providing
APIs (e.g. statuses/retweets/:id in Twitter). So it is straightforward to extract
similar features for other platforms.

The retweet-path is not used to build the feature space in previous work.
If two users always retweet the same set of tweets, then they must have lots
of interests in common. Different from traditional social networks which are
built upon personal friendships, in some ‘open’ OSNs, e.g. Sina Weibo, one’s
posting can be retweeted by a totally stranger who happens to visit the author’s
homepage in Sina Weibo. No explicit friendship needs to be established before
one can retweet another’s messages. As such, retweeting alone may not imply
friendships. Two users several hops away in the friends network can be in the
same retweet-path and could be classified into the same community if they co-
occur frequently. Besides, we want to determine the community membership of
each user using locally observable retweet-paths only. It becomes an overlapping
community detection problem in OSNs using locally observable relationships
solely. Towards this end, we recast the overlapping community detection problem
to the topic modeling problem.

The topic modeling algorithms in the information retrieval field can be
adopted here without changes. Figure 4a illustrates how we use the topic mod-
eling algorithm to solve the community detection problem. RT represents the
retweet-path and μ represents the user. When applying topic modeling on corpus
with documents, the output is a probabilistic distribution over words for each
topic. However, when applying topic modeling on retweet-paths, as shown in
Fig. 4a, the output is a probabilistic distribution over users for each community.
Each user is like a word, and each retweet-path with different users is like a
bag of words document. Consequently topics discovered by the topic modeling
algorithm are communities of users. For each community, we could have a prob-
abilistic distribution over users, indicating the membership strength. In other
words, we aim to learn a function

σe : Re → C (3)

for the ego node e. Re is the set of retweet-paths in tweet activity set TAe. C is
the community memberships for users in retweet-paths in Re.

However, there are some additional challenges to overcome due to the rela-
tively short nature of each retweet-path. On average the length of a retweet-path
in our dataset is 3 users. Most of existing topic modeling algorithms suffer from
the sparsity of words co-occurrence patterns in the short length documents.
We use Biterm Topic Modeling (BTM) [24] to detect communities due to its
outstanding performance in short length documents. BTM is an extension of
Latent Dirichlet Allocation [3] and overcomes the sparsity issue by maximizing
the likelihood of the biterm set for the entire corpus. Figure 4b shows the graphic
representation of BTM. α and β are the Dirichlet prior parameters. Topic z and
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words ωi, ωj are chosen from multinomial distributions. The probability of a
biterm b(ωi, ωj) is given by:

P (b) =
∑

z

P (z)P (ωi|z)P (ωj |z) =
∑

z

θzφi|zφj|z (4)

And the likelihood of the entire biterm set B is:

P (B) =
∏

(i,j)

∑

z

θzφi|zφj|z (5)

BTM calculates the community memberships by maximizing the likelihood of
the biterm set. Once each user is assigned with the community membership, we
extract six community-related features.

5 Predictor Using Global Information

We also implement a baseline predictor using global information. In particular,
compared to locally observable information, global information contains all the
data we have collected, which is beyond the ego network. The baseline predictor
differs from REPULSE/HOTPIE in two aspects.

First, values of community-related features and content-based features are
different for the baseline predictor and REPULSE/HOTPIE. Using the baseline
predictor, the corpus of BTM/LDA is all the tweets we have crawled, and the
diffusion tree of each message serves as a document. However, the corpus is
limited to all tweets inside the ego network when using REPULSE/HOTPIE and
each retweet-path serves as a document. As a result, there is only one BTM/LDA
model trained and shared by all users for the baseline predictor, but each user
has its own BTM/LDA model when using REPULSE/HOTPIE.

Second, the number of classifiers is different. Using the baseline predictor,
only one single classifier is trained using all samples from the dataset. However,
for REPULSE, each ego node e has its own classifier ψe as defined in Eq. 1, which
is trained using samples from Ie. Although HOTPIE has only one classifier, the
prediction can be conducted using only locally observable information once the
classifier is trained.

We refer the baseline predictor for REPULSE as RPuG (Retweet Prediction
using Global information), and the baseline predictor for HOTPIE as PPuG
(Popularity Prediction using Global information). The performance comparison
is available in the next section.

6 Performance Evaluation

We use RESTful APIs provided by Renren to create the dataset. We conducted
the crawling process from June 3, 2015 to September 26, 2015, and then again
from December 21, 2015 to April 16, 2016. The dataset contains 4,840,843 user
profiles and the detailed activity records of 21,499 users including their tweet
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history, content of each tweet as well as their friend lists. In terms of tweets,
it contains 7,512,356 tweets and 1,807,152 retweets. Some users seldom retweet
during the entire data collection period, so we decide to filter out those users
with less than 5 retweets. This results in a dataset containing 15,699 egos with
their first-hop neighborhood in Renren. We then use the dataset to evaluate the
prediction performance of REPULSE and HOTPIE.

6.1 Localized Retweet Prediction

In this section, we study the performance of REPULSE in predicting whether a
target user would retweet a message relayed by one of the target user’s friends.
Four feature families are used for this problem, including ego profile features,
tweet metadata features, content-based features and community-related features.
We use precision, recall, accuracy and F1 score as evaluation metrics.

Table 1. Retweet prediction performance with different feature sets.

Feature sets Ego profile

tweet

metadata

Ego profile tweet

metadata

users

communities

Ego profile tweet

metadata

tweet content

All features

using

RPuG

All features

using

REPULSE

Precision 0.7673 0.9240 0.7675 0.9229 0.8291

Recall 0.6750 0.8984 0.6757 0.9000 0.8288

Accuracy 0.7351 0.9123 0.7355 0.9124 0.8250

F1 score 0.7182 0.9110 0.7187 0.9113 0.8182

Impact of Different Feature Sets. Since REPULSE allows each user to
train its own classifier, the performance difference may be due to user’s own
characteristics. To eliminate the bias introduced by each user, we use RPuG to
measure the impact of different feature sets. As community-related features are
first introduced in this paper, we also need to compare their effectiveness against
other commonly used features such as tweet content-based features. Since ego
profile features and tweet metadata features are widely studied, we focus on
tweet content features and community-related features. Four experiments are
conducted to assess the impact of different feature sets and the prediction results
are shown in Table 1. By comparing the first column with the third one, we can
find tweet content features do not help the prediction performance. In contrast,
results in the first two columns demonstrate that by considering the community
memberships of users involved in the retweet-path of a message, the accuracy of
retweet prediction is boosted significantly. The insignificant difference between
the prediction accuracy in the first column and the second column reconfirms
the limited value of the tweet content-based features for classification. The lack
of contribution of the content-based features may be explained as follows: On
one hand, Chinese is different from English regarding the segmentation. English
phrases and words can be separated by space, but that of Chinese will purely rely
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Fig. 5. Histogram of users with different F1 scores using REPULSE. The F1 score of
RPuG is 0.91 and average F1 score of REPULSE is 0.82.

on the segmenter tools, which may not correctly retrieve all the words; On the
other hand, the content of tweets may contain lots of noise since users have the
complete flexibility to post any content, like emoji and notations. The influence
of those noise on the topic modeling algorithm has not been well studied. As a
result, we claim that by including community-related features, a reliable retweet
prediction can be made even without analyzing the tweet content.

Performance Comparison of REPULSE and RPuG. As the F1 score is a
weighted average of the precision and recall, we will only show the F1 score dif-
ference between RPuG and REPULSE. Values of other metrics are shown in the
last two columns in Table 1. The average F1 score of all users using REPULSE
is 0.818, compared to the F1 score of 0.911 achieved by RPuG. Some simi-
lar problems have been studied by others. Different from REPULSE, Petrovic
et al. [17] only predicted if a tweet will be retweeted, without specifying which
user will retweet. The highest F1 score achieved by Petrovic et al. is 0.466. Tang
et al. [19] generated a list of target audience for promotion-oriented messages,
but the F1 score is 0.8, which is less than that of RPuG and the average of
REPULSE. Our work studies the retweet behavior for a particular user and
each prediction involves the target user and an incoming tweet.

In this paper, we use a dummy 2-class random classifier, namely predicting
to be either case with 0.5 probability, as the reference. As shown before, the F1
score of RPuG is 0.91, which is larger than the average F1 score of REPULSE by
around 0.09. The confusion matrix of retweet prediction using REPULSE and
RPuG is given in Table 2. We can see the prediction accuracy of the two classes
is similar. For both classes, the prediction accuracy of REPULSE is lower than
that of RPuG. Given that REPULSE only takes information available in the ego
network to predict, the performance loss is still reasonable.
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Figure 5 is the histogram showing the number of users with different F1
scores using REPULSE. The y-axis is the number of users and x-axis is the
range of F1 scores. Notice that a 2-class random classifier can achieve an F1
score of 0.5. There is a reasonable amount of users with an F1 score less than
that of a random classifier. Especially, there are 469 users with an F1 score of
0. Among those users, 163 users perform poorly due to the privacy settings of
their friends. In those cases, the crawler can not access the homepages (which
contain the tweets, activity logs as well as friend lists) of the friends of the
target ego node. As a result, no negative sample is collected. Besides, 294 out
of the remaining 306 users retweet less than 20 times within the observed data
traces. Majority of those with an F1 score of 0 are not active users and the
poor prediction performance on their retweet behavior is mainly due to the
small number of training and testing samples available locally. However, there
are still around 5,000 users whose F1 score is larger than 0.9, which is even
better than that of using RPuG. Besides, there are 2,258 out of those 5,000
users with an F1 score of 1. By calculating the Pearson correlation of each ego
profile feature and the F1 score, we find users associated with high F1 scores have
a large number of retweets and retweet frequently from their friends. In other
words, even with locally observable information, the prediction performance of
REPULSE for some active users can be better than that of a classifier using
global network information.

By now, our experiments have demonstrated that suffering from the absence
of global network information, the retweet prediction performance will decline
by around 0.09 measured by the F1 score when using REPULSE. However, if
we purely rely on the locally observable information, prediction performance can
still beat RPuG for some active users.

6.2 Localized Popular Tweets Prediction

We use the cascade size to measure tweets popularity. The cascade size of a tweet
is defined as the number of retweets in the subgraph. The majority (96.5 %) have
a cascade size less than 5, and only 0.07 % tweets have a cascade size larger than
49. We define three levels of popularity: ‘Normal’, with cascade size less than or

Table 2. Confusion matrices for REPULSE and RPuG

Ground
Truth

Prediction
User will retweet User will not retweet Accuracy Per Class

REPULSE RPuG REPULSE RPuG REPULSE RPuG

User will retweet 296,100 334,737 47,012 26,694 86.30% 92.61%
User will not retweet 49,147 36,718 293,965 324,713 86.55% 89.84%
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equal to 5; ‘Popular’, with cascade size larger than 5 and less than 50; ‘Super
Popular’, with cascade size larger than or equal to 50.

We use four feature families to predict tweet popularity, including ego profile
features, tweet metadata features, friends feedback features and community-
related features.

Performance Comparison of HOTPIE and PPuG. In our experiment, the
F1 score of HOTPIE is above 0.5 and the accuracy for the super popular tweets
is 0.72. Some similar problems have been tackled, but HOTPIE differs from
them in both the prediction performance and the information used to conduct
the prediction. Zhao et al. [29] could predict 60 % of the top 100 popular tweets
after observing 25 % of the total retweets. In contrast, HOTPIE identifies 72.31 %
of the super popular tweets using locally observable information only. Although
Hong et al. [11] could predict the most popular tweets with a high accuracy, the
classifier is trained using all the retweets for each tweet. However, it is practically
infeasible to collect all the retweets for each tweet in most OSNs.

Table 3. Performance of predicting popular tweets with different experiment settings.

Random
classifier

w/o
community
features

PPuG HOTPIE HOTPIE w/o friends
feedback features

Micro F1 0.33 0.425 0.472 0.554 0.498

Macro F1 0.33 0.413 0.446 0.532 0.483

In this paper, a dummy random classifier is used as the comparison refer-
ence. The macro and micro F1 scores [20] are chosen as the evaluation metrics.
We also conduct one experiment without community-related features to measure
the impact of those features. The results are shown in Table 3, and correspond-
ing confusion matrices are available in Appendix B. Different from REPULSE,
HOTPIE outperforms PPuG by around 17 % in terms of the micro F1 score.
It is probably due to the fact that global network information trains a classifier
suitable to everyone, but locally observable information has customized informa-
tion for each user, which is supposed to be able to characterize the user behavior
more accurately. The last column in Table 3 also indicates by using friends feed-
back features, the F1 score is increased by around 10 %. Besides, the results also
prove the power of community-related features, which have been shown to be
able to improve the F1 score by 25 %.
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7 Conclusion

In this paper, we systematically study the impact of global vs. locally observable
information when predicting retweet behavior in OSNs. We propose a framework
named REPULSE to predict whether a target user (the so-called ego node) will
retweet a message relayed by one of his/her friends, while using only locally
observable information. By comparing the performance with the classifier using
global network information, we find that although the average performance of
REPULSE is worse than that of the classifier using global network information,
the prediction for some active users (around one third of users in the dataset)
still outperforms the classifier using global network information. We also ana-
lyze the correlations between ego profile features and the prediction F1 score,
and find that REPULSE can precisely predict the behavior of those who retweet
from their friends frequently. Besides, we have identified a new locally available
information source, namely the retweet-paths. By utilizing the topic modeling
algorithm to solve the overlapping community detection problem, we can infer
community membership for each user in the retweet-paths. Several features are
extracted from the user community membership then. By adopting the newly
proposed community-related features extracted from locally observable retweet-
paths, the F1 score of retweet prediction is increased from 0.72 to 0.91. To
demonstrate the power of aforementioned community-related features, we con-
duct another prediction experiment to identify popular tweets using the proposed
framework HOTPIE. We find that the classifier trained using features extracted
from locally available information outperforms the one trained using global net-
work information. Besides, the use of community-related features improves the
micro F1 score from 0.43 to 0.55 for the corresponding 3-class classification prob-
lem.

All the experiments in this paper are conducted using data crawled from
Renren. Even though there is no retweet-path from Twitter or Facebook, it
is relatively straightforward to implement REPULSE and HOTPIE for those
platforms. The observation is that users in the same retweet-path share common
interests in some topics. The list of users who have ever retweeted or liked a
particular tweet, which is available in the majority of online social networks
including Twitter and Facebook, can play the role of the retweet-path, albeit the
lack of node ordering information as in the case of the retweet-paths in Renren.
Deploying REPULSE and HOTPIE to other platforms is also part of our future
work. Furthermore, both REPULSE and HOTPIE are still offline frameworks
at present. However, due to their localized nature and the widespread use of the
online SVM algorithm, it should be possible to implement the two frameworks
to conduct real time prediction.
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A Workflow of HOTPIE

Fig. 6. Workflow of HOTPIE

B Confusion Matrices of HOTPIE and PPuG

Table 4. Confusion matrix of using HOTPIE, with per class accuracy

Ground
Truth

Prediction
Normal Popular Super Popular Accuracy Per Class

Normal 108 22 15 74.48%
Popular 70 37 38 25.52%

Super Popular 29 20 96 66.21%

Table 5. Confusion matrix of using PPuG, with per class accuracy

Ground
Truth

Prediction
Normal Popular Super Popular Accuracy Per Class

Normal 85 22 28 62.96%
Popular 64 24 47 17.78%

Super Popular 30 23 82 60.74%
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Table 6. Confusion matrix without community-related features, with per class accu-
racy

Ground
Truth

Prediction
Normal Popular Super Popular Accuracy Per Class

Normal 79 33 33 54.58%
Popular 59 31 55 21.38%

Super Popular 32 38 75 51.72%

C Full Feature List

Table 7. Feature names with feature IDs

Families of

Features

Details of Each Feature Family

Ego Profile

Features

1. Number of tweets

2. Number of retweets

3. Number of friends

4. Number of retweets from friends

5. Maximum retweet-path length

6. Average retweet-path length

7-10. Number of tweets posted in the

morning, afternoon, night and

mid-night

11. Gender

12. Age

Metadata

Features

13. Length of the retweet-path

14. Number of friends in the retweet-path

15. Posting time

16. Number of @

17. Number of friends being @

18. Tweet type

19. Number of URLs

20. Tweet length

Community-

related

Features

21. Number of distinct comm-unities in the

retweet-path

22. Number of shared commu-nities between

the leaf user and the ego node

23. Number of users sharing at least one

community with the ego in the

retweet-path

24. Number of ego’s communities

25. Number of shared communit-ies

between each user in the path

and the ego

26. Binary indicator showing if the

ego is the first user to retweet

Content-based

Features

27. Number of topics the tweet contains

28. Ids of the top-2 dominant topics

29. Strength of the dominant topic

30. Strength difference between the

dominant topic and the most

minor topic

Friends

Feedback

Features

31. Number of friends retweeting the same tweet

32. Degree of past interaction between friends and the ego

33. Average retweet time gap
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Abstract. A central problem in the analysis of observational data is
inferring causal relationships - what are the underlying causes of the
observed behaviors? With the recent proliferation of Big Data from online
social networks, it has become important to determine to what extent
social influence causes certain messages to ‘go viral’, and to what extent
other causes also play a role. In this paper, we present a causal frame-
work showing that social influence is confounded with personal similar-
ity, traits of the focal item, and external circumstances. Combined with
a set of qualitative considerations on the combination of these sources of
causation, we show how this framework can enable investigators to sys-
tematically evaluate, strengthen and qualify causal claims about social
influence, and we demonstrate its usefulness and versatility by applying
it to a variety of common online social datasets.
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1 Introduction: Social Influence and Confounded Causes
Behind Observed Actions

Social influence has long been an important research topic in the social sci-
ences. With the emergence of online social network platforms like Facebook and
Twitter over the last decade, Big Data from social interactions has been pro-
duced at an unprecedented volume and detail, offering scientists new kinds of
‘found’ observational data through which to examine social processes. This has
led to social influence becoming an increasingly prominent topic of study in the
field of computer science, as well as to the birth of the interdisciplinary field of
computational social science [33] for which methods need to be developed for
systematically combining the social and the computational sciences [18,34,48].

Understanding social influence is pivotal since it has been claimed that social
influence drives the spread of behaviors and attitudes as diverse as smoking, obe-
sity, happiness, and political participation along social ties, in a process anal-
ogous to the contagious spread of viruses [2,5,17,29,31,36], to the extent that
ensuring a select few trend-setting individuals (the so-called ‘influentials’) adopt
a behavior would suffice to lead a large population to follow their example and
c© Springer International Publishing AG 2016
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also adopt this behavior. If social influence does operate in this manner, then
harnessing its power would bring immense benefits to marketing, public policy,
and public health interventions.

This type of contagion-based paradigm for social influence has been exten-
sively applied to theoretical and observational studies of online social networks
like Twitter and Flickr [3,6,8,25,26]. Here, if user j’s social connection i men-
tions the same entity as them (e.g. a URL or a hashtag), within a narrow time
window, or if i re-shares or up-votes j’s post, or chooses to follow j, or mentions
j’s username [14,24], then i’s action is assumed to be due to social influence
from j. One may say that such measures of online activity represent the levels
of attention or interest that a given piece of content has generated [1,49]. How-
ever, beyond indicating some degree of attention, it is far from straightforward
to infer the meaning or the causes behind such measures of observed actions,
and indeed [3,6] recognize that this approach yields an overestimate of social
influence. Moreover, it has been acknowledged that the ideal way to make causal
claims in empirical settings is to use controlled experiments, but this can often
be difficult or infeasible in practice [3,43,45,47].

The difficulty in estimating the extent of social influence from non experi-
mental, observational data is that social influence is only one of many possible
causes behind a pair of observed actions. Rather than social influence, there
may be other unobserved common causes (called confounders [38]) behind two
observed actions. These other, often unobserved, causes are commonly grouped
into the classes of: similarity of personal traits, intrinsic properties of the focal
item, and external circumstances [3,10,15,43,44]. The focal item might be a
message, behavior, action, or some other item involved in the observable actions
(outcomes) that the investigators want to study. Observationally determining
that a cause of a given action is social influence rather than any one of the other
causes, or a mix of many of these causes, is known to be a very difficult problem
[3,4,6,43–45].

Therefore, we focus on the questions of why does a person (or a group of people)
take a given observed action -what are the underlying causes and the mechanism
that determine whether this person (or group) takes this action? If one were to
intervene upon a causal factor, e.g. recruiting an ‘influential’ to endorse a prod-
uct or healthy behavior on social media [6], what might be the reaction of people
exposed to this? These are questions typical of causal inference [47].1

In this paper, we propose a causal framework for social influence, expand-
ing on [43], and use it to show that social influence is confounded with causes
related to personal similarity, traits of the focal item, and external circumstances.
We then describe how this framework enables an investigator to systemati-
cally evaluate, improve and qualify causal claims on social influence versus each
of the other types of possible causes, focusing on observational (‘found’) data
from online social settings. This framework merges computational methods with
causal assumptions rooted in social science findings, offering a promising way

1 As opposed to inference based on statistical prediction methods [9,20–23,28,47],
which have been used elsewhere in the literature (e.g. [11,16,40]).
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to address the need for interdisciplinary common methodological ground in the
nascent field of computational social science [18,33,34,48]. We limit our focus
here to building this theoretical framework, and to performing an initial evalu-
ation using previous studies of online datasets. A full empirical application to,
and validation of the framework on, an online dataset that can adequately cap-
ture the confounding causes (typically left at least partly unobserved in online
social datasets) is in our future work plans.

The rest of this paper is structured as follows: We first present the necessary
background on social influence and the other three classes of possible causes.
We then describe our methodology, which is based on graphical causal mod-
els, and in the following section apply it to the context of social influence, and
show how graphical causal models both make the causal confounding visible and
indicate how it can be removed to yield an unbiased estimate of social influ-
ence. Following this, we discuss some important qualitative and meaning-related
aspects of social influence. We then demonstrate and evaluate how applying our
causal framework to well known online social interaction settings enables one to
assess the adequacy of the datasets and methods used, and to strengthen one’s
causal claims. We finally discuss possible directions for future work and present
concluding remarks.

2 Social Influence and Other Classes of Causes

This section lays out the necessary background on social influence and the other
possible causes behind observed actions, namely similarity of personal traits,
intrinsic traits of the focal item and external circumstances. In all cases, we note
that each factor may cause two people to exhibit the same observed behavior
regardless of whether there is a social tie between them or not [10,30].

Social Influence. Social influence can be defined as the phenomenon where a per-
son’s behavior (action, opinion, or belief) is caused by another person’s observed
behavior: a person i may perform an action that person j performed earlier
because j’s performing of the action was so inspirational, persuasive, or impres-
sive (e.g. j making a persuasive argument based on domain expertise) that i was
convinced or became inclined to also perform it [30,43]. We only consider cases
where i has free choice, i.e. j cannot force i to perform the given action. For
instance, [35] defines influence as a form of causation, occurring in a possibly
covert, unclear, or unintentional way, that does not involve force or coercion.
Similarly in [39], a seminal work from the communications literature, the term
social influence is used in the sense of a person causing another person to change
their behavior, through the use of appropriate incentives.

Similarity of Personal Traits. Two people i and j may independently adopt the
same behavior because they share one or more personal traits, such as interests,
values, beliefs, opinions, needs, desires, personality profile, or demographic char-
acteristics, like age, race, gender, social class [5,7,46]. For instance, two people
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may each independently post about political news on Twitter, because they each
have an active interest in politics.

Intrinsic Properties of the Focal Item. In the social psychology, management,
and marketing literature [10,32], it has been established that certain features can
be ‘engineered into’ a focal item(e.g. a message, a product) that entice people
to reshare it with others, making it ‘go viral’ and potentially increasing sales or
adoption rates. An important type among them is features that invoke emotional
arousal, specifically activating emotions such as excitement or anger, as these
have been found to increase the chances that the viewer will then reshare, discuss
or even adopt this message, behaviour or product. Hence, investigators should
account for such relevant features, as well as other more general features (e.g.
the price of a product; the effort or risk associated with a behavior [13]) that
play a causal role in a person’s reaction to a focal item.

External Circumstances. External circumstances may be the common cause why
two people may independently take the same action, e.g. users i and j may
post the same video or URL on social media because it relates to an important
current news item, or a popular trend, that they both are aware of. External
circumstances encompass factors from the external environment (e.g. a news
item, a trend or a currently popular belief or attitude, a new law, a natural
disaster), outside the personal traits of person i and j, and outside the traits of
the focal item.

3 Methodology: Graphical Causal Models

It is an often-repeated cautionary phrase in statistics that ‘correlation does not
imply causation.’ The field of causality theory, which saw rapid developments
in the last thirty years, allows one to go beyond correlations and reason about
causation in a rigorous, formal way, using tools like graphical causal models,
which in turn are based on directed graphs and probability theory [38]. In this
paper we will be using graphical causal models to reason about social influence
versus the other possible causes of observed actions, expanding upon the work
presented in [43]. We present the relevant theory here, based on [37,38,42].

A graphical causal model can be represented as a directed acyclic graph G,
comprised of a set of nodes, N , and a set of directed edges, or arrows, E - that is,
G = {N,E}. Nodes represent variables, and edges denote causal relationships.
A directed edge from a node A to a node B denotes the direct causal effect of A
on B, where A is a cause of B; A is called a parent or ancestor of B, and B a
child or descendant of A. If a node has no arrow pointing to it, i.e. no parents,
it is called exogenous, otherwise it is called endogenous. A path is a sequence of
consecutive edges that do not all necessarily point in the same direction. Which
nodes are connected to which depends on the modeller’s causal assumptions,
which should be well-justified and grounded in domain expertise [38]. The rules
for manipulating graphical causal models then show what causal inferences can
be made from these causal assumptions.
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Graphical causal models are particularly useful for identifying latent (unob-
served) variables that introduce confounding bias to the estimate of the causal
effect of a variable X on another variable Y , and for then adjusting for those
variables to obtain the unbiased causal effect of X on Y .

We illustrate this using the simple example causal model in Fig. 1, whose
structure appears in our model of the causal effect of social influence and other
factors on observed outcomes, as we shall see. Figure 1 represents a situation
where the observed variable X is a cause of the observed variable Y , but variable
U is a latent (unobserved) cause of both X and of Y . As causal graphs are
governed by the Causal Markov Condition, whereby endogenous variables only
depend on their parents [38], the joint probability distribution representing Fig. 1
is: P (y, x, u) = P (u)P (x|u)P (y|x, u), where P (w) is short for P (W = w), since
Y ’s parents are U and X, U is the parent of X, and U has no parents.

U

X Y

Fig. 1. Example graphical causal model

We want to estimate the causal effect of X on Y , which we write as
P (Y = y|do(X = x)) in Pearl’s do-notation, denoting the distribution of Y
which would be generated, counterfactually, if X were set to the particular value
x through experimental manipulation or intervention. In the causal graph this
would mean deleting all arrows into X, setting X’s value to x, and leaving the
rest unchanged. This post-intervention distribution of Y is not in general the
same as the ordinary conditional distribution P (Y = y|X = x), as the latter
represents taking the original, pre-intervention, population and selecting from
it only the sub-population where X = x. The mechanisms that set X to that
value may have also influenced Y through other channels, so the latter distri-
bution would not typically really tell us what would happen if we externally
manipulated X.

Figure 1 illustrates this point. If we consider the dependence of Y on X, in the
form of the conditional P (Y = y|X = x), we see there are two channels of infor-
mation flow from cause to effect: one is the direct, causal path from X to Y , rep-
resented by P (Y = y|do(X = x)). However, there is also another, indirect path,
between X and Y through their unobserved common cause U , where observing
X gives information about its parent U , and U gives information about its child
Y . If we just observe X and Y , we cannot distinguish the causal effect from the
indirect inference -the causal effect is confounded with the indirect dependence
between X and Y created by their common cause U . More generally, the effect
of X on Y is confounded whenever P (Y = y|do(X = x)) �= P (Y = y|X = x). If
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there is a way to write P (Y = y|do(X = x)) in terms of distributions of observ-
ables, then we say that the confounding can be removed by an identification, or
deconfoundng, strategy, which renders the causal effect identifiable.

Formally, to test whether there is confounding, we must first test whether
some variables “block” (stop the flow of information or dependency along) all
paths from X to Y , using the so-called d-separation criterion (as per [38]): A
set of nodes Z block or d-separate a path p if and only if (i) p contains a chain
i → m → j or a fork i ← m → j such that the middle node m is in Z, or (ii)
p contains a collider i → m ← j such that neither the middle node m, nor any
of its descendants, are in Z. Then, a set Z d-separates X from Y if and only
if Z blocks every path from X to Y . Further, a set of variables Z satisfies the
back-door criterion (as per [38]) relative to X and Y if: (i) no node in Z is a
descendant of X, and (ii) Z blocks every path between X and Y that contains an
arrow into X. Then the set Z is called a sufficient, admissible or deconfounding
set. Finding this deconfounding set permits the confounding bias to be removed,
thus rendering the causal effect X on Y identifiable from non-experimental data,
using the back-door adjustment formula [37,38]:

P (Y = y|do(X = x)) =
∑

z
P (Y = y|X = x,Z = z)P (Z = z) (1)

Since the right-hand side of Eq. 1 contains only probabilities which are
estimable (e.g. by regression) from our observational, non-experimental data,
the causal effect of X on Y can be estimated from such data without bias.

In the example of Fig. 1, we see that variable U satisfies the back-door cri-
terion, and hence, to obtain the direct causal effect of X on Y , one should
simultaneously measure X, Y and U for every member of the randomly-selected
sample under study, and then obtain the causal effect by using the back-door
adjustment formula (Eq. 1) for Z = {U}.

In summary, to remove confounding and obtain the unbiased causal effect of
X on Y , our deconfounding strategy is: (1) select a large random sample from
the population of interest, (2) for every individual in the sample, measure X,
Y , and all variables in Z, and (3) adjust for Z by partitioning the sample into
groups that are homogeneous relative to Z, assess the effect of X on Y in each
homogeneous group, and then average the results, as per Eq. 1.

4 Application to Social Influence: Confounding with
Other Possible Causes

In this section, we use graphical causal models to reason about possible con-
founding of social influence with other causes, when working with observational
data. We begin with the framework presented in [43], which we then simplify
slightly without affecting its results with respect to confounding. We then adjust
this framework such that it can model confounding even in the absence of a social
tie. We next construct similar causal frameworks which show how social influ-
ence is confounded with personal traits, with intrinsic traits of the focal item,
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and with external circumstances. Finally, we put these separate models together
into a single graphical causal model which shows the causal relations between
causes and outcomes, and makes visible which variables should be measured and
adjusted for to remove confounding.

4.1 Social Influence Is Confounded with Homophily

We begin by presenting the graphical causal model used in [43], which demon-
strated that the phenomena of homophily (the tendency of people to form social
ties with people similar to them) and of behaviour adoption due to social influ-
ence from friends are confounded in observational social network data. We follow
their notation for continuity: Symbols Xk and Zk denote sets of random vari-
ables representing, respectively, the unobserved and observed personal traits of
person k. Each of those may be discrete or continuous, and is assumed to remain
constant during the time period studied. Ak,l is an observed variable, for sim-
plicity in this case assumed to by binary, with value 1 if person k considers
person l to be a ‘friend’, and with value 0 otherwise. Yk,t is an observed response
variable, denoting whether person k performs action Y at a time t, and may
be discrete or continuous. For simplicity, we assume time progresses in discrete
steps (although this is not essential, as stated in [43]). It is also assumed that
there is latent homophily in this system, hence whether two people are friends,
i.e. whether Ai,j = 1, depends causally on their latent personality traits Xi and
Xj . The model is shown in Fig. 2a.

We are interested in estimating social influence, i.e. the direct causal effect of
person j’s performing of action Y , Yj,t−1, on person i’s subsequent performing of
the same action, Yi,t, represented by the arrow Yj,t−1 → Yi,t: person i performs
action Y because person j’s example inspired them to do the same.2 Homophily
introduces a backdoor path between Yi,t and Yi,t−1 through the latent Xi and
Xj : Yi,t ← Xi → Ai,j ← Xj → Yj,t−1, i.e. the latent Xi and Xj are in the
deconfounding set, thus social influence (the direct causal effect of Yj,t−1 on Yi,t)
is confounded with homophily. So Xi and Xj should be measured and adjusted
for, to retrieve the pure causal effect of Yj,t−1 on Yi,t.

Before we move on to apply this type of modeling to show how influence is
confounded with other causes, we first simplify the model for ease of examination
of paths and of manipulation. As [43] say, the assumption that Yi,t−1 has a
direct causal effect on Yi,t can be dropped without affecting the results of the
investigation. Therefore, we remove Yi,t−1, and, similarly for j, we remove Yj,t.
Since we are interested in examining the causes behind why i did Y at time t,
Yj,t is not relevant.3 In addition, since the observed personal traits Zi and Zj do

2 In [43], it is assumed that one can be directly socially influenced only by those people
she considers her ‘friends’ (Ai,j = 1), and not by anyone else.

3 We note that Yi,t−1 might represent a plausible and relevant kind of cause, e.g. that
i does Y at time t because i did Y at t− 1 and was happy with the results, or out of
habit from having done it previously at time t−1. However, this previous happiness
or habit may best be included in Xi as a variable representing an interest in Y .
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not play a role in either introducing or removing confounding in this model or
in our next models, we also remove those, and assume that all personality traits
are unobserved, hence represented by Xi and Xj - indeed, usually there is no, or
insufficient, data on users’ personal traits in observational online social network
studies. This simplification yields the model in Fig. 2b.

Zi

Yi,t−1

Xi

Ai,j

Xj

Yj,t−1

Zj

Yi,t Yj,t

(a) Causal model from [43]

Xi

Ai,j

Xj

Yj,t−1

Yi,t

(b) Simplified version

Fig. 2. Graphical causal model from [43] (a), and simplified version (b)

4.2 Social Influence Is Confounded with Similarity in Personality
Traits, Focal Item Traits, and External Circumstances

In this section, we present the graphical causal models that show how social
influence is confounded with each of the following types of causes: similarity in
personality traits, focal item traits, and external circumstances. We note that
all confounding cases are due to structurally equivalent back-door paths of the
form presented in Fig. 1 - each could essentially be regarded as a common cause:
person-internal (personal traits), item-internal, or external.

Confounding with Similarity in Personality Traits. To show how a shared per-
sonality trait may be a cause behind i and j independently performing the same
action Y , we now replace the previous latent personal trait variables Xi and
Xj with W , representing the latent shared traits between i and j (i.e. W is the
intersection of sets Xi and Xj), and Wi, i’s remaining latent traits that j does
not share, and respectively Wj for j’s latent traits that i does not share. This
produces the model of Fig. 3a, which shows that Z = {W} is the deconfounding
set on which to perform back-door adjustment.

Confounding with Traits of Focal Item. Similarly to Fig. 3a, b shows that variable
F , representing the focal item traits, lies on a backdoor path Yi,t ← F → Yj,t−1.
Hence, the deconfounding set to be back-door adjusted is Z = {F}.
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Confounding with External Circumstances. Similarly to Fig. 3b, in Fig. 3c vari-
able U represents the external common cause (e.g. a shocking news item), and
the back-door path Yi,t ← U → Yj,t−1 introduces confounding. Hence Z = {U}
is the deconfounding set that should be back-door adjusted.

Wi W Wj

Yi,t

Yj,t−1

(a) Common personality
traits

F

Yi,t

Yj,t−1

(b) Focal item traits

U

Yi,t

Yj,t−1

(c) External common cause

Fig. 3. Graphical causal models for social influence versus similarity in personality
traits (a), focal item traits (b), and external circumstances (c)

4.3 Putting It All Together: Social Influence, Personal Similarity,
Focal Item Traits, External Circumstances

We now put together all the above graphical causal models, to show the full
picture of all causes that affect person i’s decision to perform action Y at time
t, and how these, if left unobserved and unadjusted for, introduce confounding
bias into our estimate of social influence from person j’s action Y at time t− 1.

Keeping the same notation, we present two models, one without a social
tie variable Ai,j in Fig. 4a, and one with that tie in Fig. 4b. Given our split of
personal traits into those that both people have in common (W ) and those they
do not (Wi, Wj), we assume that the decision to consider someone a ‘friend’
depends on having enough things in common (W ), and also on not having too
many differences in personality (e.g. to the extent that one cannot tolerate or
is offended by the other’s value system) - hence, besides W , we assume that Wi

and Wj also causally affect whether a social tie will be fostered.
Therefore, the minimal deconfounding set for Fig. 4a is Z = {F,U,W}, and

for Fig. 4b it is Z ′ = {F,U,W,Wj}4. Therefore, in order to retrieve the pure
direct causal effect of Yj,t−1 on Yi,t, an investigator must implement our decon-
founding strategy - crucially, all variables in the appropriate minimal decon-
founding set must be measured for every individual in the random sample, and
adjusted for as per Eq. 1.

We see that this full model presents a complex picture, with many factors
playing a role in i’s decision to take action Y . Indeed, as we shall discuss in
the following two sections, it is known in the social sciences that social influence
alone is seldom enough to ensure Yi,t - rather, a specific combination of social
influence and all the other causal factors is needed.
4 Wi could be in Z′ but it is redundant, due to the assumed asymmetry of Aij ; if there

was an edge Aij → Yj,t−1 then Wi would have to be in the minimal confounding set.
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U

Wi W Wj

Yi,t

Yj,t−1

F

(a) Full model without social tie

U

Wi W Wj

Ai,j

Yi,t

Yj,t−1

F

(b) Full model with social tie

external

focal item

personal

(c)

Fig. 4. Full graphical causal models for social influence versus other causes, without
social ties (a), and with social ties (b), with the legend (c) on the right showing the
context of each latent causal variable

5 The Impact of Causal Factor Characteristics on the
Nature of Observed Outcomes

In this section, we aim to shed some further light on the question of what kinds of
causal circumstances are needed for a person or group to take a given action. In
the empirical and the theoretical literature [10,29,30,46,50] it has been widely
acknowledged that no person is a clean slate, and no situation is ‘neutral’, there-
fore social influence does not operate in a vacuum, and on its own is rarely
sufficient to ensure one or more individuals i take a specific action or commit to
a new behavior (Yi,t) (e.g. making some online content ‘go viral’, or a product sell
out): a single well-connected person j alone is not enough to reliably influence
others i to act a certain way; rather, a combination of compatible personal traits
(W and Wj), a focal item with appropriate features F , and beneficial external
conditions U are also needed.

Therefore, we next examine some important qualitative aspects of how dif-
ferent combinations of causal factors may lead to different qualities in the final
observed outcomes. These qualitative aspects affect the extent and nature of
claims one can make about social influence, and hence should be measured,
e.g. by recording more details of the decision-making process than is common in
observational social network datasets, or (e.g. to avoid making the process intru-
sive for participants) through interviews, or through a combination of methods.

Magnitude, Direction, and Duration. Instead of modeling the outcome Yi,t as
binary, it could instead have a magnitude, duration, and direction. The magni-
tude would represent the intensity of i’s engagement with Y from time t onwards,
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whether this engagement is only superficial (small magnitude) or serious and
incorporated into their value system (large magnitude), while duration would
capture how short-lived or long-lasting this is [12,30]. The direction would cap-
ture whether i does the same as j with respect to Y (positive direction), or the
opposite (negative), e.g. because j’s way of engagement with Y was against i’s
values, or whether i does not take substantive action in relation to Y , e.g. out of
loss of interest [2]. For instance, Facebook’s addition of specific reaction buttons
for love, anger, etc. to the Like button (which was previously used to express
any type of reaction) [27], is one approach to capturing direction.

Normative versus Informational Social Influence. A person may change their
behavior or take an action not because they find the traits of that behavior or
action (F ) inherently worthwhile, but rather because they want to please or feel
accepted by someone they know (j, Ai,j) or by a wider social group (U). In
[19], the former type is termed informational influence, and the latter normative
influence, as discussed in [30]. Which type of social influence occurs in a given
case depends on all the causal variables.

Generalizability of Observed Outcomes. Often, investigators use observational
social media data capturing the levels of online interest in a product of behavior
as proxies for estimating a different outcome like product sales or adoption of
that behavior. However, it has been shown that the levels of interest on social
media may not translate to actual purchases or behavior change [12] (e.g. the case
of the popular Evian advert that did not increase sales, in [10]). That is because
the causal factors in the two cases are very different: in the latter case, factors
that do not apply in online discussions, like for instance the price, qualities, effort
and/or risk associated with this product or behavior, F , and society’s views of
adopting it, U , come into play. Therefore, when using data from online social
networks as proxies, the underlying causal factors should be adequately similar.

Changing Deep Rooted Behaviors: Identity, Effort and Risk. It has been claimed
that social influence drives behaviors as diverse as sharing a message with friends,
purchasing decisions, smoking habits, and happiness levels [10,17]. However,
some behaviors (e.g. quitting or restarting smoking, or becoming happier) are
much more deeply rooted in a person’s identity, psychology or worldview (Xi

plays a stronger role), are more difficult to change (F ), and carry more risk in
terms of social acceptance (U) [10,13], than other actions (e.g. re-sharing some
information on social media, or choosing which brand of bottled water to buy).

6 Evaluation

In this section, we demonstrate how our causal framework and qualitative con-
siderations might help investigators position their findings within the full causal
picture for social influence, assess the extent and types of causal claims on influ-
ence their data allows them to make, and determine what causal variables should
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next be measured and adjusted for in order to make more robust causal claims.
We examine examples of studies that actively try to capture causal effects of
influence by reducing the effects of confounders, using quantitative and/or qual-
itative methodologies, in research settings involving one or more of the disci-
plines of sociology, social psychology, marketing, and computer science. We use
our framework to examine how these studies lay out potential avenues, as well as
expose caveats, for future attempts at measuring and adjusting for confounders
and at capturing the qualitative aspects of social influence processes.

In [5], a controlled experiment on Facebook is performed, with the focal item
being a Facebook app about films. It is randomized which friends i of j see
messages Yj,t−1 declaring j’s use of this app, aiming to measure social influence
versus susceptibility (i’s tendencies to adapt to Yj,t−1 by also downloading the
focal item). It is assumed that randomly choosing the subjects i who will be
exposed to Yj,t−1 will suffice to control for homophily (similarity W among
friends i and j linked through Ai,j) and for exposure to common external causes
(U). Hence, it is assumed that whenever an exposed person i also downloads
the app (Yi,t) the only cause must be social influence (Yj,t−1 → Yi,t). However,
we note that since the alternative causes have not been measured, they may
continue to introduce confounding, despite the random selection - for instance,
it might have been that all people who also downloaded the app did so because
they themselves had an interest (W ) in films, and all the people who did not
download it did so because they had no interest in films. Therefore, the cause
might rather have been a common personal trait W - we cannot know whether
the cause was social influence or another cause, until we have measured and
adjusted for the confounders for every person i in the sample.

Taking steps to observationally measure personality traits for each partici-
pant, [4] use an observational dataset containing many personal traits (Xi,Xj)
for each pair of users, in an attempt to disentangle homophily from social influ-
ence. Still, as explained in [43], due to the methods used, there may still remain
some latent personal similarity (W ) which affects behavior adoption (Yi,t). More-
over, we note that the confounders relating to the focal item traits (F ), and to
external common cause (U) remain latent. Still, this study shows a way to obser-
vationally measure Xi and Xj to some extent.

In an online randomized experiment, [41] manage to measure some con-
founders and obtain a relatively close estimate of the causal effect of aggregate
social influence on users’ choices of whether to download a song (focal item).
It is randomized which users i are exposed to aggregate social influence (total
number of downloads a song has received,

∑
j Yj,t−1, where the identities of users

j are not displayed). To reduce the effect of external common cause U , special
care is taken (including conducting surveys) to ensure the displayed songs and
artists are virtually unknown. The songs are kept the same (F constant) while
some participant groups see the number of downloads for each song and other
groups do not. However, as W has not been measured, and neither has F (e.g.
song genre), a small possibility remains that the same song might have been
dowloaded more in a social influence group than in a neutral one not because of
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social influence (from the displayed download count), but rather because that
group contained more participants who were fans (W ) of that song’s genre (F ).
Therefore, some confounding due to latent W and F might remain, so these
should be measured and adjusted for. Still, this study offers a good example of
a significant and detailed effort to reduce U while experimentally controlling F .

In [45], observational data is used to study the causal effect of Amazon rec-
ommendations of the form ‘Customers who bought this [product A] also bought
[that product B]’ on the views of product B (the focal item). Again, i cannot
see the identities of customers j who bought both products. The investigators
attempt to control for F to an extent, by studying many different product cat-
egories, and try to ensure that external causes U are held constant as much as
possible. They also investigate the effect of the type of users i they have stud-
ied (Xi) on the causal effect of the recommendation. In qualitative terms, they
recognize that a user’s clicking on a recommendation might be due to conve-
nience rather than the persuasive qualities of this particular recommendation.
Overall, they caution that their results are still an upper bound for the causal
effect of social influence, but a stricter one than under naive assumptions, and
acknowledge that their results may not readily generalize to the average Amazon
user, or to all Amazon product categories, or to other recommendation settings.

An example of how qualities of outcomes can be measured at a fine gran-
ularity and over time is presented in [2]. Here, the social influence from one
participants’ emotional state on another’s (effect of Yj,t−1 on Yi,t), in the setting
of face-to-face offline interactions, is measured using a mixed methodology of
infrared sociometric sensors (badges) and questionnaires. The authors measure
here many ‘directions’ of outcomes: not just mimetic (termed ‘attraction’), but
also neutral or negative (termed ‘inertia, repulsion and push’) at three points
per day. They also measure participants’ fixed personality traits Xi and Xj , but
do not measure other confounders, and are careful to clarify that their social
influence claims are correlational, not causal.

The offline controlled experiments in [30] offer useful examples of how to
design experiments, control for some confounders, and use varied types of ques-
tionnaires, and how to measure the ways in which the combination of causal
circumstances (U,F, Yj,t−1) affect the nature of the resulting outcome Yi,t. Here,
the goal is to empirically evaluate how different combinations of causal circum-
stances (particularly Yj,t−1, U) lead to different types of outcomes (termed ‘com-
pliance, identification and internalization’). Still, the broader external environ-
ment U (e.g. popular attitudes relevant to the topic of the focal message) and
the participants’ personal views (W ) remain unmeasured and so may introduce
confounding. Experimentally, the core of the argument (F ) is kept the same,
but the way it is framed (Yj,t−1) is varied. To measure the ‘magnitude’ of the
outcome, i.e. extent to which it was internalized and incorporated into i’s world-
view and value system, and its duration, questionnaires are used which include
open-ended questions, both soon after exposure to Yj,t−1 and some weeks after.

In summary, we have demonstrated how our causal framework and quali-
tative considerations can be used to help one position, assess and improve the
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claims they can make on social influence by ensuring they measure all relevant
confounders as much as possible and adjust for them. To demonstrate how this
might be achieved in practice, we have assessed the merits of practical attempts
at reducing confounding and at accounting for qualitative aspects, both in obser-
vational and experimental settings, whether online or in mixed online-offline
setups, covering quantitative and qualitative methods.

7 Conclusion and Future Work

Overall, we have proposed a methodological framework for assessing the causal
effect of social influence, covering the space of other types of causes that may lead
to an observed action (outcome), namely similarity of personal traits, traits of
the focal item, and external circumstances. We have shown that social influence
is confounded with each of these types of causes, using the formal rules of graph-
ical causal models and based on robust causal assumptions about what types
of causes might directly affect one’s actions, which stem from well-established
results from the social sciences literature. In merging computational rules with
social science-based causal assumptions, this framework offers a promising inter-
disciplinary methodology of the type that is much-needed in computational social
science. Drawing from social and computational disciplines, we then presented
some important characteristics of the observed outcomes and the causal vari-
ables, which affect the nature, form and extent of the claims one can make on
social influence. We then demonstrated how our causal framework and qualita-
tive considerations may be applied in practice, by using them to evaluate the
robustness of social influence estimates (how much confounding has been suc-
cessfully adjusted for, how much still remains, and what qualitative aspects have
been examined) from a set of diverse social influence studies from the social sci-
ence and computer science literature that employed a varied range of practical
methods.

As discussed, typical online social datasets do not adequately capture all rel-
evant confounding causes. So, in future work, in order to make robust causal
claims about social influence, we plan to apply our proposed framework to our
own online dataset, taking care to obtain data that is detailed enough in captur-
ing all relevant causes as much as possible. Further, it would be worth investi-
gating how to harness social science expertise to devise systematic methods for
identifying which specific causal variables for each type of cause are relevant in
a given setting and should be measured, and how this may vary across different
settings. Moreover, since the observed outcome (whose causes we aim to esti-
mate) reflects a possibly subjective decision made by a specific person, we note
that this person’s choice and interpretation of relevant causes might differ from
the investigator’s, so it may be worth accounting for this potential difference
using social science expertise (e.g. from social psychology).
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Abstract. In many complex networked systems such as online social
networks, at any given time, activity originates at certain nodes and
subsequently spreads on the network through influence. Under such sce-
narios, influencer mining does not involve explicit seeding as in the case
of viral marketing. Being an influencer necessitates creating content and
disseminating the same to active followers who can then spread the same
on the network. In this work, we present a simple probabilistic formula-
tion that models such self-evolving systems where information diffusion
occurs primarily because of the intrinsic activity of users and the spread
of activity occurs due to influence. We provide an algorithm to mine for
the influential seeds in such a scenario by modifying the well-known influ-
ence maximization framework with the independent cascade diffusion
model. A small example is provided to illustrate how the incorporation
of intrinsic and influenced activation mechanisms help us better model
the influence dynamics in social networks. Following that, for a larger
dataset, we compare the lists of influential users identified by the given
formulation with a computationally efficient centrality metric derived
from a linear probabilistic model that incorporates self activation.

Keywords: Complex networks · Influence maximization · Social
influence · Self-activation · Centrality · Spectral methods

1 Introduction and Related Work

Diffusion of information in complex networks has been the subject of intense
scrutiny for researchers and practitioners in many fields. A particular problem
that has captured the attention is the identification of central or influential nodes
on the network. One rigorous approach to finding influential users with motiva-
tions originating in viral marketing is the approach based on influence maximiza-
tion. We can define the influence maximization problem as follows. Consider a
directed graph G = (V,E) that abstracts a complex network, where V is the set
of vertices V = {v1, v2, v3 . . . } and E is the set of directed edges {(vu, vw) |vu,
vw ∈ V }. Further, the vertices are labeled as either Passive or Active denoting
the state of the vertex and a necessary but not sufficient condition for an active
vertex vu to activate a passive vertex vw is that (vu, vw) ∈ E. The other con-
ditions come from the nature of the local diffusion model that is also provided.
c© Springer International Publishing AG 2016
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Given that there is budget to activate k vertices, the influence maximization
problem aims to find that particular set of k seed vertices called the seed set S ,
that when activated results in maximal activations on the network amongst all
possible such sets of k vertices.

Starting with the landmark paper by Kempe, Kleinberg and Tardos [7], sev-
eral works have explored newer diffusion models and variations to the ones stud-
ied in the work by Kempe et al., namely the independent cascade model and the
linear threshold model. These models explicitly address one or more sociological
aspects of influence. Li et al. in [11] consider influence dynamics and influence
maximization under a general voter model with positive and negative edges. In
a follow-up work Kempe et al. [8] discuss a diverse set of models including the so
called decreasing cascade model where attempts by multiple neighbors to acti-
vate a node results in decreasing probabilities for activation, as the size of the
set of neighbors trying to activate the node increases. The authors in ref. [14]
propose a general diffusion model that takes into account different granularities
of influence, namely pair-wise, local neighborhood etc. The authors in [2], con-
sider influence maximization under the scenario where negative opinions may
emerge and propagate. In [5], the authors consider the problem of identifying
the individuals whose strong positive opinion about a product will maximize the
overall positive opinion about the product. In the process, the authors leverage
the social influence model proposed by Friedkin and Johnson [4].

Next we consider the models that address two different types of activation
namely intrinsic and influenced. For example, in an online social network (OSN)
these can refer to users posting content on their own and users retweeting or lik-
ing the posts respectively. Myers, Zhu and Leskovec investigate the diffusion of
information, with origins external to that of a social network, through the inter-
nal social influence mechanism [12]. In a recent work [3] the authors recognize
that the events on social media can be categorized as exogenous and endogenous
and model the overall diffusion through a multivariate Hawke’s process. While
being similar in spirit to these works, our work is more geared towards mining
influential nodes in scenarios with intrinsic and influenced activation.

We make the following contributions in this work. Our approach provides
for probabilistically modeling the intrinsic and extrinsic activation mechanisms.
We then examine these mechanisms in the context of influencer mining from
two different perspectives, namely the well-known combinatorial influence max-
imization perspective and a generalized PageRank-type centrality perspective.
Carefully chosen experiments on real-world-like and real-world graphs are used
to illustrate the two perspectives.

2 Modified Influence Maximization Approach

Considering nodal activation to originate from two specific mechanisms, namely,
Intrinsic and Influenced, allows us to effectively model the so-called self-evolving
systems such as OSNs that are comprised of content creators (higher probability
of getting activated intrinsically) and content consumers (activated via social
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influence and spreading the content). Recognizing that most of the users are in
some sense content creators and content consumers at the same time, we intro-
duce a real-valued parameter α ∈ [0, 1] that models the probability of self activa-
tion. The total probability for activation for a given node (user) i is a weighted
sum of the probability for activation from the two different mechanisms. The
parameters α(i) and β(i) denote the probability of activation intrinsically and
through influence respectively and we have α(i) ≥ 0, β(i) ≥ 0. The influenced
part of the probability for activation is then expressed as a weighted sum of the
activation probabilities of the connected neighbors of the user under scrutiny.
The wijs denote the probability of user j activating user i, given that user j is
activated by either of the above means. These mechanisms and the associated
coefficients are described in Fig. 1. The above probabilistic formulation is simi-
lar to the Friedkin-Johnson social influence model for opinion change [4] where
the authors recognize that the dynamics of opinion change are governed by two
mechanisms - the intrinsic opinion and the influenced opinion.

Fig. 1. A concise representation of the self and influenced mechanisms of activation of
a node i

Note that all the model parameters discussed above can be efficiently deter-
mined as maximum likelihood estimates by observing the activity on the desired
portion of the network. For example the proportion of tweets by a user i that
are intrinsic in nature can quantify α(i) while a particular weight wij can be
determined by the proportion of user i’s retweets (or influenced activity) having
their origin in the activity of user j that user i follows. While these local influ-
ence models can be determined in alternate ways, our focus is to find the overall
influencers once these model parameters are estimated.

We propose a simple modification to the classic influence maximization
framework using the greedy hill-climbing optimizer [7] working with the inde-
pendent cascade (IC) model, to incorporate the self-activation mechanism. Let
us assume that we are seeking k influential nodes out of a total of N nodes on
the network. Let Sp be the set of influential nodes at step p ≤ k. The greedy
hill-climbing optimizer expands the set to size (p + 1) by polling each of the
vertices not in Sp and augmenting those vertices, one at a time to form the set
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Sp∪v and looking for the best marginal gain in terms of the activations. At each
such step p, instead of setting each of the nodes in Sp ∪ v to be activated and
then computing the activations according to the IC model, we probabilistically
activate each node in Sp∪v with a probability given by the corresponding α val-
ues to simulate the intrinsic activation process. This modification is depicted in
Algorithm 1. Given the probabilistic nature of the algorithms, the overall acti-
vation numbers are obtained by running the diffusion model in a Monte Carlo
fashion by invoking n independent trials involving randomized graphs with cor-
responding edge weights. We further accelerate the process of finding the influ-
ential nodes by parallelizing the Monte Carlo runs by leveraging multi-threaded
platforms.

Algorithm 1. Selects a set of k influential nodes that cause maximal activations
on a network, following the independent cascade(IC) model with self-activation
(SA). The inputs are a directed graph (G = (V,E)), set of edge weights (P =
{puv : (uv) ∈ E}), vector of alpha values (α = {αv : v ∈ V }), number of samples
(n), and number of seeds to be identified (k).
1: procedure IC-SA(G, P, α, k, n)
2: Generate n random numbers r1uv ...rnuv for each edge in E and generate a set

SG containing n subgraphs such that in subgraph i, puv ≥ riuv
3: S ← ∅ � Set of influential nodes to be mined
4: while |S| < k do
5: vbest ← ∅, abest ← 0
6: for each node v in V \ S do
7: a ← 0
8: for each Gi ∈ SG in parallel do
9: Ŝ ← active nodes in S ∪ {v} based on α

10: Compute number of nodes, â, in V \ Ŝ that are reachable from the Ŝ
11: a ← a + â � Synchronized update

12: if a ≥ abest then
13: vbest ← v
14: abest ← a

15: if vbest �= ∅ then
16: S ← S ∪ {vbest}
17: return S

We also adopt the weighted-cascade method for normalizing the edge proba-
bilities [7]. Thus if W denotes the sparse weight matrix that characterizes the IC
edge probabilities, we require thatW be row-stochastic. That is

∑
j,(j,i)∈E wij = 1.

Further by assuming that the nodes are not lazy and are activated by either of the
two mechanisms that we outline, we set β(i) = (1 − α(i)). This will render the
overall IC probability between nodes j and i to be (1 − α(i))wij . The assump-
tion that (α(i) + β(i)) = 1 is being relaxed in the ongoing work where we allow
(α(i) + β(i)) ≤ 1 thereby modeling the slack with a lazinesss factor.



Influence Maximization on Complex Networks 137

3 Experiments

3.1 Small Organization Tree

We first consider a small directed and weighted network with 23 nodes, organized
in a tree-like fashion. The graph is depicted on the left side of Fig. 2. In this
experiment, we consider the tree-like network to depict a small organization
with a Director (Node D), two Managers (M1 and M2) and twenty Employess
(E1-E20), with 10 employees each working under the two managers. We set
α0(D) = 0.95 signifying that the Director almost exclusively acts intrinsically.
We also set α0(M1) = α0(M2) = 0.25. All the employees have an α of 0.25 as
well. As for the weights, the edges ending at node D receive weights of 0.5 each
(when the Director chooses to be influenced, the director gets influenced equally
by the two managers). As for the managers, they have a weight of 0.5 each on
the edges that are incoming from D and the remaining 0.5 is split equally among
the edges originating at the 10 employees each. The employees carry a weight of
1.0 on the edges originating from their managers. We then perturb this baseline
case to mimic a situation where the director starts becoming more susceptible
to influence while the manager M1 starts becoming inflexible. This is done by
setting α(D) = α0(D) − δ and α(M1) = α0(M1) + δ. We then sweep δ from
0.05 to 0.45. The results are shown in the right panel of Fig. 2 where we can
see that D starts out as the most influential node as expected, but then M1
becomes more influential than D at a certain value of δ and will eventually have
reach over all the employees on the network. Note that the activation numbers
plotted on the y-axis are the cumulative activations over all the n = 3200 Monte
Carlo samples. This simple experiment shows that influence on social networks
is sensitive to the extent of intrinsic activation and clearly such scenarios cannot
be easily captured by the traditional influence maximization framework.

Fig. 2. The small organizational tree network (left) and the behavior of the influence
functions with the various α values.
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3.2 Larger Graphs and the Influence Function

Our dataset of larger graphs consists of

– LFR-1000 graph with 1000 vertices and 11433 edges is a synthetic network
that follows the generative LFR model that mimics real-worlsd graphs [10] .

– The PBlogs graph [1] that represents a real-world blogs network and has 1095
vertices and 12597 edges.

The details of these graphs are discussed in [6]. Visualizations of the two larger
graphs are shown in the inset in Fig. 3.

Fig. 3. Submodular nature of the influence function under self-activation. Inset: The
PBlogs (left) and LFR-1000 (right) networks visualized in Gephi

For the classic influence maximization problem with the independent-cascade
model, the greedy hill-climbing optimizer is shown to be optimal in the sense that
it provides a (1− 1

e −ε) approximation guarantee because the expected influence
spread is a sub-modular function. For the case of intrinsic nodal activation,
we have not been able to prove the sub-modularity of the influence function.
While leaving the formal proof as an open problem, we conjecture that the
sub-modularity holds because for each seed l selected, we can introduce an edge
pointing from a dummy node to the seed l with an activation probability equal to
α(l) and seed the dummy node. This process does not interfere with the normal
operation of the network except activating the seed l with a probability α(l),
exactly as required and therefore preserves the sub-modularity of the influence
function. When we applied the modified influence maximization approach given
by Algorithm 1 to the LFR-1000 and the PBlogs graphs and requested for 50
seeds, we observed from Fig. 3 that the cumulative influence spread (total number
of activations from all the samples considered) showed a sub-modular character
as evidenced by the diminishing gains [9] in the total number of activations for
each seed added.
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4 Comparison with an Equivalent PageRank-Type
Influence Measure Based on a Linear Model

We examine the influencer mining on networks with intrinsic and influenced
nodal activations from a slightly different perspective. By collecting the various
probabilities together and recognizing the recursive nature of influence spread on
a social network, we arrive at a generalized, computationally efficient, PageRank
type spectral influence measure that incorporates the two activation mechanisms
[13]. As demonstrated in [13], when considering activity on an OSN, this app-
roach is a better measure of influence spread than a purely topological metric
such as PageRank.

For a given node i, from Fig. 1, the total probability of activation pTA(i) can
be written as

pTA(i) = α(i) + β(i)

⎛

⎝1 −
∏

j,(j,i)∈E

(
1 − wijp

T
A(j)

)
⎞

⎠ (1)

By retaining the leading-order terms, we get a linearized version of Eq. 1 as

pTA(i) = α(i) + β(i)
∑

j,(j,i)∈E
wijp

T
A(j) (2)

pTA(i) denotes the total probability of activation for node i (intrinsic and influ-
enced). The parameters α(i) and β(i) denote the weights for activation intrinsi-
cally and through influence respectively as before and we set β(i) = (1 − α(i))
as before. We now extend Eq. 2 to the entire network with N nodes to obtain a
matrix-vector equation.

pT
A = α1 + ((I − α) W ) pT

A (3)

Here pT
A is a vector of size N × 1 denoting respectively the total probability of

activation for all the nodes on the network. I denotes the identity matrix of size
N ×N . α denotes the diagonal matrix with entries corresponding to the intrinsic
activation probability for all the nodes on the network. W denotes the sparse,
stochastic weight matrix with entires given by the wijs discussed earlier. 1 is the
all-ones vector of size N × 1

We can then express the total activation probabilities as

pT
A = 1TG;G = (I − (I − α)W ))−1

α (4)

Here 1T is utilized to give us the column-sum of G. We also note that because
the matrix W is a row-stochastic matrix, the matrix G is also row-stochastic.
The quantity CA(i) =

(∑N
j=1 Gji

)
which corresponds to the sum of the entries

in column i of G, represents the expected number of hosts activated by node i
and is a measure of influence. We term this amplification factor as activation
centrality and it can be directly computed as a linear solve.



140 A.V. Sathanur and M. Halappanavar

Table 1. Correlations, two ways, between the proposed approaches for the two inputs
PBlogs and LFR1000 for different sizes of seed sets (10, 20, 30, and 50). Closer the
metric to one the better.

Correlation type Input k = 10 k = 20 k = 30 k = 50

Jaccard PBlogs 0.538 0.818 0.875 0.818

RBO PBlogs 0.817 0.846 0.851 0.868

Jaccard LFR1000 0.818 0.905 0.765 0.818

RBO LFR1000 0.979 0.963 0.947 0.937

In our experiments, the α and W entries were randomized with entries drawn
from the uniform distribution over [0, 1] and W was converted to a row-stochastic
matrix. We then compare the sets of top-k influencers identified by both the
methods on two larger graphs in our dataset. The comparison was carried out
with respect to two measures - Jaccard similarity and the rank-biased overlap
(RBO) that also considers ordering with higher weights given to matches that
happen at the top [15]. These results are presented in Table 1 where we see
excellent agreement between the sets of influential nodes obtained by both the
methods. Thus the activation centrality metric which includes the intrinsic acti-
vation mechanism represents a computationally more viable alternative to the
full-scale influence maximization framework, retaining the essence of the model
and being amenable to a sparse matrix based linear solve.

5 Conclusions and Ongoing Work

In this short paper we introduced the notion of vertices on a social graph getting
activated by two mechanisms, namely, intrinsically and through social influence
as commonly observed in online social networks. Utilizing a modified version of
the influence maximization framework that combines the self-activation proba-
bility with the independent cascade model for influenced activation, we were able
to find the influential nodes on such a network. We then introduced a spectral
centrality measure of influence that takes into account, the intrinsic and influ-
enced activation mechanisms and demonstrated that the sets of influential users
identified by the two mechanisms agree very well. Building on this preliminary
work, ongoing work is exploring multiple facets of this problem including the
exploration of how a social network can be successful in the long run by bal-
ancing the two modes of activation. We are also extending these methods other
complex systems such as for attack modeling in cyber networks.
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Abstract. Building a shared understanding of a specific area of inter-
est is of increasing importance in today’s information-centric world. A
shared understanding of a domain can be realized by building a struc-
tured knowledge base about it collaboratively. Our research is driven by
the goal to understand participation patterns over time in collaborative
knowledge building efforts. Consequently, we focus our study on one rep-
resentative project – Wikidata. Wikidata is a free, structured knowledge
base that provides structured data to Wikipedia and other Wikimedia
projects. This paper builds upon previous research, where we identi-
fied six common participation patterns, i.e. roles, in Wikidata. In the
research presented here, we study the applicability of sequence analy-
sis methods by analyzing the dynamics in users’ participation patterns.
The sequence analysis is judged by its ability to answer three questions:
(i) “Are there any preferable role transitions in Wikidata?”; (ii) “What
are the dominant dynamic participation patterns?”; (iii) “Are users who
join earlier more turbulent contributors?” Our data set includes par-
ticipation patterns of about 20,000 users in each month from October
2012 to October 2014. We show that sequence analysis methods are able
to infer interesting role transitions in Wikidata, find dominant dynamic
participation patterns, and make statistical inferences. Finally, we also
discuss the significance of these results with respect to the understanding
of the participation process in Wikidata.

Keywords: Sequence analysis · Peer-production system · User
behavior · Wikidata

1 Introduction

With the explosion of information on the Web, the effective access to and use of
this information enables the development of intelligent applications. One approach
for a more effective use of available information is to make it understandable to
humans and machines alike. A prerequisite for enabling this understanding is to
create a shared conceptualization in a domain of interest, i.e. ranging from a struc-
tured vocabulary to an ontology, that is commonly agreed to by all participants.

c© Springer International Publishing AG 2016
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In order to create such a shared conceptualization, different approaches exist that
are translated into software. CollaborativeProtegé [12], for example, extends exist-
ing features of a more top-down approach for knowledge modeling as opposed to
Semantic Media Wiki [8], which extends existing features of the Wiki software. In
our study, we focus on Wikidata1. This is an open community that allows easier
curating of structured data that can be presented as raw facts within the Wikipedia
ecosystem [14]. This leads to a higher consistency and data quality across the var-
ious Wikipedia language versions. Currently, Wikidata consists of more than 19
million data items. Each of them contains multiple statements about their charac-
teristics (cf. example in Fig. 1). Sitelinks connect each item to Wikipedia articles
in the different language versions.

Users can contribute to Wikidata by adding, editing, or removing statements,
properties, etc. Thus, an online community emerged around Wikidata. Partic-
ipation in online communities is not evenly distributed – people often start
with a peripheral level of participation. As their experience grows, it appears
that their contribution and experience will often rise in tandem [16]. A layered
model describes this development. The different layers represent distinct roles
in the community. Ye and Kishida [17] describe the traveling through these lay-
ers as “role transformation”. Preece and Shneiderman [11] generalize this line
of research into the Reader-to-Leader Framework. The connecting element in all
these approaches is that roles allow some conclusions to be drawn from users’
activities. These activities represent users’ participation patterns.

Fig. 1. Item page of Wikidata (Q30) “United States of America” showing the different
concepts.

Such participation patterns constitute the participatory architecture of a
community. If community members change the regularity and type of their
involvement, they also change the social dynamics within the community. Kittur
et al. [7], for example, show that both the amount and type of participation in

1 http://wikidata.org.

http://wikidata.org
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Wikipedia appear to evolve over time. At the beginning of the Wikipedia project,
for example, most of the editing work was carried out in the main namespace,
which contains all encyclopedic articles. Over the course of the project, the focus
shifted to other namespaces, for example the community namespace.

In our research we wanted to understand how users actually participate in
Wikidata. Since knowledge representation has been carried out mainly by experts
in the past, we wanted to learn about existing participation patterns in this
community and how the modeling of knowledge is organized within the com-
munity. In previous research, we determined existing participation patterns in
Wikidata [10]. Based on Wikidata’s edit history, we described the contributing
behavior of users by identifying overlapping and varying areas of activity, for
example, editing a sitelink or adding an statement. Based on a k-means method
we identified six mutually exclusive clusters, i.e. participation patterns. We called
them Reference Editor, Item Creator, Item Editor, Item Expert, Property Editor,
and Property Engineer. The ordering of these activity patterns corresponds to
their proximity to the knowledge modeling task. Adding a sitelink, as Refer-
ence Editors do, does not, for example, require any knowledge about describing
knowledge. As opposed to Property Engineers, who are mainly involved in the
creation of new properties2 that are used to describe items by statements. Item
Creators mostly focus on creating items. These items are derived from exist-
ing Wikipedia pages. The Item Editors primarily edit labels and descriptions
of items. Item Experts focus on describing characteristics of items by defining
statements. Finally, Property Editors again edit labels and description on prop-
erties. By comparing these participation patterns on one page on Wikidata (cp.
Fig. 1), it can be seen that participation is quite focussed on one specific area of
the knowledge modeling process.

However, our previous research allows us only to describe users’ behavior only
from a static perspective. It omits the transition between participation patterns
and, therefore, the community dynamics. This motivates us to study the dynam-
ics in the community participation processes. A dynamic perspective allows us
to understand how a user’s behavior change over time and how they might get
a better understanding of knowledge representation by taking on a more com-
plex tasks. The overarching goal of this research is to learn from these transition
processes and support their activities by means of softwares. The analysis of
the dynamics of user participation is guided by the following questions: (i) “Are
there any preferable role transitions in Wikidata?”; (ii) “What are the dominant
dynamic participation patterns?”; and (iii) “Are users who join earlier more
turbulent contributors?”

Our paper is organized as follows. Section 2 surveys selected researches from
the area of online communities. Section 3 describes our research methodology.
We notice that the sequential nature of users’ participation patterns lends itself
naturally to sequence analysis methods, which are popular with social scientist

2 Wikidata is organized into namespaces. Each namespace contains a specific kind
of artifacts. Property namespace, for example, groups all Wikidata’s pages about
properties whereas the main namespace comprises all the items.
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studying life trajectories [1]. We present our results in Sect. 4. We then discuss
their significance in Sect. 5. Finally, Sect. 6 concludes our study together with
discussion about future works.

2 Related Work

Existing studies about online communities have focused traditionally on using
techniques from visualization together with statistical methods to analyze event
logs. Most of them ignore the temporal dynamics of events within online com-
munities, for example, the order of edits on a Wiki page. Welser et al. [15] use
visualization to identify potential social roles in online discussion groups and
confirm them by regression techniques. Once again, the temporal dimension of
discussion is ignored. Later, Gleave et al. [5] define the concept of “social role”
that begins with the structural foundation in commonalities of behaviors. The
role of a mother, for example, starts with playing, protecting, and caring for her
children. Moreover, authors argue that one needs to combine structural analysis
and content analysis to identify social roles accurately in online communities.
Again, the authors do not take into account the temporal dynamics of social
interactions.

Viegas et al. [13] use history flow to track the evolution of Wikipedia pages.
By providing a quick overview of edit history for each page, one can, for example,
track who contributes the most or detect edit patterns such as edit wars, i.e. users
keep deleting each other’s contribution.

Recently, Keegan et al. [6] argued that sequence analysis methods devel-
oped from biology and sociology [1,9] lend themselves naturally to problems
in computer-supported cooperative work (CSCW) due to the temporal-ordered
nature of event logs, which are popular in CSCW. Their approach is similar to
ours. The difference is one of granularity – we apply sequence analysis methods
not to event logs, but to social roles of users within Wikidata.

3 Methodology

In our study, we observed about 20,000 active users on Wikidata from October
2012 to October 2014 on Wikidata. We recorded their participation pattern
in each month. This results in a data set of about 20,000 participation pattern
sequences. We borrowed quantitative techniques for life trajectories analysis from
social scientists to gain further insights.

Social scientists are interested in life trajectories, such as occupational his-
tories or professional careers [1,3]. Their typical research questions include “Do
people’s life stages obey social norms?”, “How do a group of people develop
in terms of social advancement over time?”, or “Why do some people tend to
have more chaotic life trajectories?”. We transfered this idea into the Wikidata
context.

Life trajectories are represented using state sequences, where each position
in a sequence is in a state. Exemplarily, a life trajectory could include attending
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school, doing an apprenticeship, or having a full-time job. Life trajectories are
also called categorical time series. By viewing participation patterns as states, we
converted users’ temporal-ordered participation patterns into a data set of state
sequences. This enabled us to apply sequence analysis methods to the study of
Wikidata users’ dynamic behaviors. We use the two terms participation pattern
and state interchangeably from now on.

3.1 Modeling Dynamic Participation Patterns as State Sequences

In our study, we modeled participation patterns, i.e. user roles, as sequence
states. These roles were derived from the monthly editing patterns of users3.
They are Item Creator, Item Expert, Item Editor, Reference Editor, Property
Editor, and Property Engineer.

There were also two decisions that we made when converting participation
pattern sequences into categorical time series. Firstly, there was an issue of
misalignment of time spans. Users start and end contributing edits at different
time. Given a sequence that starts after October 2012, we treated the previous
months’s participation patterns as “missing” ones, i.e. unobserved ones. This
resulted in a set of state sequences that had each of them starting at the same
time, i.e., October 2012, and possibly ending in different months.

Secondly, some users contribute edits for a few months, disappear for months,
and then become active again. We treated this gap of inactive months as missing
patterns.

3.2 State Sequence and Its Characteristic Measurements

In this section, we define formally what a state sequence is and some of its
characteristic measurements, which are useful in explaining our results in Sect. 4.

A state sequence is a temporal-ordered list of states. The time unit could be
one hour, one month, or another length of time. The set of possible states S, or
the alphabet, are predefined.

The entropy of a state distribution, at a position in time, is defined as

h(p1 . . . p|S|) = −
|S|∑

i=1

pi log pi

where pi is the proportion of the ith state, i.e., participation patterns. This
entropy can be seen as a measure of the diversity of states at a given time.
The lower the entropy, the lower the state diversity is. While the entropy of
state distribution is concerned with state uncertainty at a given position over all
sequences, within-sequence entropy measures the same value, but with respect
to individual sequences.

3 The monthly period of time has been chosen to determine stable patterns of partic-
ipation with fewer fluctuations than seen in weekly periods of time.
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The within-sequence entropy is defined for each state sequence as

h(πi . . . π|S|) = −
|S|∑

i=1

πi log πi

where πi is the proportion of occurrences of the ith state in a particular sequence.
The transition rate from state si to state sj is computed as the ratio between

the number of its instances over the total number of transitions.
There are several measurements of dissimilarity (distance) between two state

sequences. Among those, Optimal Matching (OM) [3], also known as the Leven-
shtein distance, is a popular choice. OM is defined as the minimal cost in terms
of transformation operations to transform one state sequence into another. The
transformation operations include substitution, deletion, and insertion. The cost
per operation depends on the application domains. Since OM allows deletion and
insertion, we use OM so as to measure the distance between two state sequences
of unequal length.

4 Results

In the following, we present our results from applying sequence analysis meth-
ods to investigate existing role transitions, determine dominant participation
patterns, and the stability of these patterns depending on their joining time. We
will discuss our results in more details in the subsequent section.

4.1 Are There Any Preferable Role Transitions in Wikidata?

We computed transition rates among states to understand how users’ participa-
tion patterns change between consecutive months. Knowing the transition rates
allowed us to identify participation patterns that have a strong relationship with
each other.

We showed the initial states on y-axis in Fig. 2. These states represent the
six participation patterns with the seventh state (“*”) representing users who
showed no participation in a month. The x-axis shows in each case the subse-
quent states. The color scale is from white (low value) to red (high value). One
can notice that the diagonal transition rates are often relatively high compared
to others. A high value of the diagonal elements describes users who tended to
maintain their participation patterns over two consecutive months. The most
stable pattern in this regard is, independently from the unobserved participa-
tion pattern, the Reference Editor where almost 70 percent of the users stayed in
this pattern. Except for Property Engineers and the Property Editors, users in
the other roles are likely to become inactive in the next months. Moreover, Item
Creators also have the tendency to become Reference Editor. This make sense
since when a user creates an item on Wikidata, it is highly possible that he/she
also adds a reference link back to where the information of the item is provided,
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Fig. 2. The heat map of transition rates among participation atterns. The color scale is
from white (low value) to red (hight value). “*” represents an unobserved participation
pattern, i.e. no participation. (Color figure online)

for example, a Wikipedia article. Additionally, there is a 23 % chance that Prop-
erty Editors become Property Experts in the following months indicating that
these two patterns are closely connected.

While transition rates provides a good overview of the strength of participa-
tion patterns’ relationship, it has one limit. It only provides information about
two consecutive time steps, i.e. months in our study. We would also like to study
the composition of participation patterns over time.

We plotted the traversal state distribution (Fig. 3), which is the visualization
of state distribution at each time step, to address the limitation of transition
rates. We can see that in the first five months Item Editors dominate the com-
munity while Reference Editors dominate in the following months. Moreover, the
proportions of Item Editors, Property Engineers, and Item Experts remain sta-
ble over time. This can be explained by the fact that users focus on creating the
classes at the beginning. Later on, new users concentrated more on populating
classes’ properties.

4.2 What Are the Dominant Dynamic Participation Patterns?

We next investigated whether there were any dominant dynamic participation
patterns. In other words, is there any typical development of participation pat-
terns over time? We computed the set of distinct representative participation
patterns whose coverage is greater than a threshold θ, i.e. the percentage of
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Fig. 3. Transversal state distribution of Wikidata categorical sequence data. The Item
Editor role was popular at the beginning before taken over by being the Reference
Editor role afterwards.

state sequences that are in their neighborhood. A participation pattern is in a
neighborhood of a set of representative participation patterns if its distance to
any of them is less than a preset threshold θ [4].

There is a trade-off between θ and the percentage of participation patterns
that are assigned to these sets. Ideally we would like to minimize the number of
representative sets (i.e. the number of clusters) while maximizing θ. We exper-
imented with different θ values and found that θ = 0.6 is a suitable threshold.
Particularly, 63.7 % of all participation patterns are assigned to representative
sets. We also computed representative sets with θ = 0.8 for comparison.

The results are shown in Fig. 4. The upper graphic (Fig. 4a) shows the sets
of representative participation patterns with a θ of 0.6 and the lower graphic
(Fig. 4b) shows the sets with θ = 0.8, respectively. Each graphic consists of
two charts. The distance axis is in the top chart. Here, the theoretical maximum
between two participation patterns in our data set is 50. The four signs, �, �, �,
◦, represents the four representative participation patterns. In the bottom chart,
the representative participation patterns are visualized as horizontal bars. They
are plotted bottom-up according to their representativeness score with their
width proportional to the number of participation patterns assigned to them.
In Fig. 4a, for example, the bar, with a � sign next to it, represents a 25-month
long participation pattern whose first 23 months are in unobserved states and the
last two months are in the Item Editor and Item Expert pattern, respectively.
Finally, on the left-hand side, we have the information regarding the number
of representative participation patterns and the total number of participation
patterns (users). In Fig. 4b, these numbers would be 4 and 20,204, respectively.
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Fig. 4. Representative participation patterns selected by neighborhood density crite-
rion, i.e. the number of sequences assigned to them. They are represented by horizontal
bars with width proportional to their corresponding density.
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We noticed two facts from Fig. 4. Firstly, it takes only 4 representative par-
ticipation patterns to represent 63.7 % users. This shows that more than half
of the users exhibited simple behaviors. They were active for only one month
and never came back. On the other hand, the rest of the users exhibited erratic
behavior. Figure 4b shows that we need 93 more representative patterns just to
cover an extra of 17.4 % users.

We call users whose participation patterns represented by representative par-
ticipation pattern sets in Fig. 4a as covered users. The rest of them are called,
naturally, uncovered ones. To understand the difference in behavior of these two
groups better, we visualized their participation patterns side by side (Fig. 5).
Each participation pattern is represented by a horizontal bar. There are 6,991
uncovered users and 13,213 covered ones. From a bird’s-eye view, one can see
that uncovered users seems to be more active compared to ones represented
by covered ones, i.e. there are many more unobserved states in a gray color in
Fig. 5a than in Fig. 5b. Figure 5a is also rather yellowish, which means participa-
tion patterns such as Item Editor and Reference Editor seems to be dominant
in the uncovered sequences.

4.3 Are Users Who Join Earlier More Turbulent Contributors?

Looking at Fig. 5, we noticed that uncovered users are not only more active at
making edits, but also switch their participation pattern more often than covered
ones. We also saw that the participation patterns in Fig. 5a tend to start earlier
than ones in Fig. 5b. Could it be that earlier adopters have more erratic yet
lively contribution behavior than later ones?

We use turbulence measure proposed by Elzinga et al. [2] to quantify the
activeness and variability in contribution behaviors. This measure takes into
account how many distinct states and state changes there are in a given sequence.
The higher the turbulence, the more distinct states and state changes a sequence
has.

We then performed a regression analysis, with the response variable being tur-
bulence and the predictor variables being joining time, ending time, and within-
sequence entropy (cf. Sect. 3) of a dynamic participation pattern. We selected
joining time as a predictor variable because we wanted to quantify the relation-
ship between the time somebody joins Wikidata and their behavior over time.
ending time was added as a control variable. Finally within-sequence entropy was
chosen so as to take into account its effect on turbulence, i.e. it is a confounding
variable.

Table 1 shows the results of the regression analysis mentioned previously.
The Std. Error column shows the average amount that an estimate, shown in
the Estimate column, differs from the actual values. The t-values measure the
number of standard deviations, or how far an estimate is away from 0. They
are used in hypothesis testing on estimated coefficients. If there is no relation-
ship between the response variable and predictor variable, i.e., the estimated
coefficient is equal to 0, then the corresponding t-value will be small. All of the
t-values in our result are big compared to the corresponding estimates. And the
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(a) Uncovered participation patterns.

(b) Covered participation patterns.

Fig. 5. User participation patterns are classified into two sets: uncovered and covered
ones, with respect to θ = 0.6. Uncovered users seems to be more active than covered
ones.
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chance this happens due to purely random circumstances is very small, see p-
value column of Table 1. In other words, the regression analysis shows a reliable
correlation between our predictor variables and response variable.

We can see from Table 1 that joining time has a negative influence on the
turbulence of a dynamic participation pattern. Its coefficient is −0.336. In other
words, the earlier an user joins Wikidata, the more turbulent his/her dynamic
participation pattern is.

Table 1. Results from Linear Regression of Effects on Turbulence of Dynamic Partic-
ipation Patterns.

Estimate Std. Error t value p-value

(Intercept) 2.449 0.031 79.98 <0.0001

Joining time −0.336 0.002 −196.68 <0.0001

Ending time 0.308 0.002 173.00 <0.0001

Entropy 4.817 0.056 86.68 <0.0001

5 Discussion

In this paper, we apply sequence analysis techniques to infer preferable role
transitions, find out the dominant dynamic participation patterns, and perform
a regression analysis that find a strong correlation between users’ joining time
and their contribution behavior.

While finding preferable role transitions, in addition to the known fact that
most users tend to stay within their role over time, we also notice that an Item
Creator likely becomes a Reference Editor. This represents a typical workflow
in this community. An article in Wikipedia is created as an item on Wikidata
and then this item is connected to the article on Wikipedia via a sitelink. A
Reference Editor would rather stay in the same role or leave the project than
switch to another role. It makes sense, since this role represents people who set
the language links between Wikipedia articles. They might not even be aware
that setting a link – a sitelink – would create an edit on Wikidata.

Moreover, once an user is inactive during one month, it is highly possible
that she/he remains so in the subsequent month. We also notice that Prop-
erty Engineers and Property Editors are more likely to remain active in the
next month. Their transition rates to become inactive (“ *”) are relatively low,
0.11 and 0.06, respectively. This corresponds with previous findings where users
belonging to these roles are core member of the Wikidata community in terms
of their understanding of structured (semantic) vocabulary [10].

In order to find dominant dynamic participation patterns, we applied the
method of finding the representative participation patterns set. This set consists
of participation patterns that have distance from others in our data set less than
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a given threshold. The percentage of dynamic participation patterns are repre-
sented by the representative set is said to be its coverage. Some participation
patterns are just far away from all representative patterns, and, hence, are not
covered by the representative set.

A good representative set is computed by maximizing its coverage, while min-
imizing its size. We experimented with different percentage values and found out
the best coverage is 63.7 % which yields 4 representative dynamic participation
patterns. These patterns are very simple and they reflect our insights from the
first analysis. Looking over the complete period of time, a large percentage of
users are rather inactive and if these users become active they are very likely to
become Reference Editor. As has already been discussed, these users are rather
Wikipedia’s and not an active part of the Wikidata community. It seems to
be necessary to differentiate between users that handle properties, i.e. Property
Editors and Property Engineers, and those who do not. The community of Wiki-
data seems quite different to other’s, since there is probably a strong separation
between the people who belong to the core – the semantic aware users – and the
users who contribute but quite irregularly. It might be very insightful to repeat
the analysis of the contribution patterns as carried out by Müller-Birn et al. [10]
but omit users who change sitelinks. The contribution patterns derived from such
analysis might be more representative of the Wikidata community. By visual-
izing the patterns in the representative set’s neighborhood and ones that are
not, we notice that users, whose participation patterns that are not represented,
make edits to Wikidata more regularly compared to the others. A conclusion
could be drawn from this is that only a small number of users make most of
contributions to Wikidata.

This hypothesis is supported by our last analysis. We performed regression
analysis to confirm the strong negative correlation between users’ joining time,
i.e. the first month users become active, and their turbulence in editing behav-
ior. We can show that users who joined earlier are persistent contributors even
though they take part in different roles, whereas users who join late are quite
stable in their behavior.

6 Conclusion and Future Works

In this paper, we study the efficacy of sequence analysis methods in under-
standing dynamic participation patterns in a peer-production system such as
Wikidata. We have shown that these methods are able to identify and quan-
tify the strength of relationship among participation patterns. The typology of
dynamic participation patterns is also uncovered and visualized effectively. The
strong correlation between contribution consistency and early contributors is
also confirmed.

We also note that there is a limitation in applying sequence analysis methods.
They require a deterministic set of states or participation patterns in our study.
However the latter were generated in our study using the k-means clustering
technique [10], which is not completely deterministic. Nevertheless, we believe
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that sequence analysis methods are suitable for analyzing dynamic user behaviors
as pointed out by Keegan et al. [6].

There are a number of possible future studies. Firstly, people coordinate when
they edit Wikidata items and properties and, thus, the relationship between
social network and content network, i.e. Wikidata ontology, needs to be investi-
gated. We are pursuing this line of research. Secondly, a set of appropriate states
of user behaviors need to be determined to apply effectively sequence analysis
techniques in studying users behaviors within peer-production communities.
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Abstract. To address complexity of modeling the world’s processes, over the
years in different scientific disciplines separation assumptions have been made to
isolate parts of processes, and in some disciplines they have turned out quite
useful. It can be questioned whether such assumptions are adequate to address
complexity of integrated human mental and social processes and their interac‐
tions. In this paper it is discussed that a Network-Oriented Modeling perspective
can be considered an alternative way to address complexity for modeling human
and social processes.
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foundations

1 Introduction

To address complexity of modeling the world’s processes, over the years different strat‐
egies have been used. From these strategies isolation and separation assumptions are
quite common in all scientific disciplines and have often turned out very useful. They
traditionally serve as means to address the complexity of processes by some strong form
of decomposition.

This also holds for classical disciplines such as Physics, where, for example, for
mechanical modeling for building construction only forces from objects on earth are
taken into account and not forces from all other objects in the universe, that still do have
some effects as well. It is recognized that these distant effects from sun, moon, planets
and other objects do exist, but it assumed that they can be neglected.

For such cases within Physics such an isolation assumption may be a reasonable
choice, but in how far is it equally reasonable to address complexity of human mental
and social processes? Over the years within the Behavioural and Social Sciences also a
number of assumptions have been made in the sense that some processes can be studied
by considering them as separate or isolated phenomena. However, within these human-
directed sciences serious debates or disputes have occurred time and time again on such
a kind of assumptions. They essentially have the form of arguments pro or con an
assumption that some processes can be studied by considering them as separate or
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isolated phenomena. Examples of such separation assumptions to address human
complexity of mental and social processes concern:

• mind versus body
• cognition versus emotion
• individual processes versus collective processes
• non-adaptive processes versus adaptive processes
• earlier versus later: temporal separation

It can be questioned whether, for example, mind can be studied while ignoring body,
or cognition while ignoring emotion, or sensory processing in isolation from action
preparation. Or, put more general, in how far are these traditional means to address
complexity by separation still applicable if the complexity of human mental and social
processes has to be addressed? Do we need to break with such traditions to be able to
make more substantial scientific progress in this area addressing human processes? And,
not unimportant, are there adequate alternative strategies to address human complexity?
This is discussed in this paper, and it is pointed out that network-oriented modeling can
be considered an alternative way to address complexity.

In this paper, first in Sect. 2 the five separation assumptions mentioned above are
discussed in some more detail. Next, in Sect. 3 it is discussed how as an alternative,
interaction in networks can be used to address complexity. In Sect. 4 the development
of a Network-Oriented Modeling perspective is discussed. In Sect. 5 the Network-
Oriented Modeling approach based on temporal-causal networks presented in
[104, 105] is briefly pointed out. Finally, Sect. 6 is a discussion.

2 Addressing Human Complexity by Separation Assumptions

The position taken in this paper is that indeed a number of the traditional separation and
isolation habits followed in order to address human complexity have to be broken to
achieve more progress in scientific development. Partly due to the strong development
of Cognitive, Affective and Social Neuroscience, in recent years for many of the issues
mentioned above, a perspective in which dynamics, interaction and integration are key
elements has become more dominant: a perspective with interaction as a point of depar‐
ture instead of separation. Given this background, for each of the separation issues listed
above this will be discussed below in more detail. It will be pointed out how in many
cases separation assumptions as mentioned lead to some types of discrepancies or para‐
doxes.

2.1 Mind Versus Body

A first isolation assumption that has a long tradition is the assumption that the mind can
be studied in separation from the body. There has been debate about this since long ago.
Aristotle [3] considered properties of ‘mind and desire’ as the source of motion of a
living being: he discusses how the occurrence of certain internal (mental) state properties
(desires) within a living being entails or causes the occurrence of an action in the external

158 J. Treur



world; see also [78]. Such internal state properties are sometimes called by him ‘things
in the soul’, ‘states of character’, or ‘moral states’. In that time such ‘things’ were not
considered part of the physical world but of a ghost-like world indicated in this case by
‘soul’. So, in this context the explanation that such a creature’s position gets changed is
that there is a state of the soul driving it. This assumes a separation between the soul on
the one hand, and the body within the physical world on the other hand. How such
nonphysical states can affect physical states remains unanswered.

Over time, within Philosophy of Mind this has been felt as a more and more pressing
problem. The idea that mental states can cause actions in the physical world is called
mental causation (e.g., [61, 62]). The problem with this is how exactly nonphysical
mental states can cause effects in the physical world, without any mechanism known for
such an effect. Within Philosophy of Mind a solution for this has been proposed in the
form of a tight relation between mental states and brain states. Then it is in fact not the
mental state causing the action, but the corresponding (physical) brain state. Due to this
the separation is not between the soul or mind, and the body, but between the brain and
the body [10, 61, 62].

However, this separation between brain and body also has been debated. More liter‐
ature on this from a wider perspective can be found, for example, in [19, 66, 112]. It is
claimed that mind essentially is embodied: it cannot be isolated from the body. One
specific case illustrating how brain and body intensely work together and form what is
called an embodied mind is the causal path concerning feelings and emotional responses.
A classical view is that, based on some sensory input, due to internal processing emotions
are felt, and based on this they are expressed in some emotional response in the form of
a body state, such as a face expression. However, James [58] claimed a different order
in the causal chain in which expressing an emotion comes before feeling the emotion
(see also [24], pp. 114–116):

The perspective of James assumes that a body loop via the expressed emotion is used
to generate a felt emotion by sensing the own body state. So, the body plays a crucial
role in the emergence of states of the brain and mind concerning emotions and feelings.
Damasio made a further step by introducing the possibility of an as-if body loop
bypassing actually expressed bodily changes by assuming a direct causal connection
from preparation state to representation of the body (e.g., [21], pp. 155–158; see also
[22], pp. 79–80; [24]). A brief survey of Damasio’s ideas about emotion and feeling can
be found in [24], pp. 108–129. According to this perspective emotions relate to actions,
whereas feelings relate to perceptions of body states caused by these actions. It takes a
cyclic process involving both mind and body that (for a constant environment) can lead
to equilibrium states for both emotional response (preparation) and feeling.
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2.2 Cognition Versus Emotion

Another assumption made traditionally is that cognitive processes can be described
independently, leaving affective states aside. The latter types of states are considered as
being part of a separate line of (affective) processes that produce their own output, for
example, in the sense of emotions and expressions of them. However, this assumed
separation between cognitive and affective processes has been questioned more and
more. Specific examples of questions about interactions between affective and cognitive
states are: how does desiring relate to feeling, and in how far do sensing and believing
relate to feeling? To assume that desiring can be described without involving emotion
already seems a kind of paradox, or at least a discrepancy with what humans experience
as desiring. Recent neurological findings suggest that this separation of cognitive and
affective processes indeed may not be a valid and fruitful way to go. For example, Phelps
[85] states:

‘The mechanisms of emotion and cognition appear to be intertwined at all stages of stimulus
processing and their distinction can be difficult. (..) Adding the complexity of emotion to the
study of cognition can be daunting, but investigations of the neural mechanisms underlying these
behaviors can help clarify the structure and mechanisms.’ ([85], pp. 46–47).

Here it is recognized that an assumption on isolating cognition from emotion is not
realistic, as far as the brain is concerned. Therefore models based on such an assumption
cannot be biologically plausible and may simply be not valid. Moreover, it is also
acknowledged that taking into account the intense interaction between emotion and
cognition ‘can be daunting’; to avoid this problem was a main reason for the isolation
assumption as a way to address complexity. However, Phelps [85] also points at a way
out of this: use knowledge about the underlying neural mechanisms. In the past when
there was limited knowledge about the neural mechanisms this escape route was not
available, and therefore the isolation assumption may have made sense, although the
validity of the models based on that can be questioned. But, now Neuroscience has
shown a strong development, this provides new ways to get rid of this isolation assump‐
tion.

Similar claims about the intense interaction between emotion and cognition have
been made by Pessoa [83]. In experimental contexts different types of effects of affective
states on cognitive states have indeed been found; see, for example, [31, 34, 38, 113].
Moreover, more specifically in the rapidly developing area of Cognitive Neuroscience
(e.g., [41, 89]) knowledge has been contributed on mechanisms for the interaction and
intertwining of affective and cognitive states and processes (for example, involving
emotion, mood, beliefs or memory); see, for example, [28, 65, 83, 85, 98].

Not only for desiring and believing the isolation assumption for cognition vs emotion
is questioned, but also for rational decision making. Traditionally, rationality and
emotions often have been considered each other’s enemies: decision making has often
been considered as a rational cognitive process in which emotions can only play a
disturbing role. In more recent times this has been questioned as well. For example, in
[69], p. 619, and [59, 80, 90] it is pointed at the positive functions served by emotions.
In particular, in decision making it may be questioned whether you can make an adequate
decision without feeling good about it. Decisions with bad feelings associated to them
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may lack robustness. This indicates another paradox or discrepancy between the isola‐
tion assumption and how real life is experienced: emotions can be considered a vehicle
for rationality; for more details, see [106] or [105], Chapt. 6.

2.3 Individual Versus Collective

Yet another isolation assumption concerns the distinction between mental processes
within an individual and social processes. The former are usually referred to the territory
of Psychology, whereas the latter are referred to the territory of Social Science. From
both sides only modest attempts are made to also involve elements of the other territory,
for example, Social Psychology. The general idea is to study social processes as patterns
emerging from interactions between individuals thereby abstracting from the processes
within each of the individuals. This easily leads to some kind of paradoxes. For example,
as persons in a group are autonomous individuals with their own neurological structures
and patterns, carrying, for example, their own emotions, beliefs, desires and intentions,
it would be reasonable to expect that it is very difficult or even impossible to achieve
forms of sharedness and collectiveness. However, it can be observed that often groups
develop coherent views and decisions, and, even more surprisingly, the group members
seem to share a positive feeling about it. In recent years by developments in Neuro‐
science new light has been shed on this seeming paradox of individuality versus shared‐
ness and collectiveness. This has led to the new discipline called Social Neuroscience;
e.g., [17, 18, 25, 26, 47]. Two interrelated core concepts in this discipline are mirror
neurons and internal simulation of another person’s mental processes. Mirror neurons
are neurons that not only have the function to prepare for a certain action or body change,
but are also activated upon observing somebody else who is performing this action or
body change; e.g., [57, 86, 91]. Internal simulation is internal mental processing that
copies processes that may take place externally, for example, in mental processes in
another individual; e.g., [21–24, 40, 44, 49–51]. Mechanisms involving these core
concepts have been described that provide an explanation of the emergence of shared‐
ness and collectiveness from a biological perspective. This new perspective breaks the
originally assumed separation between processes within individuals and processes of
social interaction.

2.4 Adaptive Versus Nonadaptive Processes

Another assumption that sometimes is debated is that mental and social processes are
modelled as if they are not adaptive. In reality processes usually have adaptive elements
incorporated, but often these elements are neglected and sometimes studied as separate
phenomena. One example in a social context is the following. Often a contagion prin‐
ciple based on social interaction is studied, describing how connected states affect each
other by these interactions, whereas the interactions themselves are assumed not to
change over time (for example, qua strength, frequency or intensity). But in reality the
interactions also change, for example based on what is called the homophily principal:
the more you are alike, the more you like (each other); for example, see [16, 72, 73].
Another way of formulating this principal is: birds of a feather flock together. It can
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often be observed that persons that have close relationships or friendships are alike in
some respects. For example, they go to the same clubs, watch the same movies or TV
programs, take the same drinks, have the same opinions, vote for the same or similar
parties. Such observations might be considered support for the contagion principle: they
were together and due to that they affected each other’s states by social contagion, and
therefore they became alike. However, also a different explanation is possible based on
the homophily principle: in the past they already were alike before meeting each other,
and due to this they were attracted to each other. So, the cyclic relation between the
states of the members and the strength of their connection leads to two possible causal
explanations of being alike and being connected:

Such circular causal relations make it difficult to determine what came first. It may
be a state just emerging from a cyclic process without a single cause. For more discussion
on this issue, for example, see [2, 76, 94, 97].

Another example illustrating how adaptivity occurs fully integrated with the other
processes, concerns the function of dreaming. From a naïve perspective, dreaming might
be considered as just playing some movie, thereby triggering some emotions, and that’s
all. But in recent research, the idea has become common that dreaming is a form of
internal simulation of real-life-like processes serving as training in order to learn or adapt
regulation of fear emotions; see, for example, [27, 46, 67, 81, 96]. To this end in dreams
adequate exercising material is needed: sensory representations of emotion-loaden
situations are activated, built on memory elements suitable for high levels of arousal.
The basis of what is called ‘fear extinction learning’ is that emotion regulation mecha‐
nisms are available which are adaptive: they are strengthened over time when they are
intensively used. This is learning of fear inhibition connections in order to counterbal‐
ance the fear associations which themselves remain intact (e.g., [67], p. 507); this can
be based on a Hebbian learning principle [48].

2.5 Earlier Versus Later: Temporal Separation

Another traditionally made separation assumption is that processes in the brain are
separated in time. For example, sensing, sensory processing, preparation for action and
action execution are assumed to occur in linearly ordered sequential processes. For the
case of emotions it was already discussed that such linear temporal patterns are not
applicable. But also more in general it can be argued that such linear patterns are too
much of a simplification, as in reality such processes occur simultaneously, in parallel;
often a form of internal simulation takes place, as put forward, among others, by [5, 21,
22, 44, 49–51, 70, 84]. The general idea of internal simulation that was also mentioned
above in the specific context of emotions and bodily processes, is that sensory repre‐
sentation states are activated (e.g., mental images), which in response trigger associated
preparation states for actions, which, by prediction links, in turn activate other sensory
representation states for the predicted effects of the prepared actions. The latter states
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represent the effects of the prepared actions or bodily changes, without actually having
executed them. Being inherently cyclic, the simulation process can go on indefinitely,
as the latter sensory representations can again trigger preparations for actions, and so
on, and everything simultaneously, in parallel, as in the world no process is freezing to
wait for another process to finish first. Internal simulation has been used, for example,
to describe (imagined) processes in the external world, e.g., prediction of effects of own
actions [6], or processes in another person’s mind, e.g., emotion recognition or mind‐
reading [44] or (as discussed above) processes in a person’s own body by as-if body
loops [21]. This breaks with the tradition that there is a temporal separation of processes
such as sensing – sensory processing – preparing for action – executing action.

3 Addressing Complexity by Interaction in Networks

The separation assumptions to address complexity as discussed in Sect. 2 are strongly
debated, as they all come with shortcomings. In this section it is discussed that in fact
the problem is not so much in the specific separation assumptions, but in the general
idea of separation itself. In social contexts it is clear that the intense interaction between
persons based on their mutual and often interrelated cyclic relationships, makes them
not very well suitable for any separation assumptions: all these interactions take place
all the time simultaneously, in parallel. And this does not only apply to social processes
but also to individual mental processes, as will be discussed in some more detail here.

In the domain of Neuroscience the structures and mechanisms found suggest that
many parts in the brain are connected by connections that often are part of cyclic paths,
and such cycles are assumed to play an important role in many mental processes (e.g.,
[9, 20, 88]). As an example also put forward above, there is a growing awareness, fed
by findings in Neuroscience that emotions play an important mediating role in most
human processes, and this role often provides a constructive contribution, and not a
disturbing contribution as was sometimes assumed. Usually mental states trigger
emotions and these emotions in turn affect these and other mental states. To address this
type of circular effects, different views on causality and modeling are required, compared
to the traditional views in modeling of mental processes. For example, Scherer [93]
states:

‘What is the role of causality in the mechanisms suggested here? Because of the constant recur‐
sivity of the process, the widespread notion of linear causality (a single cause for a single effect)
cannot be applied to these mechanisms. Appraisal is a process with constantly changing results
over very short periods of time and, in turn, constantly changing driving effects on subsystem
synchronization (and, consequently, on the type of emotion). (…) Thus, as is generally the case
in self-organizing systems, there is no simple, unidirectional sense of causality (see also [68]).’
([93], p. 3470).

Also in the domain of Philosophy of Mind this issue of cyclic causal connections is
recognized, for example, by Kim [61]. The idea is that a mental state is characterized
by the way it mediates between the input it receives from other states and the output it
provides to other states; this is also called the functional or causal role of the mental
state. As a simplified example on the input side a mental state of being in pain is typically
caused by tissue damage and in turn on the output side it typically causes winces, groans
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and escape behavior; e.g., [61], p. 104. So, in this perspective the question what exactly
is pain can be answered as the state that forms a causal bridge (or causally mediates)
from tissue damage to winces, groans, and escape behavior. Kim describes the overall
picture as follows:

‘Mental events are conceived as nodes in a complex causal network that engages in causal
transactions with the outside world by receiving sensory inputs and emitting behavioral outputs’
([61], p. 104)

As input not only sensory input can play a role but also input from other mental states
such as in the pain example ‘being alert’. Similarly, as output not only behavioral output
can play a role but also other mental states can be affected, such as in the pain example
feeling distress and a desire to be relieved of it. Within Philosophy of Mind this is often
considered challenging:

‘But this seems to involve us in a regress or circularity: to explain what a given mental state is,
we need to refer to other mental states, and explaining these can only be expected to require
reference to further mental states, on so on – a process that can go on in an unending regress, or
loop back in a circle’ ([61], pp. 104–105)

In Fig. 1 an example of such a cyclic causal path is depicted. Here mental state S1
has a causal impact on mental state S2, but one of the states on which S2 has an effect,
in turn affects one of the input states for S1.

state S2input: im-
pacts  on
state S2

output: 
impacts 

of state S1

output: 
impacts 

of state S2

loop back

state S1

input: im-
pacts 
on state S1

Fig. 1. Mental states with their causal relations conceived as nodes in a complex, often cyclic
causal network (see also [61], p. 104)

This view from Philosophy of Mind is another indication that a modeling approach
will have to address causal relations with cycles well. To obtain an adequate under‐
standing of such cycles and their dynamics and timing it is inevitable to take into account
the temporal dimension of the dynamics of the processes effectuated by the causal rela‐
tions. In principle, this situation makes that an endless cyclic process over time emerges,
which in principle works simultaneously, in parallel, and in interaction with other
processes. In such a graph at each point in time activity takes place in every state
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simultaneously (it is not that one state waits for the other). The notion of state at some
point in time used here refers to a specific part or aspect of the overall state of a model
at this point in time. Such an overall state can include, for example, at the same time a
‘being in pain’ state, a ‘desire to get relieved’ state, and an ‘intention to escape’ state.
The overall state at some point in time is the collection of all states at that point in time.
All the time the processes in the brain occur in parallel, in principle involving all specific
states within the overall state, mostly in an unconscious manner. In this sense the brain
is not different from any other part of the universe where everywhere processes take
place simultaneously, in parallel. During all this parallel processing, any change in state
S1 in principle will lead to a change in state S2, which in turn will lead to another change
in state S1, which leads to another change in state S2, and so on and on. The state changes
in such a process may become smaller and smaller over time, and the cyclic process
eventually may converge to an equilibrium state in which no further changes occur
anymore; but also other patterns are possible, such as limit cycles in which the changes
eventually end up in a regular, periodic pattern of changes.

In the sense described above, mental processes can show patterns similar to patterns
occurring in social interactions, where cycles of connections are natural and quite
common. An example from the context of modeling social systems or societies can be
found in [77]:

‘Instead of rigid rural-urban dichotomies and other absolute, “container” views of space, there
is a need to recognise spatial overlaps and complexities such the pervasiveness of so-called
translocal livelihood systems. Accordingly, much more relational, network-oriented modelling
approaches are needed.’ ([77], p. 1)

Also here it is claimed that separation in the form of what they call ‘container’ views
of space falls short in addressing the complexities involved, and as an alternative a
Network-Oriented Modeling approach is suggested to address human social complexity.
Similar claims are made from the area of organization modeling by Elzas [32]:

The study of the process-type of organization, which still - at this moment because its relative
novelty - requires modelling to evaluate, can benefit from certain network-oriented modelling
formalisms because of the very nature of the organizational concept. (…) in addressing (…) the
specific coordinating problems of the adaptively interrelated distributed-action organizational
units as they are found in process-based organizational models ([32], p. 162)

So, both from the area of the analysis of mental processes and from the area of
analysis of social processes, the notion of network is suggested as a basis. In next section
the notion of Network-Oriented Modeling is discussed in some more detail.

4 Network-Oriented Modeling

This paper started in Sect. 2 by some reflection on traditional means to address
complexity by assuming separation and isolation of processes, and the shortcomings,
discrepancies and paradoxes entailed by these assumptions. In Sect. 3 the circular or
cyclic, interactive and distributed character of many processes (involving interacting
sub-processes running simultaneously, in parallel) was identified as an important chal‐
lenge to be addressed, and it was recognized that a perspective based on interactions in
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networks is more suitable for this. In this section a Network-Oriented Modeling perspec‐
tive is proposed as an alternative way to address complexity. This perspective takes the
concept of network and the interactions within a network as a basis for conceptualization
and structuring of any complex processes. Network-Oriented Modeling is not considered
here as modeling of (given) networks, but modeling any (complex) processes by
networks. It is useful to keep in mind that the concept network is a just a mental concept
and this is used as a conceptual structuring tool to conceptualize any processes that exist
in reality.

The concept of network is easy to visualize on paper, on a screen or mentally and as
such provides a good support for intuition behind a model. Moreover, as the Network-
Oriented Modeling approach presented here (see Sect. 6) also incorporates a temporal
dimension enabling interpretation of connections as temporal-causal connections, the
mental concept of network also provides support for the intuition behind the dynamics
of the modelled processes.

The scientific area of networks has already a longer tradition within different disci‐
plines of more than 80 years. But it has developed further and within many other disci‐
plines, such as Biology, Neuroscience, Mathematics, Physics, Economics, Informatics
or Computer Science, Artificial Intelligence, and Web Science; see, for example [12,
43, 107]. These developments already show how processes in quite different domains
can be conceptualized as networks. Historically the use of the concept network in
different domains can be traced back roughly to the years 1930 to 1950, or even earlier,
for studying processes such as brain processes in Neuroscience by neural networks (e.g.,
[71, 92]), metabolic processes in Cell Biology by metabolic networks (e.g., [79, 110]),
social interactions within Social Science by social networks; (e.g., [1, 15, 75]), processes
in Human Physiology (e.g., [56, 111]), processes in engineering in Physics (e.g., [13,
55], and processes in engineering in Chemistry (e.g., [33, 101]). Within such literature
often graphical representations of networks are used as an important means of presen‐
tation. For a historical overview of the development of social network analysis, for
example, see [37].

After getting accustomed to such conceptualizations as networks of processes that
exist in the real world, a belief may occur that these networks actually exist in reality
(as neural networks, or as computer networks, or as social networks, for example), and
modeling by networks happens sometimes to be phrased alternatively as modeling
networks. However, it still has to be kept in mind that the concept ‘network’ is a mental
concept used as a tool to conceptualize any type of processes. To make this distinction
more clear linguistically, the phrase Network-Oriented Modeling is used as indication
for modeling by networks. Within this book the preferred use of the word ‘network’ is
to indicate a model or conceptualization of some process, not to indicate the process in
the real world itself. For example, social media such as Facebook, Twitter, WhatsApp,
Instagram,… do not form or create social networks in reality, but they create social
interactions in reality that can be described (conceptualized, modelled) by (social)
networks or by network models.

Network-Oriented Modeling offers a conceptual tool to model complex processes in
a structured, intuitive and easily visualizable manner, but the approach described here
also incorporates the dynamics of the processes in these models. Using this approach,
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different parts of a process can be distinguished, but in contrast to the separation and
isolation strategy to address complexity, a network-oriented approach does not separate
or isolate these parts, but emphasizes and explicitly models the way how they are
connected and interact. Moreover, by adding a temporal dimension to incorporate a
dynamic perspective, it is explicitly modelled how they can have intense and circular
causal interaction, and how the timing of the processes is. For more background infor‐
mation on the dynamic perspective to cognitive modeling, see [104] pp. 134–136, or
[105], Chap. 1.

5 Network-Oriented Modeling by Temporal-Causal Networks

As discussed above, both internal mental processing and social processing due to social
interactions often involve multiple cyclic processes and adaptive elements. This has
implications for the type of modeling approach to be used. Within Network-Oriented
Modeling, the network models considered have to integrate such cycles, and also allow
adaptive processes by which individuals can change their connections. To model such
dynamics, a dynamical modeling perspective is needed that can handle such combina‐
tions of cycles and the adaptation of connections over time. Therefore, within the
Network-Oriented Modeling approach as discussed here, the dynamic perspective has
to be incorporated as well: a temporal dimension is indispensable. This is what is
achieved in the Network-Oriented Modeling approach based on temporal-causal
networks described in [104, 105].

The Network-Oriented Modeling approach based on temporal-causal networks is a
generic and declarative dynamic AI modeling approach based on networks of causal
relations (e.g., [63, 64, 82]), that incorporates a continuous time dimension to model
dynamics. As discussed above, this temporal dimension enables causal reasoning and
simulation for cyclic causal graphs or networks that usually inherently contain cycles,
such as networks modeling mental or brain processes, or social interaction processes,
and also the timing of such processes. States in such a network are characterised by the
connections they have to other states, comparable to the way in which in Philosophy of
Mind mental states are characterised by their causal roles, as discussed in Sect. 3. More‐
over, adaptive elements can be fully integrated. The modeling approach can incorporate
ingredients from different modeling approaches, for example, ingredients that are some‐
times used in specific types of (continuous time, recurrent) neural network models, and
ingredients that are sometimes used in probabilistic or possibilistic modeling. It is more
generic than such methods in the sense that a much wider variety of modeling elements
are provided, enabling the modeling of many types of dynamical systems, as described
in [104, 105].

As discussed in detail in [104, 105] temporal-causal network models can be repre‐
sented at two levels: by a conceptual representation and by a numerical representation.
These model representations can be used not only to display interesting graphical
network pictures, but also for numerical simulation. Furthermore, they can be analyzed
mathematically and validated by comparing their simulation results to empirical data.
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Moreover, they usually include a number of parameters for domain, person, or social
context-specific characteristics. To estimate values for such parameters, a number of
parameter tuning methods are available.

A conceptual representation of a temporal-causal network model in the first place
involves representing in a declarative manner states and connections between them that
represent (causal) impacts of states on each other, as assumed to hold for the application
domain addressed. The states are assumed to have (activation) levels that vary over time.
What else is needed to describe processes in which causal relations play their role? In
reality not all causal relations are equally strong, so some notion of strength of a connec‐
tion is needed. Furthermore, when more than one causal relation affects a state, in which
manner do these causal effects combine? So, some way to aggregate multiple causal
impacts on a state is needed. Moreover, not every state has the same extent of flexibility;
some states may be able to change fast, and other states may be more rigid and may
change more slowly. Therefore, a notion of speed of change of a state is used for timing
of processes. These three notions are covered by elements in the Network-Oriented
Modeling approach based on temporal-causal networks, and are part of a conceptual
representation of a temporal-causal network model:

• Strength of a connection ωX,Y: each connection from a state X to a state Y has a
connection weight value ωX,Y for the strength of the connection.

• Combining multiple impacts on a state cY(..): for each state (a reference to) a
combination function cY(..) is chosen to combine the causal impacts on Y.

• Speed of change of a state ηY: for each state Y a speed factor ηY is used to represent
how fast a state is changing upon causal impact.

Combination functions in general are similar to the functions used in a static manner
in the (deterministic) Structural Causal Model perspective described, for example, in
[74, 82, 114], but in the Network-Oriented Modeling approach described here they are
used in a dynamic manner, as will be pointed out below briefly, and in more detail in
[104, 105].

Combination functions can have different forms. How exactly does one impact on a
given state add to another impact on the same state? In other words, what types of
combination functions can be considered? The more general issue of how to combine
multiple impacts or multiple sources of knowledge occurs in various forms in different
areas, such as the areas addressing imperfect reasoning or reasoning with uncertainty or
vagueness. For example, in a probabilistic setting, for modeling multiple causal impacts
on a state often independence of these impacts is assumed, and a product rule is used
for the combined effect; e.g., [30]. In practical applications, this assumption is often
questionable or difficult to validate. In the areas addressing modeling of uncertainty also
other combination rules are used, for example, in possibilistic approaches minimum- or
maximum-based combination rules are used; e.g., [30]. In another different area,
addressing modeling based on neural networks yet another way of combining effects is
used often. In that area, for combination of the impacts of multiple neurons on a given
neuron usually a logistic sum function is used: adding the multiple impacts and then
applying a logistic function; e.g., [7, 45, 52–54].
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So, there are many different approaches possible to address the issue of combining
multiple impacts. The applicability of a specific combination rule for this may depend
much on the type of application addressed, and even on the type of states within an
application. Therefore the Network-Oriented Modeling approach based on temporal-
causal networks incorporates for each state, as a kind of parameter, a way to specify
how multiple causal impacts on this state are aggregated. For this aggregation a number
of standard combination functions are made available as options and a number of desir‐
able properties of such combination functions have been identified; e.g., see [104],
Table 10, or [105], Chap. 2, Table 2.10. Some of these standard combination functions
are scaled sum, product, complementary product, max, min, and simple and advanced
logistic sum functions. These options cover elements from different existing approaches,
varying from approaches considered for reasoning with uncertainty, probability, possi‐
bility or vagueness, to approaches based on recurrent neural networks; e.g., [7, 29, 30,
42, 45, 52–54, 115]. In addition, there is still the option to specify any other (non-
standard) combination function, preferably taking into account the desired properties.

The above three concepts (connection weight, speed factor, combination function)
can be considered as parameters representing characteristics in a network model. In a
non-adaptive network model these parameters are fixed over time. But to model
processes by adaptive networks, not only the state levels, but also these parameters can
change over time. For example, the connection weights can change over time to model
evolving connections in network models. A conceptual representation of temporal-
causal network model can be transformed in a systematic or even automated manner
into a numerical representation of the model as described in [104, 105], thus obtaining
the following difference and differential equation for states Y:

For modeling processes as adaptive networks, some of parameters (such as connec‐
tion weights) are handled in a similar manner, as if they are states. For more detailed
explanation, see [104, 105].

Summarizing, the Network-Oriented Modeling approach based on temporal-causal
networks described here provides a complex systems modeling approach that enables a
modeler to design conceptual model representations in the form of networks described
as cyclic graphs (or connection matrices), which can be systematically transformed into
executable numerical representations that can be used to perform simulation experi‐
ments. The modeling approach makes it easy to take into account on the one hand theo‐
ries and findings from any domain from, for example, biological, psychological, neuro‐
logical or social sciences, as such theories and findings are often formulated in terms of
causal relations. This applies, among others, to mental processes based on complex brain
processes, which, for example, often involve dynamics based on interrelating and adap‐
tive cycles, but equally well it applies to social interaction processes and their adaptive
dynamics. This enables to address complex adaptive phenomena such as the integration
of emotions within all kinds of cognitive processes, of internal simulation and mirroring
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of mental processes of others, and dynamic social interaction patterns, as shown in [105]
by a number of example models; see also [11, 14, 95, 100, 102, 103].

6 Discussion

Concerning the scope of applicability, it has been shown [104, 105] that any smooth
continuous state-determined system (any smooth dynamical system described as a state-
determined system or by a set of first order differential equations) can also be modeled
by temporal-causal networks, by choosing suitable parameters such as connection
weights, speed factors and combination functions. In this sense it is as general as
modeling approaches put forward, for example, in [4, 7, 8, 35, 36, 60, 87, 99, 108,
109], and approaches such as described, for example in [39, 45, 52–54].

To facilitate applications, dedicated software is available supporting the design of
models in a conceptual manner, automatically transforming them into an executable
format and performing simulation experiments. A variety of example models that have
been designed illustrates the applicability of the approach in more detail.

The topics addressed have a number of possible applications. An example of such
an application is to analyse the spread of a healthy or unhealthy lifestyle in society.
Another example is to analyse crowd behaviour in emergency situations. A wider area
of application addresses socio-technical systems that consist of humans and devices,
such as smartphones, and use of social media. For such mixed groups, in addition to
analysis of what patterns may emerge, also for the support side the design of these
devices and media can be an important aim, in order to create a situation that the right
types of patterns emerge. This may concern, for example, safe evacuation in an emer‐
gency situation or strengthening development of a healthy lifestyle. Other application
areas may address, for example, support and mediation in collective decision making
and avoiding or resolving conflicts that may develop.
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Abstract. Organisers of crowd mapping initiatives seek to identify prac-
tices that foster an active contributor community. Theory suggests that
social contribution settings can provide important support functions for
newcomers, yet to date there are no empirical studies of such an effect.
We present the first study that evaluates the relationship between colo-
cated practice and newcomer retention in a crowd mapping community,
involving hundreds of first-time participants. We find that certain set-
tings are associated with a significant increase in newcomer retention, as
are regular meetings, and a greater mix of experiences among attendees.
Factors relating to the setting such as food breaks and technical disrup-
tions have comparatively little impact. We posit that successful social
contribution settings serve as an attractor: they provide opportunities to
meet enthusiastic contributors, and can capture prospective contributors
who have a latent interest in the practice.

Keywords: Humanitarian OpenStreetMap Team · Crowdsourcing ·
Crowd mapping · Volunteering · Mapathon · Mapping party

1 Introduction

Since its inception in 2010, the Humanitarian OpenStreetMap Team (HOT)
has coordinated thousands of volunteers in the creation of maps for humani-
tarian purposes. All maps are published on the online mapping platform Open-
StreetMap (OSM), free to use under a liberal license. Contributors have traced
satellite images and digitised data collected in the field in response to Typhoon
Haiyan in the Philippines, the earthquake in Nepal in early 2015, and other
disasters where humanitarian aid teams required updated maps to coordinate
their work. Despite these efforts, vast regions of the inhabited world remain
unmapped. In November 2014, HOT and partnering aid organisations launched
Missing Maps (MM), a proactive effort to produce new maps before they are
needed in times of crisis. However, while emergency response initiatives regularly
benefit from new contributor influx resulting from widespread media coverage,
MM has to learn how to build mapper capacity in the absence of urgent causes.

Since its inception, MM organisers have refined practices that support the col-
lective effort. Among them are so-called mapathons, social event settings which
c© Springer International Publishing AG 2016
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allow regional community groups to come together in person, to learn the prac-
tice and to socialise. Organisers of these events pursue several outcomes: to
initiate newcomers to the practice, to have them produce maps over the course
of the evening, but importantly also to then retain these new contributors for
future activities. The volume of mapping data produced at mapathons can eas-
ily be measured with existing tools, however it is not currently clear how many
attendees remain active afterwards. Do these events have a measurable impact on
contributor retention? There is some evidence that communal event settings can
play an important role in fostering sustained contributor activity. In a recent
study of HOT contributor engagement, it was found that mapping initiatives
which organised mapathons had higher newcomer retention rates [7], however it
is not yet known whether this can be attributed to the mapathon format itself.

The present study places a focus on the group experience of HOT mappers:
mapathons as social contribution environments, and their impact on newcomer
retention. The research addresses two primary concerns, to produce new empiri-
cal evidence for the effects of colocated practice in online crowd mapping, and to
identify some of the contributing factors. We identify three groups of first-time
contributors who physically meet in different social contribution settings, and
compare their retention to two groups of online contributors who likely never
met in person. We find that participation in mapathons can be associated with
a significant increase in newcomer retention. In particular, retention was highest
for cohorts that meet regularly, compared to cohorts that only met once, or that
likely never attended mapathons. A comparative analysis of different aspects of
the setting (such as food breaks and technical disruptions) revealed that these
had comparatively little impact on longer-term engagement. The results suggest
that organisers may be able to increase newcomer retention by offering regular
opportunities for social encounter and peer learning.

2 Related Work

In the study of computer-supported cooperative work, work contexts are often
considered along two dimensions: whether participants are colocated (they work
in the same place), and whether they operate synchronously (they work at the
same time) [1,12]. According to this model, HOT online practice is asynchronous
and remote, and contributors can act entirely independently of each other. HOT
mapathons however are synchronous and colocated. In the context of a global
online community, colocation may appear an artificial and needless constraint.
Yet a range of literature suggests that it can have important benefits for the
experience of first-time contributors.

In distance learning and online education, it was found that colocated prac-
tice can augment online settings in important ways. The proximity of real-world
social interactions can have important benefits for the learning experience of
participants, in part by allowing for different forms of knowledge exchange [10].
Similarly, studies of communal software development settings found that social
encounters within a community of practice create opportunities for mentoring
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and learning, provided there is a mix of experiences among attendees [8,18]. Such
events can allow newcomers to become expert contributors through situated
learning, or so-called peripheral participation, and this can become an impor-
tant motivation to continue participating in the community [13]. However it was
also found that there are tradeoffs between the mix of experts and novices, and
task interdependence: events at which experts contribute to independent tasks
may yield outputs, but contribute less to community growth. Conversely, events
with a larger share of newcomers may contribute to community growth [18]. For
open source development groups it was suggested that project attractiveness and
individual motivations play an important role in the decision of a newcomer to
join a project, however that there can be many hindering factors that lead to
an aborted onboarding process [17]. In a study of sustained open source partic-
ipation it was found that newcomers can particularly benefit if the nature of an
early task fosters interactions between participants [8].

In online practice, there is evidence that the socialisation experience of
first-time contributors can increase their contributions and long-term retention:
in an evaluation of Wikipedia socialisation tactics, it is observed that early user
retention was increased by the use of welcome messages, assistance, and con-
structive criticism [4]. On the other hand, invitations to join yielded a steeper
decline in contributions by new editors. A further study confirms that a success-
ful early socialisation experience among Wikipedia contributors is associated
with and can sometimes predict increased contributor engagement [5]. However
the authors also observe that the causal structure between socialisation, moti-
vation, and participation is not entirely clear. Further studies identify similar
effects [3,4,9].

To our knowledge there are no quantitative studies of colocated practice in a
global crowd mapping project, and of its effects on newcomer retention. There
are early studies of OSM mapping parties, these are similarly structured around
social mapping experiences, however they typically aim to map the local area and
involve colocated practice by necessity [11,15]. It is not clear how contemporary
HOT mapathons compare to these earlier settings. Among early OSM contribu-
tors, it was found that an individual’s local geographic knowledge was the most
significant driver to contribute [2]. On the other hand, it is conceivable that the
global scope and perceived social benefit of HOT mapathons attracts different
audiences, and fosters a different form of long-term engagement compared to
OSM mapping parties.

3 Research Questions

RQ1: Does mapathon attendance improve newcomer retention?

According to existing research, colocated practice in social contribution environ-
ments can be associated with improved newcomer retention rates. Qualitative
literature in social psychology, online community studies, and related domains
provide support for such an association [6,14,16,19]. However, there is no
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empirical evidence available to confirm such an effect in a crowd mapping con-
text. We seek to establish such evidence by analysing contributor activities of
the HOT crowd mapping community.

RQ2: Which specific factors contribute to increased retention?

Organisers of HOT mapathons have some influence on the setting and format
of the events, however to date they have no basis to justify certain choices.
In particular, it is not currently known which factors of the setting may affect
subsequent newcomer retention. We seek to identify specific aspects of social
contribution settings that have an impact on newcomer retention, based on the
observation of HOT mapathons and an empirical analysis of their outcomes.

4 Methodology

All our analyses are based on a public record of HOT contributions. We cap-
tured the contribution activity of first-time mappers belonging to two separate
mapathon cohorts in London, observing a total of 14 events. Subsequent new-
comer retention is compared with that of an online control group, a set of first-
time online contributors who did not attend the London mapathons. We further
compared these cohorts to a second control group of participants of the Arup
“Mappy Hour”, at an employee-initiated regular mapping event. Furthermore,
we co-developed a set of mapathon features in a workshop with MM organisers.
Participation outcomes of the 14 mapathons were then compared in relation to
these features. The following sections explain these steps in more detail.

4.1 HOT Contribution History

A primary data source for the research is the HOT Tasking Manager, a website
which helps coordinate the work of thousands of online contributors while reduc-
ing edit conflicts.1 It presents a list of currently active HOT projects, along with
contextual information and mapping instructions. Within each project, work is
divided into smaller tasks. Contributors start by selecting a specific project and
task, and then contribute to the map using OSM tools. The Tasking Manager
also serves as a public record of HOT participation: every project records a list
of its past contributors. A further data source for the research is the full OSM
edit history, a large public data set which captures OSM map contributions over
time. All HOT mapping activity takes place on OSM, and the map contributions
by HOT volunteers are contained in this edit history. The full data set is freely
available for download.2

In a preparatory stage, we identified the map contributions for every Tasking
Manager project. Since summer 2015, OSM editing tools automatically annotate

1 http://tasks.hotosm.org.
2 http://planet.osm.org/planet/full-history/.

http://tasks.hotosm.org
http://planet.osm.org/planet/full-history/
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changesets with a HOT project identifier, which makes such an identification
straightforward. In cases where this was not provided, edits were instead identi-
fied based on their location, date, and contributor. This provided us with the full
set of HOT mappers, their contributions to HOT, and any further contributions
they made to OSM which were not linked to HOT activities.

4.2 Study Period

From November 2014, MM organisers in London started hosting regular map-
athons that were open to the public. These provided us with an opportunity to
observe contributor retention over time. The first MM mapathon marks the start
of our study period. We seek to study participants after their first attendance for
a subsequent period of up to 90 days. Our evaluation is based on a snapshot of
the OSM edit history that was published on 11th of January 2016, which means
the cutoff date for the inclusion of an event is 13th of October 2015. The study
considers newcomer activity between the date of the first mapathon on 24th of
November 2014, and the last mapathon held on 6th of October 2015. In this
period, a total of 14 mapathons took place.

4.3 Study Cohorts

Mapathon Cohorts: Monthly and Corporate. The organisers of Miss-
ing Maps mapathons in London are affiliated with the British Red Cross and
Médecins Sans Frontières. Throughout the study period, two types of mapathons
were organised by this team. Ongoing monthly mapathons are open to the wider
public, and hosted at a different venue every month. Event sizes are limited
by venue capacity rather than interest, and typically vary between 50 and 100
people. Events start in the early evening on a weekday, and typically last three
hours. From early 2015, MM further organised a number of corporate mapathons
for staff members at large corporations, these are one-off events that are not
open to the public. The setting and format is comparable to monthly map-
athons, however the attendee mix differs in some important ways. Typically all
attendees are first-time contributors, and training is limited to basic mapping
techniques. According to organisers, participants tend to be office workers and
highly computer literate.

These form our mapathon cohorts:

– 11 monthly mapathons between 24th November 2014 and 6th October 2015.
– 3 corporate mapathons on 12th February, 15th May, and 6th October 2015.

For our analysis we seek to identify newcomers who attended these events,
and then observe their activity in the subsequent days and weeks. However,
there is no public register of HOT mapathon attendance. Instead, we estimate
event attendance based on a limited set of information that is readily available:
event dates and times, and the list of HOT projects which were worked on
during each event. Event dates are generally made public, for example on the
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MM homepage3. Project lists were collected by participating in the events, or by
consulting with organisers after the fact, and in total comprise 19 HOT projects
across the 14 mapathons. Since MM mapathons involve proactive HOT mapping
initiatives rather than urgent crises, their projects are not listed in a prominent
position on the Tasking Manager homepage. Instead remote mappers need to
make a conscious effort to find them, either by paging through the listing of
active projects, or by searching for them by name. As a result, mapathon activity
is clearly visible in the contribution timelines of these projects, and there are
only few contributors in the hours before or after a mapathon.

We further identified HOT newcomers among these attendees, first-time map-
pers with at most one prior day of OSM contributions. The threshold of one day
was chosen because attendees are generally asked to sign up to OSM and make
some test contributions before the event. As a result, it is plausible that many
newcomers may already have made some minor contributions to the map before
they attend their first event.

Table 1. Estimated attendance at the 14 mapathons under study, including the number
and share of first-time attendees.

Date Cohort Attendees Newcomers % newcomers

2014-11-24 Monthly 64 37 57.8 %

2014-12-15 Monthly 58 24 41.4 %

2015-01-27 Monthly 52 16 30.8 %

2015-02-12 Corporate 50 44 88.0 %

2015-02-24 Monthly 49 25 51.0 %

2015-03-31 Monthly 62 29 46.8 %

2015-04-28 Monthly 51 19 37.3 %

2015-05-15 Corporate 191 174 91.1 %

2015-06-02 Monthly 27 6 22.2 %

2015-07-07 Monthly 51 15 29.4 %

2015-08-04 Monthly 87 49 56.3 %

2015-09-01 Monthly 41 15 36.6 %

2015-10-06 Corporate 30 28 93.3 %

2015-10-06 Monthly 69 24 34.8 %

Table 1 summarises our attendee estimates per mapathon, accounting for
both newcomers and more experienced participants. In total, more than 600
distinct attendees participated across the 14 events. Among these, we identified
505 newcomers, approximately evenly split between the two cohorts. They rep-
resent 82 % of all attendees across the 14 events. The data shows that the share

3 http://www.missingmaps.org/#events.

http://www.missingmaps.org/#events
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of newcomers differs significantly between the event cohorts: corporate events
on average are attended by 90 % newcomers, while the monthly mapathons are
attended by 40 % first-time attendees.

Online Control Groups: Matched MM and Nepal. As first online con-
trol group we identified HOT contributors who engaged in comparable work,
but likely never attended a mapathon. We identified new HOT contributors in
the study period who started with one of the same 19 MM projects used for
mapathons, but who were not among the attendees identified for these events.
In total, 550 first-time HOT contributors matched these criteria. Some of these
may have attended mapathons in other cities, however the large sample size and
long study period makes it likely that a significant share of this group started
as online contributors. This group comprises our “matched” online cohort: con-
tributors who started out doing the same work as MM mapathon attendees, but
who were unlikely to have done so at a mapathon. That is, they likely joined the
crowd mapping platform online.

As a further control group we added a second online cohort of newcomers
who started mapping during an urgent disaster event, contributing to a different
set of projects than the other groups. This group was included so we could
compare the previous settings to a different kind of stimulus which may feasibly
attract new engaged mappers. We selected HOT newcomers who joined to help
with the Nepal emergency response in April 2015, their initial contributions were
to urgent projects that were focused on emergency response mapping. None of
these volunteers attended a MM mapathon in London when they first started
mapping. In total, 4,518 first-time HOT contributors fall into this group, they
comprise the “Nepal” online cohort.

Arup Mappy Hour. As a final point of reference we chose Arup “Mappy
Hour” participants, these are staff members of the multinational engineering
consultancy Arup who regularly meet to contribute to HOT. Their office setting
may be comparable to that of corporate mapathons, although their events are
peer-organised by staff members, not external organisers.4 According to organ-
isers, Arup Mappy Hour emerged in early 2015 out of the independent activities
of multiple staff members. Mappy Hour groups are comparatively small (under
20 attendees). Mappy Hour attendees can be identified in the HOT contribu-
tion history because they annotate their HOT contributions with an #Arup tag.
Based on these annotations, we found that 135 HOT newcomers had attended a
Arup Mappy Hour session in the observation period. These are contributors who
had at most one day of prior OSM contribution experience before they attended
their first Mappy Hour.

4 http://doggerel.arup.com/mapping-the-worlds-most-vulnerable-regions/.

http://doggerel.arup.com/mapping-the-worlds-most-vulnerable-regions/
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4.4 Mapathon Features

In order to address RQ2, we sought to identify specific aspects of the mapathon
format that may have an impact on participant engagement and retention, with
a focus on aspects that are under organiser control. This analysis is restricted
to monthly and corporate mapathons only. For these cohorts, it was possible to
observe hundreds of participants over the course of the observation period. In
comparison, Arup Mappy Hour events are held in a non-public setting. Online
cohorts are excluded from the analysis because the contribution setting of par-
ticipants is not known.

We organised a workshop with MM organisers to identify aspects of a map-
athon that may plausibly encourage or discourage continued engagement. Work-
shop participants developed a set of hypotheses of potential mapathon aspects
that may affect participant engagement. Based on these we developed a set of
event features which are easily observed, comparable across events, and were
identified as potentially important factors because they can affect the actions of
and interactions between attendees.

These features are summarised in Table 2. In the following sections we will
describe each of the features in turn, discuss our motivation to include it in the
study, and describe the associated data collection process.

Table 2. Mapathon features collected per event.

Aspect Variable Description

Cohort cohort Monthly or corporate mapathon?

Attendees hot mappers % with prior HOT contributions

home mappers % who mapped at home

osm experts % with >50 days of OSM activity

prev attendees % repeat attendees

Setting social food Food served in separate area?

tech issues Larger technical disruptions?

Tool use josm learners % newcomers learning JOSM?

Attendee Mix. The attendee mix was considered an important aspect of the
attendee experience: according to organisers, attendees who are experienced in
mapping can provide important peer support, and the presence of an existing
community of practice may affect the motivation of newcomers to keep coming
back. Mapathon features relating to the attendee mix were derived from the
OSM edit history. We identified the share of attendees with prior contributions to
HOT, and separately those who contributed to HOT outside of a mapathon (“at
home”). We further identified OSM experts with more than 50 days of prior OSM
contributions, this approximately captures the 10 % most experienced attendees
across all events. Finally, we identified repeat attendees: the share of attendees
who have been to at least one previous mapathon. This share of repeat attendees
can be regarded as an indicator of the presence of a community of participation.
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Food Served in Separate Area. Organisers further debated the role of food
as social catalyst. Attendees are always provided with free food. At most events,
food is served at the desks, and attendees can resume work while they eat.
At some events, however, the setting is more conducive to social interactions
between attendees. Organiser experience showed that food that is served in a
separate room may disrupt the work, but it also tends to encourage mingling.
At three of the 14 mapathons, food was served away from desks, for example as
a buffet in a separate room, introducing opportunities to socialise.

Larger Technical Disruptions. Technical issues at mapathons can have a neg-
ative impact on the overall event experience when they disrupt the contribution
process of many attendees. In some cases this merely interrupts the contribution
process for a short time. However more severe disruptions can lead to frustrating
experiences for both organisers and attendees, for example when earlier work is
lost as a result, and has to be repeated. Four events were disrupted by technical
issues that affected all attendees.

Share of Newcomers Learning JOSM. There was further debate among
organisers on the topic of tool use. Mapathon organisers train most newcomers in
the use of iD first. This editor is web-based, simple to learn, and does not require
the installation of software. However, some attendees start by learning JOSM,
this editor is more complex but also more powerful, and it allows for faster
mapping. It needs to be installed on the attendee’s laptop, and this process
can take some time. In conversation, organisers stated that contributors with
professional GIS and IT backgrounds tended to prefer JOSM over iD, however
there is a concern that some newcomers may be discouraged by the more complex
interface. Annotations in the OSM edit history allow us to determine which
editor was used for a particular contribution. Based on this data we computed
the share of JOSM learners at each event.

4.5 Approach

In order to address RQ1, we compare newcomer retention across three event
cohorts and two online cohorts, involving the study of hundreds of first-time
mappers during their initial activity period of 45 days. We distinguish three
aspects of participation: the initial learning of the contribution practice dur-
ing the event (initiation), subsequent mapping at home over the following days
(activation), optional repeat attendance at a mapathon (revisit). Measures of
initiation capture whether the participant started with the JOSM editor or iD,
whether they abandoned their session within the first 30 min, and whether they
completed at least one task. A contributor is considered activated if they con-
tribute to any HOT project in the subsequent 7 days following the mapathon
event. A revisit takes place when a contributor attends a subsequent mapathon
in the 45 days following their first attendance. The full set of newcomer features
is listed in Table 3.
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We further compare longer-term retention across all five cohorts by means of
a survival analysis. We observed contribution activity by HOT newcomers after
their first attendance for a period of 90 days to identify the last known moment
of contribution. We considered contributors ‘dead’ if they had been inactive for
at least 45 days by the end of this survival period. The last known date of
contribution before that point marks their ‘death event’.

Our analysis of potential causal factors for RQ2 makes additional use of the
observational data collected at monthly and corporate mapathons as described
in Sect. 4.4. It seeks to explain the newcomer activation and retention measures
listed in Table 3 by considering the event setting, attendee mix, and attendee
tool choice as shown in Table 2. All analyses were computed on a per-user basis,
first with a pairwise Spearman correlation, and finally as a logistic regression
model to explain the particular outcomes for all first-time attendees. In regression
models we further included aggregate outcome measures as control variables: the
share of attendees who have been successfully initiated, activated, or retained
at each event (initiation rate, activation rate, retention rate). Before analysis
we standardised numerical features using z-scores, so that all variables have a
mean of 0 and a standard deviation of 1.

Table 3. Attendee features computed per mapathon newcomer.

Phase Variable Description

Initiation josm Started with JOSM?

abandoned Active for less than 30min?

completed Submitted at least one task?

Activation active7d Active in the first week?

Revisit revisit Repeat mapathon attendance?

5 Results

5.1 RQ1: Newcomer Retention

Activation and revisit rates across the 14 mapathons are shown in Table 4. On
average, at monthly mapathons 11.9 % of newcomers are activated in the fol-
lowing 7 days, and 4.6 % attend a subsequent mapathon. In comparison, at cor-
porate events on average only 3.6 % newcomers are activated and 2.0 % revisit.
These numbers indicate that the two mapathon cohorts have markedly different
retention profiles.

To confirm this we computed survival functions for each cohort based on a
Kaplan-Meier estimate with a 98 % confidence interval. A corresponding survival
plot is shown in Fig. 1, this also includes the two online cohorts. The monthly
mapathon cohort had the highest predicted retention rates, with a 20 % chance
of newcomer survival after 28 days. In contrast to this, the corporate mapathon
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cohort had the lowest retention rates, with a near-zero likelihood of survival
in the same amount of time. In comparison, the matched online cohort had a
survival rate of 6 %, and the Nepal online cohort 2 % after 28 days. A pairwise
logrank test confirmed that the four cohorts have distinct survival distributions
(p < 0.001).

Compared to online cohorts, the Arup Mappy Hour cohort has a significantly
higher retention rate, as the survival plot in Fig. 2 shows. Retention of this group
is comparable to the highly engaged monthly mapathon group: after 28 days,
almost 25 % of first-time contributors are still actively contributing to HOT.

Table 4. Activation and repeat attendance rates among first-time mapathon attendees.

Date Type of event % activated % revisits

2014-11-24 Monthly 13.5 % 0.0 %

2014-12-15 Monthly 8.3 % 8.3 %

2015-01-27 Monthly 12.5 % 6.3 %

2015-02-12 Corporate 6.8 % 0.0 %

2015-02-24 Monthly 16.0 % 4.0 %

2015-03-31 Monthly 3.4 % 3.4 %

2015-04-28 Monthly 5.3 % 0.0 %

2015-05-15 Corporate 1.7 % 2.3 %

2015-06-02 Monthly 50.0 % 16.7 %

2015-07-07 Monthly 6.7 % 6.7 %

2015-08-04 Monthly 14.3 % 6.1 %

2015-09-01 Monthly 20.0 % 6.7 %

2015-10-06 Corporate 10.7 % 3.6 %

2015-10-06 Monthly 8.3 % 4.2 %

Fig. 1. Newcomer survival rate for
mapathon and online cohorts, with
98% confidence intervals.

Fig. 2. Newcomer survival rate for
mapathon and Arup Mappy Hour
cohorts.
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5.2 RQ2: Newcomer Retention Factors

Table 5 shows significant associations between mapathon features and event out-
comes, as identified with a pairwise correlation analysis. According to these
results, only two of the hypothesised mapathon features have a significant link
to participant activity during the event. First-time mappers at monthly map-
athons with a higher share of first-time JOSM users were more likely to complete
at least one task (ρS = 0.18, p < 0.01). On the other hand, technical prob-
lems during a monthly mapathon negatively affected newcomer task submission
(ρS = −0.16, p < 0.02). In neither case was there a significant association to
subsequent activation or retention outcomes. In other words, during monthly
mapathons, technical problems affected performance during the event, but they
did not necessarily carry any longer-term engagement effects. Only one feature
was significantly associated with a subsequent activation outcome: newcomers
who contributed at least one task were more likely to contribute on at least one
more day in the following week (ρS = 0.16, p < 0.02). Pairwise correlation found
no significant associations for newcomer retention.

However it is not certain that these associations are indicators of real effects.We
sought to assess the relationship of the effects by means of logistic regression mod-
els. Our models included the observations for both monthly and corporate events,
taking into account all mapathon features and engagement outcomes. A model
to explain activation of individual newcomers confirmed the relationship between
task completion and activation, however had a bad model fit (pseudoR2 = 0.146),
and none of the other parameters were found significant. A further logistic regres-
sion model to explain newcomer repeat attendance had bad model fit, with no
regression parameters found significant.

Table 5. Significant correlations between mapathon features and event outcomes, for
monthly mapathons only.

Aspect Variable Outcome ρS p

Setting tech issues completed −0.16 <0.02

Tool use josm learners completed 0.18 <0.01

Initiation completed active7d 0.16 <0.02

6 Discussion and Implications

The monthly mapathon format appears to be working well, many attendees were
retained for longer periods. On average, 50 % of monthly mapathon attendees
were repeat visitors. Around 10 % of first-time attendees subsequently mapped
at home in the first week, and a similar proportion returned to a future event.
Retention rates of Arup Mappy Hour participants were similarly high. However
there are clear differences across the remaining cohorts. Newcomers at corporate
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mapathons contributed to the same projects, but were rarely retained. Only
few attendees at these events were activated in the first week. Similarly, online
participants who contributed to the same projects were approximately three
times less likely to be retained for future work than the monthly cohort.

A potentially important difference between the settings is the frequency at
which social events are held. The two cohorts with the highest retention rates
hosted regular events, the remaining cohorts were one-offs or online cohorts. The
survival curves of the top cohorts show drops in retention after 28 and 35 days,
visible as steps in Figs. 1 and 2, which would correspond to a monthly event
frequency. This suggests that such future events may foster continued newcomer
participation. However our observational data does not allow us to isolate event
frequency from other factors, such as the attendee mix.

Furthermore, event frequency alone does not account for the fact that a
difference in newcomer activation rates is immediately apparent within the first
days after each event: activity levels for corporate and online cohorts already
drop within the first few days. The reasons for this consistent difference across
cohorts are currently unclear.

In addition to these effects, our results provide empirical evidence that sus-
tained engagement relates to factors of the individual. People who managed to
complete at least one task during their first mapathon were more likely to remain
engaged in future activities. This effect was found regardless of the setting.

6.1 Implications

Based on this research we make the following recommendations to organisers:

– The cohort that held regular monthly events has the highest newcomer reten-
tion. Based on this, we suggest that organisers of other HOT groups provide
regular opportunities for existing and latent enthusiast contributors to come
together. This is difficult to achieve at large scale, however there may be
opportunities to provide similar social experiences in an online setting.

– In particular, we suggest to experiment with forms of online support that
imitate the mapathon experience: expert guidance, peer support, the presence
of a community of practice, and other aspects.

– The most engaged mapathon cohort also had the most diverse mix of attendees
in terms of prior experience, from newcomers to highly experienced mappers.
It is feasible that newcomers can be swayed by others’ enthusiasm, even if
they are selected from a cohort that is unlikely to be retained. We recommend
to experiment with the attendee mix, for example by organising events where
corporate and monthly mapathon groups come together.

– Corporate mapathons has the lowest newcomer retention, although their event
format was comparable to other mapathons. This difference in outcome may
be related to the recruiting strategy: some participant groups may be more
likely to become engaged mappers that others. We recommend to carefully
evaluate the outcomes of such recruiting efforts, and to focus on groups that
are more likely to be interested in sustained participation.
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7 Conclusion and Future Work

A growing body of evidence suggests that sustained contributor engagement also
has to do with aspects of the participation context and attendee selection, rather
than just specific details of the setting and contribution process. In particular,
there is evidence for the importance of regular social events and the presence of
an existing community of practice.

Findings from this study can form a basis on which organisers can design
interventions. Introducing newcomers to an existing and active community of
practice may have a longer lasting effect than just the demonstration of the
contribution process alone. Furthermore, instead of aspiring for indiscriminate
growth, it may be advisable to identify prospective contributors who already
have a propensity for the practice, and who may already be embedded with
existing contributor communities.

Our study captures the presence of potential socialisation triggers at each
mapathon, but we do not determine whether people actually made use of them.
Attendee surveys could identify which factors were involved in the decision to
remain engaged. Studies could further test for a match between participant moti-
vations and project needs, prior experience with the practice outside of an OSM
context (such as GIS experience), the presence of social ties, and related moti-
vational factors.

Further research is needed to identify other unobserved factors which can
help improve our model fit. For example, the work could be augmented with
a comparative study of mapathons in other cities, and organised by different
teams. Such a study could seek to confirm the observed relationships between
attendee selection, event setting, and subsequent newcomer retention. Addition-
ally it could seek to observe differences in recruiting and organising practices that
were not captured by our London-focused study. At the time of writing, HOT
enthusiasts are organising mapathons in a growing number of cities around the
world, and there is similar growth in informal mapping groups at universities
and other institutions.
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Abstract. Social media platforms are a rich source of information these
days, however, of all the available information, only a small fraction is
of users’ interest. To help users catch up with the latest topics of their
interests from the large amount of information available in social media,
we present a relevant content filtering based framework for data stream
summarization. More specifically, given the topic or event of interest,
this framework can dynamically discover and filter out relevant infor-
mation from irrelevant information in the stream of text provided by
social media platforms. It then captures the most representative and up-
to-date information to generate a sequential summary or event story
line along with the evolution of the topic or event. This framework
does not depend on any labeled data, it instead uses the weak super-
vision provided by the user, which matches the real scenarios of users
searching for information about an ongoing event. The experiments on
two real events traced by Twitter verified the effectiveness of the pro-
posed framework. The robustness of using the most easy-to-obtain weak
supervision, i.e., trending topic or hashtag indicates that the framework
can be easily integrated into social media platforms such as Twitter
to generate sequential summaries for the events of interest. We also
make the manually generated gold-standard sequential summaries of
the two test events publicly available (https://drive.google.com/open?
id=15jRw13i0xARUW3HqBn3BdR45IXk7P2Qj-HO OFmMW0) for
future use in the community.

Keywords: Social media · Data stream · Content filtering ·
Summarization · Microblog · Twitter

1 Introduction

In the last few years, social media, in particular micro-blogging websites has seen
a steep rise in their popularity with increasing number of users contributing the
content in terms of short text messages. These short text messages are status
updates consists of various and ever-changing topics, ranging from simple sta-
tus updates about personal life such as going to visit a friend, to text messages
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about ongoing real-life events such as FIFA world cup, to more involved conver-
sations about the topics of general interests such as global warming, terrorism
etc. Because of the nature of streaming data i.e. large volume with high velocity
and variety, users are constantly struggling to keep up with the latest informa-
tion. Thus, it has become a necessity these days to filter the relevant content
from irrelevant one and summarize it according to the topic of interests.

Most of the work on micro-blogging summarization has not put as much
effort on relevant content filtering before performing summarization, despite the
fact that most of the content is unrelated to the topics of mainstream news.
As an example, in Twitter only 3.6% of the posts are related to the topics of
mainstream news [7]. Thus, the performance of summarization largely depends
on the quality of the relevant content with regard to the given topic or event.

In this paper, we present a relevant content filtering based framework for
data stream summarization, namely Weakly Supervised Stream Filter and
Summarizer (WS2FS), which is suitable for both relevant content filtering and
sequential summarization. Unlike classical supervised method that relies on the
availability of labeled data, the proposed framework does not use any manu-
ally labeled data, it instead uses weak supervision from users, which can be as
simple as topical keywords, or in the form of any rule that can provide global
feature-level information. When using the most easy-to-obtain supervision, i.e.,
hashtags, our framework can be treated as an almost unsupervised method, mak-
ing it practical to be used for summarizing both personalized events (i.e. events
of personal interests) and general events (events of general interests). Another
important strength of the framework is its ability to handle streaming data. The
framework is modeled as an online classification framework, which evolves i.e.,
learns from the new data as it becomes available. In general, our contribution in
this paper is as follows:

– We propose a relevant content filtering based framework for data stream sum-
marization. It couples the two important tasks in social media, i.e., relevant
content filtering and event summarization in one integrated framework. This
framework is not only able to capture the event evolution and dynamically
filter out relevant content, but also generates sequential summary or event
story line effectively.

– The proposed framework is almost unsupervised since it does not use any
manual labeled data1. The weak supervision it uses can either be done auto-
matically or be provided by information seeker.

– It best simulates the real scenarios of users searching for relevant informa-
tion with self-defined search queries from any social stream websites. Thus, it
can be integrated into any social stream websites such as Twitter readily to
generate the summaries of the event of interest in a timely fashion.

– Our experimental results showed that the hashtag-based weak supervision pro-
duces the best results. As such supervision is easy to obtain, our framework

1 It is not explicitly labeled for the classification task, rather than obtained from the
data itself.
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can be easily extended to generate both personal event summary and global
event summary.

– We make the manually generated summaries of the two test events publicly
available, which can be used readily in the community.

The remainder of the paper is structured as follows. Section 2 provides some
related work. In Sect. 3, we describe the general structure, major components
and detailed implementation of the proposed framework. Section 4 demonstrates
the comprehensive experiments on two real events delivered in Twitter, and
examines its performance using different types of weak supervisions. Finally we
discuss and conclude the paper in Sect. 5.

2 Related Work

2.1 Relevant Content Filtering

Most of the work in content filtering has been based on the following two types of
methods: (1) Information Retrieval (IR) based methods, (2) Machine Learning
(ML) based method. In IR based methods, a query is formed based on the
information that is being sought, and then, the query is executed to find the
relevant content. Although in theory, any traditional IR based method can be
used for this, streaming nature of the data on micro-blogging website makes it
hard to implement. For online streaming social media content, using IR based
method that employs pre-built indexes is not feasible. In ML based methods,
a typical approach is to build topic specific supervised classifier [8]. However,
these supervised classification methods have various limitations which makes
them less appropriate for streaming data. First of all, supervised classification
methods need labeled data. Getting labeled data is both expensive and time
consuming. Secondly, supervised classification methods are not easily extensible
to new topics. Every time a new topic comes, one has to create new labeled data
and then build a new classifier. Since the topics keep evolving in the data stream,
it is not reliable to use a fixed labeled dataset to capture the whole event. To
the best of our knowledge, our previous work [3] is the first study specifically
focusing on filtering relevant content in streaming data.

2.2 Micro-blogging Summarization

Previous work on micro-blogging summarization can be divided into three
categories, i.e., frequency-based methods [14,18], graph-based methods [15,19]
and context-based methods [2,20]. Frequency-based methods are based on the
assumption that if a word or a set of words in a data instance (such as a tweet)
has a high frequency of being repeated, the instances containing the set of high-
frequency words must be good candidates for generating summary. Based on
the similar assumption, graph-based methods build a word graph to capture
common sequences of words about the given topic. The path with the high-
est total weight is regarded as a candidate summary instance. Typical graph-
based methods include TextRank [12], LexRank [4] and Phrase Reinforcement
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(PR) algorithm [19]. Context-based approaches rate the importance of a data
instance not only based on its textual importance, but also based upon other
non-textual features, such as user influence, data instance popularity and tempo-
ral signals [2]. Although verified to be very effective in generating single-sentence
summary, none of these algorithms were specifically designed for or have been
used on streaming data. Furthermore, these methods are pure summarization
methods assuming the relevant content is ready to use. Putting them into the
streaming environment, the effectiveness of these summarization methods would
not be guaranteed as they could fail to capture the evolution of the given topic
based on static keywords. In contrast, our proposed framework integrates both
relevant content filtering and summarization. It dynamically changes its behav-
ior according to the arriving data from the stream. We emphasize here that
these summarization methods are not competitors to the proposed framework,
they are rather complementary, i.e., any of these summarization methods can be
integrated with the relevant content filter of our framework.

2.3 Event Tracking and Summarization

Lately, event tracking and summarization has raised lots of attention, where one
key task is to detect the relevant content about the event. One major applica-
tion domain is summarizing scheduled events [1,13]. For instance, Chakrabarti
and Punera [1] employed a modified Hidden Markov Model (HMM) to learn
the structure and vocabulary of multiple American football games, in order to
detect relevant content with regard to future games. Nichols et al. [13] used an
unsupervised algorithms to generate summary for sporting events, in which rel-
evant content were extracted by detecting spikes in volume of status updates.
Compared with scheduled events which usually have specific “moments” and
terminology, tracking unscheduled events are more challenging, but of general
applicability. In [16], Osborne et al. classified a tweet as relevant or not based on
the score distribution within a set of tweets, and further generated summary by
removing redundancy among the selected tweets. In general, most of the previous
work focus on detecting data volume changes, extracting sub-topics and further
clustering them into the same events [10,11]. Different from these methods, our
framework employs more sophisticated techniques grounded in machine learn-
ing (i.e. online learning), and it is designed for both scheduled and unscheduled
events.

3 Weakly Supervised Stream Filter and Summarizer
(WS2FS)

To filter out the relevant content with regard to a given topic or event from a
data stream, we need to classify each instance (e.g., each tweet) into “relevant”
or “non-relevant” categories, which is a classic binary classification problem.
A good classifier for streaming data needs:
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– Reliable training datasets. For a text stream containing almost infinite set of
topics, creating such training datasets through manual annotations is imprac-
tical. It calls for an automatic approach to creating reliable training datasets.

– Maintain the “main thread” and capture the “evolution” of the event. A good
classifier for streaming data should be continuously learning. It should capture
not only the main “theme” of the event, but also the content as the event
unfolds, which is also an important feature of building a good summarizer on
streaming data.

Motivated by the above two important tasks, we propose a Weakly
Supervised Stream Filter and Summarizer (WS2FS) to filter out relevant con-
tent and further generate sequential summary from data stream. The general
framework is shown in Fig. 1.

Fig. 1. Framework of WS2FS

3.1 Relevant Content Filter of WS2FS

The general structure of the relevant content filter in WS2FS is demonstrated at
the top part of Fig. 1. The first step is to define the appropriate size of a stream
chunk and thereafter split the data stream into different data stream chunks.
The size of the chunk represents the granularity of filtering. It is flexible to
define, e.g., according to timestamp, data volume, etc. The next step is choosing
an appropriate starting point. Our framework can start from any time or any
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stream chunk. A good starting point is when the given event starts to emerge
(similar to the spike in data volume), which is a good timing to capture the
“main thread” of the event. In general, relevant content filter consists of three
main components: (1) a one-time Initial Classifier C0 builder which builds
C0 using the first stream chunk D0, (2) a representative dataset Ri builder and
(3) an Ensemble Classifier Ei builder, for each chunk Di (i ≥ 1). In the
following, we describe each of these components in detail.

First of all, build the initial classifier C0. Once the stream is split into chunks,
an initial classifier C0 is built on first chunk D0. Since D0 does not have labels,
the very first task is to get labels for D0. One major contribution of the proposed
framework is that it does not use any manually labeled data. Instead, the labels
of instances in D0 are created automatically based on weak supervision provided
by the information seeker. We emphasize here that the labels are not obtained
in a classical way, i.e., by asking label for each instance, rather, information
seekers provide rules that operate on the whole corpora which in turn produce
each label. This component results in a rule-based labeled dataset L0, which is
used to construct the initial classifier C0.

Second and third components correspond to building representative training
datasets and classifiers for each of the following chunks. These two components
function alternatively, i.e., classifier in chunk i i.e., Ci is used to classify the
data in the next chunk i.e., Di+1 (in other words get Li+1) which is then further
processed to build the classifier for chunk i+1, i.e., Ci+1. The training dataset
for each chunk should be such that it captures the dynamic nature of the event
in that chunk. In other words, it should contain any new content that appeared
in that chunk. We build training dataset for chunk i + 1 using classifier from
chunk i, followed by some further processing. This further processing consists of
using weak supervision along with other available information in the dataset such
as the number of followers in Twitter (detailed information will be elaborated
in the following part). We call such dataset as chunk representative dataset and
denote it by Ri. The positive instances in Ri are selected in a way that they
are highly reliable, and contain subtopics of the given event in chunk i. Thus
they capture the “evolution” of the event and set up the up-to-date criteria for
filtering relevant data from the next chunk.

In order to build a content filtering classifier for chunk i, we first build a
classifier called Represent Classifier CR

i upon each Ri. As this classifier is
built upon Ri, which mainly captures the localized subtopics that appeared in
chunk i, it will fail to capture the main theme of the event. While, the main
theme of the event is often captured by the first classifier C0. In order to capture
both the main theme of the event and the updated subtopics, for each chunk i,
an ensemble classifier is built using two base classifiers, i.e., chunk-specific Rep-
resent Classifier CR

i and the Initial classifier C0. We call this classifier
Ensemble Classifier Ei. For each instance, its confidence of being a relevant
instance is calculated by combining the confidence values produced by both of
the two base classifiers, as given by:

ConfEi(x) = (1 − α) ∗ ConfC0(x) + α ∗ ConfCR
i

(x). (1)
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The weight α is flexible to set. If the provided weak supervision is not strong,
we may need to put more weight on C0 to better maintain the main “theme”.
On the contrary, if we are more interested in the evolution of the given event,
we can put more weight on CR

i to better capture the sub-topics.

Chunk Representative Dataset Ri builder. How to create chunk represen-
tative dataset Ri to build Represent Classifier CR

i is the key component of
relevant content filter in WS2FS. As mentioned before, the positive instances R+

i

in Ri should capture the evolution of the given event. This evolution is usually
captured by the words that most frequently co-occurred with the provided weak
supervision or its induced rules. We call such words as companion words. It is
worth noting that the purpose of the weak supervision goes beyond getting ini-
tial labels for D0. They are used all along the text stream to obtain companion
words.

Procedure 1. Qualification Criteria Q of Selecting Ri

Input: Labeled data Li from Di and corresponding confidence value ConfEi (i ≥ 0)
Input: Given topic of interest T
Input: #candidate instances = p; #companion words = m; #representative instances

= n
Output: chunk representative dataset Ri sorted by relevancy

� Select companion words
1: Avg+(ConfEi): average confidence value of positive instances L+

i

2: L+′
i ← {x ∈ L+

i : ConfEi(x) ≥ Avg+(ConfEi(x))}
3: LC+

i ← sort L+′
i by correlation descendingly

4: LR+
i ← sort L+′

i by credibility descendingly
5: Lcand+

i ← (top-p (LC+
i ) ∩ top-p (LR+

i )) ∪ [top (LC+
i )]

6: Compi ← top-m most frequent words in Lcand+
i

� Select distant words
7: Avg−(ConfEi): average confidence value of negative instances L−

i

8: L−′
i ← {x ∈ L−

i : (ConfEi(x) ≤ Avg−(ConfEi(x))}
9: LC−

i ← sort L−′
i by correlation ascendingly

10: LR−
i ← sort L−′

i by credibility ascendingly
11: Lcand−

i ← (top-p (LC−
i ) ∩ top-p (LR−

i )) ∪ [top (LC−
i )]

12: Distanti ← top-m most frequent words in Lcand−
i

� Select representative instances and build Ri

13: Commoni = Compi ∩ Distanti � check diversity
14: if ( |Commoni|

|Compi| < 0.5)&( |Commoni|
|Distanti| < 0.5) then

15: Compi ← Compi ∪ T
16: S+

i ← top-n(L+′
i ) on frequency of Compi

17: S−
i ← top-n(L−′

i ) on frequency of Distanti
18: Ri ← S+

i ∪ S−
i

19: end if

The qualification criteria Q for selecting representative dataset Ri is given
by the pseudocode in Procedure 1. The selection of companion words (line 1–6)
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depends on the “3C” factors, i.e., Confidence, Correlation and Credibility. Con-
fidence means the confidence of being relevant as judged by the Ensemble Clas-
sifier Ei. Correlation measures the semantic relatedness to the given event. And
credibility measures the reliability of the “source” of the instance. Specifically, line
1–2 make sure the candidate positive instances have high confidence. Line 3 and
line 4 create two sorted list of instances according to correlation and credibility in
descending order. The qualified instances are selected as the intersection of the top-
p instances in the two sorted lists, guaranteeing both high correlation and credibil-
ity. If the number of qualified instances is smaller than p, the top instances in the
sorted list basedon correlation areaddedas supplements (line 5).Finally, the top-m
most frequentwords in the qualified instances are selected as companionwords (line
6). In order to buildRepresentClassifier, we also need to select representative
negative instances. The procedure is described in line 7–12 in Procedure 1, which
is based on low values of confidence, correlation, and credibility. We call the words
selected from the these negative instances as distant words. Finally, the instances
that have highest frequency of companion words and distant words are selected
as representative positive and negative instances, respectively (line 16–17). Before
doing this, we need to check the diversity of the two sets of words (line 14). If the
ratio of the size of the common words to the size of either set is low, it means the two
sets of words have large diversity and therefore are reliable enough to be selected
as representative instances. Otherwise, the representative dataset building process
will be skipped from this given stream chunk.

3.2 Summarizer of WS2FS

The summarizer of WS2FS is seen at the bottom of Fig. 1. For each chunk,
the relevant content filter in WS2FS has produced a list of representative pos-
itive instances R+

i , sorted based on confidence, correlation and credibility. The
final ranking signifies the importance and representativeness of the instances.
Thus, the top-ranked instances in each stream chunk can be regarded as good
candidates to generate the chunk-wise summary of the given event. Later, the
summarizer of WS2FS combines all the chunk-wise summaries in chronological
order, and further process it to generate the final sequential summary.

A key point here is how to select a candidate data instance as a final chunk-
wise or sequential summary instance. As the resultant summary should cover
as many aspects of the event as possible, we use diversity as the selection mea-
surement. Diversity refers to the opposite of redundancy here. That is, all the
instances should minimally overlap with each other within the final chunk-wise
summary and sequential summary. In our work, we employ ROUGE-L [9] to
calculate the degree of overlapping between a candidate instance and each of the
already chosen summary instances. ROUGE-L calculates the statistics (average
recall, precision and F1 values) about the longest common subsequence between
two string. Obviously, the higher the value is, the less diversity the candidate
instance will bring. A threshold θdiversity can be set flexibly based on the desired
level of diversity.
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4 Experiments

Twitter is a representative source of data stream. In our experiment, we apply
WS2FS on a Tweet stream dataset Tweets2011 from TREC 2011 Microblog
Track2. The dataset contains 16 million tweets sampled between January 23rd
and February 8th, 2011. It also provides a set of manually labeled relevant tweets
for 50 topics. Two important events happened during the two weeks of sampled
tweets, Moscow airport bombing and Egyptian revolution. In this dataset, the
first event is descried by one topic Moscow airport bombing, while the second
event covers three topics, Egyptian curfew, Egyptian evacuation and Egyptian
protesters attack museum. We combine all the tweets related to the three topics
and associate them with event Egyptian revolution. As the original annotation
is based on both the tweet text and the content of the URL [6], we asked two
annotators to re-annotate the test dataset only based on tweet text. The inter-
annotator agreement is 0.952 measured by Cohen’s kappa coefficient.

4.1 Experimental Settings

(1) Stream chunks. We split the data stream into different chunks by the creation
“date” of the tweets.

(2) Weak supervision. On Twitter, the related content is searched by simply
applying keyword match on tweets. Thus, we define the weak supervision as: “A
tweet is a relevant instance if any topical words (case insensitive) appear in the
tweet”. The results of applying the weak supervision on the testing dataset are
treated as our Baseline method.

In reality, different users may provide different types/levels of weak supervi-
sion about the event. As event Egyptian revolution covers three aspects in the
original datasets, we simulate the scenarios of users having the following three
types of weak supervision about this event:

– Type-a: general concept – when a user cares about the event in general,
described by topical words “Egyptian, revolution”;

– Type-b: trending topic/hashtag – when a user is interested in the trending topic
or hashtag “#Jan25”;

– Type-c: specific aspects – when a user is interested in specific aspects of the
event, described by the keywords “Egyptian, protesters, attack, museum, cur-
few, evacuation” (these keywords are chosen based on the topical words in the
three topics in the original dataset).

(3) Features. WS2FS is designed as a general framework that does not rely on
any specific features, thus we only use the following three type of features:

– Keywords-feq: the total frequency of topical key words in the tweet text. It is
used to measure one of the “3C” factors, i.e., correlation.

2
http://trec.nist.gov/data/tweets/.

http://trec.nist.gov/data/tweets/
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– Status: We define status as the normalized ratio between the number of fol-
lowers and followings of the user who wrote or retweeted the current tweet.
Intuitively, the higher the value of status, the more reliable is the tweet. We
use it to measure the credibility in qualification criteria Q.

– Content-words: the words in tweet text that carry the content. We use Twitter
NLP toolkit3 [5] to get part-of-speech (POS) tag for each word in tweet text.
Only the content words with specific POS tags (“N”, “ˆ” , “S”, “Z”, “V”,
“A”, “R” , “D” ) are kept.

(4) Classifier. As Näıve Bayes has been verified to be very effective in many
text mining related tasks, we use it to build our classifiers. In addition, we set
α in Eq. 1 to be 0.5 and 0.8 for events Moscow airport bombing and Egyptian
revolution respectively, as the later involves many sub-events we want to capture.

(5) Other parameters. By testing different values on the parameters in
Procedure 1, we finally settled on selecting around 10 % of the instances as can-
didate instances. In order to avoid topic drifting, only 10 % of the candidate
instances are chosen as representative instances.

4.2 Performance of Relevant Content Filter

To demonstrate the performance of relevant content filter of WS2FS, we focus on
its fundamentals, i.e., companion words, and its performance on the fixed testing
dataset. In Table 1, we showed the companion words in event Moscow airport
bombing where the words in bold are event-relevant ones. We can find that at
the early stage of the framework, the companion words are closely related to
this event. As the topic/event starts to die out or submerge by new topics, the

Table 1. Companion words in event Moscow airport bombing

ChunkID Companion words

Jan-24 Injured, killed, blast, explosion, 31, dead, bombing, suicide

Jan-25 Blast, news, 35, killed, terrorist, attack, bombing, suicide, dead

Jan-26 Modern, revenge, russian, heathrow, girlfriend, video, bombing

Jan-27 Russian, news, bombing, call, police, ap, sings

Jan-28 International, san, gatwick, blvd, domodedovo, terror, attack, bombing

Jan-29 Malaga, blast, shut, investigators, orlando, latest, bombing

Jan-30 International, passengers, stream, watch, security, people, live

Jan-31 London, news, subject, bomber, introduce, luton, #egypt

Feb-02 Source, russian, victim, dfw, international

Feb-03 Cairns, open, townsville, richmond, international, opening, security

Feb-07 Islamist, san, umarov, ordered, guardian, doku, operators, rebel

Feb-08 Claims, umarov, ordered, leader, doku, rebel, bombing, chechen

3
http://www.ark.cs.cmu.edu/TweetNLP/.

http://www.ark.cs.cmu.edu/TweetNLP/
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Fig. 2. Performance of relevant content filter on event Egyptian revolution with different
types of weak supervision.

selected companion words starts to slightly drift from the main theme. However,
when there are updated information, the given topic/event comes alive again.
Overall, the companion words selected by relevant content filter can capture the
evolution of the events to a large extent.

In Fig. 2, we show the F1 score of content relevant filter on the testing dataset
of event Egyptian revolution, with three types of weak supervision defined ear-
lier. As we can see, based on Type-a weak supervision, it retrieves the relevant
content quite well, mainly because general concept is universally acknowledged
and widely used to discuss about this event. However, the performance begins to
decrease as the event evolves, which is probably because people tend to discuss
more detailed aspects of the event along its evolution. Armed with the hashtag
based Type-b weak supervision, the relevant content filter filters out the rele-
vant content with high accuracy in the first few chunks. Later on, as the event
evolves, more dynamic “labels” are created to describe the event, so the perfor-
mance simply based on the hashtag slightly decreases in some chunks. Overall,
the trending topic/hashtag born with the event can capture the main theme of
the event along with its lifetime. As shown in this figure, the F1 score generated
by Baseline method with Type-c weak supervision is around 0. This is because
it simply classifies all the tweets containing any of those keywords as relevant
content. But later on, our content relevant filter produces much more accurate
relevant content as the event evolves. In general, the relevant content filter of
WS2FS can effectively capture the dynamically changing relevant content of an
event, with different levels of weak supervision.

4.3 Performance of Summarizer

Comparison Summarization Methods. We choose the following commonly
used classical summarization methods as baseline methods:

(1) Centroid: the centroid instance in the dataset is chosen to be the candidate
summary instance [17].
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(2) LexRank: each instance is modeled as a vertex and the edges are created based
on the cosine similarity of the TF-IDF vectors of the two vertices. Graph ranking
method (e.g. PageRank) is used to select candidate summary instances [4].

(3) Query-based method: from the perspective of information retrieval, the sum-
mary instance is chosen from the most relevant documents to the given query.
It contains the following three different kinds of similarity measures:

– QueryCosine (Q1): uses cosine similarity of the TF-IDF vectors.
– QueryCosineNoIDF (Q2): uses cosine similarity on TF vectors.
– QueryWordOverlap (Q3): uses the overlapping of uni-grams in both document

and query to measure the similarity.

Evaluation Criteria for Generated Summaries. We compare these base-
line methods with the summarizer of WS2FS on both chunk-wise summary and
sequential summary. To guarantee the quality of the gold-standard summaries,
we ask the annotators to grasp the “big moments” along the timeline of the
events. Specifically, we extract some facts happened on different dates about the
event Moscow airport bombing, based on its Wikipedia page4. For event Egyptian
revolution, the annotations should capture the key facts following the timelines
provided by both its Wikipedia page5 and the report from Al Jazeera English6.
The two annotators manually choose the top-3 (if available) most important
tweets in each stream chunk as the gold-standard chunk-wise summary. Accord-
ingly, using the selection criterion diversity described in Sect. 3.2, the top-3 tweets
with highest score generated by summarizer of WS2FS and all the baseline meth-
ods are regarded as their chunk-wise summaries. Each of the two annotators also
manually creates a sequential summary along with all the chunks. Using the same
selection criterion diversity, the summarizer of WS2FS and each of the baseline
methods also generate their own sequential summaries for both events.

Quality of Chunk-Wise Summary. In Table 2, we show the quality of chunk-
wise summary generated by different summarization methods on event Moscow
airport bombing. Due to the space limitations, we only list the average values
across all chunks. As we can see, our summarizer of WS2FS produces the best
results in terms of precision, recall and F1. That is, the chunk-wise summary
generated by WS2FS are most similar to the manually generated summary.

In Table 3, we demonstrate the best average ROUGE-L scores of chunk-wise
summarization produced by corresponding weak supervision type (indicated in
the parenthesis) on event Egyptian revolution. On the whole, our summarizer
produces the best results using Type-b supervision. For the baseline methods,
the best results are usually generated using Type-b and Type-c weak supervision.
This is because they largely rely on topical words, and can not fully explore the
general concept (Type-a).
4 http://en.wikipedia.org/wiki/Domodedovo International Airport bombing.
5 http://en.wikipedia.org/wiki/Timeline of the Egyptian Revolution of 2011.
6 http://www.aljazeera.com/news/middleeast/2011/01/201112515334871490.html.

http://en.wikipedia.org/wiki/Domodedovo_International_Airport_bombing
http://en.wikipedia.org/wiki/Timeline_of_the_Egyptian_Revolution_of_2011
http://www.aljazeera.com/news/middleeast/2011/01/201112515334871490.html
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Table 2. Average value of chunk-wise summary on event Moscow airport bombing.

Centroid LexRank Q1 Q2 Q3 WS2FS

Precision 0.176 0.247 0.518 0.607 0.586 0.706

Recall 0.235 0.167 0.385 0.374 0.316 0.726

F1 0.200 0.195 0.434 0.449 0.394 0.714

Table 3. Average value of chunk-wise summary on event Egyptian revolution.

Centroid LexRank Q1 Q2 Q3 WS2FS

Precision 0.272 (b) 0.232 (c) 0.192 (c) 0.203 (c) 0.205 (c) 0.597 (b)

Recall 0.277 (b) 0.287 (c) 0.359 (b) 0.274 (c) 0.336 (b) 0.576 (b)

F1 0.277 (b) 0.252 (c) 0.242 (c) 0.229 (c) 0.245 (c) 0.585 (b)
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Fig. 3. Chunk-wise summary on event Egyptian revolution with different types of weak
supervision.

Furthermore, we are interested in investigating how different types of weak
supervision affect the performance of our summarizer in producing summary
in each chunk along with the event evolution. The F-1 values on each chunk
are shown in Fig. 3. In general, the performance fluctuates more with Type-c
weak supervision, probably due to the matching “degree” between its keywords
and the corresponding big moments of the event. In the real scenario, what
keywords will be associated to an unscheduled event is nearly unable to predict.
Thus, the method which can generate good summary based on hashtag (Type-b)
or general information (Type-a) is more useful than the method which rely on
specific topical words (Type-c), which again verified the practical usefulness of
our proposed framework which makes better use of Type-b supervision.

Results of Sequential Summarization. Table 4 shows the quality of sequen-
tial summaries generated by different methods on event Moscow airport bombing,
compared with the the gold-standard sequential summary. From this table, we
can see that query-based methods tend to produce higher precision but lower
recall. Centroid and LexRank produce poor results overall. Our summarizer
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produces the best results. The evaluation of sequential summarization on event
Egyptian revolution are shows in Fig. 4, with different methods under differ-
ent types of weak supervision. It shows the similar results as of the chunk-wise
summaries in Table 3. That is, WS2FS produces the best results. In terms of
weak supervision, those baseline methods benefit more from Type-c weak super-
vision as they rely more on topical words. WS2FS produces the best results
with hashtag-based Type-b weak supervision, and generates good enough results
based on weak supervision coming from general concept (Type-a) as well. The
resultant sequential summary produced by the summarizer on the two events
are publicly available along with the gold standard summaries7.

Table 4. Quality of sequential summary on event Moscow airport bombing.

Centroid LexRank Q1 Q2 Q3 WS2FS

Precision 0.267 0.439 0.544 0.682 0.649 0.631

Recall 0.338 0.177 0.416 0.457 0.374 0.662

F1 0.299 0.252 0.471 0.547 0.474 0.646
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Fig. 4. Quality of sequential summary on event Egyptian revolution with different types
of weak supervision.

7 (https://drive.google.com/open?id=15jRw13i0xARUW3HqBn3BdR45IXk7P2Qj-
HO OFmMW0).

https://drive.google.com/open?id=15jRw13i0xARUW3HqBn3BdR45IXk7P2Qj-HO__OFmMW0
https://drive.google.com/open?id=15jRw13i0xARUW3HqBn3BdR45IXk7P2Qj-HO__OFmMW0
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5 Discussion and Conclusion

In this paper, we have presented a relevant content filtering based framework
for data stream summarization in social media platforms. One of the important
inputs to our system is weak supervision, this weak supervision should not only
be easy to obtain for a variety of events but also be effective in generating mean-
ingful summaries. In our experiments, we have shown that it is possible to achieve
both goals simultaneously. More specifically, we have experimented and shown
results for both relevant content filtering and summarization based on three
different types of weak supervision that are relatively easier to obtain. Among
these three types of weak supervision, type-b weak supervision (i.e. trending-
topic/hashtag based) has performed the best. This hashtag-based weak supervi-
sion also happen to be the one that can be most easily obtained. Other than its
easy availability, hashtag-based weak supervision also has an immediate practical
advantage. For the users who tweet with a particular hashtag, the proposed sum-
marization method can be used to provide them an up-to-date summary of the
events related to their hashtags, which is a very useful feature to be integrated in
social media. In addition to the personalized event summary, the framework can
also be used to provide global event summary based on the hashtags trending
on the site. Such advantage demonstrates the practicality of our method and
strengthens the argument for its adaptation into real world applications.
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Abstract. We introduce a tool that supports knowledge workers who
want to gain insights from a tweet collection, but due to time constraints
cannot go over all tweets. Our system first pre-processes, de-duplicates,
and clusters the tweets. The detected clusters are presented to the expert
as so-called information threads. Subsequently, based on the information
thread labels provided by the expert, a classifier is trained that can be
used to classify additional tweets. As a case study, the tool is evaluated
on a tweet collection based on the key terms ‘genocide’ and ‘Rohingya’.
The average precision and recall of the classifier on six classes is 0.83 and
0.82 respectively. At this level of performance, experts can use the tool to
manage tweet collections efficiently without missing much information.

Keywords: Social media analysis · Event analysis · Data mining · Text
mining · Machine learning · Social signal processing · Decision support
systems · Genocide · Rohingya

1 Introduction

Keyword-based collections of tweets tend to be overly rich in the sense that
not all tweets are relevant for the task at hand. Tweets can be irrelevant for a
particular task, for instance because they are posted by non-human accounts,
contain spam, refer to irrelevant events, or point to an irrelevant sense of an
ambiguous keyword used in collecting the data. This richness has a number of
dynamic characteristics, which can be present in a static or continuously updated
collection, as well. There are no guarantees that tweet collections will have similar
characteristics across different periods of time.

With the aim of managing tweet collections, we introduce the term infor-
mation thread and our tool, Relevancer. An information thread characterizes a
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specific informationally coherent set of tweets. Relevancer is the tool we devel-
oped to analyze a tweet collection in terms of information threads.

Related sets of tweets (information threads) are initially detected using unsu-
pervised machine learning. They are then confirmed by a human expert, and are
used as training data in order to classify any remaining or new tweets using
supervised machine learning. An expert can be anybody who is able to make
knowledgeable decisions about how to annotate tweet clusters in order to under-
stand a tweet collection in a certain context.

Relevancer enables an expert to analyze a tweet collection, i.e. any set of
tweets that has been collected by using keywords. The tool requires expert feed-
back in terms of cluster annotation in order to complete the analysis. Experts can
repeat the annotation process in case they collect new data with the same key-
words. Alternatively they can decide to do another type of annotation once they
understand the collection better after evaluating the first clusters. Our method
advances the state of art in terms of efficient and complete understanding and
management of a non-standard, rich, and dynamic data source.

This paper illustrates the functionality of Relevancer with a use case based on
a particular tweet collection that we processed. It serves to illustrate the different
steps in the description of our approach and the way that the Relevancer tool
we developed supports it. The strength of our approach is the ability to scale to
a large collection without sacrificing the precision or the recall by understanding
intrinsic characteristics of the used key terms on social media. Finally, sharing the
responsibility for completeness and precision with the users of the tool ensures
they will achieve and preserve the target performance they require.

The remainder of the paper is structured as follows. In Sect. 2, we first
describe related research. Section 3 introduces the concept ‘information thread’.
Then, in Sects. 4 and 5, we describe the structure of the tool and give informa-
tion about the tweet collection used for the case study we did based on two key
terms (‘genocide’ and ‘Rohingya’). The results are presented in Sect. 6. Finally,
Sect. 7 concludes this paper.

2 Related Studies

Identifying different uses of a word in different contexts is a word sense induction
task [8]. This task is especially challenging for tweets, as they have a limited
context [5]. Moreover, the diversity of the content on Twitter [3] and specific
information need of an expert require a more flexible definition than a sense or
topic of the content for tweet collections. We introduce the term information
thread, which can be seen as contextualization of a sense.

Popular approaches of word sense induction on social media data are Latent
Dirichlet allocation (LDA) [6,7], and user graph analysis [11]. The success of
the former method depends on the given number of topics, which is challenging
to determine, and the latter assumes the availability of user communities. Both
methods provide one-fit-all solutions that are not flexible enough to allow users
to customize the output based on a particular collection and the needs that an
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expert or a researcher has. Therefore, we designed our tool Relevancer in such
a fashion that it is not restricted by these assumptions. Relevancer makes it
possible to discover information threads without any a priori restrictions.

Social science researchers have been seeking ways of utilizing social media
data [4] and have developed various tools [1] to this end. Although these tools
have many functions, they do not focus on identifying the uses of key terms.
A researcher should continue to navigate the collection by specific key term
combinations. Our study aims to enable researchers to discover specific or new
uses, information threads, of the already used key terms and focus on the related
tweets of a particular information thread.

A tweet collection management tool must take into account the character-
istics of the social media data and achieve certain tasks. Available tools1 have
been designed for specific domains, languages, and use cases. Each of these suffers
from one or more of the following restrictions: (a) they are restricted to analyzing
tweets that contain at least a certain number of well-formed key terms or content
words in specific languages; (b) they do not take into account tweet character-
istics such as emoticons and personal language use; (c) they rarely use other
attributes of a tweet text, such as mentions and URLs; and (d) they assume the
availability of a group of annotators that are willing to label a sufficient number
of tweets. We designed Relevancer2,3 in such a way that it does not suffer from
any of the aforementioned restrictions.

Enabling human intervention is crucial to ensuring high level performance in
text analytics approaches [9]. Therefore we need to build a flexible pipeline that
can facilitate human input in order to yield customized results [2]. Our approach
responds to this challenge and need by providing the adaptive steps of analysis.

3 Information Threads

The task we address here is a specific case for collecting data using key terms
from Twitter. The use and the interpretation of the key terms depends partly on
the social context of a Twitter user and the point in time this word is used. Often,
the senses and nuances or aspects that a word may have on social media cannot
all be found in a dictionary. Therefore, we focus on the automatic identification
of sets of tweets that contain the same contextualization of a sense, namely
tweets that convey the same meaning and nuance (aspect). We name this kind
of tweet groups as information threads.

For example, the word ‘flood’ has multiple senses; including being covered
with water and filling somewhere with large amount of something4. A researcher

1 For example, https://wiki.ushahidi.com/display/WIKI/SwiftRiver, https://github.
com/qcri-social/AIDR/wiki/AIDR-Overview, and https://github.com/JakobRogsta
dius/CrisisTracker.

2 https://bitbucket.org/hurrial/relevancer.
3 http://relevancer.science.ru.nl.
4 http://www.oed.com/view/Entry/71808.

https://wiki.ushahidi.com/display/WIKI/SwiftRiver
https://github.com/qcri-social/AIDR/wiki/AIDR-Overview
https://github.com/qcri-social/AIDR/wiki/AIDR-Overview
https://github.com/JakobRogstadius/CrisisTracker
https://github.com/JakobRogstadius/CrisisTracker
https://bitbucket.org/hurrial/relevancer
http://relevancer.science.ru.nl
http://www.oed.com/view/Entry/71808
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working in the field of water management will want to focus on only the water-
related sense. At the same time, he will want to discriminate between different
nuances or aspects of this sense: past, current, up-coming events, effects, mea-
sures taken, etc. By incrementally clustering and labeling these, the collection is
analyzed into different information threads.

The information thread concept allows a fine-grained management of all uses
of a key word. In the case of this study, this approach enables the user of the tool
to focus on uses of a key term at any level of granularity. For instance, tweets
about a certain event, which takes place at a certain time and place, and tweets
about a type of event, without a particular place or time, can be processed at
the same level of complexity.

4 Tweet Collection Analysis with Relevancer

We retrieved a tweet collection from the public Twitter API5 with the key terms
‘genocide’ and ‘Rohingya’ between May 25 and July 7 2015. We use this tweet
collection to illustrate how Relevancer is used.

Relevancer begins by cleaning and exploring the tweet collection: it detects
duplicates, extracts detailed features, and divides the collection into coherent
subsets to which an expert can attach labels. Labeled tweets are then used to
train an automatic classifier. This classifier can be used to analyze the remaining
tweets or a new collection.

The analysis steps after duplicate and near-duplicate elimination of the tool
are presented in Fig. 1. The details are explained in the following subsections.

Fig. 1. Phases in the analysis process with the number of tweets at each step starting
after duplicate and near-duplicate elimination

5 https://dev.twitter.com/rest/public.

https://dev.twitter.com/rest/public
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4.1 Pre-processing

Any tweet that has an indication of being a retweet is excluded. We use two
types of retweet detection in a tweet: (a) the retweet identifier of the tweet’s
JSON file, (b) when the tweet starts with “RT @”.

We proceed with normalizing the user names and URLs to “usrusrusr” and
“urlurlurl” respectively. The normalization eliminates the noise introduced by
huge number of different user names and URLs and preserves the abstract infor-
mation that a user name or a URL is present.

Finally, we detect and exclude exact duplicate tweets. The importance of this
step can be appreciated when we identify tweets such as exemplified in (1) and
(2) below were posted 5,111 and 2,819 times respectively. However, we have to
note that short tweets that signal the same information in different contexts are
eliminated as well.

1. usrusrusr The 2nd GENOCIDE against #Biafrans as promised by #Buhari
has begun,3days of unreported aerial Bombardment in #Biafraland

2. usrusrusr New must read by usrusrusr usrusrusr A genocide & Human traf-
ficking at a library in Sweden urlurlurl

4.2 Feature Extraction

Any token that occurs in a tweet text is used as a feature in similarity calcu-
lations and in machine learning. Tokens are any space-delimited sequences of
alphanumeric characters, emoticons, and sequences of punctuation marks. Fea-
tures can be words, hashtags, letters, numbers, letter and number combinations,
and emoticons. Punctuation mark sequences are treated differently. Sequences
of punctuation marks comprising two, three or four items are considered as one
feature. If the punctuation marks sequence is longer than four, we split them
from left to right in tokens of length 4 by ignoring the last part if it is a single
punctuation mark. The limit of length 4 is used for punctuation mark combina-
tions, since longer combinations can be rare, which may cause them not to be
used at all.

Detected tokens are used as unigram and bigram features. We apply a dynam-
ically calculated threshold to the features. The threshold is half of the log of the
number of tweets in a collection.

The motivation for using all aforementioned features is that this makes it
possible to capture any nuance that may be present in groups of tweets. As a
result, we can detect and handle many stylistic and textual characteristics prop-
erly. Moreover, using just the space for determining the features enables the
tool to operate on any language that uses the blank space as token separator.
Since none of the steps contain any language-specific optimization and the lan-
guage and task related information is provided by a human user, we consider
our method to be language-independent.
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4.3 Near-Duplicate Detection

Most near-duplicate tweets occur because the same quote is used, the same
message is tweeted, or the same news article is shared with other people. Since
duplication does not add information and may harm efficiency and performance
of the basic algorithms, we remove near-duplicate tweets by keeping only one of
them in the collection.

The near-duplicate tweet removal algorithm is based on cosine similarity of
the tweets. If the pairwise cosine similarity of two tweets is larger than 0.8, we
assume that these tweets are near-duplicates of each other. In case the avail-
able memory does not allow to process all tweets at once, we apply a recursive
bucketing and removal procedure. The recursive removal starts with splitting the
collection into buckets of tweets of a size that can be handled efficiently. After
removing near-duplicates from each bucket, we merge the buckets and shuffle
the remaining tweets, which are unique in their respective bucket. We repeat
the removal step until we can no longer find duplicates in any bucket.

For instance, the near-duplicate detection method recognizes the tweets (1)
and (2) below as near-duplicates and leaves just one of them in the collection.

1. Actor Matt Dillon puts rare celebrity spotlight on Rohingya urlurlurl#news
2. urlurlurl Matt Dillon puts rare celebrity spotlight on Rohingya urlurlurl

4.4 Information Thread Detection

The information thread detection step aims at finding available information
threads related to the key terms used to collect a tweet collection. In case the
tweets in the collection do not share a certain key term, this step will still find
related groups of tweets that are about certain uses of the words and word
combinations in this collection. This groups will represent information threads.

We think that any approach that tries to find a relation between all tweets will
fail to some extent. Because twitter data is extremely rich in a sense that it is not
realistic to think that every tweet can be related to particular tweets. Therefore,
our method aims at detecting only related group of tweets and ignoring tweets
that do not present any clear relation to other tweets. These outlier tweets will
be available to be analyzed by the classifier or manually at the end of the process.

The clustering aims to identify coherent clusters of tweets in order to under-
stand the collection in terms of clusters, which constitute an information thread.
We run a basic algorithm, K-Means for small collections and MiniBatch K-Means
for large ones6. We repeat the clustering and cluster selection steps in iterations
until we reach the requested number of coherent clusters, which is provided by
the expert. Clusters that fit our coherence criteria are picked for annotation and
the tweets in them are not included in the following iteration of clustering.

6 We used scikit-learn v0.17.1 for all machine learning tasks in this study http://
scikit-learn.org.

http://scikit-learn.org
http://scikit-learn.org


216 A. Hürriyetoǧlu et al.

4.5 Relevancer Parameters

Formulas for parameter value assignment were identified empirically with several
principles in mind. Since tweet collections do not demonstrate a clear separation
of tweet clusters for the whole set, we assume that optimizing the parameters is
not feasible. Moreover, having expert feedback for the selected coherent clusters
allows us not to spend relatively excessive amounts of time on optimizing the
clustering parameters for yielding a better automatic clustering. This generic
approach aims at finding only main coherent clusters of tweets.

Relevancer facilitates two levels of parameters: clustering and coherence para-
meters. The clustering parameters depend on the collection size (n) and the
time spent on searching for clusters. The cluster coherence parameters control
the selection of clusters for annotation. These parameters are updated at each
iteration (i) based on the requested number of clusters (r). A requested number
of clusters is given as a stopping criterion for the exploration and as an indicator
of the adaptation step for the value of the other parameters at each cycle.

Clustering parameters. There are two clustering parameters. K is the num-
ber of expected clusters and t is the number of initializations of the clustering
algorithm before it delivers its result. These parameters are adjusted at each
iteration.

Coherence parameters. The second layer of the parameters contains the
number of clusters that should be generated for the expert (r) and the cluster
coherence criteria. Although these parameters have default values, they can
be set by the expert as well. Adaptation of the cluster coherence criteria steps
is small if we are close to our target.

The value of k at each iteration is assigned based on Eq. 1. The parameter k
is equal to half of the square root of the tweet collection size at that iteration
plus the number of previous iterations times the difference between the requested
number of clusters and the detected number of clusters (a). This adaptive behav-
ior ensures that if we do not have many clusters after several iterations, we will
be searching for smaller clusters at each iteration.

The result of the clustering, which is evaluated by the coherence criteria, is
the best score in terms of inertia after initializing the clustering process (t) times
in an iteration. As provided in Eqs. 1 and 2, (t) is log of the tweet collection at
the current iteration plus the number of iterations performed until that point
times (t), Eq. 2. This formula ensures that the more time it takes to find coherent
clusters, the more the clustering will be initialized before it delivers any result.

k =
√

ni

2
+ (i × (ri − ai)) (1)

t = log10 ni + i (2)

If the requested number of clusters is too high for the collection, the adaptive
relaxation of the coherence parameters stops at a level any cluster may qualify
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as a coherent. We think it is unrealistic to expect relatively good clusters in such
a situation. In such a case, the available clusters are returned before they reach
the number requested by the expert. On the other hand, in case the algorithm
exceeds the number of requested clusters in an iteration, it completes the search
for coherent clusters and yields all detected clusters.

4.6 Cluster Annotation

Automatically selected clusters are presented to an expert for identifying clusters
that present certain information threads7. After the annotation, each thread may
consist of several clusters. In other words, similar clusters should be labeled with
the same label. Clusters that are not clear and fall out outside the focus of a
study should be labeled as incoherent and irrelevant respectively. This decision
is taken by a human expert. The tweets that are in an incoherent labeled cluster
are treated as the tweets that are not placed in any coherent cluster.

Sample tweets, the closest and the farthest to the cluster center, from coher-
ent and incoherent clusters are presented in Table 1. A coherent cluster (CH)
tweets have a clear relation that allows us to treat this group of tweets as per-
taining the same information thread. Incoherent clusters are summarized under
IN1 and IN2. In the former group, tweets do not have any relation between
the first and last tweet8. The latter group contains a meta-relation that can be
considered as an indication of being about a video. However, if the expert is
interested in the content, this cluster should be annotated as incoherent.

Table 1. Tweets that are the closest and the farthest to the cluster center for coherent
(CH), incoherent type 1 (IN1) and type 2 (IN2) clusters

CH − myanmar rejects’unbalanced’ rohingya remarks in oslo (from usrusrusr
urlurlurl

− shining a spotlight on #myanmar’s #rohingya crisis: usrusrusr remarks
at oslo conf on persecution of rohingyas urlurlurl

IN1 − un statement on #burma shockingly tepid and misleading, and falls
shortin helping #rohingya says usrusrusr usrusrusr urlurlurl

− usrusrusr will they release statement on bengali genocide 10 months
preceding’71 ?

IN2 − i liked a usrusrusr video urlurlurl rwanda genocide 1994
− i liked a usrusrusr video urlurlurl fukushima news genocide; all

genocide paths lead to vienna and out of vienna

For instance, clusters that contain tweets like “plain and simple: genocide
urlurlurl” and “it’s genocide out there right now” can be gathered under the
7 The annotation is designed to be done or coordinated by a single person in our

setting.
8 The expert may prefer to tolerate a few different tweets at the end of the group in

case majority of the tweets are coherent and treat the cluster as coherent.
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same label, e.g., actual ongoing events. If a cluster of tweets is about a recent
event, a label can be created for that particular event as well. For instance, the
tweet “the plight of burma’s rohingya people urlurlurl” is about a particular
event related to the Rohingya people. If we want to focus on this event related
to Rohingya, we should provide a specific label for this cluster and use it to
specify this particular context. We can use ‘plight’ as a label as well. In such a
case, the context should specify cases relevant to this term.

In case the expert is not interested in or does not want to provide a specific
label to a CH, the expert should attach the label irrelevant, which behaves as an
umbrella label for all tweet groups that are not the present focus of the expert.

We developed a web-based user interface for presenting the clusters and
assigning a label to the presented cluster. We present all tweets in a cluster
if the number of tweets is smaller than 20. Otherwise, we present the first and
the last 10 tweets in terms of the distance to the cluster center. This setting pro-
vides an overview and enables spotting incoherent clusters effectively. A cluster
can be skipped without providing a label for it. In such a case, that cluster is
not used in the following steps.

At the end of this process, an expert is expected to have defined the informa-
tion threads for this collection and have identified the clusters that are related to
these threads. Tweets that are part of a certain information thread can be used
to understand the related thread or to create an automatic classifier that can
classify new tweets, e.g., ones that were not included in any selected cluster at
the clustering step, in classes based on detected and labeled information threads.

4.7 Creating a Classifier

Creating classifiers for tweet collections is a challenge that is mainly affected by
label selection of the expert annotator, nature of the key word, and time of the
collection. Consequently, the classes are or prone to be imbalanced.

The labeled tweet groups are used as training data for building automatic
classifiers that can be applied ‘in the wild’ to any previous or new tweets, par-
ticularly if they are gathered while using the same query.

Relevancer facilitates the Naive Bayes algorithm for creating a classifier,
which is one of the most basic supervised machine learning algorithms. We pre-
fer this classifier due to its short training time and comparable performance to
sophisticated machine learning algorithms [10] for text classification. We need
time efficiency in order to be able to re-train a classifier in case an expert prefers
to update the current classifier with new data or create another classifier after
observing the results of a particular classifier.

Parameters of the Naive Bayes algorithm are optimized by using a grid search
on the training data. The performance of the classifier is based on 15 % of the
training data, which was held out and not used at the training step.
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4.8 Scalability

Relevancer applies various methods in order to remain scalable independent of
the number of tweets and features used. High number of tweets and features
force this tool to have the scalability at the center of its design.

Large amount of tweets and a wide variety of features are processed by using
basic and fast algorithms. Depending on the size of the collection, K-means
or MiniBatch K-Means algorithms are employed in order to rapidly identify
candidate clusters. The main parameter k, number of clusters parameter for
K-Means, in these algorithms is increased at each iteration in order to target
finding more and smaller clusters than previous iteration. Targeting more and
smaller clusters increase chance of identifying coherent clusters.

Tweets in coherent clusters are excluded from the part of the collection that
enter the subsequent clustering iteration. This approach shrinks the collection
size at each iteration. Moreover, the criteria for coherent cluster detection is
relaxed at each step until certain thresholds are reached in order to prevent the
clustering from being repeated.

The Naive Bayes classifier was chosen in order to create and evaluate a classi-
fier at a reasonable time. The speed of this step enables users to decide whether
they will use a particular classifier or need to generate and annotate additional
coherent clusters immediately.

This optimized cycle enables experts to be able to provide feedback frequently
without having to wait too long. As a result, the quality of the results increases
with minimal input and time for a particular task.

5 Tweet Collection

We collected 363,959 tweets with the key terms ‘genocide’ and/or ‘Rohingya’
between May 25 and July 7 2015. The number of tweets that contain only ‘geno-
cide’ and only ‘Rohingya’ are 269,131 and 137,319 respectively; 12,889 tweets
contain both terms.

Fig. 2. Tweet distribution per key term
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Figure 2 shows the distribution of the tweets for each subset. We can already
observe that there are many peaks and a constant tweet ratio for each key term.
Our analysis of the collection aims at understanding the constantly mentioned
content and the peaks separately.

6 Results

We start the analysis by preprocessing the tweets in the collection. As a first
step, we excluded 198,049 tweets, which are all retweets, of the 363,959 tweets,
leaving 165,910 tweets in the collection. Then the exact duplicates were excluded
from the collection, leaving 103,987 tweets in the collection. Finally 26,082 near-
duplicate tweets were removed.

Figure 3 illustrates the final tweet distribution. We observe that the distrib-
ution was changed after we eliminated the repetitive information. Large peaks
in the ‘genocide’ data were drastically eliminated and some of the small peaks
disappeared. Thus, only relatively important peaks in the ‘genocide’ data remain
and the peaks in tweets containing the key term ‘Rohingya’ becomes apparent.

Fig. 3. Tweet distribution per key term after removing retweets, duplicates, and near-
duplicates

The summary of the evolution of the size of the tweet collection is presented
in Fig. 4. At each step, a large portion of the data is detected as repetitive and
excluded. This cleaning phase shows us how size of the collection depends on
the preprocessing. Decreasing the size of the data without loosing information9

enables us to apply sophisticated analysis techniques to social media data.
After removing the duplicates and near-duplicates, we clustered the remain-

ing 77,905 tweets. Although the requested number of clusters was 100, the num-
ber of generated clusters was 145, which contain 13,236 tweets. The cluster para-
meters were set to begin with the following values: (i) the distances of the closest

9 We note that the repetition pattern analysis is valuable in its own right. However,
this information is not within the scope of the present study.
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Fig. 4. Tweet number change at each step of the preprocessing in the collection

and farthest tweets to the cluster center have to be less than 0.725 and 0.875
respectively; and the difference of the distance to the cluster center between the
closest and the farthest tweets in a cluster should not exceed 0.4.

The annotation of the 145 clusters by a domain expert yielded the results
in Table 2. This process yielded 8 labels: Actual cases (AC), Cultural genocide
(CG), Historical cases (HC), Incoherent (IN), Indigenous people genocide (IPG),
Irrelevant (IR), Jokes (JO), and Mass migration (MM).

This step enabled the domain expert to understand the data by annotating
only 17 % of the preprocessed tweets, which is 0.03 % of the complete collection,
without the need of having to go over the whole set. Furthermore, annotating
tweets in groups as suggested by the clustering algorithm improved the time
efficiency of this process.

Table 2. Number of labeled clusters and total number of tweets for each of the labels

# of clusters # of tweets

AC 48 4, 937

CG 7 375

HC 22 1, 530

IN 32 2, 694

IPG 1 109

IR 30 3, 365

JO 1 30

MM 4 226

Total 145 13, 236

We used the Relevancer to create an automatic classifier by using the anno-
tated tweets. We merged the tweets that are under the JO (Jokes) label with
the tweets under the Irrelevant label, since their number is relatively small com-
pared to other tweet groups for generating a classifier for this class. Moreover,
the incoherent clusters were not included in the training set. This leaves 10,552
tweets in the training set.

We used the same token characteristics explained in the feature extraction
step to create the features used by the classifier. We added token trigrams to the
unigrams and bigrams as features. The parameter optimization and the training



222 A. Hürriyetoǧlu et al.

was done on 85 % of the labeled data and the test was performed on the remaining
15 %. The only parameter of the Naive Bayes classifier, α, was optimized on the
training set to be 0.105 by testing equally separated 20 values between 0 and 2.

The performance of the classifier is summarized in Tables 3 and 4 as a confu-
sion matrix and evaluation summary. We observe that classes that have a clear
topic, e.g., HC and CG, perform reasonably well. However, classes that are poten-
tially a combination of many sub-topics, such as AC and IR, which contain JO
labeled tweets as well, perform relatively worse. Detailed analysis yielded that
the HC thread contains only a handful past events that were referred to directly.
On the other hand, there is a lot of discussions in addition to clear event ref-
erence in the AC thread. As a result, labels that contain specific language use
work better than the labels contain diverse language use.

Table 3. The rows and the columns represent the actual and the predicted labels of
the test tweets. The diagonal provides the correct number of predictions.

AC CG HC IPG IR MM

AC 586 3 5 1 158 1

CG 1 42 0 0 3 0

HC 26 0 198 0 7 1

IPG 2 1 0 9 3 0

IR 62 1 3 0 441 1

MM 8 0 0 0 0 19

Table 4. Precision, recall, and F1-score of the classifier on the test collection. The
recall is based only on the test set.

Precision Recall F1 Support

AC .86 .78 .81 754

CG .89 .91 .90 46

HC .96 .85 .90 232

IPG .90 .60 .72 15

IR .72 .87 .79 508

MM .86 .70 .78 27

Avg/Total .83 .82 .82 1,582

The result of this step is an automatic classifier that can be used to classify
any tweet in the aforementioned six classes. Although the performance is rela-
tively low for a class that is potentially a mix of various subtopics, the average
scores, which are 0.83, 0.82, and 0.82 for the precision, recall, and F1 respectively,
are sufficient for using this classifier in a real scenario.
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7 Conclusion and Future Research

We presented Relevancer, our tweet collection management tool, and its perfor-
mance on a collection collected with the key terms ‘genocide’ and ‘Rohingya’.
Each step of the analysis process was explained in quite some detail in order to
shed light both on the tool and the characteristics of this collection.

The results show that the requested number of clusters should not be too
small. Otherwise, missing classes may cause the classifier not to perform well on
tweets related to information threads not represented in the final set of annotated
clusters. Second, the reported performance was measured on the held out subset
of the training set. This means that the test data has the same distribution with
the subset of the training data that is used for the actual training. Therefore,
generalization of those results to the actual social media context should be a
concern of a further study.

At the end of the analysis steps, the expert successfully identified repetitive
information, which is 79 % of the whole collection, analyzed coherent clusters,
defined the main information threads, annotated the clusters, and created an
automatic classifier that has 0.82 F1 score.

We plan to improve the feature extraction by including skip-grams and post-
ing user dimensions and to introduce more sophisticated cluster evaluation met-
rics. Moreover, we can get feedback from the experts about which users or hash-
tags should best be ignored or included. This information can be used to update
and continuously evaluate the classifiers. The posting user and hashtags have
the potential to provide information about certain information threads. This
information can enable the annotation step to be expanded to the tweets that
are not in any cluster but contain information thread specific hashtags or users.

We do not carry out any post processing on the clusters. But we can identify
outlier tweets in a cluster in terms of the distance to the cluster center in order
to refine the clusters. This will enable the tool to have cleaner clusters and to
find required clusters in fewer iterations.

Finally, the temporal distribution of the tweets in an information thread can
guide us in defining its scope. An information thread over a short period will be
treated in a manner different from a more persistent one.
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Abstract. Social media has become an important instrument for run-
ning various types of public campaigns and mobilizing people. Yet, the
dynamics of public campaigns on social networking platforms still remain
largely unexplored. In this paper, we present an in-depth analysis of over
one hundred large-scale campaigns on social media platforms covering
more than 6 years. In particular, we focus on campaigns related to cli-
mate change on Twitter, which promote online activism to encourage,
educate, and motivate people to react to the various issues raised by cli-
mate change. We propose a generic framework to identify both the type
of a given campaign as well as the various actions undertaken throughout
its lifespan: official meetings, physical actions, calls for action, publica-
tions on climate related research, etc. We study whether the type of a
campaign is correlated to the actions undertaken and how these actions
influence the flow of the campaign. Leveraging more than one hundred
different campaigns, we build a model capable of accurately predicting
the presence of individual actions in tweets. Finally, we explore the influ-
ence of active users on the overall campaign flow.

1 Introduction

Social media have become central to our digital lives, as they allow individuals to
share news, photos, or opinions, as well as to have online discussions in real-time.
One particularly interesting phenomenon is social media marketing, which can
be defined as the process of drawing attention to some specific issue or product
via social media platforms. Such endeavors often take the form of extensive
campaigns, whose aim is to raise the awareness of the public on a particular
topic and potentially to engage it into concrete actions.

Social media platforms provide tools to effectively conduct these campaigns;
On Twitter, for example, people use so-called hashtags to associate their mes-
sages to a certain topic. Many campaigns, therefore, have their own hashtags
that uniquely identify them. Moreover, many tweets associated with a campaign
convey some specific messages to the audience, such as requests for signing a
petition, asking for a certain action, attending a demonstration, etc. These mes-
sages can be considered as certain actions, and their effect on the dynamics of
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 225–243, 2016.
DOI: 10.1007/978-3-319-47874-6 16
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the campaigns remains largely unexplored in the scientific literature. Identifying
and categorizing such messages within the context of a campaign would enable
us to answer questions such as what drives attention to a particular topic or how
to reach a certain target audience. In this work, we propose a number of cate-
gories to classify the actions from the perspective of the goals of the campaigns
as well as a methodology to identify them. We build a classifier for the action
types based on the tweets content and study the distribution of these action
types for different types of campaigns.

In the second part of this work, we analyze the resulting user involvement
patterns in order to explore the dynamics of the campaigns. Analyzing such
patterns is key to understand how attractive the campaigns are and who are
the main contributors to the information dissemination. We perform a compar-
ative analysis of the campaigns and their contents, through which we identify
noticeable differences between the various types of campaigns. We observe that
campaigns where only a tiny fraction of users create the major part of the content
are less likely to attract users on social media. Finally, we cluster the involvement
patterns and study their correlations with the campaign types.

This work focuses on campaigns related to climate change and animal welfare.
Those two topics recently gained increased attention and have the advantage of
gathering a high number of users for relatively long periods of time, thus are
well suited for our study. Moreover, these topics are mainly of interest for non-
profit and governmental organizations, and this work might help them to better
understand the impact of their actions on the audience.

In summary, the main contribution of this paper is a large-scale study on
the dynamics of campaigns on social media. This study focuses on the following
research questions:

– How to identify and compare various types of public campaigns and their
corresponding actions? (Sect. 4)

– How is the initial goal and contents of a campaign correlated to the user
engagement pattern of a campaign? (Sect. 4.2);

– Is there a relationship between the type of a campaign and the actions under-
taken through the campaign lifespan? (Sect. 5);

The rest of this paper is structured as follows. We start with an overview of
related work in the areas of Twitter analytics and social media analysis below
in Sect. 2. Section 3 describes our data collection, aggregation, and cleansing
processes. We analyze the collected data in Sect. 4 by extracting different types
of campaigns and clustering them by their user engagement patterns. Section 5
extends our analysis by focusing on various types of tweets and on their distrib-
utions in campaigns, as well as building a classifier that is able to predict the type
of a tweet. Finally, we discuss our results in Sect. 6 and draw conclusions in Sect. 6.

2 Related Work

Social media platforms quickly came to the attention of the research commu-
nity, since they allow to conduct large-scale studies on various aspects of social
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network dynamics, such as popularity prediction. Many studies have recently
focused on micro-blogging platforms such as Twitter1, which provides an access
to a small (compared to the overall data) sample of its data based on keyword
queries.

In this work, we study the communication patterns and message type pre-
eminence for various campaigns on climate change. A number of studies have
focused on Twitter communication patterns, including studies on hashtag life-
cycles [17,19], event detection and their analysis [12,20], food consumption pat-
terns [1], and usage across different languages [10].

Climate change discourse. Climate change issues are receiving increased
attention as they lead to a number of global challenges [3,11]. Many studies
recently examined how the climate change debate is covered on social media
channels [20,22,26]. However, coverage of debates does not reveal how cam-
paigns develop, and how popular they are based on the messages they contain.
As users tend to increasingly rely on their social entourage to filter information
[9], we examine in this paper how different message types and techniques engage
people in different ways throughout the campaign.

Campaign analytics. Social media is a very influential tool for widening pub-
lic awareness on various issues as noted by [25]. Previous work on campaigns
on social media mostly focused on political and protest campaigns. [13] used a
bispace model based on a Poisson process to capture the propagation of informa-
tion in both Twitter and non-Twitter environments. Additionally, [8] explores
how social networks are used to spread protest information. In our work we
focus not on the information dissemination but rather how the campaigns were
conducted and what are the main actions that were taken to reach the goal. An
in-depth study on the theoretical principles underpinning public communication
campaigns is given in [4]. Finally, one of the most recent works on campaign
analysis [6] focuses on the behavioural stage sequences of the users during the
COP21 and EH2015 forums and proposes a framework to identify a user stage
by her tweets. On the contrary, we focus on the campaign actions and the corre-
sponding users’ engagement rather than user behavioural stages. Moreover, our
analysis is carried out on over a hundred public campaigns.

Tweet topic identification. In the context of topic identification, recent works
focused on classifying and clustering tweets based on their topics [5,16,21]. Those
techniques produce different sets of topics for different datasets. [2] performs
an extensive evaluation of different tweet topic detection methods, including
methods based on the combinations of syntactic and linguistic techniques. In
our case, however, such approaches did not result in valid clusters of message
types. To the best of our knowledge, this work is the first on tweet action type
classification in campaigns. The work of [23] was an important motivation for
the definition of further types of tweets, such as official meetings, calls for action
and physical actions. Given our objective of comparing campaign agendas, we

1 https://twitter.com.

https://twitter.com
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look into a number of types of campaigns and actions in this paper in order to
identify the correlation between the types of campaigns and the different actions.

3 Data Collection and Cleansing

In this section, we first describe the process through which we collected tweets
related to the domains of climate change and animal welfare (Sect. 3.1). We then
introduce the strategy we took for identifying campaigns in those domains. We
describe the process of identifying the retweets and duplicated tweets in detail
in Appendix B. The resulting dataset, consisting of more than 8.5M tweets, is
available online for future research2.

3.1 Twitter Data Collection

We developed a data collection pipeline (see Fig. 1) to gather a broad range
of Twitter campaigns related to climate change and animal welfare. Those two
domains are usually tightly connected [24]. For example, there are multiple arti-
cles [15] on the connection between the number of farm animals and the amount
of methane released to the atmosphere and thus causing climate change.

Fig. 1. Data collection pipeline

First pass. We proceeded in two phases in order to identify the campaign. In
the first pass, we extracted all available tweets from Topsy3 for two very promi-
nent accounts that are related to climate change and animal welfare-related:
@AlGore and @GreenPeace (2.77 M and 1.33 M followers respectively). This first
pass resulted in 27 K tweets comprising 1250 unique hashtags. To select valid
campaign hashtags out of the initial 1250 hashtags, we decided to rely on the
annotations made by three authors of this paper. To determine whether a partic-
ular hashtag belongs to a given campaign, the authors were asked the following
questions: (a) do tweets with the hashtag contain calls for actions, mentions of
the campaign or an URL to the campaign website; (b) is there a Twitter account
with an identical name and a description that corresponds to a given campaign.
A hashtag was considered to be related to a campaign iff it was selected by

2 https://github.com/toluolll/CampaignsDataRelease.
3 Topsy (http://topsy.com/) is a partner of Twitter delivering search and analytic

services and claiming to index all public tweets.

https://github.com/toluolll/CampaignsDataRelease
http://topsy.com/
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all of the annotators4. This manual annotation produced a set of 52 campaign
hashtags.

Second pass. To increase the recall of our process, we ran a second pass.
We identified further accounts (users) that mentioned at least two campaign
tags (out of the first 52) in their messages. In that way, we identified 80 addi-
tional accounts for a total of 34 K unique hashtags. We filtered out hashtags
that appeared in less than 50 tweets, which accounted for 75 % of the tweets.
Similarly to the first pass, three authors of this paper annotated each result-
ing hashtag and 56 additional hashtags were identified as relevant. Overall, our
process resulted in a dataset of 108 climate and animal welfare-related cam-
paigns5, each represented by a distinct Twitter hashtag. The total number of
unique tweets (without retweets) in the resulting dataset amounts to 4M.

4 Campaign Analysis

Given that our research question connects two domains—climate change/animal
welfare campaigns and social media content analysis—the framework we propose
for campaign analysis is composed of two parts. First, we annotate the cam-
paigns according to their primary goals. Next, we cluster them by examining
user engagement patterns and by mining active users for the campaigns (i.e.,
users who tweet most often for a particular campaign). When organizing our
data and defining the annotation process, we turned to dimensions considered in
the theory of public communication campaigns [4,14,23]. For each campaign, we
consider the major goal of the campaign (increase awareness, mobilize people),
user engagement over time (ever-growing, regular, one-day, inactive), as well as
user activity.

4.1 Types of Campaigns

Following the theoretical analysis of public communication campaigns by [4], we
separate the campaigns into two classes based on their primary goals:

– Mobilization campaigns refer to the campaigns whose primary goal is to engage
and motivate a wide range of partners, allies and individual at the national
and local levels towards a particular problem or issue.

– Awareness campaigns refer to the campaigns whose primary goal is to raise
people’s awareness regarding a particular subject, issue, or situation. As dis-
cussed in Sect. 2, environmental awareness campaigns usually make a large use
of mass media, and in particular, of Twitter.

4 inter-rater agreement is ∼95 %.
5 It is worth noticing that many of the hashtags (around 20 each) in our campaign

dataset are created using the morphological filters. For example, we collected hash-
tags that contain words such as save, protect, call, lead, act, 4, forthe, etc. (e.g.
#savethedolphins, #call4action).
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Fig. 2. Different user engagement patterns observed in campaigns.

These campaign types represent very different endeavors, which affects both the
type of contents used in such campaigns as well as their user involvement pattern
over time, which we analyze further.

Three authors of this paper manually annotated the campaigns as either
mobilization or awareness campaigns. The category was considered as valid only
when all experts agreed on it. This way, 50 awareness and 58 mobilization cam-
paigns were identified. A few sample hashtags are #savesolar, #climateaction for
mobilization and #cleanair4kids, #worldfoodday for awareness campaigns.

4.2 User Engagement Patterns

In the following, we present an analysis of user engagement in Twitter campaigns.
We identify two main axes for analyzing user engagement: the first one focuses on
user engagement patterns over time, while the second one analyzes the behavior
of the most active users throughout the campaign.

User Engagement Patterns over Time. Subsequently, we cluster the cam-
paigns by engagement patterns of their users to detect whether the engagement
correlates with the campaign types. In order to do this, we first extract the num-
ber of unique daily users for each campaign hashtag and aggregate these num-
bers with a 30-day time window. Then, we compute the similarities between the
resulting time series using Dynamic Time Warping [7] and cluster them using K-
means by varying the K and chose the setup with the smallest in-cluster distance.
This resulted in five major clearly distinguishable clusters. Sample campaigns
with the above described types are shown on Fig. 2.

From our data collection through this process we have identified several major
types of user involvement patterns. Following their overarching distribution, we
name them:
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– one-day campaign, a campaign that is organized over a short period of time
to tackle some urgent issue;

– regular campaign, a campaign that happens on a regular basis, e.g., annually;
– ever-growing campaign, a campaign that gains traction over time;
– multi-burst campaign, a campaign that have multiple peaks of activity;
– inactive campaign, a campaign that shows a constantly low user engagement

throughout its timespan6

Fig. 3. Distribution of user engagement
patterns for the different types of cam-
paigns.

Finally, we compare the repre-
sentations of two major classes of
campaigns with their user involve-
ment patterns. The campaigns are
distributed across the aforementioned
engagement groups as 36 %, 10 %,
21 % 22 %, 11 %. As can be observed
on Fig. 3, most of “regular” and
“inactive” campaigns fall in the
awareness category, while both “one-
day” and “ever-growing” campaigns
are dominated by the mobilization
one. The main reason for the domi-
nance of mobilization campaigns for
the “one-day” type is the urgency of
their issues and the need for immediate action. On the other hand, “regular”
campaigns, that are organized on a periodic basis and pursue long-term goals
consist of awareness campaigns mostly. “Ever-growing” campaigns also domi-
nated by mobilization campaigns and focus on global issues, challenges, e.g.,
#saveanimals, #animalwelfare. “Multi-burst” campaigns are almost equally
represented by the both types.

User Engagement Patterns by Volume. We observe that in many cam-
paigns, there is a distinct subset of users who are authors of the majority of
the campaign tweets. We call such a set of users a campaign kernel. A kernel
identifies users with the most tweets and retweets in the campaign. In order
to study the influence of a kernel, we propose the following technique: (1) for
each user, compute the total number of original tweets and retweets posted in
the campaign; (2) rank all users relatively to the volume of content produced
for the campaign; (3) compute the Gini coefficient7 based on the normalized
per-user impact relative to the volume of messages in the campaign.

Figure 4(a) shows sample distributions of the relative amount of content
generated by users participating in campaigns. We observe a clear distinction
between campaigns where users are contributing the content almost equally

6 “Inactive” category might be orthogonal to the other ones, however, it gives valuable
insights regarding campaigns that have less traction on Twitter.

7 http://wikipedia.org/wiki/Gini coefficient.

http://wikipedia.org/wiki/Gini_coefficient
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(blue curve) and campaigns where only a tiny fraction of users create the major
part of the content (red curve). Figure 4(b) shows campaigns with the lowest
and the highest Gini coefficient values. High values denote campaigns where the
majority of the contents is created by few users only. Values that are close to
zero, on the other hand, characterize campaigns where users contribute almost
equally. Characterists of the Gini coefficient play an important role in under-
standing how an information about campaigns is spread on social media, e.g.,
if actions of several active people can lead to more participation.

Fig. 4. Campaign kernel contributions presented as gini coefficient. (Color figure
online)

Interestingly, we found a direct correlation between the total number of
followers of the kernel users and the total amount of users participating in a
campaign. The value of Pearson correlation coefficient for these variables is more
than 0.85. This behavior is observed for various kernel sizes (that correspond to
various proportions of total tweets they generated). The distribution of Pearson
correlation coefficient between the number of kernel followers and the number
of users engaged in the campaign for different kernel sizes has the shape of a
bell curve , where thresholds for proportions of tweets are displayed on
the x axes (50 % – 99 %), and Pearson correlation is on the y axes (0.70 –
0.858). The maximum correlation is reached for the kernels that produced 75 %
of the content and on average this corresponds to the 2.5 % of the campaign
users. Thus, we use this percentage of users further as a kernel of each campaign.
Interestingly, we found no clear distinction between awareness and mobilization
campaigns with regard to their kernels. However, the activity of kernel users
differs with respect to the user engagement patterns described in Sect. 4.2. We
observe that the majority of content in inactive campaigns is produced by a tiny
fraction of users, while regular and ever-growing campaigns accumulate tweets
from a much larger subset of users. Similarly, the kernels of inactive campaigns
are 10 % smaller than one-day campaigns, while ever-growing campaigns have
both small kernels and high participation of the involved users.
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5 Tweet Type Identification and Classification

This section presents an in-depth analysis of the tweets from our dataset, focus-
ing on the types of actions they contain (Sect. 5.1), and their correlations with
the campaign types (Sect. 5.2). Generally, public campaigns perform a specific
set of actions to reach their goals. While this information is not always publicly
available, we propose a method to retrospectively identify campaign’s actions
based on their presence in Twitter. Such findings can be of great interest to less
experienced campaign stakeholders, who could use this knowledge to adjust
their agendas according to the most successful practices given their particu-
lar type of a campaign. We collected additional information about the tweets
through a large-scale crowdsourcing experiment (Sect. 5.1), in order to collect
enough annotations to build a supervised model capable of accurately predicting
the type of action contained in a given tweet (Sect. 5.1).

5.1 Types of Tweets

As discussed in Sect. 2, the campaigns that are the most effective at influ-
encing users are typically related to either promoting some positive behavior
or preventing some negative actions [4]. In our context, prevention campaigns
typically focus their attention on negative consequences rather than on positive
alternatives. This introduces our first class of protest-related actions: physical
actions [23]. Next, awareness campaigns that promote positive behaviors try
to actively connect with either informational or instructional resources [14,22].
This motivates the definitions of two further types of actions: publications and
calls for actions. Since most campaigns have some sort of supporters or base
community, when running a campaign it is important to focus not only on the
general public but also on specific stakeholders, e.g., to empower important
communities, activate voluntary associations, or collaborate with governmental
agencies. This often prompts the campaigns to organize official meetings, con-
ferences, and debates [14,22,23]. Taking the above information into account,
we consider five different classes of Tweets for our study.

– Calls for action correspond to tweets that contain a clear message calling for
action, including actions to sign a petition, prevent events from happening,
etc.

– Publications correspond to tweets that contain a reference to publication,
news or some information related to the campaign, including videos, articles
or background information on the campaign.

– Official meetings correspond to tweets that contain information about an offi-
cial meeting, a conference, a convention or a debate related to the campaign.

– Physical actions correspond to tweets that contain information about past,
current or upcoming actions organized by an individual, a group of people,
or an organization that is related to the campaign. This includes proposals
to participate to challenges, contests or to dedicate some time to a specific
issue, e.g., cleaning streets or repairing homes.
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– Others, finally, correspond to tweets that do not belong to the four categories
above, such as content that is indirectly related to climate change or animal
welfare domains, as well as personal opinions and experiences, or tweets in
other languages.

Tweet Filtering and Annotation. Next, we explain how we classified the
tweets from our dataset based on the classes introduced above. Since man-
ually annotating our whole dataset is unrealistic, given the high number of
tweets involved, we introduce a two-step process, where we first use micro-task
crowdsourcing to annotate parts of the dataset and then leverage the resulting
annotations in order to build an effective classifier.

The aim of the first step, i.e., crowdsourcing, is to collect as many high-
quality annotations as possible pertaining to the types of tweets while limiting
the involvement of the crowd. In order to do this, we first design a set of rules
to preselect the tweets given our types. Those rules were created using simple
regular expressions based on the analysis of a sample of the tweets, and are
presented in Table 3 of Appendix A. In total, we created approximately 40 rules
for each message type8. These rules were geared towards high recall based on
the message types, rather than high precision. Nonetheless, they allowed us to
significantly narrow down the number of tweets that would be presented to the
crowd by focusing on subcategories early in the process. The resulting counts
of tweets obtained from this process are given in Table 3 of the Appendix A.

We then crowdsource the action type annotation using the CrowdFlower
platform9. The three authors of the paper manually labeled 5 % of the tweets
beforehand to create a set of test questions for the crowd. Crowd workers could
only work on our tasks if they correctly answered at least 7 out of 10 test
questions. We additionally selected workers from English-speaking countries
only and collected three independent judgments for every tweet. Agreement was
obtained through the majority voting. We also made sure to identify and block
malicious crowdworkers by leveraging a series of unambiguous test questions,
following standard recommendations from CrowdFlower.

For each type of action, we considered a random sample of 2100 tweets. For
more exploration, only half of these tweets is randomly selected from the collec-
tion complying with the regular expressions, while the other half is randomly
selected from the rest of the campaign tweets. The results obtained through this
process were consistent, with an agreement rate of 87.5 %. In general, human
annotators applied our definitions for the types of actions very strictly. However,
this sometimes narrowed the results; For instance, human annotators did not
always correctly annotate the tweets related to the attendance of a conference
or a meeting when obvious keywords or the acronym of the event were missing,
e.g., “conference”. As before, the annotated tweet collection is available online.

8 https://github.com/toluolll/CampaignsDataRelease.
9 http://www.crowdflower.com/.

https://github.com/toluolll/CampaignsDataRelease
http://www.crowdflower.com/
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Action Classification. At this stage, we use the results of the crowdsourced
annotation campaign as a training set to create an effective type classifier for
the tweets. For this task, we consider the following features:

– Semantic features. Having a large textual corpus of 10Gb, we trained a
Word2Vec model [18] using the implementation from the Gensim library10

with 200 word vector dimensions. To train the model, we preprocessed each
tweet as follows: (a) deleted all punctuation excluding hashtag (#) and han-
dler (@), (b) lowercased the tweets, (c) tokenized the tweets into words. Fur-
thermore, we interpreted each tweet as a bag of word vectors and calculated
an averaged vector for every tweet. The main motivation behind the choice of
semantic features is their ability to capture the semantic similarity between
words and phrases using contextual information [18].

– Syntactic features. In addition to the above features, we added manual rules
based on the regular expressions from Sect. 5.1. This resulted in 46, 42, 38,
20 additional features for meetings, actions, calls for action and publications
respectively.

– Contextual features. Finally, we added a feature whether a particular domain
name is contained inside a tweet. We selected the most frequent domain names
and used them as binary features for the classifier. The frequency threshold
was chosen at one sigma.

In order to predict the type of a tweet, we trained an individual binary
classifier for each of our action types. As a classification method, we used a
state-of-the-art approach based on Decision Tree Ensembles11, which effectively
deals with diverse features. Appendix’s A Table 2 shows its precision and recall
results for the four types of actions using 10-fold cross-validation. We observe
that the physical action type has the lowest precision and recall among all
types. We connect this result to the relative subjectivity in the definition of
physical actions and to the high linguistic variety of the tweets of this type.
The prominence of physical actions is hard to determine in general, since they
can encompass anything from territory cleanups and protests to film-making
competitions and tweet-a-thons.

Further, the introduction of semantic features extracted from the tweet word
vectors leads to a loss in precision and to some improvement in recall. This is due
to the semantic representation of the tweets, which allows to identify semanti-
cally related tweets and words. For example, in the vector space representation
produced by the Word2Vec model, the word “debate” is most similar to the
words “politics, issue, discuss, policy, conversation”. Overall, due to the very
nature of the tweets (i.e., very limited length, use of slang, pictures, videos, or
emoticons), recall is relatively low across all the categories.

As expected, we found that manually constructed syntactic rules result in
better precision as compared to the Word2Vec features only. This is caused by
10 https://github.com/piskvorky/gensim.
11 http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.

ExtraTreesClassifier.html.

https://github.com/piskvorky/gensim
http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.ExtraTreesClassifier.html
http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.ExtraTreesClassifier.html
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the fact that the rules are highly representative of the classes they are built for.
Additionally, we observed that domain names play a more important role for
meetings, calls for actions and publications, which is explained by the presence
of conference websites and specialized websites to gather petition signatures.

5.2 Data Analysis

In order to detail content of the campaigns, we ran the tweet type classifiers
over all tweets from all campaigns. We relied on the classifiers that were trained
on all features from the previous section as they achieved the best F1-scores for
all message types.

We applied the models on each campaign to identify the amount of contri-
bution of a particular action to the overall contents of the campaign.

A visual summary of the outcome for the two main classes of campaigns is
shown on Fig. 5(a). We observe major differences in terms of contents; in par-
ticular, we see that mobilization campaigns favor calls for actions that motivate
the audience to react on the climate change issues, while, having relatively low
physical actions. Interestingly, awareness campaigns encourage more physical
actions and publication releases, while mobilization campaigns focus more on
calls for actions and official meetings. Mobilization campaigns make a high use
of official meetings, probably because they tend to raise more attention from the
governments or particular stakeholders. To conclude, we see that mobilization
and awareness campaigns get organized in very different ways, thus confirming
the initial distinction we make between each other.

Fig. 5. Action distribution accross varius campaign types
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Following the analysis given in Sect. 4, we performed a study on user engage-
ment patterns. As shown on Fig. 5(b), “one-day” campaigns12, focus on call for
actions tweets which are mainly duplicated rather than retweeted. On the other
hand, “regular” campaigns13 are mostly represented either by regular meetings
or physical actions, e.g., annual conferences, campings, etc. Interestingly, “ever-
growing” and “multi-burst” campaigns14, make larger use of publication and
call for actions types, which significantly differs from the awareness campaign
strategies in general. This can be explained by the targeted audience and by the
issues tackled by those campaigns, such as global poverty, international divest-
ments, dependence on fossil fuels, etc. All of these campaigns share global values
and target international audiences around the globe.

Duplicate tweets. As described in Appendix B, some tweets from our dataset
shared the same contents but were not strictly speaking retweets. This is due
to some users trying to promote a tweet into a trending topic on Twitter. We
decided to compute the proportions of such duplicated messages to see how they
are distributed across different campaign types. To select the threshold at which
a message should be treated as a duplicate, we considered the distribution of
number of similar messages to the total amount of messages with these number
as a half-normal distribution. In such way, the tweet was considered to be a
duplicate if the number of such tweets exceeded three standard deviations.

Fig. 6. Comparison of duplicate content
between campaigns

Figure 6 illustrates the distribu-
tion of duplicate content for the dif-
ferent campaign types. As can be
observed, duplicate content is espe-
cially significant for the mobilization
campaigns, which can be explained
by their spontaneous nature and the
need to mobilize people in shorter
periods of time. Awareness campaigns
differ in the sense that they typically
operate on longer-terms goals. From
a user engagement perspective, both
regular and inactive campaigns do
not contain much duplicated content,
while increasing, multi-burst, one-day
campaigns make heavy use of it.

Domain usage distribution. Users in the climate change community tend to
make great use of links to images, facebook pages, youtube videos and petition
sites. We explored the general distribution of the top domain names across the

12 #helpcovedolphins, #savebucky, #freethearctic30, etc.
13 #climatecamp, #climateweek, #worldenvironmentday, etc.
14 #talkpoverty, #saveanimals, #saveenergy, #actonclimate, #divestment, #fossil-

free.
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campaigns and found that all types of campaigns extensively use visual content
(youtube, facebook, photos, etc.). Nevertheless, both ever-growing and regular
types of campaigns use such content more parsimoniously comparing to one-
day and inactive on average. A similar trend was discovered between awareness
and mobilization campaigns respectively. Interestingly, the tendency to overuse
visual resources clearly does not affect the popularity of the posted content [27].
Among major domain names whose tweets gained the most retweets, we pri-
marily observe contents related to the campaigns, i.e., the site of the campaigns,
news and information about related issues.

6 Discussion

In the following, we take a step back, discuss the results we obtained and also
make a series of recommendations in the context of public campaigns on social
media. First, we proposed a framework for collecting campaigns and identifying
their types. As explained in Sect. 3, we collected over 100 campaigns that were
annotated with types, i.e., awareness and mobilization, as well as clustered by
their user engagement patterns (Sect. 4). This resulted in a large collection of
tweets that were partially annotated with action types using crowdsourcing and
further generalized based on an annotated corpus using a machine learning clas-
sifier. Overall, our tweet action type detection technique showed high precision
(∼90 %) and recall (∼60 %). This allowed us to automate action identification
in tweets and to understand the overall campaigns’ contents.

Subsequently, we focused on the analysis of campaigns classified by their
initial goal and their user engagement pattern. The goals of awareness and
mobilization campaigns differ significantly, and so do their contents. While
awareness campaigns often involve physical actions and promote scientific pub-
lications, mobilization campaigns make great use of official meetings and calls
for actions; For the mobilization campaigns, the more official meetings are orga-
nized the more leverage can be obtained from governmental organizations. The
analysis of user involvement patterns also showed noticeable differences between
campaign types and their agendas. “One-day” campaigns were dominated by
calls for actions, while “regular” and “ever-growing” ones contained more phys-
ical meetings and publications on climate. This insight represents an important
foundation on which specific campaigns studies and their contents can be built.

With the various techniques we leveraged for campaign analysis, we noted
major differences in the way users duplicate messages. “One-day” and “ever-
growing” campaigns in general contain 20 % more duplicated content as com-
pared to the “inactive” campaigns. In the “one-day” campaigns, this phenom-
enon can be explained by the spontaneous nature of particular tweets and the
need to mobilize people in a short period of time. On the other hand, “aware-
ness” campaigns typically operate on a longer basis, therefore their communi-
ties do not actively use duplicated tweets, i.e., on average 15 % less duplicates
than mobilization. This can be explained by the actions required during shorter
periods of time for the mobilization campaigns. In a context of user involve-
ment patterns, both “regular” and “inactive” campaigns do not contain as
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much duplicated content, while “ever-growing” and “one-day” campaigns make
a heavy use of them.

Regarding the effects that drive user engagement, we observe that first-
degree neighbors are essential for getting higher numbers of retweets (about
half or the retweets from popular tweets originate from direct neighbors), while
duplicated content attracts less retweets in general. Finally and most interest-
ingly, the less diverse the main contributors of the campaign, the less likely it
is to gain bigger audiences (as shown in Sect. 4.2).

Overall, this work has a potential to empower governmental and non-profit
organizations by facilitating campaign analysis. The analysis of the collected
campaigns combined with the analysis of individual tweets provides foundation
for many applications, e.g., detecting public campaigns, or identifying means
to boost user engagement.

Even though we expanded the campaign coverage by performing several iter-
ations of the data collection, our methodology is focused on English-speaking
tweets. The @AlGore and @GreenPeace accounts we used are biased towards
the US, and so are the English terms and hashtags that were used for the
climate change topic. Therefore, it would be beneficial to further expand the
data collection by reiterating over the steps from Sect. 3.1 to sample more cam-
paign hashtags over other languages and countries. At the same time, a given
campaign may leverage multiple hashtags, which can affect the results of the
analysis.

7 Conclusions

In this work, we analyzed large-scale social media campaigns related to cli-
mate change and animal welfare from various perspectives, including analyses
on their primary goals, the types of messages they relay, as well as their user
involvement patterns. In the context of climate change and animal welfare, we
showed that public campaigns are represented by two main narratives: aware-
ness and mobilization. Our subsequent analysis of user participation revealed
that campaigns significantly differ in terms of their user involvement patterns.
Finally, we presented a study on the best ways towards increasing user involve-
ment for public campaigns by combining core users, followers, and actions. The
high-level patterns that were found in our study lay a solid foundation for future
work on specific campaigns and their fine-grained segmentation. As a possible
extension, a more fine-grained classification of campaigns and campaign actions
could reveal more sophisticated patterns and correlations that appear during
the campaign life-span. For example, political or non-profit events might exhibit
different user involvement patterns. Similarly, characteristics of geographically
focused or global campaigns may differ.

Acknowledgements. The authors would like to thank Alexandra Olteanu for sug-
gestions and feedback. The work was supported by the Sinergia Grant (SNF 147609).
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A Action Detection

Examples of tweet actions are shown in Table 1.

Table 1. Sample tweets for each type of action considered.

Type of action Sample tweets

Official meeting Monday Dec 1, U.N. COP climate talks begin Lima Peru @Yeb-
Sano
Just witnessed a sign of hope at the climate talks in #Cancun
- ... #UNFCCC #tcktcktck

Physical action #WorldEnvironmentDay #treeplanting is taking place around
09:00 at Tsarogaphoka in #Soshanguve
We came. We swooped. We’re camping!!! #climatecamp

Call for action The #GreatBarrierReef is not a dump! Protect our World Her-
itage. #UNESCO #FightfortheReef
Take Action: Stand with me and support clean #energy and a
safer #climate future! #CleanAir4Kids

Publication 660 million Indians could lose 2.1 billion years as a result of air
pollution... #gofossilfree
Water Fact: Fact: At 1 drip per second, a faucet can leak
3,000 gallons per year. #savewater

Results of the action detection based on Decision Tree Ensembles is shown
in Table 2. It shows the precision and recall results for the four types of actions
using 10-fold cross-validation.

Table 2. Precision, Recall and F1-score values for classification of different types of
actions with different sets of features.

Meetings Actions Call for actions Publications

P R F1 P R F1 P R F1 P R F1

All features 0.896 0.616 0.730 0.771 0.577 0.660 0.902 0.664 0.765 0.897 0.528 0.665

Sem 0.723 0.605 0.659 0.707 0.510 0.592 0.751 0.441 0.556 0.857 0.461 0.599

Sem + Cont 0.788 0.531 0.635 0.703 0.518 0.597 0.792 0.439 0.565 0.865 0.487 0.623

Sem + Synt 0.912 0.590 0.717 0.754 0.480 0.587 0.920 0.563 0.699 0.862 0.464 0.603

Synt 0.895 0.375 0.529 0.816 0.276 0.412 0.920 0.472 0.624 0.890 0.134 0.232

Synt + Cont 0.901 0.384 0.538 0.812 0.300 0.438 0.921 0.643 0.758 0.911 0.325 0.479

Below we show examples of manually created rules to preselect the tweets
given specified action types.
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Table 3. Examples of rules and number of tweets for each type of action.

Type of action Sample rules N# of tweets

Official meeting /speakingat(demo|the)/ 113989

Physical action /actionat(the)?park/ 154874

Call for action /tell(the)?to(keep|protect)/ 328603

Publication /greatnews/ 2559063

B Unique Tweets Identification and Retweets Count

One of the main issues with the data collected from Topsy is that the tool does
not provide information about retweets. Therefore, we had to create heuristics
to make sure that we could properly identify all retweeted messages. Taking
into account that all tweets returned by the tool are sorted by timestamp, we
can easily figure out the origin of all the tweets using a simple regex pattern
((RT|MT) @author tweet prefix). This approach has a number of limitations,
however. It does not identify complex retweet structures, such as where a tweet
text is cited using quotes. We found that such cases are quite rare on Twitter
and amount for ∼0.5 % of all tweets.

In order to compute the complex retweet cases, we aggregated the tweets
with at most 5 characters edit distance. Further, we discarded explicit retweets
((RT|MT) @author) and exact duplicates. However, certain retweets can be
missing when a hashtag does not fit into the message due to the tweet length
limit. To solve this problem, we leveraged the Topsy API, by returning and
analyzing related tweets for each requested tweet in order to identify all further
retweets. Finally, we note that we apply this process recursively—searching for
retweets of retweets iteratively—in order to capture potentially complex retweet
patterns. When no new retweets can be identified, we identify content that was
not retweeted but duplicated. The practice of duplicating tweets gained traction
on the platform as it can help promote topics into Twitter Trends. We consider
a tweet to be a duplicate whenever at least 80 % of its contents exactly matches
an original tweet excluding punctuation.
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Abstract. The implementation of smart grids is the future in the way of the
modernization of the electrical system as we know, this modernization brings lots
of challenges to be tackled, one of them is the deployment of an effective, robust
and reliable communications network that support the requirements of Smart
Grids. Wireless communications become a viable solution to complete this task
using the benefits considered in the proposed technology under the concept of
Cognitive Radio, it uses techniques such as dynamic spectrum access to optimize
communication way and improve characteristics in terms of information channels
performance, however its implementation depends on the proper legislation
regarding the use of radio spectrum in each country, in our case the legislative
gap under Colombian regulations is wide, where dynamic access of this resource
has not been take in count, so it’s necessary to make an analysis from the point
of view of legislation for the use of this emerging technology and its practical
application concerning SG communications among others.

Keywords: Modernization · Smart grids · Cognitive radio · Radio electric
spectrum

1 Introduction

It is a fact that the current power grid will change in the near future for the purpose of
modernization, this job is specified under the concept of Smart Grids. Understand the
general concept of the called Smart Grids will give us an overview of the challenge of
set a communications infrastructure relevant that allows fulfill the requirements of the
system being that communications are the pillar that supports the responsibility to make
this work possible. Because of the electrical system is extensive and covers wide
geographic areas, proposing a robust solution of communications covering criteria as
security, reliability, latency, scalability, availability, maintenance and others it’s a hard
task, but the concept of cognitive radio will be discussed agree its characteristics of
design and performance which promise be a viable alternative for supply the proposed
requirements.
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In Sect. 2 the most representative elements of the smart grids will be named and will
be looking show the reader in a wide way what is intended with this concept, then in
Sect. 3 the division of the radio spectrum will be specified in order to understand the
medium of communication wireless technology, therefore the resource of work and
object of optimization of Cognitive Radio, explained in Sect. 5 where further its viability
as a solution will be explained in the larger concept of Smart Grids, in Sect. 4 are named
some aspects of Colombian law regarding the use of radio spectrum and finally in
Sect. 6 the conclusions will be expose and some issues which must be clearly referenced
when taking the decision to realize the implementation of a communication infrastruc‐
ture based on Cognitive Radio.

2 Smart Grids

The actual electrical grid is based on a model proposed in the last third of the XIX
century, in 1887 the polyphase system model is provided by the physicist and engineer
Nikola Tesla who planted the bases of the alternate current. The centralized model of
generation, transmission, distribution and consumption of electrical energy that we
know and use actually began implementing in the early XX century and its fundament
remains intact over a century (Chun-Hao and Nirwan 2012) approximately, making
improvements in elements of the system without changing its philosophy.

Smart grids want to change this paradigm by detecting system faults and automate
it using a two-way flow in electricity and information and obtaining a distributed and
automated system, implementing communication nets that allow interaction between
the producer and the user, in other words, integrates an intelligent communications net
for power net (Kumar et al. 2011) allowing the monitoring and control of the different
elements connected to the network. SG is the modernization of the entire electrical
system, want to integrate the technologies of information and communication comple‐
ment infrastructure that take advantage of integration of renewable energy and allow
two-way communication between the consumer and provider of electric service to
improve efficiency considering concepts such as demand response, smart measure and
power quality.

The benefits to be obtained of intelligent networks are among others (Fig. 1):

• Automation and remote reading of energy meters. (AMI - AMR, Advanced metering
infrastructure - Advanced meter reading).

• Improving the quality of power.
• Communication from the generation, transmission, distribution and end user.
• Two-way flow of electricity and information
• Support for distributed generation.
• Flexible system of rates.
• Easy maintenance and operation.
• Integration of all types of generation in a single network.
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Fig. 1. Smart grids requirements. (Behnam 2012)

When we present these items, we realize that telecommunications play a leading role
in the implementation of smart grids, thus making the deployment of a communications
network will be a consuming and delicate task because they must ensure the principles
and essential requirements to consider the system as an intelligent network.

So we got that SG is a wide proportions system in which large number of intercon‐
nected components interact producing massively information, these data should be
transmitted, transported, administered and analyzed under schemes and architectures of
communication that solve the loading and management of information generated in the
system. It also means that design a communication architecture that meets all specifi‐
cations of SG is not an easy task, many services, components and applications have
different requirements in terms of bandwidth, capacity, latency, security, and others, so,
realize that the current ICT infrastructure and standards used are unable to reach the
requirements set in this concept, opens a start from here to propose viable alternatives
to achieve the intention to establish the basis of will be smart grids of future, where
choose the right architecture becomes critically important to consider ensuring an effi‐
cient, safe and reliable model delivering information between network components. In
this way it is shown that the communication infrastructure becomes the pillar that
supports the load of the smart grid in the perspective view (Yan et al. 2013), the Fig. 2
illustrates this premise.

Multiple topologies and network architectures have been proposed with the solid
intention of providing the services and functional requirements in this complex system,
it’s the case of Ettus research, (Krattenmaker 1995); (Mitola 1999) and others ones, there
we can find common concepts as the network architecture required. With the will to
unify the criteria found, it can be deducted three servings network Access segment,
Distribution segment and Main segment o backbone.
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Once it’s understood the importance of the telecommunications network in the
context of SG, the idea is to analyze the technologies available to reach the challenge
posed to implement smart grids in Colombia, due to ease and cost of deployment to
deploy a telecommunications network according to requirements of smart grids, we
discuss an emerging technology that is part of wireless solutions because they offer
advantages and facilities compared wired technologies, is also widely known that the
transmission rates have improved greatly in recent years, a feature that makes it look a
very attractive option. Also, it have been planted optimization techniques of the elec‐
tromagnetic spectrum to use this resource in a right manner, this concept is called cogni‐
tive radio (Vehbi and Dilan, 2012) and will be explained later.

The electromagnetic spectrum is the medium diffusion of wireless communications,
for this reason it is important to know this resource and its regulations to make wise
decisions based on solid and consistent arguments from the point of view of engineering.

With the will to unify the criteria found, it can be deducted three servings network
as the follows:

• Access segment.
• Distribution segment.
• Main segment o backbone.

The previous corresponds to the geographical location of the elements that make part
of the power grid, they will be distributed throughout the infrastructure all telecommu‐
nications devices, sensors and meters that will be reporting information to the analysis
and management systems.

To see graphically the previously, we observed Fig. 3, where portions of net are
specified according to their distribution.

Also, it can clearly see that as the network portion, exist significant names to divide
or segment the focus of work within the larger smart grid system, highlighting the
following concepts that will not be extended in this article, but they will be delve in the
references cited.

Fig. 2. Smart grid pillar. (Yan et al. 2013)
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The concepts that should be expanded are:

• HAN: Home Area Network
• BAN: Building Area Network
• NAN: Neighborhood Area Network
• IAN: Industrial Area Network
• FAN: Field Area Network
• WAN: Wide Area Network

Once it’s understood the importance of the telecommunications network in the
context of SG, the idea is to analyze the technologies available to reach the challenge
posed to implement smart grids in Colombia, due to ease and cost of deployment to
deploy a telecommunications network according to requirements of smart grids, we
discuss an emerging technology that is part of wireless solutions because they offer
advantages and facilities compared wired technologies, is also widely known that the
transmission rates have improved greatly in recent years, a feature that makes it look a
very attractive option. Also, it have been planted optimization techniques of the elec‐
tromagnetic spectrum to use this resource in a right manner, this concept is called cogni‐
tive radio (2012) and will be explained later.

The electromagnetic spectrum is the medium diffusion of wireless communications,
for this reason it is important to know this resource and its regulations to make wise
decisions based on solid and consistent arguments from the point of view of engineering.

3 Spectrum Division

We know consequently use wireless technology is a feasible tendency since it’s trying
to implement an efficient telecommunications network and affordable cost to provide
the necessary services to reach the requirements of SG. To think of using the radio
electric spectrum with the exposed goal, we must have awareness of how this resource

Fig. 3. Network architecture for SG. (Krattenmaker 1995)
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is used, for it is primordial to know which is divided into 9 frequency bands (ITU
2012) designated by integers as shown in Table 1.

Table 1. Spectrum division (ITU 2012).

Band number Symbol Frequency ranges Example of service or
application

4 VLF 3 to 30 kHz Meteorology
5 LF 30 to 300 kHz Radio navigation
6 MF 300 to 3000 kHz Time Signals
7 HF 3 to 30 MHz AM Radio
8 VHF 30 to 300 MHz FM Radio
9 UHF 300 to 3000 MHz Wi-Fi, TV, Cell
10 SHF 3 to 30 GHz Aeronautical mobile
11 EHF 30 to 300 GHz Communication between

satellites
12 300 to 3000 GHz

In this way and according to the characteristics of each band, commercial use and
standards widely known, we can get an idea of which technologies use to implement a
suitable telecommunications network within SG.

3.1 Practical Use of the Spectrum

In our daily life we use many applications or services based on the transmission of
information across the radio electric spectrum, is the case of radio (AM 500–1500 kHz
band 6, 80–108 MHz FM band 8), television (VHF UHF bands 8 and 9 respectively),
mobile phone (800–2500 MHz using the band 9), Bluetooth (2.4 GHz, lane 9), Wi-Fi
(depending on the implemented standard could be 2.4 GHz or 5 GHz bands 9 and 10
respectively) and others. It also should not be ignored that there is a strict regulation in
each country for the use of spectrum, there it can be found based on the technical
specifications of the sector, frequency bands licensed and unlicensed (900 MHz,
2.4 GHz, 5 GHz).

4 Colombian Regulations for the Spectrum Use

In the Colombian legal framework, the electromagnetic spectrum is an inalienable and
an endless lapsed-time property, in this way the control and management are only
responsibility of the state as it says in Article 75 of the 1991 constitution: “The electro‐
magnetic spectrum is an inalienable and endless lapsed-time public property attached
to the management and control by the State. Equal opportunities is guaranteed in access
of use that terms of law established.

To guarantee media informative pluralism and competition, the State will intervene
as mandated by the law to prevent monopolistic practices in the use of the electromag‐
netic spectrum.” (Asamblea Nacional Constituyente 1991).
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In most regimens, the state is responsible for controlling the use of the electromag‐
netic spectrum, in our case, Article 4 of the law 72 of 1989 provided: “The radioelectric
channels and other mediums of transmission that Colombia uses or may use in the field
of telecommunications are the exclusive property of the State.” (Guerra de la Espriella
and Oviedo 2011). Later in 1990 it’s stated in Article 18 of Decree Law 1900 that the
electromagnetic spectrum “is the exclusive property of the State and such as a public
domain, inalienable and endless lapsed-time domain, the management, administration
and control correspond the Ministry of communications “. (Guerra de la Espriella and
Oviedo 2011).

In the same way, in that norm set in Article 20, it’s established that the radioelectric
frequency use requires prior permission from the then Ministry of Communications,
actually the Ministry of Information Technologies and Communications, also for this
reason must pay the rights that apply to the use of this resource. (Guerra de la Espriella
and Oviedo 2011).

Article 19 of Decree Law 1900 of 1990, the management and administration of the
spectrum is also named prioritizing the activities of planning, coordination, fixing the
frequency table, allocation and verification frequencies, granting permission for use,
protection and defense of the radioelectric spectrum, radio emissions testing technique,
establishment of technical conditions of terminal equipment, vigilance for the irregu‐
larities control that contribute to maintain the correct use of the resource in question.
(Guerra de la Espriella and Oviedo 2011). Also in Act 142 of 1994, Article 8 refers as
follows: “It is the responsibility of the Nation: 8.1. In privative form plan, allocate,
manage and control the use of the electromagnetic spectrum.” (Congreso de Colombia
1994).

The Article 25 defines that: “Concessions, and environmental and health permits.
Those who provide public services require concession contracts, with the competent
authorities according to law, to use the water; to use the electromagnetic spectrum in
the provision of public services will require a license or concession contract.” (Congreso
de Colombia 1994).

Continuing with this idea, Decree 4392 of 2010 specifies that the radioelectric spec‐
trum, as defined by the International Telecommunication Union-ITU, is “the set of elec‐
tromagnetic waves, which frequencies conventionally lower than 3000 GHz, which
propagated in space without artificial guide.” (Information and communication Tech‐
nologies Ministery 2010). Just there it’s named that the organization is reflected in the
national table frequency attribution bands (NTFAB) in accordance with national and
international standards and technological developments.

The order of NTFAB (Guerra et al. 2010) is in charge by Ministry of Information
Technology and Communication on recommendations of the National Spectrum Agency
(NSA), this one has as its main objective to plan, monitor and control the Radioelectric
Spectrum in Colombia, as well as provide technical advice for the efficient management
and promote their knowledge (ANE, 2011), among others, the functions of advising the
Ministry of Information Technologies and Communications in design and formulation
of policies, plans and programs related to radioelectric spectrum, designing and formu‐
lating policies, plans and programs related to the prevention and control of spectrum, in
accordance with national and sectorial policies and proposals by the competent
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international organizations, when it’ll be necessary, study and propose, in line with
sector trends and technological developments, optimal schemes of surveillance and
control of the radioelectric spectrum, including satellite ones, except as provided in
Article 76 of the Constitution and in accordance with current regulations, exercise
supervision and control of the radioelectric spectrum, except for the provisions of Article
76 of the Constitution, on the other hand it is fine to know that the control entities
responsible for managing is the procurement, comptroller and congress.

Meanwhile in Law 1341 of 2009, Articles 11 and 72 indicate, that the use of radio‐
electric spectrum requires previous permission granted by the Ministry of Information
Technologies and Communications, who wants to ensure transparent processes and
maximizing resources for the state, for that reason prior to granting permission to use
radioelectric spectrum allocation or service concession is determined if there is indeed
a plural number of applicants in the corresponding frequency band so as to apply objec‐
tive selection procedures. In this same decree objective selection procedures are estab‐
lished, the determination of multiple applicants, content of applications, evaluation and
award of spectrum, performance guarantees, compensations, penalties, service
continuity, temporality among others (MINTIC 2009).

In this way we realize that this wireless technology offers benefits to think about
deploying a communications network focused to meet the requirements of SG, it should
board the regulation of our own nation and consequent to have clarity in the application
of technology designs, prototypes or wish to submit proposals, the previous reach the
objective of informing and consider legal aspects of the use of the most important
resource in the transmission of information via wireless.

5 Cognitive Radio

In 2003, the FCC (Federal Communications Commission) of the United States, claiming
that he had to rethink current wireless network architectures giving way to the concept
of cognitive radio (CR = Cognitive Radio) on which the fundamental principle for the
design would be new networks (Aguilar and Navarro, 2011). Here CR is defined as the
radio frequency system capable of varying its transmission parameters based on their
interaction with the environment in which it operates.

According to the working principle of cognitive radio, we have the following main
features: Cognition capacity: Functionality that allows census the environment for
capture information concerning the radioelectric spectrum and identify sub channels
used or blanks spaces. Auto-configuration: Permits a device change its transmission and
reception parameters dynamically according to the census information (modulation,
frequency, power). With the goal to optimize the spectrum, the FCC promoted the
opening bands used in television broadcasting for use by unlicensed users, called secon‐
dary users. The principle of this proposal is based on techniques to share spectrum, this
technique is called OSS (Opportunistic Spectrum Sharing).

Other organizations have advanced in techniques of cognitive radio, in the case of
DARPA (Defense Advanced Research Projects Agency) who developed a technology
that allows multiple telecommunication systems share the same spectrum using an
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adaptive mechanism called DSA (Dynamic Spectrum Access). On the other side we
find the military forces of the United States (US Army) who also based his research
developed the technique ASE (Adaptive Spectrum Exploitation). For its part, the IEEE
has worked in the specification of the standard 802.22 WRAN (Wireless Regional Area
Network) which aims to access the Internet using the frequency band allocated to tele‐
vision system (54 MHz – 862 MHz), a control of cognitive medium access is included,
point-to-multipoint topology in the regional network composed of fixed base stations
and portable devices based on the bands 8 and 9 (IEEE 802.11 Working Group, 2014).

Due to the growing demand for Radio frequency (RF) communications, strict poli‐
cies of portions allocation of spectrum and its inefficient use (Vehbi and Dilan, 2012), it
is necessary to use emerging technologies in this area as it is timely access to spectrum
by taking advantage of the benefits offered technical dynamic management. The DSA
technique for its part, proposes a logical strategy to enable the efficient use of this
resource, this way has two actors, the primary user (PU) and secondary user (SU). The
primary user is the owner of the licensed channel, for that simply reason he will have
priority in the use of the medium, on the other hand we find the secondary user, who
must find a appropriate time to use the resource for that reason he will be responsible to
census the environment and identify sub channels used to make use of them in the
absence of primary users. With an overall description of this functionality, we can realize
that the cognitive radio technology has the potential to integrate sampling, communica‐
tions and computer systems with the aim of serving the real life applications, including
SG.

The RC offers viable solutions applicable to SG because of their adaptive capacity
in existing spectrum conditions, seeking to improve the performance of the communi‐
cation network in key areas such as reliability, delay, multipath, noise, changing char‐
acteristics of the spectrum in accordance with location, weather and environmental
conditions. In summary, the motivation to think in cognitive radio as a viable solution
in the implementation of SG are named below: A substantially improve the problem of
interference associated with the collision of packets in wireless channels for the char‐
acteristic of timely access to the spectrum. It can handle very low latencies for the use
of sub-channels used in the TV broadcast band. Wide geographic areas covering.
Covering for multiple networks according to the principle of sharing the spectrum. It is
very common finding in studies of RC that is appointed the television broadcast spectrum
or that development approach to work in this band, however there are not established
criteria why focus on this portion of the spectrum being the technology to adapted to the
operation of any frequency band. This is the case (Oh et al. 2010); (Peha 2008), where
are named approaches and development studies of cognitive radio using the white spaces
in the TV band.

On the other hand it is important to note that certain policies of working have been
established to address this issue, in (Oh et al. 2010) are highlighted initiatives such as
the protection of the rights of the licensed user, rules for sharing the 5 GHz frequency
with a dynamic selection in the range 5230–5350 MHz and 5470–5725 issued by the
American organization FCC (Federal Communication Commission) which is involved
in aspects such as the availability of the channel time-based, movement between chan‐
nels, non-occupancy period, likewise are named selection criteria channel based on PSD
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(Power Spectral Density), signal power limitations, antenna characteristics and emission
patterns. For his part in (Peha 2008) we find political cooperation and coexistence
between users of the same level and Primary-Secondary spectrum users, finding the right
information presented in Fig. 2 of such reference, which seeks to find a working rela‐
tionship based on the premise of spectrum share, and also valid signal interference
percentages. For his part in (Behnam et al. 2012) a device called “Policy Reasoning”
which makes decisions on dynamic spectrum access policies based on previously estab‐
lished as mentioned before and languages for information exchange for the sync devices
which belong to a RC network.

5.1 Architecture, Topology and Application

We have seen that the RC is a new technology with features well defined that may be
applicable to intelligent networks being that can be improve aspects of communication
such as interference, coverage area and latency speaking in terms of wireless solutions
and being aware of the use of spectrum according to Colombian regulations.

Now it will show realistic applications using cognitive radio in SG will. The imme‐
diate and most obvious example is AMI-AMR. Measuring points in the electrical system
are strategically placed to measure loads, the information from the measuring points
must be collected and analyzed for different purposes, pricing, power quality, TOU
(Time Of Use), reports, events etc.

The management and data collection system requires a communications infrastruc‐
ture to do its work in a reliable, secure, scalable and effective. In a normal wireless
communication within AMI-AMR environment it is noisy and overloaded with signals
from different devices operating in unlicensed bands in turn this results in many lost
packets in themselves collisions medium means that reflected in high latency in commu‐
nication channels, on the other hand, in the licensed channels have high prices translate
into higher budgets to maintain the communication infrastructure. This leads to consider
the RC technology to provide dynamic and timely allowing media access and use
licensed channels without interfering with undergraduate information systems using
common bands within the spectrum to improve the performance of the communication
of information.

Within the framework proposed by SG it takes in count the ability to support distrib‐
uted generation allowing the use of clean and renewable energy that will bring benefits
how efficiency and reliability of electrical supply. Maintaining stability and proper
balance between generation and demand is possible through exchange of information,
as if it were a diagram of closed loop control. The wireless communication channels
based on cognitive radio have advantages in this scheme for its wide range of coverage,
little interference and dynamic spectrum access. Work monitoring network are easier
with an extensive coverage with features such as detection of power outages or over‐
heating problems or other types of damage to transmission lines or distribution, threats
or warning alarm generation for specific situations. Noting the Fig. 4, we realize the tree
network topology based on a hierarchical RC proposed where the full scope of the
network is looking to satisfy given architecture in Sect. 2, Fig. 3. Likewise, HGW (HAN
gateway cognitive) are identified in the access segment, the NGW (NAN cognitive
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gateway) in the distribution segment, finally the control center as well the cognitive radio
base stations in the main segment or backbone network.

Fig. 4. Hierarchy communication architecture. (Yang, Kim, and Zhang, 2012).

According to this proposal, the access segment work with unlicensed bands, while
other segments will be working in licensed bands for a chance to access the medium
dynamically. HAN provide meter information (read data as energy, power, instrumen‐
tation variables, load profiles etc.) in real time. Taking advantage of the cognitive char‐
acteristics of the gateway (HGW), the operating parameters are dynamically configured
to deliver the information to the next level, it means, to NGW. In other words, the HGW
devices allow you to connect local networks to larger networks, for example Internet.
NGW is responsible for transport the information from NAN to control centers and
vice versa, also they are responsible for synchronizing the cognitive parameters to radios
HGW either own census or sync level, it means control center and stations RC base.
This synchronization of parameters is done through fixed channels shared by the radios
in the network, this way we find devices in charge of monitoring the environment to
make the decisions of the frequencies used in the transmission and reception of infor‐
mation, it is notable that this sampling should be performed in distant geographic areas
to prevent interference between the same radio and thus respect the coverage area of
each network segment.

Now that we know that the idea is to understand the technology based on RC and
the Colombian regulatory framework, it is important to name a case study conducted in
Bogotá DC (Paz et al. 2014), this paper analyzes the migration of the cellular
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communications to the UHF TV band, throwing as conclusions that are necessary flex‐
ible radio platforms and according to the available platforms today, the implementation
is not adequate from the point of view of flexibility, cost, and energy expenditure,
however notes that overcoming this barrier, the RC technology will bring significant
advantages over current wireless communication models that allow optimal way to
exploit the spectrum giving the ability to have shared services using the same frequency
range.

6 Conclusions

It is understood that the technology explained under the concept of RC is viably appli‐
cable to SG for optimization that pretends to make the communication media on which
it is based by providing wide coverage to use different bands for the transmission of
information while avoiding packet collision at offering low latency to avoid retrans‐
mission of information important to meet the requirements of SG if it takes in count
infrastructure and telecommunications features.

On the other hand, there is a legislative gap in the dynamic spectrum access, as the
band allocation rules and rights that must be paid for the use of information channels
distributed in the spectrum on the frequency bands set in the CNABF and assigned to
the DSA technique called PU as RC. Focusing on this point is where the lacks are
detected in terms of regulation refers, a logical fact because it is an emerging technology
which has no networks in production but with a great potentially for the solutions that
allows to implement, on the other hand highlights the advance work by different agencies
such as the FCC and NTIA both American institutions who are in charge of the commer‐
cial spectrum users control and federal government users respectively, being ahead of
regulation works policies as the mentioned in the 5 GHz frequency (Oh et al. 2010).
Furthermore Ofcom who is the communications regulatory body in the UK, as well as
the communications regulatory Commission of Ireland (ComReg) agree with the FCC
to impose economic incentives (Oh et al. 2010) to standardize policies that assist devel‐
opers and support developed works by RC FCC and IEEE.

This contrasts with the mentioned legislative lack, because until the day of writing
this paper no rules with force of law have been found in the searches done over technical
and scientific texts databases nor in web search engines with chains focused on inves‐
tigating by legislation in different countries in Europe and north America who take the
lead in this and many other technologies.

On the other hand it was observed that the band Television is a central focus in the
study and development of the RC, although no solid criteria to support this trend has
been found, it can understand the commercial use of this band how a striking aspect of
the exploitation of this portion of the spectrum. Because of the transmit frequency is
high, the advantage of being able to carry a lot of information because with more data
more frequently but less than wavelength, and that turns into more power to achieve
more coverage area.
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By the simple fact of having live and direct broadcasts reaching multiple regions in
the same country and guided by the normal operation of the TV we can deduce that it
has low latency in the signal and areas of wide coverage, but this it is because our TV
is a passive agent, that means, only receives the signal and the operator (responsible for
the diffusion channel) is responsible for radiating the signal power to ensure coverage
of the population. In the case of an RC network in this band, it should be noted that the
teams will be active, so it is receiving and sending information, and for that reason energy
requirements should be high if you want to reach a wide area of coverage, also a task of
processing information related will be done with the means for determining the char‐
acteristics of transmission and reception of information-based policies as mentioned in
Sect. 5 which must be clearly defined by the control entities related as ANTV, ANE,
MinTIC, Congress and related participants such as TV channels, radio channels and
different spectrum users.

On the other hand it a primary point of attention needs to clear rules of appro‐
priate use of the resource for SU respecting the priority of the PU. According with the
exposed in Sect. 4, we knew the procedure that must be one PU for the right channel
on a spectrum, starting from this basis ¿how the scheme should be to use the same
channel for SU?, ¿under which figure should apply for a permit to use the resource?,
¿such permission must be processed before the PU who won the right and license to
use the resource or to the State in accordance with the previously stated is solely
responsible for the management and protected by article 75 of the constitution of 1991
and other laws established?. If a permits scheme from the PU is followed, it could
rise to malicious market behaviors that favor special interests, contrary to the provi‐
sions as pluralism and competition is sought in the objective selection of users. Also
as an immediate effect is a decrease of the operating cost of the spectrum under the
premise of RC should not be managed as a license to use, opening the discussion of
suppression licenses for spectrum exploitation to reach the RC massif use. Because
the previous reason, it is confirmed that the RC seen from the point of view of engi‐
neering is feasible and applicable, but for been a complex theme, a legislative scheme
is needed to regulate this technology covering aspects such as limitations of power,
features of signal emission types (analog and digital), antennas, channel occupancy,
occupation times, regulations to prevent illegal trade of spectrum signaling occupa‐
tion, mechanisms to prevent a user unlicensed indefinite use of a channel, interfer‐
ence limits, control and surveillance agencies.

Finally, according to the specification of Decree 4392 of 2010, the CNABF is named
in accordance with national and international standards and technological developments,
so it is understood that this framework is subject, between others, to technological
developments which the RC fits perfectly, so it should be consider adjustments, modi‐
fications or additions to the regulations shown in national law for the implementation
or use of RC in the communication networks that must be implemented for different
purposes.
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Using Demographics in Predicting Election
Results with Twitter
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Abstract. The results of two Dutch elections are predicted by counting
political party mentions from tweets. In an attempt to improve the pre-
dictions, gender and age information from the Twitter users is automat-
ically derived and used to adapt the party counts to the demographics in
the election turnout. The prediction improves only slightly in one of the
elections where the correlation between election outcome and Twitter-
based prediction was relatively lower to begin with (0.86 versus 0.97).
The relatively inaccurate estimation of Twitter user age may hinder a
larger improvement.

Keywords: Twitter · Political election prediction · Demographics

1 Introduction

1.1 Twitter as Predictor of Political Election Outcome

The social media web platform Twitter1 has been used as a basis for predicting
many different types of events and outcomes of processes, among which the out-
come of political elections. Traditionally the result of elections are predicted by
questioning a representative part of society, which is costly and time consuming.
If these polls could be replaced by predictions based on tweets, that are available
anyway, costs could be largely reduced.

Tumasjan et al. were one of the first to report on election predictions based
on tweets [17]. Although some flaws in their study were exposed [8], other
researchers have used their procedure of predicting by simply counting tweets
that mention political parties, with varying success. There are reports on this
procedure for elections in a number of countries [7]. For the Netherlands, this
method has been conducted by Tjong Kim Sang and Bos [14] and by Sanders
and Van den Bosch [13]. In this latter study we compared the mentions of polit-
ical parties in tweets of ten days before the Dutch parliamentary elections of
2012 with the polls and the election results. We found a very high correlation
with both the election results (0.95) and the polls (0.96), although the polls
still outperform the prediction based on tweet counts: the correlation between
election results and polls was 0.98.
1 http://twitter.com.
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Gayo-Avello discusses a number of aspects that are usually not taken into
account in the election predictions based on tweets [3], among which demo-
graphics. Barberá and Rivero show the inbalance in distribution of gender in
tweets about the 2011 Spanish legislative elections and the 2012 US presidential
elections [1]. Tjong Kim Sang and Bos attempted to incorporate demographics
in their study [14], but they did not have demographic data of Twitter users.
Wang et al. forecasted the 2012 USA presidential elections based on highly non-
representative polls conducted on the Xbox using multilevel regression and post-
stratification [19]. In this paper we report on a case study on two recent political
elections in the Netherlands in which we take demographic distributions of Twit-
ter users into account when predicting election results from the Twitter stream.
The demographics are estimated using machine learning methods [11,12] and
are therefore error-prone.

For using demographics2 in the prediction of the election results based on
tweets to be meaningful, there should be a difference in voting behavior of dif-
ferent demographic groups. Furthermore, there should be a difference in demo-
graphics between voters and Twitter users for the demographic data to have a
correcting effect on the basic count-based estimates. These two conditions are
discussed in Sect. 2. In Sect. 3 we introduce our data, and in Sect. 4 we show
how we obtain demographics in the voter and tweeter populations. In Sect. 5 we
explain how we adapt our predictions to the demographic distributions and show
the results. We finish with conclusions in Sect. 6 and a discussion in Sect. 7.

1.2 Elections Used in This Study

Two Dutch elections have been investigated in this study: (1) The national
parliamentary elections of 12 September 2012, which are the most important
elections in the Netherlands; (2) The provincial elections of 18 March 2015,
where the parliaments of the twelve Dutch provinces are elected. Because the
Dutch national senate is elected in these elections indirectly (as the provincial
electees elect the senate members), they were also important at the national
level.

2 Demographic Bias

2.1 Voting Behaviour for Different Gender and Age Groups

Different voting behaviour of different age and gender groups is assumed as a
boundary condition for this study. There is ample evidence in the literature
though that different voting behaviour across demographic groups is real. For
instance, Inglehart and Norris show in their study in 19 countries that men and
women have different political orientations [6]. Also, men show more interest

2 In this study we only studied gender and age because these are the two most basic
demographic data and because these are the only two that are automatically retriev-
able to a certain extent.
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in politics than women [18]. Webster et al. show that people tend to vote for
people close to their age [20] while Goerres argues that people tend to vote more
when they are older [5]. Furthermore people in Great Britain tend to vote more
conservative when they age [15].

2.2 Demographic Distribution on Twitter

Users on social media in general and Twitter specifically do not mirror the
people in society in all demographic aspects [9]. More specifically, people are
younger and there are slightly more men on Twitter than women [10]. Duggan
and Brenner did surveys for different social media and found out that Twitter
is especially appealing for adults from 18 to 29 [2].

3 Political Tweets, Polls and Election Results

In this study we compare counts of political parties mentioned in tweets with
election results and polls. In this section we explain how we acquired the data.

The tweets that were retrieved for this study were taken from TwiNL, a large
collection of about 40 % of all Dutch tweets [16]. TwiNL filters Dutch tweets
on typical Dutch words that rarely appear in other languages, and follows a
dynamically updated group of Dutch Twitter users that post often. Political
tweets were selected from TwiNL by looking for party names in the tweets using
regular expressions of the 11 political parties in parliament (see [13] for details).
A tweet that matches one of the political party regular expressions is called
a “political tweet” throughout this paper. The person who posted the tweet
is called a “political tweeter”. For both elections political tweets were gathered
from ten days preceding and including election day. In total we collected 159,826
political tweets for 2012 and 183,602 for 2015.

The polling data was retrieved from allepeilingen.com, which is a website that
keeps track of all polls from all well known polling institutes in the Netherlands
since 2000. The election results were retrieved from kiesraad.nl3, the official
website that presents the election results in detail.

4 Demographics in Elections and in Tweets

4.1 Demographics

If the demographics of the political tweeters would be the same as that of the
electorate that turns up for voting, there would be no need for adaptation.
Hence, first we need to compare whether (as the literature suggests) and how
these demographics differ. In the next subsections we explain how we retrieved
and validated the demographic data for the elections of 2012 and 2015 and for
the political tweeters.

3 http://www.verkiezingsuitslagen.nl/Na1918/Verkiezingsuitslagen.aspx.

http://www.verkiezingsuitslagen.nl/Na1918/Verkiezingsuitslagen.aspx


262 E. Sanders et al.

4.2 Voter Demographics

Information about the age and gender distribution of the voters in the 2012 and
2015 elections were obtained from TNS-Nipo4. TNS-Nipo is a market research
company well-known for election polling. They used a large user panel that was
asked for their age, gender and what they voted (among many other things).
TNS-Nipo divided their data in three age groups: 18–35, 35–55 and 55+. These
age groups are used throughout this paper. Table 1 lists the distributions over
age groups and gender for voters in 2012 and 2015.

Table 1. Demographics of elections of 2012 and 2015 according to TNS-Nipo in per-
centages

2012 2015

Age group Men Women Total Men Women Total

18–34 6.1 5.6 11.7 6.2 6.5 12.7

35–54 15.7 17.5 33.2 13.6 15.3 28.9

55+ 24.8 30.3 55.1 26.8 31.6 58.4

Total 46.6 53.4 100 46.6 53.4 100

The table shows that the gender balance is about even –with slightly more
women than men voting– and over half of the voters is older than 55 years. The
demographic distribution of the voters is fairly constant among the two elections.
For most of the gender–age groups the differences between the two elections is
less than two percent.

4.3 Twitter User Demographics

To automatically estimate the gender and age of the political tweeters, an offline
version of TweetGenie [11,12] was used. TweetGenie is a machine-learning sys-
tem that uses the language in the aggregated set of Dutch tweets posted by a
Twitter user to identify the age and gender of the user, based on a training set
of users with known ages and gender. TweetGenie was used “as is”; it was not
adapted or retrained for the purpose of these experiments.

Table 2 lists the age and gender distributions of users who posted politi-
cal tweets in the two elections as produced by TweetGenie. Because the age
is derived from the most recent tweets of the user in 2016, while the elections
were in 2012 and 2015, respectively four and one year are deducted from the age
estimated by TweetGenie to arrive at the estimated ages during the elections.

The table shows that three in four of the political tweeters is male, which
is in sharp contrast with the election turnout in which male and female voters
are almost at a par. Furthermore the political tweeters are on average much
4 www.tns-nipo.com.

http://www.tns-nipo.com
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Table 2. Demographics of political tweeters in 2012 and 2015 according to TweetGe-
nie’s estimates based on 2016 user accounts, in percentages

2012 2015

Agegroup Men Women Total Men Women Total

18–34 51.3 17.6 68.9 28.7 8.1 36.8

35–54 21.3 8.5 29.8 45.5 15.8 61.3

55+ 1.0 0.4 1.4 1.4 0.5 1.9

Total 73.6 26.5 100 74.2 25.8 100

younger than the real voters. Notable is the low number of 55+ political tweeters
according to TweetGenie. It is a known systematic weakness of TweetGenie that
it generates too low age estimates for older people [12], so the real number of
tweeters in this age category is probably higher. More generally, the statistics in
Tables 1 and 2 highlight that there is a difference between voters and political
tweeters and that correcting Twitter-based counts on the basis of differences in
the two demographics is in principle a good idea.

4.4 Quality Control by Human Annotators

We use the data provided by TweetGenie as the demographics for the politi-
cal tweeters, but we do not know how accurate the estimation of gender and
age by TweetGenie is. In the absence of a golden standard (a set of Twitter
users of which we have certainty on their gender and age) we compared the
TweetGenie estimates to demographics determined by human annotators. Two
annotators guessed the gender and age of 3,000 political tweeters. This was done
in a webtool, created for this purpose, that showed the profile from 2012 or 2015
(depending from what year the political tweets was) and a link to the current
profile. Sometimes there is age information in the profile description, but most
demographic clues were derived from the profile picture. Note that the profile
picture in Twitter is often not up to date so that the guessed age based on it
might be several years too young. The demographics of a number of tweeters
could not be established by either the annotator or TweetGenie, and about 10 %
of the tweeters was annotated as non-human (but as an institution, newspaper,
etc.). Leaving these out, we ended up with a set of 1,815 Twitter accounts for
which the demographics were compared. Table 3 shows the age and gender dis-
tributions for the 2012 and 2015 as estimated by the human annotators and
TweetGenie. Figure 1 shows a scatter plot with the age as indicated by humans
against that of TweetGenie.

For gender, the distributions as annotated by the human annotators and
TweetGenie do not differ very much for both elections, which indicates that
the gender distribution as produced by TweetGenie is reliable. For age, on the
other hand, the differences are larger. TweetGenie assigns some of the youngest
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Table 3. Gender and age distributions as annotated by humans and TweetGenie for
2012 and 2015 in percentages

Human TweetGenie

Gender

Men 70.6 74.4

Women 29.4 25.6

Age

18− 18.7 10.3

18–34 33.4 36.7

35–54 35.8 51.6

55+ 14.1 1.3

Fig. 1. Scatterplot of age annotation by human annotators and TweetGenie

group to an older group, and assigns some of the oldest group to a younger
group. This same pattern is visible in the scatter plot in Fig. 1.

To verify that human annotators can guess the age and gender of a tweeter
better than TweetGenie, we computed intra-annotator agreement between the
two human annotators and TweetGenie. A set of 100 accounts were annotated
by both annotators and TweetGenie. After removal of unannotated accounts we
ended up with a comparison set of 72 accounts for which gender was annotated
and 61 for which age was annotated by the two annotators and TweetGenie.
Table 4 lists the Cohen’s kappa values for the agreement between the annotators
and TweetGenie for age and gender.

Cohen’s kappa between the two human annotators is near-perfect for gender
and substantial for age, which makes the annotation of the humans reliable for
comparison. The kappa between TweetGenie and the humans is moderate for
gender, and only slight for age. From this we conclude that the age annotations
of the human annotators is more reliable than those of TweetGenie.



Using Demographics in Predicting Election Results with Twitter 265

Table 4. Cohen’s Kappa between two human annotators and TweetGenie for gender
and age

Gender Age

Annotator2 TweetGenie Annotator2 TweetGenie

Annotator1 0.97 0.52 0.64 0.09

Annotator2 - 0.56 - 0.14

5 Prediction of Election Results

5.1 Without Adaptation

Following Sanders and Van den Bosch [13], the outcome of the elections are
predicted by counting how often a political party is mentioned in a tweet in the
ten days before and including election day. These counts are compared with the
polls of one day before the elections and the outcome of the elections.

5.2 Adaptation of Tweet Counts Based on Demographics

Using the distributions in Tables 1 and 2 we can use post-stratification [4] to
compute weights with which we adapt our tweet counts for the prediction of
election results, so they reflect the correct demographic distribution. Tables 5
and 6 present the results with and without adaptation for the 2012 and 2015
elections, respectively. The quality of the prediction is represented in Pearson’s

Table 5. Prediction with Twitter, polls and outcome of elections of 2012 with and
without demographic adaptation in percentages. At the bottom the correlation (with
95% confidence interval) and mean absolute error with the election results.

Political party Election result Polls Twitter Twitter adapted

VVD 26.8 23.4 22.7 23.1

PVDA 25.1 22.7 20.1 21.9

SP 9.8 14.3 11.2 11.8

PVV 10.2 11.5 10.2 7.7

CDA 8.6 8.1 8.1 8.7

D66 8.1 7.9 9.0 7.5

GL 2.4 2.7 8.1 8.1

CU 3.2 4.1 3.6 4.6

SGP 2.1 1.8 2.6 1.9

PVDD 2.0 1.6 3.0 3.2

50PLUS 1.9 2.1 1.4 1.6

Correlation elections 0.98 (0.94–1.0) 0.97 (0.79–1.0) 0.97 (0.70–1.0)

MAE elections 1.3 1.8 1.9
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Table 6. Prediction with Twitter, polls and outcome of elections of 2015 with and
without demographic adaptation in percentages. At the bottom the correlation (with
95 % confidence interval) and mean absolute error with the election results.

Political party Election result Polls Twitter Twitter adapted

VVD 16.7 16.7 26.1 25.3

PVDA 10.6 10.1 14.1 13.9

SP 12.2 13.4 7.0 8.8

PVV 12.3 15.5 11.2 8.8

CDA 15.4 12.4 9.9 11.6

D66 13.0 15.5 15.6 13.3

GL 5.6 4.1 5.7 6.1

CU 4.2 4.0 3.4 4.3

SGP 2.9 2.6 2.2 2.1

PVDD 3.6 2.9 3.3 3.6

50PUS 3.5 2.9 1.2 2.3

Correlation elections 0.96 (0.89–0.99) 0.84 (0.68–0.99) 0.86 (0.75–0.98)

MAE elections 1.3 2.9 2.3

correlation over all political parties and the Mean Absolute Error (MAE); the
mean absolute difference in percentages.

Table 5 shows that the prediction of the election outcome is very good for
2012. The correlation of 0.97 is only slightly worse than that between the polls
and the election outcome, 0.98. The MAE shows a clear difference, though.
Importantly, correcting the demographics does not improve the prediction; the
MAE ends up marginally worse. For 2015, the prediction based on tweets is
clearly worse than the polls. Yet, here the adaptation for gender and age does
improve the predictive power of the tweets. The correlation is slightly improved
from 0.84 to 0.86, and the MAE is decreased by 21 % from 2.9 to 2.3.

6 Conclusions

In this study we attempted to improve the prediction of election results on the
basis of counts of mentions of political parties in tweets by using demographic
(age and gender) information. We did this for two Dutch national elections. For
the parliamentary elections of 2012 the prediction without demographic adapta-
tion was precise to begin with. Adding demographic information did not result
in an improvement. For the provincial/senate elections of 2015 the prediction
was not as good as for the 2012 election. Here, adding demographic information
did improve the prediction. The Pearson’s correlation with the election results
improved, and the MAE was reduced.



Using Demographics in Predicting Election Results with Twitter 267

7 Discussion

In a case study in which we compare two national Dutch elections we find a small
improvement of adding demographic information in the predictive power of Twit-
ter for election results when the prediction without the demographic information
is not very high to begin with. Obviously, correcting for demographics is only
one of the possible and perhaps necessary adaptations that could be done to
improve the predictive power of tweets, as suggested by Gayo-Avello. In this
respect, the results we found are encouraging. Further research is needed to find
out whether adapting for demographics really helps in predicting election results
based on tweets.

The first avenue for improvement appears to lie in achieving a better estimate
of the age distribution of the tweeters. TweetGenie appeared to guess the gender
of political tweeters well, but for age the agreement with human annotators
was somewhat low, especially for the oldest age category. TweetGenie may be
retrained on more data, or its predictions could be calibrated itself to correct its
biases.

In this study we only took age and gender of Twitter users into account,
while neglecting education, social status, ethnicity etc. Including these demo-
graphic factors might increase the predictions, but they will likely be harder to
automatically retrieve with sufficient accuracy.

For correcting the Twitter count we used the actual voter turnout demo-
graphic distribution of the election we tried to predict the results from. These
numbers are not known in advance. However, the distributions for the 2012 and
2015 were fairly similar, so we presume that using the distribution of a recent
election will be a good estimate for a new election.
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Pablo Suárez-Serrato1(B), Margaret E. Roberts2, Clayton Davis3,
and Filippo Menczer3,4
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Abstract. Social bots can affect online communication among humans.
We study this phenomenon by focusing on #YaMeCanse, the most active
protest hashtag in the history of Twitter in Mexico. Accounts using the
hashtag are classified using the BotOrNot bot detection tool. Our pre-
liminary analysis suggests that bots played a critical role in disrupting
online communication about the protest movement.
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1 Introduction

On November 7th, 2014, the Mexican Federal District Attorney, José Murillo
Karam, cued one of his aides towards the end of a press conference by saying
“Ya me cansé” (I am tired). The press conference was about the status of the
investigation into the disappearance of 43 teachers in training from the rural
normal school in Ayotzinapa, Guerrero on September 26th, 2014. This gesture
of fatigue catalyzed the largest use of a protest hashtag on Twitter in Mexico to
date.

1.1 #YaMeCanse

In 2014 Twitter had just over 7 million users in Mexico. According to Crimson
Hexagon, the #YaMeCanse hashtag was used in over 2 million tweets during
the month following November 7th, 2014, and a total of about 4.4 million times
to this date. Its use peaked on 21st November 2014 with 500 thousand posts.
Figure 1 shows the recorded volume and period of activity for #YaMeCanse
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E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 269–278, 2016.
DOI: 10.1007/978-3-319-47874-6 19
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and some related hashtags. It was claimed during this period that Twitter was
being gamed, flooded by accounts that mainly tweeted this hashtag repeatedly,
in an attempt to make it more difficult for human users to communicate and
find each other using it. As an innovative response, the human users of the
hashtag switched to using the #YaMeCanse2 hashtag. As the alleged spamming
accounts moved too, the human users subsequently iterated this evasion strategy
using #YaMeCanse3, #YaMeCanse4, and so on. This continued with strong use
through #YaMeCanse25.

500k

200k

200k

100k

300k

200k

75k

50k

Fig. 1. Recorded volume and period of activity for four hashtags: #YaMeCanse
(upper left) had strongest use between November 7th and December 14th, 2014;
#YaMeCanse2 (upper right) had strongest use between December 1st and Decem-
ber 16th; #YaMeCanse3 (lower left) had strongest use between December 8th and
December 16th; #YaMeCanse4 (lower right) had strongest use between December 9th
and December 16th. These diagrams were obtained through Crimson Hexagon.

1.2 Social Automation

As companies and institutions strive to automate service processes, there has
been a rise in the use of automated social media accounts (for example, chat
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bots). While some of these accounts can be benign and helpful, some have been
designed and deployed with intentions that are not benevolent. Reports of polit-
ical protests in Russia being swamped by spam on Twitter [1] and of mass
pro-government Twitter campaigns in Turkey [8] have already appeared.

A bot account can display various levels of automation and content sophisti-
cation. They range from spammers that just repeat a hashtag and include irrel-
evant characters, like punctuation, to bots that repeat a crafted message over
and over using multiple—hundreds or even thousands—accounts. Sybil accounts
attempt to disguise themselves as humans. Cyborg accounts mix automation and
human intervention. For example they can be programmed to post at certain
intervals. Twitter accounts of news organizations often fall under this category.
A review of the pervasiveness of social bots and the state of the art in detecting
them can be found elsewhere [9].

BotOrNot is a general supervised learning method for detecting social bot
accounts on Twitter [6]. This system exploits over 1,000 features that include user
meta-data, social contacts, diffusion networks, content, sentiment, and tempo-
ral patterns. Based on evaluation on a large set of labeled accounts, BotOrNot
is reported to have high accuracy in discriminating between human and bot
accounts, as measured by the Area Under the ROC Curve (AUC 94 %).

It is now understood that the influence of social bots in political dis-
course, such as a protest, can impede free speech and fracture activist groups
[18]. Instances of these outcomes were reported to have also taken place in
Mexico in 2015 [15]. Recently, Freedom House added pro-government commen-
tators and bots to their analysis of government censorship on the web because
these methods can alter the nature and accessibility of the conversation [11].

The goal of this research is to establish whether bots interfered with commu-
nication between real Twitter users in the context of the #YaMeCanse protest.
We hope to empirically test whether increases in bot activity cause users to lose
track of the conversation. If this is the case, the bots would be functioning as
a form of censorship, distracting users from the conversation, similar to online
propaganda in other countries like China [13]. The ultimate goal of our project
is to quantify bot influence on suppression of communication.

In the preliminary analysis presented here, we use bot identification tech-
niques to verify the involvement of bot accounts in the #YaMeCanse protest.
To this end we present data visualization techniques, using multivariate kernel
decomposition estimates and hexagonal bins, to identify regions of potential bots
accounts in the phase space obtained by considering pairs of classification prob-
abilities based on different subsets of BotOrNot features. These techniques allow
us to flag potential bot accounts by focusing on the different outputs produced
by BotOrNot. This way we can focus on language-independent classifiers, which
is important in the present case study because the tweet corpus is in Spanish
whereas BotOrNot is trained on English content.



272 P. Suárez-Serrato et al.

1.3 Related Work

Twitter bots have been alleged to influence the political discourse surrounding
Brexit in the United Kingdom [12]. To evaluate the role of bots, opinions were
clustered based on hashtag use. It was found that a very small fraction of most
active accounts was responsible for a large fraction of pro-Brexit content: fewer
than 2,000 accounts in a collection of 300,000 users (less than 1 %) generated
up to 32 % of Twitter traffic about Brexit.

Network decomposition techniques were used to conclude that the success
of social protests depends in part on activating a critical periphery [2]. These
peripheral participants may be as essential to the communication of the protest
message as the most connected and active members. The influence of bots, hin-
dering communication and blocking potential adhesion of new members to a
community, could lead to a halt in the movement’s growth.

In relation to Mexico, the use of Twitter as a vital communication channel
was investigated in the context of urban warfare related to the ongoing war
on drugs [14]. Users would tweet the location of conflicts as they erupted, so
that their followers could then avoid these violent zones. The authors empha-
sized that warfare is also a conflict over the control of information, and pro-
vided a longitudinal survey of the adoption of Twitter to create safe networks of
information.

The appearance of fake Twitter accounts among the followers of political
figures is common, with 20–29% fake followers in the cases of some prominent
people. Accounting for social bots is crucial, for example, in electoral polls and
in the identification of influential users on topics of interest. Post sentiment has
been studied to separate human from non-human users in Twitter [7]. A machine
learning process was developed, trained on a retrospective analysis of 867 sus-
pended accounts. Political science methods have been used to study Twitter in
relation to political issues, with a focus on electoral periods [10].

The SentiBot tool employed a combination of graph-theoretic, syntactic, and
semantic features to discern between humans, cyborgs, and bots [3]. 19 out of
the top 25 variables that determine if an account is a bot were found to be
related to sentiment. Another classifier exploits natural language processing for
social bot detection [4]. Such techniques were recently used to investigate the
presence and effect of social bots promoting vaporizers and e-cigarettes [5]. These
are examples of tools that would have to be retrained in order to establish the
same results in languages other than English. Porting them to Spanish would be
necessary for application to a corpus of tweets such as the one analyzed in this
paper. One of our present contributions is the observation that in considering the
different classification scores produced by BotOrNot, we can use the language-
independent features to flag potential bot accounts in Spanish. This technique
could potentially be used in other languages as well.
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2 Bot Analysis

2.1 Data and Methods

We had access to datasets of streamed tweets collected by activists using Twit-
ter’s streaming API during November and December 2014. The tweets were col-
lected as each hashtag was rising in popularity and only for limited periods, hence

Table 1. Total unique users in each dataset

Dataset Unique users

#YaMeCanse 14756

#YaMeCanse2 1605

#YaMeCanse3 8831

#YaMeCanse4 2530

#YaMeCanse5 437

Friend Temporal

Network User

Content Sentiment

Fig. 2. BotOrNot probability densities for its classifiers using Friend, Temporal, Net-
work, User, Content, and Sentiment features. The distributions are based on 14,756
unique accounts using the #YaMeCanse hashtag between November 26 and 30, 2014.
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Fig. 3. Combined BotOrNot probability densities: bi-variate Kernel Density Esti-
mates for pairwise Friend-Network, Friend-Temporal, Temporal-Network and Content-
Sentiment classes, for 14,756 unique accounts using the hashtag #YaMeCanse between
November 26 and 30, 2014.

the preliminary nature of our analysis. The tweets were not stored with all of
the Twitter metadata, but the datasets about the first 5 hashtags (#YaMeCanse,
#YaMeCanse2, . . ., #YaMeCanse5) have sufficient information for our analysis.
In total, these datasets include information from 152,757 tweets. They provide a
glimpse into the activity around these hashtags. We report on the 28,159 unique
accounts that mentioned these five hashtags (Table 1).

The user accounts were fed to the BotOrNot API [6], taking care to comply
with the Twitter API limits. The BotOrNot API includes scores for classifiers
trained on subsets of features related to Friends, Network, Time, Content, and
Sentiment, as well as an overall score obtained from a classifier trained on all
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Fig. 4. Combined BotOrNot probability densities. Bi-variate Hexagonal bins for pair-
wise Friend-Network, Friend-Temporal, Temporal-Network and Content-Sentiment
classes, for 8,831 unique accounts using the hashtag #YaMeCanse3 between December
11 and 13, 2014.

features. Each score can be interpreted as the likelihood that the given account
is a bot, according to the features in each of these categories [9].

2.2 Preliminary Results

Since most if not all of the tweets are in Spanish, the distributions of Content
and Sentiment scores do not register any significant signal pointing to the exis-
tence of bots, as illustrated in Fig. 2 for the first hashtag, #YaMeCanse. This
is not surprising, as the Content and Sentiment classifiers have been trained for
English language tweets. The distribution of Friend scores, however, displays a
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clear signal: a significant number of accounts have score above 0.8, strongly sug-
gesting the presence of bots. The Friend classifier considers four types of friends
(contacts): users retweeting, mentioning, being retweeted, and being mentioned.
For each group separately, BotOrNot extracts features about number of lan-
guages used, local time, account age distribution, popularity distributions, and
other user metadata.

The BotOrNot distributions for the Friend, Network, and Temporal clas-
sifiers display discernible modes for high bot scores. Therefore we plot these
pairwise using bivariate kernel density estimates (Fig. 3). The same is done for
hexagonal bin plots (Fig. 4). This analysis is carried out with the Seaborn library
[17]. The bot regions lie in the upper-right quadrants above 0.65× 0.65 scores.
Table 2 summarizes the numbers of bots in these regions. In both figures, we
observe clusters of potential bots, grouped away from the human users (marked
by dashed lines). In the Content-Sentiment case there is no clear bot cluster. In
the Friend-Network hexagonal bin plot, we also notice a second, sharp cluster,
suggesting that there may be two distinct types of bots.

Table 2. Numbers of likely bot accounts with BotOrNot score above 0.65, according
to each classifier and in each dataset. For the Temporal classifier we also show the
corresponding percentages out of all accounts in each dataset.

Dataset Temporal Friend Network Content Sentiment User

#YaMeCanse 610 (4 %) 340 467 313 162 365

#YaMeCanse2 79 (4 %) 40 58 44 27 42

#YaMeCanse3 394 (4 %) 259 312 200 110 240

#YaMeCanse4 130 (5 %) 56 83 67 31 63

#YaMeCanse5 24 (5 %) 13 19 9 7 12

Table 3. Deleted accounts found in the datasets.

Dataset Deleted accounts

#YaMeCanse 2084 (14 %)

#YaMeCanse2 235 (14 %)

#YaMeCanse3 1203 (13 %)

#YaMeCanse4 259 (10 %)

#YaMeCanse5 51 (11 %)

3 Conclusions

It is clear that there was a substantial bot presence affecting the online discussion
about the #YaMeCanse protest. In fact, the above estimates are to be considered
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as lower bounds. While computing bot scores, we ran into many accounts that
had been deleted by Twitter (Table 3). Many of these were probably bots.

A further analysis that incorporates a more representative sample will be
carried out in future work, in order to quantify the influence of these bots on the
discourse and on the fragmentation among human users of these hashtags. We
would also like to look for causal links between volume of tweets produced by
bots and shifts between hashtags. To this end we plan to apply an information
theoretic approach similar to one previously used for measuring influence in
social media [16].
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Abstract. In this paper, we focus on the informational and user expe-
rience benefits of user-driven topic exploration in microblog communi-
ties, such as Twitter, in an inspectable, controllable and personalized
manner. To this end, we introduce “HopTopics” – a novel interactive
tool for exploring content that is popular just beyond a user’s typical
information horizon in a microblog, as defined by the network of indi-
viduals that they are connected to. We present results of a user study
(N=122) to evaluate HopTopics with varying complexity against a typi-
cal microblog feed in both personalized and non-personalized conditions.
Results show that the HopTopics system, leveraging content from both
the direct and extended network of a user, succeeds in giving users a bet-
ter sense of control and transparency. Moreover, participants had a poor
mental model for the degree of novel content discovered when presented
with non-personalized data in the Inspectable interface.

Keywords: Communities · Content discovery · Explanations · Inter-
faces · Microblogs · Visualization

1 Introduction

Twitter is a microblogging service where users post messages (tweet) about any
topic within the 140-character limit and follow others to receive their tweets. As
of Feb. 2016, Twitter has around 320M active users, and 500M tweets are sent
every day. This noisy, user-generated content contains valuable information. The
majority (over 85 %) of trending topics are headline news or persistent news [15],
and Twitter is frequently used as a news beat for journalists [5].

With large amounts of noisy, user generated content, we have no choice but
to rely on automated filters to compute relevant and personalized information
that are small enough to avoid cognitive overload. However, once an automated
information filtering mechanism of any type is applied, there is a real risk that
useful, or critical information will never reach the end user. This problem is not
new: there is a sweet-spot between similarity and diversity in personalization.
Smyth [22] and Herlocker [11] refer to it as a general black-box problem with

c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 279–294, 2016.
DOI: 10.1007/978-3-319-47874-6 20
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Fig. 1. Screenshot of the system (condition D), with explanatory labels. Top: Network
Dashboard controlling the source of the tweets using community structure (1-hop and
2-hop followers) and topics (hashtags). Bottom: Content Viewer with resulting tweets,
that can be filtered and starred by users.

recommender systems, and more recently, Pariser [19] describes it as a filter
bubble problem, wherein personalized filtering algorithms narrow a user’s window
of information.

In social networks such as Twitter, a user’s information feed is populated
with content from the other users that they follow directly. Here, filtering can
be seen as a two step process. First, the user elects to follow another user,
and second, that (second) user acts as an information curator by either author-
ing or propagating messages. Both steps in this process are subject to failures
(c.f., [9,23]). Allowing people to see how their social network influences the infor-
mation they receive may help alleviate these issues. A high profile example of
the filter bubble effect occurred during the 2016 “Brexit” vote in the United
Kingdom. Through automatic personalization of content via algorithms, or via
selected friends serving as news curators, many people incorrectly assumed that
the ‘vote remain’ campaign would win by a large majority, and expressed shock
on Twitter after the result was announced. We believe that explanation of fil-
tering processes, and user-interaction with information filtering algorithms can
help to mitigate filter-bubble effects.

To this end, the main contribution of this paper is the introduction and
evaluation of a novel interface for Twitter, HopTopics, that addresses the filter
bubble problem. HopTopics enables users to leverage their network to source
novel and potentially relevant topics from both the local and extended social
network. The approach can be viewed as a hybrid of strong and weak ties
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(c.f., [10]) for personalized information seeking. The main scientific contribution
is the use of community structure to support content discovery, while improving
control and inspectability of navigation. In our study, we use an example from
journalism, but we note that the system can be generalized to most information-
seeking tasks, such as understanding public opinion about political events, as in
the above example.

The remainder of this paper is organized as follows: First, we present a dis-
cussion of related work. Next, we introduce the HopTopics system, including
the design choices for the interactive user interface (Fig. 1). This is followed by a
user experiment (N=122) in which we evaluate the system on real data and users
from Twitter in a 4 x 2 mixed design experiment. We conclude by discussing key
results and ideas for next steps.

2 Background

To frame this research in the context of related work, we look at three key areas.
First, we discuss related work on inspectability and control in intelligent systems.
Second, we focus on inspectability and control of data in microblogs – a topic
which is central to our research and has also received much attention in recent
years. Finally, we present a discussion of related work in the area of community
based content discovery.

2.1 Inspectability in Intelligent Systems

Mechanisms for improving inspectability and control have been introduced
to different classes of intelligent systems from open learner models [6,8], to
autonomous systems [7], decision support [3,14], and recommender systems
[13,25]. These studies have found that inspectability and control can have a
positive effect on user experience as well as improved mental models.

There has been a shift toward supporting more open searches and users’
understanding of novel domains evolving through use [1]. This has also meant
an evolution from static explanations to more dynamic forms of explanation
such as interactive visualization. For example, [26] has looked at how interaction
visualization can be used to improve the effectiveness and probability of item
selection when users are able to explore and interrelate multiple entities – i.e.
items bookmarked by users, recommendations and tags.

2.2 Inspectability in Microblogs

In order to better deal with the vast amounts of user-generated content in
microblogs, a number of recommender systems researchers have studied user
experiences through systems that provide inspectability of and control over
recommendation algorithms. Due to the brevity of microblog messages, many
systems provide summary of events or trending topics with detailed explana-
tions [16]. This unique aspect of microblogs makes both inspectability and con-
trol of recommender algorithms particularly important, since they help users to
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more efficiently and effectively deal with fine-grained data. Schaffer et al. found
that in addition to receiving transparent and accurate item recommendations in
a microblog, users gained information about their peers, and about the under-
lying algorithm through interaction with a network visualization [20]. The Eddi
system [4], a Twitter dashboard that supported topic-based browsing on Twit-
ter, and was found to be more efficient and enjoyable way to browse an update
feed than the standard chronological interface.

2.3 Community-Based Content Discovery

Serendipity is defined as the act of unexpectedly encountering something fortu-
nate. In the domain of recommender systems, one definition has been the extent
to which recommended items are both useful and surprising to a user [12]. This
paper investigates how exploration can be supported in a way that improves
serendipity, and maintains a sense of inspectability and control. The intuitions
guiding the studies in this paper are based on findings in the area of social
recommendations, i.e., based on people’s relationships in online social networks
(e.g., [17]) in addition to more classical recommendation algorithms.

The first intuition is that weak rather than strong ties are important for
content discovery. This intuition is informed by the findings of the cohesive
power of weak ties in social networks, and that some information producers are
more influential than others in terms of bridging communities and content [10].
Results in the area of social-based explanations also suggest that mentioning
which friend(s) influence a recommendation can be beneficial (e.g., [21,27]). In
this case, we support exploring immediate connections or friends, as well as
friends-of-friends.

The second intuition is that the intersection of groups may be particularly
fortuitous for the discovery of new content. This is informed by exploitation
of cross-domain exploration as a means for serendipitous recommendations [2].
It is in these two intuitions that the novelty of the work in this paper lies:
using community structure in microblogs to aid content discovery, by supporting
inspectability and control.

3 HopTopics System

In the following sections, we first describe the UI design behind HopTopics, from
the initial design used in a formative study, to the final design, shown in condition
D of the main study, and in Fig. 1. After that, we describe the interaction design.

The system architecture was designed to support real-time network-based,
topic-specific data exploration, including caching algorithms in order to prevent
exceeding the given rate limit1, and a cluster of back-end servers to increase the
number of possible concurrent requests.

1 https://dev.twitter.com/rest/public/rate-limiting, retrieved July 2016.

https://dev.twitter.com/rest/public/rate-limiting
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3.1 Formative User Study

We first conducted a formative user study (N=12) to evaluate the interface and
interaction design [24]. We used a layered evaluation approach [18], focusing
on the decision of an adaptation and how it was applied (in contrast to which
data was collected or how it was analyzed). So, to isolate some aspects of user
interface and interaction design, the HopTopics interface was evaluated using
obfuscated (Lorem Ipsum) data. We briefly summarize the previous results and
their impact on the interface and interaction design below.

Participants in two countries interacted with the interface in semi-structured
interviews. In two iterations of the same study (n=4, n=8), we found that the
interface gave users a sense of control. Users asked for an active selection of
communities, and a functionality for saving individual ‘favorite’ users. Users
found the community-based exploration feature to be particularly useful (feature
retained), but re-ranking of tweets less so (feature omitted).

Based on this formative study, a number of improvements have been imple-
mented in the system presented in this paper. The current system uses a scrolling
mechanism to allow users to see more data, and clearer icons to annotate whether
a tweet comes from someone the user follows, or whether it is from someone two
hops away. This addresses issues with previous annotations about group mem-
bership being unclear. The current interface also considers participants’ requests
to better integrate with the existing twitter website: it now includes a facility
to favorite tweets, and includes multimedia and URLs. As a consequence, the
system contains both a Content Viewer (for Tweets) and a Network Dashboard
pane (for Inspectability and Control) (c.f., Sect. 3.2).

3.2 User Interface Design

Figure 1 shows a screen shot of the training screen for the system and indicates
the various components. The dark grey speech boxes illustrate the basic com-
ponents of the system. The system has two core components: (1) A Network
Dashboard shows the active user’s one and two hop network along with the top-
ics/hashtags that are prominent in them; (2) A Content Viewer panel shows
a collection of the messages that are derived from the current set of selections
made in the dashboard view.

The Content Viewer shows an iconized combination of tweets from the dif-
ferent network groups: one-hop, two-hop, and global tweets (outside the user’s
network). Messages from each group are shown with a source provenance icon,
shown on the left side of Fig. 1. Within this viewer, participants can filter mes-
sages based on group (one-hop, two-hop, global).

Due to limited screen space for most web users, an important feature of the
system is the ability to retract the Network Dashboard – which is the inspectabil-
ity and control mechanism – and focus only on the Content Viewer – which con-
tains the tweets: the information they are typically interested in. In addition to
the icons, a color coding scheme is applied to the Network Dashboard to indicate
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links between hashtags and the groups (one-hop, two-hop, global) they originate
from, as shown in dark blue and cyan in the Network Dashboard of Fig. 1.

Since the number of nodes increase exponentially as one traverses the Twitter
network, query complexity and data relevance were primary design considera-
tions2. Node selections were limited to three selections for each column. The
selection limit is shown dynamically on the top right of the view window.

3.3 Interaction Design

A user begins by typing a query into the system. This is typically their own
Twitter ID, but could also be another user whose network they are interested
in exploring. The API is queried for network and content information, which
are then displayed in the Dashboard and Content panes respectively. A user can
mouse-over any of the user profiles listed in the columns to find out more (e.g.,
view the profile description and picture). Users interact with the Dashboard by
first selecting up to 3 people in the left column, which consists of all the people
they follow (one-hop group). As a user clicks on one of the people in the first
column, the third column is populated with people who they follow (two-hop
group, or friends-of-friends). When the user selects someone from the two-hop
group, further hashtags get shown in the “their hashtags” column furthest to
the right. This also adds more tweets in the Content Viewer.

As in typical Twitter feed interfaces, users can “star” or favorite tweets in
the Content Viewer. A user can also select the ’reset’ button at any point in a
data exploration session to return the system to its default view of the network.

4 Experiment

In this section, we describe an experiment to evaluate versions of the interface,
and the effect of personalization, using real world data. The experimental toolkit
was deployed as a web service and the link was made available on Amazon
Mechanical Turk (AMT).

4.1 Experiment Design

The experiment used a mixed design, as shown in Table 1. The interface variant
was assigned between participants and was one of: A) Baseline - standard Twit-
ter feed only, B) Data - augmented feed including topics mentioned by friends
of friends, C) Inspectable - dashboard visible but not interactive, D) Control-
lable - interaction with dashboard, this is the full system introduced in the
previous section. These conditions were compared between rather than within
participants, in order to avoid learning and ordering effects for a specific Twitter
account.
2 In an ideal scenario, the HopTopics system would be connected via a firehose,

https://dev.twitter.com/streaming/firehose (retrieved July 2016), connection where
complex queries would not pose quite as much of a constraint. However, given limited
bandwidth for our real-time experimental setup, node selections had to be restricted.

https://dev.twitter.com/streaming/firehose
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Table 1. Overview of conditions. Degree of personalization is within subjects, system
type is between subjects

Baseline Augmented
Data

Inspectable Controllable

Non-personalized A1 B1 C1 D1
Personalized A2 B2 C2 D2

In addition we compared, within participants, the effect of personalization of
the data, comparing (1) a non-personalized id (always the same id: @ACMIUI)
with (2) a personalized (their own Twitter ID). The condition using the data for
the non-personalized ID was always shown first. While this data was retrieved
live, it was not currently in progress. This is also a relatively small community
on Twitter, so the dataset is relatively static, and contains many topics that
may be unfamiliar to the average Twitter user.

The motivation for using such a dataset is (1) to create familiarity with
the interface through training, and (2) to have a condition where we expect
participants to have a consistent level of familiarity (low) with the content, as it
is not personalized. This design means, for example, that participants assigned
to the Augmented Data condition would always see first B1 (non-personalized)
and then B2 (personalized).

In addition to the responses we collected and computed the following indirect
measures: #people saved, #tweets starred, #hashtags saved, correlation between
perceived novelty and #hashtags identified as novel.

4.2 Hypotheses

We hypothesized that the system will help users discover more unexpected and
useful content, and lead to better subjective perceptions when the system is a)
Inspectable and Controllable (compared to two benchmarks: Baseline and Data),
and when the content is personalized (compared to non-personalized content).
The itemize hypotheses are described in Table 2.

Participants. Participants were recruited from the US only and were required
to have a Mechanical Turk acceptance rate of greater than 90 % (at least 90 %
of their HITs are considered of good quality by other requesters). They were
required to correctly answer some filler questions, and to have a minimal degree
of interaction with the system (2 min and 1 interaction).

155 participants completed the full study, however 33 participants were
excluded from analysis as they had technical issues (most likely they interacted
with the system beyond Twitter’s rate limits3. Out of the remaining 122, the dis-
tribution across the 4 versions of the system was (A=32, B=32, C=27, D=31).
The lower number of participants in conditions C and D is due to a lower com-
pletion rate in these conditions. User comments suggest that this is due to the
system being slow.
3 https://dev.twitter.com/rest/public/rate-limiting, retrieved July 2016.

https://dev.twitter.com/rest/public/rate-limiting
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Table 2. Overview of hypotheses (H1-H7)

H1: Perceived serendipity. “Compared to your regular twitter feed, how much
does this interface help you find relevant and surprising items that you did not
know about yet?” H1a: Perceived serendipity will be higher in the Inspectable and
Controllable conditions. H1b: Perceived serendipity will be (slightly) higher in the
personalized compared to the non-personalized conditions, across types of system.

H2: Perceived familiarity. “Compared to your regular twitter feed, how helpful
is this interface for finding information that is both relevant and familiar?” H2a:
Perceived familiarity will be higher in the Baseline and Data conditions. (compared
to Inspectable and Controllable). H2b: Perceived familiarity will be higher in the
personalized compared to the non-personalized conditions, across types of system.

H3: Perceived transparency. “The interface helped me understand where these
tweets came from.” Perceived transparency will be higher in the Inspectable and
Controllable conditions. We do not anticipate a difference in perceived transparency
between the personalized and non-personalized conditions.

H4: Perceived control. “The interface helped me change the tweets that are
recommended to me.” Perceived control will be higher in the Inspectable and Con-
trollable conditions We do not anticipate a difference in perceived control between
the personalized and non-personalized conditions.

H5: Content discovery. H5a: Degree of content discovery (sum of people + hash-
tags + tweets saved) will be greater in the Controllable condition (compared to
the Interactive condition). H5b: Degree of content discovery will be greater in the
personalized than the non-personalized conditions.

H6: Correctness of mental model. H6a: The correlation between perceived
serendipity (subjective) and content discovery (objective) will be higher for the
Controllable condition (compared to the Inspectable condition). H6b: The correla-
tion between perceived serendipity (subjective) and content discovery (objective)
will be higher for the personalized compared to the non-personalized condition.

H7: Perceived diversity. Perceived diversity will be higher in the Inspectable and
Controllable conditions (compared to the Baseline and Data). We do not anticipate
a difference in perceived diversity between the personalized and non-personalized
conditions.

The majority of participants (50 %) were 25–35, 24 % were 18–25, 22 % were
35–50, and only 4 % were 50–65. Participants were balanced across genders (49 %
male vs 51 % female). 91 % of the participants reported that they used Twitter
(“Sometimes” (27 %), “Often” (39 %), or “All of the Time” (25 %)).

4.3 Materials

Tweets were retrieved live at the time that the experiment was run (Oct 2015),
and used to populate the interface described in Sect. 3. Tweets were either
retrieved for the @ACMIUI account (in the non-personalized condition), or the
user’s own Twitter id (personalized condition). The default ordering of tweets
and people given by the API was used (chronological order).
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4.4 Procedure

The procedure contained the following steps, described in detail below: Pre-
survey ⇒ Instructions ⇒ HopTopics Non-personalized ⇒ Post-survey 1 ⇒
Instructions ⇒ HopTopics personalized ⇒ Post-survey 2. Participants started
the experiment with a pre-survey4, including demographics. They were then
taken to an instruction screen (see Fig. 1), where they were given an open-ended
task (Fig. 2):
Imagine that you have just taken on a new role as a freelance journalist. You
need to write a few pieces for a client. You can write them on any topics you
find interesting and surprising. However, you need to send your boss a short
summary on these topics by tomorrow! Your job is to find people and topics that
help you with your task:

• Save people and hashtags by clicking on them.
• Star any tweets that you would use as the basis of the articles you are going

to write.

Once they closed the introduction screen, the main interface became visible
with the non-personalized content. Participants could not move on to the next
screen if they had interacted with the system for less than 2 min. In A and B
conditions only interactions with tweets could be logged, while in conditions C
and D, interactions with people and hashtags could also be logged.

Participants moved forward to a post-survey5 after they selected the “I’m
Done!” button. Here they were asked about their perceptions of the system and
its contents. Next, participants were taken to the personalized variant in their
condition where they were asked to enter their own Twitter ID. They performed
the same task a second time, and were taken to an identical post-survey for this
second interaction.

4.5 Results

The distribution of responses were not normally distributed for any of the vari-
ables, and non-parametric tests (Kruskal-Wallis or Wilcoxon) are used to con-
sistently compare between conditions.

H1: Perceived serendipity. H1a. There was no significant difference between
versions of the interface with regard to the degree of perceived serendipity
(Kruskal-Wallis chi-squared = 5.8, df = 3, p-value = 0.12). H1b. There was
also no significant difference between the perceived serendipity for the non-
personalized and personalized conditions (Wilcoxon rank, W = 5876.5, p-value
= 0.71). Tables 3 and 4 summarize the means. While we did not find an effect
of condition on perceptions of serendipity, these differences may be revealed in
a more longitudinal study.

4 Pre-survey, https://ucsbltsc.qualtrics.com/SE/?SID=SV 819BEUBNzqmvzed.
5 Post-survey 1, https://ucsbltsc.qualtrics.com/SE/?SID=SV 8kvPK1O6qGiW2Z7.

https://ucsbltsc.qualtrics.com/SE/?SID=SV_819BEUBNzqmvzed
https://ucsbltsc.qualtrics.com/SE/?SID=SV_8kvPK1O6qGiW2Z7
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(A) Baseline: This is the typical message list view.

(B) Augmented Data: Augmented with new messages.

(C) Inspectable HopTopics with dashboard.

(D) Controllable HopTopics with interaction.

Fig. 2. Screenshots of the four between subjects system versions (A-D).
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Table 3. Mean (SD) perceived serendipity by system level (A-D), (0=low, 100=high).

A B C D All

59.81 (30.58) 50.97 (32.54) 62.59 (28.95) 60.38 (26.33) 57.95 (30.34)

Table 4. Mean (SD) of perceived serendipity for personalized and non-pers. conditions.

Non-personalized Personalized All

57.69 (29.38) 58.22 (31.39) 57.95 (30.34)

H2: Perceived familiarity. Table 5 summarizes the mean familiarity of hash-
tags. H2a. In a comparison between the Inspectable and Controllable interface
conditions, we did not find a significant effect on the perception of being able to
find familiar tweets (Wilcoxon rank, W = 1944.5, p-value = 0.07).

Table 5. Mean (SD) of content identified as relevant and familiar. (1=low, 100=high)

Non-Pers. Personalized Both

C 59.96 (28.03) 55.37 (27.69) 57.67 (27.69)

D 38.67 (34.40) 52.07 (34.18) 45.37 (34.66)

Combined 48.75 (33.05) 53.63 (31.04) 51.19 (32.02)

H2b. There was no significant difference w.r.t. perceived familiarity compar-
ing the personalized compared to the non-personalized data (c.f. Table 5), across
types of system (Wilcoxon, W = 1497.5, p-value = 0.47). A deeper understanding
of the sets of selected hashtags, and associated user interests may be necessary
to explore differences in familiarity perception.

H3: Perceived transparency. There was a significant difference between
the versions of the interface (A-D) w.r.t. the degree of perceived transparency
(Kruskal-Wallis chi-squared = 8.5456, df = 3, p-value < 0.05). The means in
Table 6 show higher means for the Controllable and Inspectable conditions (pair-
wise comparisons were not significant after correction was applied). We did not
anticipate a difference in perceived transparency between the personalized and
non-personalized conditions.

H4: Perceived control. There was a strong and significant difference between
the versions of the interface (A-D) w.r.t. the degree of perceived control (Kruskal-
Wallis chi-squared = 13.562, df = 3, p-value < 0.01). Table 7 summarizes the
means per condition, demonstrating a greater sense of control in the Inspectable
(C) and Controllable (D) conditions. Post-hoc pairwise comparisons show a sig-
nificant effect of conditions only between the Baseline and both the Inspectable
(C) and Controllable (D) conditions (Wilcoxon, p < 0.01, Bonferroni corrected).
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Table 6. Mean (SD) perceived transparency by system level (A-D), (1=low, 7=high).

A B C D All

4.45 (2.05) 5.12 (1.82) 5.41 (1.52) 5.45 (1.37) 5.09 (1.76)

We did not anticipate a difference in perceived control between the personalized
and non-personalized conditions.

Table 7. Mean (SD) perceived control by system level (A-D), (1=low, 7=high).

A B C D All

3.97 (1.67) 4.38 (1.88) 4.88 (1.63) 5.03 (1.29) 4.49 (1.71)

H5: Content discovery. Participants could not select topics or people in con-
ditions A and B, so we compared conditions C and D only. H5a. There was a
trend toward greater content discovery in the Inspectable (C) condition com-
pared to the Controllable (D) condition (Wilcoxon rank, W = 1168.5, p-value =
0.07), but the Inspectable condition also had a much larger standard deviation.
H5b. There was also no significant difference for the degree of content discovery
between the non-personalized and personalized conditions (Wilcoxon rank, W
= 6131.5, p-value = 0.84), means are shown in Table 9.

Table 8. Mean (SD) of content discovered by system level (C, D). (1=low, 7=high)

C D All

6.37 (5.17) 5.00 (3.49) 5.65 (4.40)

H6: Correctness of mental model. Participants could not select hashtags or
people in conditions A and B, so we compared conditions C and D only. H6b.
There were significant correlations between perceived serendipity and degree of
content discovery in the personalized condition (Table 10). This suggests that
participants were better at estimating the amount of novel hashtags and tweets
they were marking as favorite in this condition (Table 8).

H6a (revised) Post-hoc comparisons show that for the Inspectable interface
and the non-personalized condition this correlation was negative and significant
(Spearman, p<0.05, rho=-0.42, Bonferroni corrected). This suggests that par-
ticipants who could inspect their data, but had a non-personalized profile, were
poor at estimating the amount of novel content they marked as favorites. Par-
ticipants in the non-personalized condition discovered as much novel content
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Table 9. Mean (SD) content discovered for pers. and non-pers. conditions. (1=low,
7=high)

Non-personalized Personalized All

5.65 (3.81) 5.65 (4.95) 5.65 (4.40)

Table 10. Spearman correlations b/w perceived serendipity and content discovery.

Comparison p rho

Condition C 0.16 -0.19

Condition D 0.57 0.10

Personalized 0.02 0.15

Non-Pers 0.16 0.08

(Table 9) as for the personalized condition, but underestimated the perceived
novelty (c.f. Table 4).

H7: Perceived diversity. There was no significant difference between the ver-
sions of the system (A-D) w.r.t. the degree of perceived diversity (Kruskal-Wallis
chi-squared = 3.8267, df = 3, p-value = 0.28). We did not anticipate a difference
in perceived diversity between the personalized and non-personalized conditions.

5 Limitations

The focus of our study was on the impact of inspectability and control of a
recommender system on content discovery and user experience. The recommen-
dation process itself was treated as a black box, enabling us to establish that the
interface and interaction (decoupled from the algorithm) are effective in terms
of user perceptions.

We did not apply our own recommendation algorithm to filter people to fol-
low, the hashtags, or the tweets. Rather, the content was based on social network
structure, and the chronological order normally used by Twitter. While Twitter
is reputed to modify its ranking algorithms, details of the current tweet selection
algorithm are available in their online documentation6. With similarity-based
ranking applied to the user lists, the HopTopics system would behave similarly
to a standard user-based collaborative filtering algorithm. While outwith the
scope of this paper, the next natural steps will be to implement this system
with different algorithms, such as user and item-based collaborative filtering,
and compare user perceptions for these. Note that in our experiment, the same
black box algorithm was used across all conditions, creating a fair comparison
in a between-subjects design for the different levels of inspectability.

Our definitions of serendipity and familiarity follow the definition of e.g.,
[12], and put an emphasis on “relevance”, e.g., serendipity is defined as both
6 https://support.twitter.com/articles/164083, retrieved July 2016.

https://support.twitter.com/articles/164083
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Table 11. Significance levels, - if not significant. NA=Not Analysed.

Variable Interface Personalization

Serendipity - -

Familiarity - -

Transparency 0.05 NA

Control 0.01 NA

Content - -

Mental Model - 0.05

relevant and surprising. Given the relatively weaker personalization, through
the regular Twitter content selection, and selection by social network, it is likely
that there were fewer personally relevant items than might appear in a system
that applied a better personalization algorithm. In this paper, the main point
was however to compare between conditions. The results demonstrate that there
were enough relevant tweets to compare (fairly) between conditions, and we
were able to evaluate familiarity and serendipity. An alternative could have been
to ask only whether a tweet is surprising (/familiar). However, this would not
capture the impact of an inspectable interface on deciding whether a tweet is
relevant, instead it would answer the question if they have seen it before (or not)
regardless of its informational value.

6 Conclusion and Future Work

In this study, we designed a novel interactive tool, called HopTopics, for social
content discovery on Twitter. The system is designed to combat the filter-bubble
effect by sourcing relevant information from beyond a user’s typical information
horizon in microblogs. Specifically, we leverage n-hop social connections and
hashtags to create augmentations to the “traditional” Twitter feed that include
opinions on relevant topics from both local (1 hop) and extended (>1 hop)
networks. We conducted a 4 by 2 mixed design user experiment to evaluate
the impact of feed augmentation, inspectability and control on a variety of UX
metrics compared to a baseline, while varying personalization. The study was
conducted on a crowd-sourced platform, and a fictional information gathering
scenario was used to promote user engagement with the system. Our findings
suggest that our interface and interaction model are significantly more effec-
tive for improving user experience in terms of both perceived transparency and
perceived control, compared to baseline interfaces.

Inspectability can sometimes also be harmful. Participants in the Inspectable
condition underestimated how much novel content they discovered when the twit-
ter data was not personalized to them. While the results for the Inspectable and
Controllable interface conditions were largely identical throughout the experi-
ment, the error in mental models found for the Inspectable condition did not
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appear for the Controllable condition. This suggests that the Controllable inter-
face might help users form better mental models, and that the measure of
serendipitous content objectively discovered, versus the perception of serendip-
ity, could be a good proxy for evaluating when transparency is helpful. Table 11
summarizes the key findings of the experiment. In our next experiments, we will
investigate the effect of specific algorithms (e.g. kNN and content-based filter-
ing) on the selection of top users and hashtags on interaction with the interface.
We also plan to investigate the effect of the global/trending use of hashtags
mentioned in the network on novel and relevant content discovery.
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Abstract. Ensuring media is brought appropriately and directed
toward the “right people” is an important challenge. Marketers have tra-
ditionally employed demographic-based strategies such as age and gender
to find target ad viewers. This research explores an alternative method
by utilizing the embedding of brand relationships drawn from rich social
media data. We presume that co-mentioned brands reflect the interest
relationships of people and seek to exploit such information for targeted
advertisements. Our 3-week experiment demonstrates the efficacy of the
relationship-based ad campaign in yielding high click-through-rates. We
also discuss the implications of our finding in designing social media-
based marketing strategies.

Keywords: Social media · Targeted advertisement · Ad experiment

1 Introduction

The marketing landscape has changed significantly in the recent years. Tradi-
tional media such as radio, TV, and newspapers have less influence than before
and instead a countless number of social media platforms have become more
active [10,12]. The daily time spent on social media has surpassed that of TV
for youth as well as other growing populations. Likewise it is expected that
social media will play an increasing role in influencing the purchasing decisions
of individuals as they become the primary go-to place to find information about
products and services [3,5].

Following this communication paradigm, marketers have shown great interest
in understanding the power and influence of user-generated discourse on social
media [7]. Companies utilize social media for digital advertising, as well as for
wholehearted communication with their consumers such as handling complaints
and collecting feedback [11]. Interactive and targeted marketing capabilities are
considered effective for social media marketing [4]. According to eMarketer, the
total expenditure for social media advertising in 2017 is expected to reach 35.98
billion USD globally, comprising 16 % of the total digital advertising expendi-
tures. Yet, social marketing strategies so far have relied largely on basic demo-
graphic features, like age and gender.

c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 297–306, 2016.
DOI: 10.1007/978-3-319-47874-6 21
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Recent studies suggest advantages of new behavioral targeting and person-
alization in online advertising. For example, researchers have suggested a cost-
effective methodology to predict demographic profiles of website visitors for tar-
geted ads [2]. Their methodology transforms the website visitors’ clickstream
patterns to a set of features and trains classifiers to generate predictions for
gender, age, level of education, and occupation. From the industry side, already
a number of patents exist regarding targeted ads on the web and social media.
These patents use users’ search history, IP addresses, location, status, real-time
keywords to customize advertising and target users.

A few studies have proposed targeted advertisements specific to social media.
For example, one survey study investigated whether it is possible to predict user
demographics from social media data and whether such predictions are effective
for targeted advertising [1]. The authors found that people with high open-
ness and low neuroticism responded more favorably to targeted advertisements.
Another recent study provided empirical evidence regarding the role of various
advertising methods on social networks (i.e. earned vs. paid) [9]. The authors
concentrated on the act of friend tagging and found it a powerful user-initiated
solution for matching products with potential buyers.

Moving forward, data embedded in social media platforms like Facebook and
Instagram can identify consumers of specific brands on its platform (e.g., via
analyzing posts) and enable targeting based on demographic information, web
traffic, and various in-app activities. For example, recognizing a demographic-
level affinity to cultural products can be effective. Even when demographic infor-
mation is not complete, services can make use of previous log history such as the
kinds of posts or brands individuals (or their connected network) have “liked”
on the site, which form the basics of social marketing.

In this study, we make an attempt to utilize such social context and measure
the effect of several social media advertising strategies. We investigate whether
and to what extent co-mentioned brand relationships in user-generated content
can identify individuals who are potentially interested in particular products.
This idea was tested via a real-world ads experiment on Instagram, thanks to
support from Lucky Chouette, a notable fashion brand in South Korea. Lucky
Chouette is popular among young women both nationally and internationally
and is owned by KOLON Industries, Inc.

The brand name #luckychouette was mentioned over 18,000 times as of
August 2016. As target ad keywords, 17 other brands that were frequently co-
mentioned with Lucky Chouette were identified. When setting target keywords
as brands, online users who have interacted with those brands get exposed to
targeted ads. The advertising content utilized for our experiment was a 119-piece
ad campaign collection featuring a popular Korean celebrity figure that has not
been released prior to this study. The ad content was produced by professionals
hired by the brand’s marketing team. The ad campaign cost nearly 4,300 USD
and a total of 1,016,974 Instagram users were exposed with the ads over the
course of 3 weeks.
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Our experiment shows that utilizing brands that are highly co-mentioned
with the target fashion brand (Lucky Chouette) yield better click-through-rates
in ad campaigns than those brands that are less frequently co-mentioned. We
also find that non-fashion brands to be also a useful candidate for promoting
fashion ads in that ‘Starbucks’ was one of the prominent keywords that yielded
high click-through-rates. These findings suggest that social data-driven keywords
may be a useful method to find new target keywords, compared to using only
general demographic keywords like age and gender. We discuss challenges and
difficulties in conducting an online ad experiment.

2 Data Methodology

An ad experiment was conducted in collaboration with Lucky Chouette. The
brand’s mother company, KOLON Industries, Inc. is one of the largest manufac-
turing companies in South Korea. To understand the chatter around this brand,
we collected Instagram posts that mention the brand name via the hashtag
#luckychouette (both Korean and English translation) using the service’s API.
We focused on Instagram because the platform is well known for its fashion-
loving community [6] and the marketing team of the brand was particularly
interested in exploiting a targeted ad campaign on this platform.

The gathered data comprise 23,765 photo posts and 238,599 hashtags shared
from July 2011 to May 2015. The number of users who posted #luckychouette
at least once was 9,155. Text descriptions of these posts were used to identify
co-mentioned brands. Prior to analysis, we excluded all posts from the official
account of Lucky Chouette as well as 10 avid brand advocates, who were volun-
tarily participating as the brand’s social media promoters.

From the gathered text data, we then extracted hashtags that co-appeared.
Hashtags are a popular practice on Instagram. Users employ hashtags to add rich
context information and description to their photos. Hashtags allow other users
to easily find interesting content [8]. In a way, adding and searching hashtags
on Instagram is considered equivalent to joining a virtual community of users
discussing the same topic [13].

We listed the top co-occurring hashtags and then manually identified other
brands from this list. Three major kinds of brands were co-mentioned frequently
with #luckychouette: apparel brands, shoe brands, and coffee places. This rela-
tionship is shown in Fig. 1, where the word clouds represent which other brands
are co-mentioned with Lucky Chouette on Instagram.

Among the apparel brands, global brands (e.g., Zara, Uniqlo) were mentioned
more frequently than regional competitors identified by the brand’s marketing
team. Interestingly, certain brands the marketing team did not consider com-
petitors were also co-mentioned frequently (e.g., Chanel). Another prominent
category was shoe and sports brands. Vans was the most frequently mentioned
shoe brand, which may be because Lucky Chouette launched a collaborative
collection with Vans in 2015. The third category that was mentioned frequently
was cafes, where Starbucks had the most prominent share.
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(a) Apparel brands (b) Shoes/sports brands (c) Cafe brands

Fig. 1. Word clouds of the co-occurrence frequency for apparel, sports, and cafe brand
hashtags, where text size represents co-mention frequency

Overall Instagram users associated #luckychouette the most frenetically with
global SPA brands in the following brand order: American Apparel, Zara, and
Uniqlo. Their frequencies are higher than luxury brands like Chanel or premium
casual brands likes Saint James and Lacoste. Among the shoes which can be
worn with Lucky Chouette, sneakers brands such as Vans, Bensimon, Superga,
Converse had high frequency. Starbucks was the highest in frequency among cafe
brand hashtags.

Examining the co-mention relationships helped the brand marketing team
understand two new trends. First, the rank of brands confirmed existing assump-
tions of marketers in that young casual apparels such as Zara were mentioned
frequently. Yet, brand marketers identified some brands that were not in their
competitor landscape and found the co-mention relationship useful. Second, the
reach of brand names beyond apparels indicated that there might be a new,
untapped audience if one were to consider exploiting cafe and shoe brands for
advertisement. This cross-genre ad opportunity is an area that has not been
deeply explored in marketing.

3 Ads Experiment

Lucky Chouette began promoting its products in November 2015. At the time,
the firm relied on limiting its advertising exposure to a general target demo-
graphic of women in their 20 s and 30s, who were believed to be highly percep-
tive to changes in fashion and likely to make purchases. Target advertisements
were geared towards potential online shoppers rather than generic online con-
sumers. Several key brands that are often mentioned alongside Lucky Chouette
were identified, and consumers who have shown interest in those particular prod-
ucts or services would be targeted for subsequent advert exposure. This may be
considered an attempt to discover a Personalized Ads Strategy for the Lucky
Chouette brand.

For our targeted ads experiment we utilized the top 17 brands that were
frequently brought up in Lucky Chouette affiliated chatter. The ads were run
on the Instagram platform, yet were delivered to a subset of its users who have
connected their Instagram and Facebook accounts. This is because Instagram
does not require users to give demographic information upon registration, yet
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Fig. 2. Examples of Lucky Chouette ads used in the study

Facebook profiles contain a rich set of details about the gender, age, and region of
users. Furthermore, this allows the ad platform to target users who have “liked”
or “followed” any of the select brands on Facebook.

The ads experiment was launched over a 21 day period (Nov 19th, 2015 -
Jan 8th, 2016). A comprehensive set of 119 photo images were newly prepared
featuring a popular actress in South Korea, Jeong-ahn Chae. For this launch (1)
none of the ad images we employed in the experiment were released in public,
and (2) the ad quality was controlled so as to be consistent throughout the exper-
iment. These two conditions are important because pre-exposed photographs or
inconsistent ad images likely lead to different levels of engagement.

The 119 photo shoot campaign was used for a diverse set of ad combinations
with a fixed set of demographic settings (i.e., age, gender) and varying target
keywords (i.e., 17 brands). Each ad campaign had a budget of 50,000 KRW
(nearly $50) and ran for 3 consecutive days, meaning that ads were delivered
until this budget was exhausted. The budget was not used entirely when the tar-
get keyword we chose only yielded a small audience (i.e., fewer online users have
previously liked or interested with the brand set as target keyword). Each key-
word was employed in multiple different ad sets. Altogether, the ads experiment
consumed a total of 4,300,000 KRW (nearly $4,300).

3.1 Considered Target Keywords

Determining brands to be employed as target keywords was a joint effort with
the brand’s marketing team. We first included all brands that had prominent lev-
els of co-mentions with #luckychouette, including American Apparel (apparel),
Tomboy (apparel), Zara (apparel), Chanel (apparel), Uniqlo (apparel), Vans
(shoe), Converse (shoe), Adidas (sports), Nike (sports), and Starbucks (cafe).
Then we added brands from the lower ranks to include more brands that are
of interest to the brand marketers for comparison purposes. They included
Bean Pole (apparel), Giordano (apparel), Ralph Lauren (apparel), New Bal-
ance (sports), Reebok (sports), Angel-in-Us (cafe), and Caffe Bene (cafe). These
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17 selected brands were ranked and categorized according to their frequency of
joint mention with Lucky Chouette before the experiment began.

To compare advertising effects, we employed three criteria to rank brands and
divide them into two groups. The first method is examining the raw total count
of brand names jointly mentioned with #luckychouette (co-mention). The sec-
ond method measured the total frequency of individual brand-related hashtags
(frequency). The last method normalized the first methods total count by taking
the second methods frequency into account, quantifying how often these hash-
tags were mentioned alongside #luckychouette while considering their inherent
frequency of mentions (normalized).

1. Co-mention: the countofbrandhashtagsmentioned jointlywith#luckychouette
2. Frequency: the total count of brand mentions as of Feb 17th, 2016
3. Normalized: the total co-mention frequency divided by the total frequency

Each of the three methods was used to group the 17 select brands into two
groups: high and low. The top 8 brands above the median value of the co-
mention measure were included in the high group, and the remaining 9 groups
were included in the low group. The grouping for the respective methods can
be found in the chart below. This resulted in 3 sets of high and low groupings,
based on three different methods for counting co-frequency. Depending on the
method, a given brand could appear in the high or low group. For instance,
Starbucks was in the high group for the co-mention and frequency measures, yet
it was included in the low group in the normalized measure.

3.2 Considered Ad Metrics

To assist advertisers in gauging the effectiveness of their marketing campaigns,
Instagram offers a number of users metrics as listed below.

– Impressions: the number of exposures for each ad
– Click counts: the number of clicks ads received
– Like counts: the number of likes ads received
– Comment counts: the number of comments ads received
– Cost Per Click (CPC): the average cost of ads
– Click Through Rate (CTR): the rate at which people click on viewed ads

Quantifiable metrics such as click counts and like counts increase with every
successful content delivery to a consumer (i.e., impression) and are directly influ-
enced by budget constraints. To quantify ad effectiveness, normalized metrics
may provide more comprehensive statistics. Of the metrics mentioned above,
CPC and CTR belong to this category. CPC measures the advertising cost paid
per click, and CTR shows the percentage of users that actually clicked on the
advert after being exposed to it. Hence, an ad is considered effective when it
achieves a low CPC but a high CTR.
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4 Results

Having explained the ad experiment setting, we will now compare how the 17 tar-
get keywords performed. Figure 3 shows the result of CTR across brands, which
are divided into two groups (high and low) based on the co-mention method. The
vertical axis represents the average CTR of ad experiments of the particular key-
word. We compare ad effectiveness at the group level using the Wilcoxon’s Rank
Sum Test, because the ad sample size is limited. Note that the ad experiment
was highly controlled (e.g., visuals, content quality, demographic setting) and
that the only variation was target keywords.

Fig. 3. Effectiveness of the 17 target keywords based on the co-mention strategy

When grouped according to the co-mention method, the high group produced
better advertising effects than the low group as indicated by the rank of red
bars. The difference in CTR between the two groups were statistically significant
(P<.1). This indicates that brands that are jointly mentioned frequently–Adidas,
Starbucks, Nike, American Apparel (which we refer to as ‘aa’ in figures), Chanel–
are also effective in terms of generating more clicks per ad than other brands
that appeared less frequently with #luckychouette.

Grouping target keywords by frequency resulted in no statistical difference
between the high and low groups (p-value=0.176). This is because the method
does not consider any co-mention rates. Finally, grouping keywords in a nor-
malized fashion as in the normalized method also did not incur any significant
difference between the high and low group (p-value=0.172). This result indicates
that the raw co-mention frequency was most predictive of how target keywords
performed on advertisement. We found similar results when it came to CPC
- the co-mention method yielded the highest gain in ad efficiency. This result
is promising given that marketers often employ basic demographic keywords in
targeting and may not know what other keywords might be useful to reach new
audiences.
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(a) CPC and ads cost (b) CTR and ads cost

(c) CPC and Impression (d) CTR and Impression

Fig. 4. Ads efficiency in terms of the cost-per-click (CPC) and click-through-rate
(CTR) as a function of the total ads cost and impression (the number of times ads
reached any audience)

Our experiment confirms that it is possible to identify potential customers for
fashion brands and deliver online adverts more effectively from studying hashtag
co-mentions. However, our particular findings about why the co-mention method
yielded the best performance needs to be carefully taken into account. We may
interpret the result from the inherent tendency of large targeting ad campaigns to
perform better than smaller ones. Targeted ad campaigns are known as complex
systems that take into account numerous factors in real-time, including factors
such as how many ads compete for the same target keyword concurrently, and
how much of the target audience is online, etc.

Note that ad keyword matching is determined by proprietary auction algo-
rithms which tend to favor ad campaigns with large budgets and large audiences.
Hence, given an identical target keyword, an ad campaign with a larger budget
will perform better in terms of CPC and CTR. Conversely, given the same bud-
get, an ad campaign with a larger audience will perform better. To understand
this system better, we compared the overall ad effectiveness in terms of CPC
and CTR as a function of ad impression and the total ad cost.1 Figure 4 clearly
demonstrates that with increasing ad cost, campaigns are able to achieve better
performance with smaller CPC and higher CTR. When it comes to increasing

1 We utilized our experiment results as well as previous ad records from the studied
brand.
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impressions (e.g., how many times ad reached audience), the larger audience
meant smaller CPC, yet there was no obvious trend for CTR.

This inherent bias toward favoring larger ad campaigns may explain why
in particular the co-mention method was far more effective than the normalized
method, as the large raw frequency in this method could represent the popularity
of the target keyword in reaching audiences. Our findings also indicate that to
compare the value of target keywords themselves, one needs to carefully control
the budget as well as the actual cost involved in ad experiments. Comparing the
CTR and CPC of ad keywords that consumed similar amounts of budget may
help better assess the reach of target keywords.

5 Conclusion

The most noticeable observation we made is that the brands that were identified
to have higher frequency of being co-mentioned with our brand of interest, Lucky
Chouette, on Instagram had comparatively higher advertising effects than other
brands. This may be interpreted as the users who have shown interest in brands
with greater frequency of joint mentions with Lucky Chouette responded more
favorably to these advertisements than those who did not.

Through these results we were able to confirm it is possible to identify poten-
tial customers for fashion brands and deliver online adverts more effectively with
the Instagram’s hashtag data. The experiment not only discovered a statistically
significant difference between the two groups but also managed to identify an
affiliated area for further research. In an era where offline sale growths are dwin-
dling while online sales annually grow, these findings may be said to pose a
profound implication for a fashion industry trying to increase its online sales in
ways such as social marketing reinforcement.

It is interesting to note that Bean Pole, categorized in the low group, actu-
ally showed the greatest advertising effects. A further analysis into similarities
between Instagram users who indicate an interest in Bean Pole’s content/page
with Lucky Chouette customers may assist in discovering potential consumers.
Subsequent research into outliers such as these who severely deviate from the
rest of the results is recommended.

Although this research used only the frequency of joint mentions within
Instagram to select similar brands, a quality study of the nature of these sim-
ilar brands used to supplement the experiment may yield even more effective
results. Suggestions for potential follow-up research include attempts to identify
the nature of brands based on content and users who post them on Instagram.
For example, the results from this experiment show that advertisements that
targeted Bean Pole, a brand that offers products in the same price range as
Lucky Chouette, were the most effective. As brand images are formed by pub-
lic perception it is a difficult task to identify which brands are “similar”. Yet
because individuals from a wide range of gender and age demographics share
content on social media, it is possible to define a brands image by analyzing who
uploads the content and how a brand is discussed on Instagram.
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Abstract. Electronic cigarettes (e-cigs) have been gaining popularity
and have emerged as a controversial tobacco product since their intro-
duction in 2007 in the U.S. The smoke-free aspect of e-cigs renders them
less harmful than conventional cigarettes and is one of the main reasons
for their use by people who plan to quit smoking. The US food and drug
administration (FDA) has introduced new regulations early May 2016
that went into effect on August 8, 2016. Given this important context,
in this paper, we report results of a project to identify current themes in
e-cig tweets in terms of semantic interpretations of topics generated with
topic modeling. Given marketing/advertising tweets constitute almost
half of all e-cig tweets, we first build a classifier that identifies marketing
and non-marketing tweets based on a hand-built dataset of 1000 tweets.
After applying the classifier to a dataset of over a million tweets (collected
during 4/2015 – 6/2016), we conduct a preliminary content analysis and
run topic models on the two sets of tweets separately after identifying
the appropriate numbers of topics using topic coherence. We interpret
the results of the topic modeling process by relating topics generated
to specific e-cig themes. We also report on themes identified from e-cig
tweets generated at particular places (such as schools and churches) for
geo-tagged tweets found in our dataset using the GeoNames API. To our
knowledge, this is the first effort that employs topic modeling to identify
e-cig themes in general and in the context of geo-tagged tweets tied to
specific places of interest.

1 Introduction

Electronic cigarettes (e-cigs) are an emerging smoke-free tobacco product intro-
duced in the US in 2007. An e-cig essentially consists of a battery that heats up
liquid nicotine available in a cartridge into a vapor that is inhaled by the user [12],
an activity often referred to as vaping. The broad topic of e-cig use has become a
major fault line among clinical, behavioral, and policy researchers who work on
tobacco products. There are arguments on either side given their reduced harm
aspect ([28] claims they are 95 % less harmful than combustible cigarettes) may
c© Springer International Publishing AG 2016
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help addicted smokers quit smoking [24] while the long term effects of e-cigs are
not yet thoroughly understood. However, there is recent evidence that vaping is
linked to suppression of genes associated with regulating immune responses [27].
Furthermore, based on recent news releases from the Centers for Disease Con-
trol (CDC) [37], there is an alarming 900 % increase in e-cig use from 2011 to
2015 by middle and high school students who might be acquiring nicotine depen-
dence albeit through the new e-cig product. There is also recent evidence that
never smoking high school students are at increased risk of moving from vaping
to smoking [2]. In light of these findings, the FDA has recently introduced a
final deeming rule [13] that went into effect on 8/8/2016 when regulations were
extended to many electronic nicotine delivery systems including e-cigs. In this
context, surveillance of online messages on e-cigs is important both to moni-
tor the spread of false/incomplete information [22] about them and to gauge
prevalence of any adverse events related to their use [6,36] as disclosed online.

For an emerging product like e-cigs, the follower-friend connections and
“hashtag” functionality offer a convenient way for Twitter users (or “tweeters”)
to propagate information and facilitate discussion. An official quote we obtained
earlier this year from Twitter Inc. indicates there are over 30 million public
tweets on e-cigs since 2010. In our prior effort [19], we found that there is a 25
fold increase in e-cig tweets from 2011 to 2015 indicating the popularity of e-cig
messages on Twitter. A major amount of chatter on e-cigs on Twitter surrounds
their marketing by vendors making it generally difficult to analyze regular e-cig
tweets that are not dominated by marketing noise. As such, building and using
a classifier that separates marketing tweets is an important pre-processing step
in several efforts. We are aware of at least four such efforts [10,14,18,20] on
building automatic classifiers for e-cig marketing tweets for various end-goals.
Other researchers who studied e-cig tweets focused on sentiment analysis [14,30]
and diffusion of messages from e-cig brands on Twitter [8]. In our current effort

1. We manually estimated the proportion of marketing and non-marketing
tweets to be 48.6 % (45.5–51.7 %) : 51.4 % (48.3–54.5 %) from a sample of
1000 randomly selected tweets selected from over one million e-cig tweets col-
lected through Twitter streaming API between 4/2015 and 6/2016 (Sect. 2).
The ranges in parentheses show 95 % confidence intervals of the proportions
calculated using Wilson score [38].

2. We built a classifier that achieves an accuracy of 88 % (Sect. 3) in identifying
marketing and non-marketing tweets using a variety of approaches ranging from
traditional linear text classifiers to recent advances in classification with convo-
lutional neural networks based on word embeddings [21]. Prior efforts [18,20]
that seemto report similar or slightly superior (< 2.5%) results estimate thepro-
portion ofmarketing tweets in the dataset to be 80 %–90 %1, whichwe findunre-
alistic in the current situation (based on our own assessment mentioned earlier)
as public awareness and their participation in the conversation have increased.

1 Although achieving high F-scores for the minority class is generally difficult in heavily
skewed datasets, they typically lend themselves to building classifiers with high overall
accuracy across all classes or high F-score for the majority class.
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3. After applying the binary classifier to over a million e-cig tweets, we con-
ducted a rudimentary analysis of differences in content and user traits in
both subsets (Sect. 4). We then ran topic modeling algorithms tailored for
short texts [7] on the two separate subsets by determining the ideal numbers
of topics using average topic coherence scores [32]. We manually examined
the topics generated to identify themes in general and also based on sub-
sets of geotagged tweets at popular places of interest as identified through
the GeoNames geographical database (http://www.geonames.org). Although
prior efforts identified broad themes through manual analyses [9], we believe
our current effort is the first to employ topic modeling to discover more spe-
cific e-cig themes (Sect. 5). Thus, rather than having investigators predeter-
mine which themes to look for in the dataset, our approach lets the dataset
determine the prominent themes.

2 Dataset and Annotation

We used the Twitter streaming API to collect e-cig related tweets based on fol-
lowing key terms: electronic-cigarette, e-cig, e-cigarette, e-juice,
e-liquid, vape and vaping. Variants of these terms with spaces instead of
hyphens or those without the hyphens (for matching hashtags) were also used.
A total of 1,166,494 tweets were obtained through the API calls from 4/2015 to
6/2016. From this dataset we randomly chose 1000 tweets to manually annotate
them as marketing or non-marketing. For our purposes, marketing tweets are
those that

– promote e-cig sales (coupons, free trials, offers),
– advertise new e-cig products (liquid nicotine or vaping devices), or
– review different flavors or vaping devices aiming to sell.

We (both authors) independently annotated the 1000 tweets. The labels matched
for 87.3 % of the tweets with an inter-annotator agreement of κ = 0.726, indi-
cating substantial agreement [23]. Conflicts for the 127 tweets where we chose
different labels were resolved based on a subsequent face to face discussion result-
ing in a consolidated labeled dataset of 1000 tweets. Disagreements occurred
when the marketing/advertising intent is not explicit or clear. For example, a
simple message that encourages the followers to also follow the tweeter’s Insta-
gram account is not explicitly promoting e-cigs in and of itself but is nevertheless
aimed toward marketing. Conflicts also occurred with reviews/recommendations
when it was not clear whether a user is genuinely recommending a particular
flavor that he/she has tried or whether it is the message from a manufacturer
simply drawing followers’ attention to their product line. While the former is not
a marketing tweet, the latter would definitely fit our notion of such a message.
Our final consolidated dataset has 486 marketing and 514 non-marketing tweets.

http://www.geonames.org
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3 Marketing Tweet Classifier

The measure of performance used in this effort is accuracy, which is essentially
the proportion of correctly classified tweets. We did not use the popular F-
measure given we wanted to give equal importance to both classes given our aim
is to study themes in both subsets of tweets. We first used linear classifiers such as
support vector machines (SVM) and logistic regression (LR) classifiers as made
available in the scikit-learn [33] machine learning framework. Tweet text was first
preprocessed to replace all hyperlinks with the token URL and user mentions
with the token TARGET. This is to minimize sparsity of very specific tokens
having to do with links and user mentions and is in line with other efforts [1].
Besides uni/bi-grams we also used as features, counts of emoticons, hashtags,
URLs, user mentions, sentiment words (positive/negative), and different parts
of speech in the tweet. These additional features were useful in our prior efforts
in tweet sentiment analysis [15] and spotting e-cig proponents [19] on Twitter.
However, in this effort, considering average accuracy over hundred distinct 80 %–
20 % train-test splits of the dataset, we did not observe any improvements with
these additional features. So our final mean and 95 % confidence intervals for
accuracies are 88.10 ± 0.40 with LR and 87.14 ± 0.45 with SVM.

Recent advances in deep learning approaches specifically convolutional neural
networks (CNNs) have shown promise for text classification [21]. Given our own
positive experiences in replicating those approaches for biomedical text classi-
fication [35], we also applied CNNs with word embeddings to generate feature
maps for marketing tweet classification. The main notion in CNNs is of so called
convolution filters (CFs) that are traditionally used in signal processing. The
general idea is to learn several CFs which are able to extract useful features from
a document for the specific classification task based on the training dataset. In
the training phase, the inputs to the CNN are projections of constituent word
vectors (which are typically randomly initialized) from a fixed size sliding win-
dow over the document. Model parameters to learn include the word vectors,
the convolution filters (which are typically modeled as matrices), and the con-
nection weights from the convolved intermediate output to the two nodes (for
binary classification) in the output layer. Due to the nature of this particular
paper, we refer the readers to our recent paper [35, Section 3] for a detailed
description of CNN models including specifics of parameter initialization and
drop-out regularization (to prevent overfitting). Averaging the [0, 1] probability
estimates of the corresponding classes from several (typically ten) CNNs seems
to help in getting a more robust model. We ran ten such models (each with ten
CNNs, so a total of 100 CNNs) on ten different 80 %–20 % train-test splits of
the dataset. The corresponding accuracies were: 89, 88.5, 85.5, 86, 87, 90.5, 87.2,
88.5, 90.5, and 89 with an average of 88.17 %, which is only slightly better than
the mean accuracy obtained using logistic regression.
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4 Characteristics of Marketing/Non-marketing Tweets

As discussed earlier, although the ability to separate marketing tweets from
those that do not have that agenda is of interest in and of itself, in this effort,
we wanted to study themes evolving from both subsets of the dataset. We applied
all three classifiers (SVM, LR, and CNN) built in Sect. 3 using all hand-labeled
tweets to all 1,166,494 tweets in our full dataset. We considered those tweets for
which all three classifiers predicted the same label, which turned out to be for
1,021,561 (87.56 % of the full dataset) of which 456,290 (44.66 %) were predicted
to be marketing and 565,271 (55.34 %) belonged to the other class. To get a
basic idea of the tweet content, we simply counted and sorted the words in each
subset in descending count values. The top 20 words in both subsets are

– Marketing : win, vaporizer, free, mod, get, enter, giveaway, new, premium,
code, shipping, bottles, USA, use, box, promo, kit, available, follow, DNA

– Non-marketing : smoking, new, use, rips, like, cigarettes, via, man, get,
tobacco, health, video, study, FDA, ban, one, smoke, people, news, explodes

Even with this simple exercise, we notice that the marketing tweets are domi-
nated by e-cig promotions and sales terms or devices for vaping (mod, vaporizer,
kit). On the other hand, terms in the non-marketing tweets are about tobacco
smoking, health studies, and FDA regulations.

Table 1. Content and user characteristics of the datasets

Marketing Non-marketing

E-cig flavors 25472 4612

Harm reduction 19 2256

Smokefree aspect 553 3201

Smoking cessation 6363 22421

Contain “FDA” 204 18297

Number of unique users 66,957 231,982

User handles containing e-cig terms 4777 (7.1 %) 3859 (1.7 %)

Avg. # tweets per user 6.81 (σ = 197) 2.44 (σ = 84)

Next, we look at specific content and user characteristics of both subsets.
In our prior work [19], we analyzed the tweets generated by e-cig proponents
tweeters along four well known broad themes. We developed regular expres-
sions (please see [19, Section 5.3]) in consultation with a tobacco researcher to
capture tweets belonging to these themes. As part of the preliminary analysis,
in this effort, we applied those regexes to the two subsets of tweets and obtained
the corresponding numbers of thematic tweets shown in the first four rows of
Table 1. Except for e-cig flavors, which are a well known major selling point,
the non-marketing datasets contain more tweets in the three other themes (even
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after accounting for the slight variation in dataset sizes). It is still disconcert-
ing to see the 6363 (1.4 %) marketing tweets discussing smoking cessation when
long term consequences of e-cig use are still being investigated. We also looked
at how many tweets mention FDA and as expected the majority belong to the
non-marketing class.

The last three rows of Table 1 deal with user characteristics of both datasets.
We notice that there are 3.5 times as many unique tweeters in the non-marketing
set as in the marketing class (row 6). We clarify that some users can belong
to both the marketing and non-marketing class if they generate tweets in both
datasets. In fact, the top non-marketing tweeter @ecigitesztek has 37,949 such
tweets but is also ranked 2nd among tweeters in the marketing group with 27,019
tweets. A cursory examination of this public profile indicates that it belongs
to a Hungarian vaping aficionado who almost exclusively tweets about e-cigs
and at the time of this writing (re)tweeted over 153,000 times. However, with
11,186 tweeters common to both datasets corresponding to counts from row
6, the Jaccard similarity coefficient is only 0.03. Given marketers tend to use
appealing user handles that indicate their purpose, we counted the number of
user handles that contain e-cig popular terms such as ecig, vapor, vapour, vape,
vaping, eliquid, ejuice, and smoke as substrings of the user handle. 15 out of the
top 20 tweeters in both datasets contain one of these terms as a substring. From
row 7, we see that more than 7 % of the marketing profiles satisfy this compared
with only 1.7 % from the other class.
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The final row indicates the average number of tweets per user with standard
deviations in parentheses; the difference in the averages is not surprising but
the standard deviation magnitude in the marketing set being more than twice
that in the other class is revealing in that few users are responsible for many
marketing tweets. To further examine this phenomenon, we plotted the cumula-
tive proportion of tweets in the corresponding datasets contributed by the top
10, . . . , 100 tweeters in Fig. 1. It is straightforward to see that the top tweeters in
the marketing dataset generate twice the proportion of tweets as generated by
the corresponding top users in the non-marketing dataset. Although the Jaccard
coefficient between tweeter sets from both datasets in only 0.03, when consid-
ering only top 100 tweeters from both datasets, 84 of the top 100 marketing
tweeters have generated non-marketing tweets; 88 of the top 100 non-marketing
tweeters also authored marketing tweets.

5 Themes in Marketing/Non-marketing Tweets

To dig more into these two subsets of tweets, we applied the Biterm Topic Model-
ing (BTM) [7] approach, which is specifically designed for short text messages like
tweets, to these marketing and non-marketing tweets subsets separately. Given
recent results that demonstrate that aggregating short text messages such as
tweets can lead to better modeling [17], we partitioned the datasets into groups
of ten tweets each where each such group is treated as a short document before
applying BTM. Besides using the same tweet pre-processing techniques used
for classification, we additionally removed commonly occurring terms from the
tweets such as stop words and frequent terms such as the key words used to
search for e-cig tweets (e.g., e-cig, vape, vaping, vapor, eliquid) given we already
know the tweets are on the general topic of e-cigs.

5.1 Topic Modeling Configuration

Most topic modeling approaches have the inherent requirement that the user sug-
gest the number of topics k to fit to the corpus. It is often tricky to pick a specific
k, which is generally chosen by trial and error based on human examination of
topics generated with different settings of k. We circumvented this potentially
tedious and subjective exercise by using a recently introduced measure of topic
coherence by O’Callaghan et al. [32] based on neural word embeddings. Topic
coherence is a direct measure of intrinsic quality of a topic. For each topic T
generated, let wT

1 , . . . , wT
N be the set of top N words according to the P (w|T )

distribution resulting from the topic modeling process. Then the coherence of T
parameterized by N is

CT
N =

1(
N
2

)
N∑

i=2

i−1∑

j=1

cos(wT
i ,wT

j ),
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where wT
i ∈ R

d is the dense vectorial representation for the corresponding words
learned through the continuous bag-of-words (CBOW) word embedding app-
roach, which is part of the popular word2vec package [29]. We picked dimen-
sionality d = 300 and word window size of five for the CBOW configuration in
word2vec and ran it on the full corpus of e-cig tweets. Given this definition of
average coherence, the idea is to pick k ∈ {10, 20, 30, . . . , L} that maximizes the
weighted average coherence (WAC) across k topics

k∑

i=1

P (Ti) · CTi

N , (1)

where P (Ti) is the probability estimate of the prominence of topic Ti in the
corpus (from BTM output), N is the number of top few terms chosen per topic
(typically 10 or 20, the latter is used in this paper), and L is chosen to be
50. Note that cosine similarity measure we use here scores term pairs that are
semantically similar higher than pairs of words related in a different fashion.
This does not, however, affect the validity of our topic coherence approach given
topics that contain highly similar words are generally more coherent and simpler
to interpret than those that contain words that are related in a more associative
manner.

5.2 Prominent E-Cig Themes

We recall that topic models output several parameters [3] including a distribution
of topics per document (topic proportions: P (T |d)) in the corpus and also the
distribution of words per topic (per-topic term probabilities: P (w|T )), where T
is a topic, d is a document, and w is a word. In general, a topic is visualized
by displaying the top N (the variable in Eq. 1) words w according to P (w|T ).
However, a human agent still needs to look at the top N terms of the topic and
identify/interpret a semantic theme. This is the distinction we use in this effort
too – a topic is a group of N words/terms sorted in descending order according
to P (w|T ) and a theme is a semantic interpretation of what the topic represents
based on our manual review. Even though topic modeling research has come
a long way, interpretation of resulting topics for exploratory purposes involves
significant manual effort, albeit guided by output distributions mentioned earlier.
The rest of this paper involves such exploration to grasp the underlying themes.

Based on our experiments, we found that k = 10 maximizes the WAC in
Eq. 1 for the marketing tweets in the corpus. The corresponding value for non-
marketing tweets is k = 50. This is not surprising given marketing tweets are
expected to contain fairly predictable themes that are favorable to e-cigs in gen-
eral encouraging tweeters to buy/try them or sign-up for more offers. However,
the non-marketing subset is more diverse given it is essentially a catch-all for all
other topics about e-cigs. Next, we discuss some topics from both subsets.

Marketing Themes: Upon manual examination of the ten topics from the mar-
keting tweets (MT) corpus, we notice a few that are clear and reflect expected
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themes from this subcorpus. Here we show three of those topics enumerating
some of the top 20 words in the topic. The words are rearranged slightly to
better reflect the theme on hand. (However, all words are still from the list of
top 20 terms for the topic; otherwise, our analysis would be self-deceiving.)

MT1: free, shipping, code, promo, win, purchase, prizes, enter, giveaway
MT2: vaporizer, pen, mod, kit, battery, portable, starter, electronic, atomizer
MT3: premium, line, lab, certified, AEMSA, cleanliness, consistency, wholesale

The first topic represents the theme of promotional activities involved in
marketing e-cigs. The second theme involves vape pens or devices that actually
vaporize the liquid nicotine to be inhaled by vapers. The third topic surfaces an
unexpected theme of marketing activities that also highlight the quality of the
e-liquid products through independent lab certifications offered by the registered
nonprofit organization American E-liquid Manufacturing Standards Association
(AEMSA), which was established in 2012 for the purpose of promoting safety
and standardization in manufacturing liquid nicotine products.

Non-marketing Themes: The following is the list of major topics in the non-
marketing tweets (NT) corpus.

NT1: lungs, cells, flavors, toxic, effects, exposure, study, damage, aerosols
NT2: FDA, poisonings, calls, surge, skyrocket, nicotine, poison, children
NT3: explodes, coma, teen, mouth, burns, injured, suffers, neck, hole, hospital
NT4: FDA, tobacco, industry, market, regulation, product, ban, deeming, rule
NT5: tobacco, laws, CASAA, smoke, healthier, alternative, FDA, grandfather
NT6: quit, smoking, help, current, smokers, cigarette, users, NHS, review
NT7: teen, smoking, CDC, study, middle, school, students, tripled, fell
NT8: ban, Wales, government, public, enclosed, spaces, pushes, ahead
NT9: gateway, drug, doing, cocaine, bathroom, lines, puffin, Wendy, heroin

Note that we only report nine topics here because we found these to be most
interesting and also given several others seemed very similar to these nine. There
are also a few that do not seem to indicate a specific non-trivial theme and hence
were excluded. The first theme NT1 is about toxic effects of e-cigs. An exami-
nation of biomedical articles with the search terms e-cigarettes AND toxic
AND lungs returned several articles discussing experiments that demonstrated
how flavoring agents of e-cigs, and not the liquid nicotine itself, are responsible
for toxic effects of inhaling e-cig vapors. NT2’s theme relates to a news piece that
diffused through Twitter about FDA receiving many calls involving poisoning
complaints by e-cig users. NT3 and several related topics (not displayed here)
discussed explosions of the vaping devices while in use resulting in burns and
hospitalizations [36]. NT4 represents a general theme involving FDA regulatory
activities and the new deeming rule [13], which was thought to be impending
throughout the past few years.

In NT5, we see a very specific theme that involves the non-profit organization
Consumer Advocates for Smokefree Alternatives Association (CASAA) and the



316 S. Han and R. Kavuluru

general harm-reduction perspective of e-cigs as an healthier alternative to ciga-
rettes for people who want to quit smoking. The last term ‘grandfather’ in NT5
refers to new regulations extending to any product introduced/modified on or
after the so called grandfather date set to 2/15/2007 by the FDA [13]. This date
is critical to many e-cig businesses as all those products (already in market) will
now be subject to the new FDA regulations and hence need to be approved by
it. NT6 represents the theme of using e-cigs as an aid to smoking cessation. The
term NHS refers to UK’s National Health Service, which has taken a favorable
stance to e-cig use for treating addicted smokers [28]. NT7 is about research
reports by the CDC indicating tripling of current e-cig use by middle and high
school students from 2013 to 2014 [4]. NT8 highlights another news piece on
Wales (of UK) government passing a law to ban vaping in enclosed spaces.

Fig. 2. Tweet leading to topic NT9 on e-cigs as a gateway drug

The final topic NT9 is unusual and seems to indicate e-cigs as a gateway
drug to use other more harmful products such as cigarettes, cocaine, and heroin.
Although there is some evidence [2] to support this idea, this particular topic
appeared atypical with words like bathroom, lines, and Wendy. A deeper exam-
ination revealed that most of the words in this topic are mostly coming from
one tweet shown in Fig. 2. As can be seen, this tweet was retweeted more than
1000 times. Given retweets are essentially a reasonable and natural mechanism
to add more weight to a particular topic, we decided to not to delete them in our
analysis. However, this particular topic led us to dig deeper into manifestations
of topics of this nature. There were two other non-marketing topics like this
based on frequent retweets or many tweets involving some minor modifications
of a very specific tweet: one involved a picture of film actor Ben Affleck vaping
after getting a traffic rule violation ticket (the topic had words Ben, Affleck,
and ticket) and another involved the URL of an online petition offering support
to the then UK prime minister David Cameron and other politicians trying to
block certain e-cig regulations in the UK.

Effect of Excluding Retweets: Given this observation involving NT9, we
wanted to study the effect of retweets on topic modeling. We found that 36 %
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of marketing tweets and 43 % of non-marketing tweets were due to retweets.
Thus we see that retweets constitute a significant proportion of the full datasets.
We generated new topic models with these subsets excluding all retweets to
see if there is a noticeable difference in the themes. Although the themes did
not change significantly, the words used to represent the topics have changed
slightly in most cases. For example, the theme in this new set of topics corre-
sponding to NT9 had the following top words: gateway, drug, smoking, heroin,
cocaine. None of the specific words (bathroom, doing, puffin, lines, Wendy) from
the highly retweeted message in Fig. 2 showed up in the new topic. There were
no other topics indicating a gateway theme. There was no topic involving Ben
Affleck’s traffic ticket but the petition related topic involving former UK prime
minister David Cameron was apparent with slightly different words. All other
themes NT1–NT8 were evident in the new set of topics. There was only one new
theme that wasn’t already in the topic set from the full dataset. This was mostly
about vaporizer/e-liquid brand names with top terms including: sigelei, hexohm,
flawless, ipvmini, districtf, tugboatrda, appletop, longislandbrewed. There was
no major change in the themes for the marketing tweet subset.

Finally, we wanted to see who is tweeting on various themes identified through
our approach. To this end, we picked two different non-marketing themes, NT6
(e-cigs for smoking cessation) and NT7 (CDC reporting on increasing teen vap-
ing). For each of the corresponding topics T , we ranked all tweets s according to
P (T |s). Based on the authorship of the top 10,000 tweets according this ranking,
we sorted tweeters in descending order based on the counts of top 10,000 tweets
they authored. We manually examined the top few ranked tweeters in this list.
For theme NT7, 11 out of 20 top tweeters are regular people tweeting about
e-cigs but only 2 out of 20 top tweeters for NT6 are regular tweeters; the other
tweeters being institutions or companies that have a clear positive stance for and
commercial interest in e-cigs. This indicates that regular tweeters (even if they
are in favor of e-cigs) are more inclined to tweet about news involving e-cigs,
even when it is not favorable. Commercial tweeters tend to exclusively focus on
propagating favorable news pieces besides promoting their products.

Overall, our effort offers a complementary approach by surfacing specific
themes in comparison to manual coding [9,19] where only broad topics such as
smoking cessation, flavors, and safety are typically used. This is our main contri-
bution – demonstrating the feasibility of topic modeling based thematic analysis
of e-cig chatter on Twitter. Some of our extracted themes may already be com-
mon knowledge for tobacco researchers who regularly follow e-cig related news.
But we believe the topic modeling approach can help surface a more compre-
hensive set of themes with less manual exploration burden. It also gives a better
sense of the strength of a theme (as observed by the the corresponding topic’s
ranking) and main tweeters authoring the corresponding thematic tweets.

5.3 Themes in Geotagged Tweets

Geotagged tweets with the associated latitude and longitude information offer
a different lens to understand e-cig messages. There have been very few studies
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examining the locations where e-cigs are used. There is only particular study [20]
that we are aware of where prepositional phrase patterns were used over tweet
text to identify e-cig use in a class, school, room/bed/house, or bathroom. In
our effort, we are not necessarily concerned about e-cig use, but are generally
interested in knowing themes from tweets generated near different types of places
of interest. Our dataset has a total of 3208 geotagged tweets which is less than
1 % of the full dataset. Using the GeoNames API (http://www.geonames.org/
export/web-services.html), we identified the nearest toponym for each of the cor-
responding geocodes using the findNearby method. In our dataset, the average
distance between the geo-code and nearest toponym was 300 meters. Toponyms
can be names of larger geographical areas such as cities or rivers, but can also
refer to small locations such as a school, hospital, or a park. Each toponym (e.g.,
University of Kentucky) is associated with a corresponding feature code (e.g.,
UNIV).

We aggregated tweets based on feature codes (http://www.geonames.org/
export/codes.html) of the toponyms returned and obtained the following distri-
bution (top ten codes) where counts are shown in parentheses:

hotel (596), populated-place (411), church (314), school (311), building (286),
mall (158), park (109), lake (91), library (80), and post office (74).

In addition to these we also considered, travel end-points (81) as a single class
(airports, bus stations, and railway stations), restaurants (39), hospitals (45),
museums (13), and universities (11). A simple string search revealed that in
very few cases the geotagged tweet content actually made explicit connection
to the corresponding feature code. We were able to find 2–3 tweets at hotels,
schools, and airports indicating the location type as part of the tweet (e.g.,
“vaping in class” and “flight is full”). Except for schools, parks, restaurants,
hospitals, and airports, all locations had more marketing tweets than regular
tweets. Overall, 52 % of geotagged tweets belonged to the marketing class, a
7.5 % increase compared with the corresponding proportion in the full dataset
as discussed in the beginning of Sect. 4.

For each of these different location types, we identified top topics by fitting
topic models to the corresponding sets of tweets. Given marketing tweets have
a clear agenda, we only look at non-marketing top topics. For clarity, we simply
outline the theme without listing all the keywords

– Church: Ban on e-cigs for minors in Texas
– Hotel: E-cig use rising among young people
– Park: Pros and cons of E-cig regulations
– School: Smoking rates fall as e-cig use increases among teens

Other locations either did not have a significant number of tweets or had tweets
without any dominant theme. We realize that our analysis in this section may
not be precise in the sense that tweets originating from different types of places
may not be from people who are visiting those places for relevant purposes;
tweeters might simply be around those places when they tweet. However, we

http://www.geonames.org/export/web-services.html
http://www.geonames.org/export/web-services.html
http://www.geonames.org/export/codes.html
http://www.geonames.org/export/codes.html
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believe with a large exhaustive dataset spanning multiple years, given we only
look at top themes, we can arrive at themes that are representative of people
visiting those places.

6 Conclusion

E-cigs continue to survive as a controversial tobacco product and are currently
subject to new FDA regulations since 8/8/2016 with a grandfathering date set to
2/15/2007. The FDA, biomedical researchers, physicians, tobacco industry, and
most important the nation’s public are all key players whose activities will be
affected with these products for the foreseeable future. Public health and tobacco
researchers are split in their opinions regarding e-cig use by smokers who would
otherwise continue with regular cigarettes. Computational social science and
informatics approaches can offer a more objective lens through which the social
media landscape of e-cigs can be gleaned for online surveillance of both product
marketing practices and adverse events.

Although prior efforts exist in content analysis based on pre-determined
broad themes, we do not see results on automatic extraction of themes from
social media posts on e-cigs. We believe computational approaches provide an
important avenue that can complement traditional survey based research efforts
considering the cost and time factors involved in the latter case. Twitter in par-
ticular has been well studied in the context of public health informatics efforts
and provides a major platform for e-cig chatter on the Web.

In this paper, we conduct thematic analysis experiments involving over a
million e-cig tweets collected during a 15 month period (4/2015 – 6/2016). To
deal with the major presence of marketing chatter, we first built a classifier that
achieved an accuracy of over 88 % in identifying marketing and non-marketing
tweets based on a manually labeled dataset. We conducted preliminary con-
tent and user analysis of marketing and non-marketing tweets as classified by
our model. Subsequently, we fit topic models to the two subsets of tweets and
interpreted them to identify specific themes that were not apparent in manual
efforts. This is not surprising given the fast changing discourse on e-cigs creates
a corresponding rapidly evolving social media landscape. This, however, points
to an important weakness of our approach – it is not online, where new e-cig
tweets continuously collected through the Twitter streaming API are used to
generate new topics as enough evidence accumulates. As part of future work,
we plan to employ online topic models [16] and facilitate their exploration using
well known topic browsing approaches [5,26]. Nevertheless, here we provide what
we believe is a first strong proof of concept for employing topic models to com-
prehend evolving e-cig themes on Twitter. Given gender, age group, race and
ethnicity can be predicted with reasonable accuracy [11,25,31], an important
future research direction is to use these methods to classify e-cig tweeters into
these demographic categories and identify e-cig themes in tweets authored by
specific subpopulations. For example, given african american teenagers are an
active group on Twitter [34], identifying popular e-cig themes authored by them
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(including retweets and favorites) may yield insights specific to that demographic
segment. Similar analysis can also be conducted with tweets originating from
rural areas given the typical firehose is dominated by urban tweeters.
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Abstract. We present a novel method for obtaining and ranking
rephrased questions from crowds, to be used as a part of instructions
in microtask-based crowdsourcing. Using our method, we are able to
obtain questions that differ in expression yet have the same semantics
with respect to the crowdsourcing task. This is done by generating tasks
that give a hint and elicit instructions from workers. We conduct experi-
ments with data used for a real set of gold standard questions submitted
to a commercial crowdsourcing platform and compared the results with
those of a direct-rewrite method. The results show that extracted ques-
tions are semantically ranked at high precision and we identify cases
where each method is effective.

1 Introduction

Microtask-based crowdsourcing is a promising approach to solve problems in
many applications. A typical procedure for using a crowdsourcing platform is as
follows: First, requesters design microtasks that have questions to be asked to
workers. Then, they put the microtasks into the crowdsourcing platform, such as
Amazon Mechanical Turk and Yahoo! Crowdsourcing. Finally, workers perform
the microtasks and the platform receives the results.

One of the essential problems in microtask-based crowdsourcing is how to
design questions for microtasks. This paper proposes a novel method to obtain
a variety of questions that are different but have the same semantics. Here, the
semantics of a question is defined by the gold standard data, which is a set of
expected answers to the question with associated data items. For example, the
semantics of “Is this green tea?” is defined by the gold standard data that states
that the answer is yes if and only if the photo associated with the question is
green tea. “Is this green tea?” and “Is this Japanese tea?” are expected to have
the same semantics.

This paper discusses how to effectively use the crowd power to obtain a vari-
ety of rephrased questions. In the discussion, we devise a method to use the gold
standard data to generate a variety of questions that have the intended seman-
tics. The idea behind our proposed method is that we use the gold standard data
to generate question-eliciting tasks (QE-Tasks) to elicit questions from workers

c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 323–336, 2016.
DOI: 10.1007/978-3-319-47874-6 23
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by showing them a hint and asking them to guess the questions. Then, we rank
the elicited questions so that top-ranked questions have the intended semantics.
Theoretically, this type of human computation is known as input agreement [5],
where the workers are shown hints to suggest the original data item and asked to
guess what it is. We compare the method with a direct-rewrite method in which
workers directly rewrite the original question and identified the cases where the
methods are effective.

Obtaining different questions with the same semantics has a wide range
of interesting applications, especially in microtask-based crowdsourcing. First,
when planning crowdsourcing tasks, quality control measures must be consid-
ered. In a conventional survey or questionnaire, several questions are often
related to each other in a way that an answer to one question implies an answer
to another [6]. For example, questionnaires may include a mix of positive and
negatively worded statements, asking for the same thing in different ways. Such
a construction is intended to reduce acquiescence bias; a type of response bias
in which users tend to agree with a statement when in doubt, thereby possi-
bly answering “yes” to all the questions [10]. In designing crowdsourcing tasks
too, inserting differently worded questions expressing the same concept would
help requesters to remove workers who do not produce thoughtful or adequate
responses, forming a basis for ensuring quality of the results.

Second, the proposed method is effective in the case where the gold standard
question is not necessarily correct and clear for workers. Gold standard questions
are questions whose answers (gold standard data) are known in advance and are
matched with the task results in order to choose desirable workers to perform
other tasks. An internal survey of a commercial crowdsourcing service shows that
it is not rare for gold standard questions to not work well, often in the initial
attempts, because of their inappropriate wordings. For example, workers often
(mis)interpret the question “Is [Olive Garden] a restaurant?” as “Does [Olive
Garden] sound like a restaurant name?” However, the requester’s intention might
be “Does the restaurant named [Olive Garden] really exist?” A set of rephrased
questions defined by the gold standard data will give hints to requesters in
revising the original questions. For example, Fig. 1 shows some of the results
of our proposed method compared to the original questions. The point is that
workers for the proposed method give question sentences solely based on the
gold standard data, while the original question is not necessarily thought by the
crowd to have the intended semantics.

The contributions of this paper are as follows.

(1) Methods for exploiting inference capabilities of the crowd. Gener-
ating QE-Tasks is not only a novel approach to obtain appropriate questions,
but also interesting in that it is required to appropriately exploit inference capa-
bilities of the crowd. An extreme approach is to provide one big task that shows
a large number of data items and asks people to come up with a question com-
patible with the data. However, this is not applicable to the microtask-based
crowdsourcing context where each task is expected to be small enough. There-
fore, our focus is how to combine the results of smaller tasks to obtain good
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Original Rephrased questions Why the original question is not good

Is this a seasoning? Is this something added to
foods?

Positive items include Jam and similar
things which are not usually called sea-
sonings

Is this an instant food? Can you begin to eat it in ten
minutes after you start cook-
ing?

Some positive items require other than
microwave ovens and hot water for
cooking. Some workers believe that in-
stant foods require them for cooking.

Fig. 1. Examples of rephrased questions that give hints on revising the original ones

questions. Obviously, another extreme approach does not work: as shown in our
experiment, QE tasks that show only one positive example chosen from the gold
data did not result in semantically equivalent questions. A moderate solution is
to show several positive and negative examples to generate QE-Tasks. We found
that we can obtain surprisingly good results using a small number of examples.

(2) Experimental results with real data. We conducted experiments with
two real data sets. One contains restaurant data and was used in a real set
of gold standard questions for a commercial crowdsourcing service. The other
contains photos of goods sold by a large e-commerce company in Japan. In
our experiments, the proposed method performed well with the data sets. In
addition, we compared the proposed method with the direct-rewrite method,
which asks workers just to rephrase the shown question sentence. Our results
clarify that each of them has its own strength and we identify cases where each
is effective.

We used Yahoo! Crowdsourcing, a major commercial crowdsourcing service
in Japan. It has 240 thousands registered workers as of Feb. 2015, and we esti-
mate a half of microtasks contain some type of simple questions such as Yes/No
questions and multiple-choice questions. Note that although we used a crowd-
sourcing platform whose workers are Japanese, the problem discussed in the
paper is universal.

2 Related Work

To our knowledge, there is no prior work on rephrasing questions in micro-
task crowdsourcing. In the previous literature on natural language processing
and information retrieval, there are data-driven approaches that automatically
induce rephrased questions and concept hierarchy collections. As our work aims
to rephrase questions, the most relevant prior work is found in the domains of
information retrieval and Q&A repositories. In these domains, an important task
is to identify semantically similar queries and questions. For instance, Wen et al.
[11] rely on user click through logs, based on the idea that queries that result in
identical clicks are bound to be similar. Zhao et al. [12] uses user click logs from
the Encarta web site for rephrasing questions. Instead of click logs, Jeon et al. [4]
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identify questions that have similar answers in the Naver Question and Answer
database. Lytinen and Tomuro [7] suggest determining a question’s category. In
order to match questions in their method, questions must belong to the same
category, providing yet another contextual information we may use for rephras-
ing question. The extracted query are often used for suggesting related queries
to users [9]. Other comprehensive surveys on paraphrase and near-paraphrase
extraction can be found in [1] and [8].

Compared to prior studies in natural language processing and information
retrieval, our work is unique in that we have data items, that is, task-specific
contexts to be crowdsourced along with the question-style instruction. We will
show this contextual information to the crowd to obtain a more variety of results.
Our result is compatible with the result by Chen et al. [2], which shows that
people tend to give a more variety of tags when they are given by contextual
information. Note, however, that our work is unique in that rephrasing microtask
questions requires input-agreement style human computation.

In our approach, the original question is used by the requester for a compar-
ison with the new ones after the proposed method outputs them. An alternative
approach is to show the original question to the crowd and ask them improve it.
In a different problem setting, [3] takes this approach to improve workflows. The
assumption behind this approach is that the original one is a good approximation
enough to reach the ideal result. However, this assumption is not guaranteed to
hold in general. In addition, as shown in the experimental results, our approach
has an advantage in that it can output a variety of results that have different
expressions but semantically equivalent. Therefore, the two approach are com-
plementary to each other.

3 Formalization and the Overview

Microtasks. In this paper, a microtask tq,i is represented as a pair (q, di), where
q is the question common to a particular set of tasks, and di ∈ Dq (the data set
for q) is a data item unique to each tq,i. For example, a task (‘Is this picture
inappropriate?’, di) has a question sentence “Is this ..” and a picture data item
di unique to the task. We omit q and use ti if q is obvious from the context.

Gold standard data. Some of the tasks, named gold standard questions, are
associated with gold standard data, which are answers that are given in advance
by requesters. The gold standard questions are used to filter out inappropriate
workers such as spams and to find workers that are qualified for the tasks. In
this paper, we model gold standard data as a function Cq : Dq → {yes,no}. We
can easily extend our proposed method to deal with more general cases with N
choices. The extension is easy and omitted.

Overview of the method. The proposed method takes as inputs a set Dq of
data items and gold standard data Cq and outputs a ranked list of rephrased
questions q′

1 . . . q′
n. The method consists of two phases. Phase 1 elicits questions

by showing the gold standard data to the crowds. Phase 2 ranks the elicited
questions and presents them to the task requester.
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4 Phase 1: Query-Eliciting Tasks

A QE-task (Fig. 2) is a microtask that shows workers several data items in
Dq and their answers defined by Cq, and asks them to guess a question that,
together with each di of the shown data items provided, produces the same
answer as Cq(di). A possible result elicited from a worker with the example task
could be “Is the object in the picture is man-made?” The task is denoted by
(qquery elicit, dexamples), where each component is as follows:

– qquery elicit = “Upon being asked a certain question, some person answered yes
to the left group of data items and no to the right group of data items. Please
guess a question and submit it in the form below.”

– dexamples contains data items in Dq grouped by Cq(di) (i.e., yes and no).

In general, given Cq, and Dq, we generate a set of QE-Tasks with
Y positive and N negative examples taken from the gold standard data.
We use QE-Tasksq(Y,N) to denote the set of QE-Tasks. To construct
QE-Tasksq(Y,N), we need to choose the examples in some way (e.g., random
sampling). As shown later, our experiments used QE-Tasks with a very small
number of samples (such as one positive sample and one negative sample). We
may omit (Y,N) where the number of shown examples does not matter.

Fig. 2. QE-Task

Phase 1 crowdsources every question-eliciting task ti in QE-Tasksq(Y,N).
We ask more than one worker to perform each ti.

5 Phase 2: Ranking Elicited Questions

Phase 2 ranks the elicited questions. Ideally, we would like to rank at the top
the elicited question to which the answers coincide with the given gold standard
data for every data item. If the way in which an elicited question answers every
data items matches that of another one, these two questions are effectively same
in terms of semantics.



328 R. Hayashi et al.

Fig. 3. Intuition I1 and I2

However, if elicited questions are elicited on one or a handful of data items,
each of them tends to be more specific to the data items than the original gold
standard question. In order to obtain the semantic similarity, we will try to find
elicited questions that cover many gold standard data. To do so, we will treat
an elicited question as a bag of words and merge all elicited question by taking
the intersection of bags of words. As shown later, our experimental results show
that the scheme works well in a real setting.

5.1 Intuition for Discovering the Central Concept that Encompasses
Many Gold Standard Data

Let us assume that every worker we asked to perform ti returns the set of all
questions that can be obtained by ti. Then, we use Qi to denote the result set
of questions.

Given ti, tl ∈ QE-Tasksq, we have the following intuitions on qk ∈ Qi ∪ Ql.

I1. If question qk ∈ Qi is elicited using data item di, then qk supplies di with
the correct answer Cq(di).

I2. If question qk can be elicited using data item di and dl, then qk supply correct
answers Cq(di) and Cq(dl) respectively to the data items di and dl.

Note that in I2, a question with the intended semantics can take place of
qk, as it is supposed to give correct answers to all data items. That is, if one
question can be elicited from every data items, it has the semantics defined by
the gold standard data. We call a set of all such questions the central concept for
the gold standard data. This observation gives us some cues on choosing elicited
questions that have the intended semantics (Fig. 3).

5.2 Bag-of-Words Scheme for Ranking

In the previous section, our assumption was that every worker returns the set of
all questions that can be obtained by each ti. However, enumerating all possible
questions for the given data and answers is not realistic, and it is often the
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case that the intersection is empty. In addition, since we cannot expect that we
obtain all expressions that are apparently different but have the same meaning,
we have to determine whether two questions in different expressions have the
same semantics. However, this is not a trivial matter. To cope with this issue,
we adopt a bag-of-words scheme to deal with elicited questions.

Let w(q) be a bag of words contained in question q. Then, we compute set
operations for question sets (denoted by Bi and Bj) in the following way.

– Bi ≡ ⋃
qk∈Qi

w(qk)
– Bi ∩ Bj and Bi ∪ Bj are ordinary intersection and union operations.

To return a ranked list of elicited questions, we use the intuition obtained
from I2. Since the set of questions that is elicited from all data items is usually
empty due to the wide variations of natural language expressions, we take the
intersection of bags of words to obtain rough estimate of the central concept.

Given QE-Tasksq(where|QE-Tasksq| = m), let B = B1∩B2∩· · ·∩Bm. This
B is the estimate of the central concept. In order to rank the elicited questions
according to I2, we use similarity of each question to this estimate B. The results
are sorted in the descending order on sim(w(qk), B).

6 Experiments

We conducted experiments to evaluate our proposed scheme in terms of the
precision of the top ranked questions. The experimental results suggest that the
proposed scheme is promising and show that the quality of outputs is good.

We also compared the results with those of the direct-rewrite method, which
shows workers the original gold standard questions and asks them to directly
rephrase the shown questions. While the proposed method output a more diverse
set of rephrased questions, the direct-rewrite method output rephrased questions
that faithfully preserve the semantics of the original one. Interestingly, the pro-
posed method often output more appropriate questions than the original ones.

In the experiment, some parameters are fixed to the constants that we
thought would be appropriate. Evaluating effects of varying such parameters
is out of the scope of the paper and will be discussed in the forthcoming papers.

6.1 Settings

Data sets. We used two sets of data.

(1) Restaurant data (text): One set of data items (written in text), denoted
by D, contains words and phrases categorized into restaurant names, food, and
drink. The data set was taken from the data used for gold standard questions in
Yahoo! crowdsourcing.

In this dataset, we are given five original gold standard questions, denoted
by rj(1 ≤ j ≤ 5) (Fig. 4). Each rj asks workers if the shown data item is in
a specified category. For example, r3 shows terms such as “Sushi, Steak” and



330 R. Hayashi et al.

ID Original question

r1 Is the following word or phase related to styles of cook-
ing?

r2 Is the following word or phase a type of liquor or drink?
r3 Is the following word or phase a type of food?
r4 Is the following word or phase related to a menu item

or a food na me of a restaurant?
r5 Is the following word or phase a name of a restaurant?

Fig. 4. Original questions for the restaurant data

Name #Data items #Positive data items in the
gold standard data

Restaurant
Data for rj

|D| = 25 5 (20%) for every Cj

Goods Data
for gj

|D | = 34 8.5% to 28.5% depending
on Cj

Fig. 5. Statistics on experimental data. Every rj (or gj) shares the same set D (or
D′) of data items, but each question has a unique set of gold standard data Cj (or
C′

j). The ratios of positive answers in the gold standard data for rjs are computed by
|{di|Cj(di) = “Yes”, di ∈ Dj}| = 5 (i.e., 20% of 25) for every rj(1 ≤ j ≤ 5). Those for
gjs were computed in the same way.

asks workers whether it is classified as a cuisine. The statistics on the data set
is given in Fig. 5.

(2) Goods data (pictures): The other set of data items (pictures), denoted
by D′, contains photos of goods sold by Askul, a large e-commerce company
in Japan. There are 34 data items grouped into seven categories1. We used the
seven categories to define seven gold standard questions gj (1 ≤ j ≤ 7) each of
which has the intended semantics. An example task shows a picture of a bottle
of tea and asks “Is this green tea?”. Figure 5 also shows the statistics of the
goods data.

In the following, we use r (g) instead of rj (gj) to simplify notation when
there is no confusion.

QE-Tasks. For each original question, we constructed variations of QE-Tasks
with different numbers of shown examples. As explained, let QE-Tasksq(Y,N)
be a set of QE tasks that shows Y positive examples and N negative examples

1 The items are actually associated with an hierarchical directory. We selected subcat-
egories of “Food and Drink.” Each chosen category satisfies the following conditions:
(1) it is not a top-level category, (2) it has at least three data items, and (3) the
category name is not a composition of two ore more different category names (such
as “Beer and Wine”).



Obtaining Rephrased Microtask Questions from Crowds 331

Task set #QE-tasks
QE-Tasksr(1, 1) 5C1 ×20 C1 = 100 for each r

QE-Tasksr(2, 0) 5C2 ×20 C0 = 10 for each r

QE-Tasksr(3, 3) 5C3 × 1 = 10 for each r

QE-Tasksg(2, 0) 2,040 in total

Fig. 6. QE-tasks used in the experiment. The number of positive data items for the
restaulant data is five for every r.

Fig. 7. Frequency distribution of Jaccard similarity to the central concept

for question q (r or g in our experiments). Each positive example is taken from
data items in a category (e.g., restaurant names) specified by q.

For each r on the restaurant data, we constructed three sets of tasks:
QE-Tasksr(1, 1), QE-Tasksr(2, 0) and QE-Tasksr(3, 3) (Fig. 6). We chose the
three patterns to examine several typical patterns with a small number of exam-
ples shown to workers. The QE-tasks were constructed in the following way. Give
r, we constructed a set of L combinations of Y positive examples and a set of
M combinations of N negative examples and computed the Cartesian product
to generate its L × M QE-Tasks in QE-Tasksr(Y,N).

The number of QE-Tasksr(3, 3) would be large (5C1 ×20 C3 = 5700)
if we generated tasks for all of the combinations. Therefore, we generated
QE-Tasksr(3, 3) in accordance with our observation that the results are more
affected by positive examples than by negative ones: we combined every possible
combination of positive data items to compute the set of combinations of three
positive examples, while we just picked out three examples randomly from a cat-
egory different from the correct category so that the set of combinations of three
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negative examples includes only one combination (i.e., M = 1). Therefore, the
number of QE-Tasksr(3, 3) for each r is 5C3 × 1 = 10. Note that this reduction
does not give unfair advantages to our approach, since the approach is expected
to work better if we generally have a larger number of QE-Tasks.

For the goods data, we constructed QE-Tasksg(2, 0) only, because (1) we
need to include pictures in the microtask, and (2) as shown later, the experiment
with the restaurant data showed that QE-Tasksr(2, 0) generated reasonably
good results.

Worker Recruitment. We submitted our QE-tasks to Yahoo! crowdsourcing.
We generated 20 duplicates of each QE-Task. Therefore, the number of ques-
tions we obtained per each QE-Task is 20. For example, since the number of
QE-Tasksr(3, 3) for each r is 10, we obtained 10 × 20 = 200 questions as the
results of QE-Tasks for each r.

For both data sets, each worker was given a set of two QE-Tasks at a time
and paid 5 yen (about 5 cents) for doing it. Each worker was allowed to perform
two sets at most. For the restaurant data, the number of workers participated
in the task is 255. For the goods data, the number is 521. Nationality of subject
pool is all assumed as Japanese.

Computing similarities of questions. We used Jaccard coefficient with the
threshold θ = 0.5 to compute sim(w(qk), Q).

Fig. 8. Frequency distribution of Jaccard similarity to the original questions
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Fig. 9. Jaccard similarity distribution for an original question

6.2 Results

As explained below, the results showed that (1) the Jaccard similarity worked
well, (2) the number of samples shown in each task matters, but (3) overall the
proposed method worked well even if used with a small number of positive and
negative samples.

Restaurant data. Figure 7 shows the frequency distribution of sim(w(qk), Q)
for each qk obtained for all rjs with QE-Tasksr(1, 1), QE-Tasksr(2, 0) and
QE-Tasksr(3, 3). The result suggests two things. First, Jaccard similarity works
well; in all settings, the results show that a question having a higher similarity
score is more likely to be a correct query. Second, the number of shown example
matters; clearly, we can obtain more questions with higher scores when we show
more examples in QE-Tasks.

Our method with each set of QE-tasks generated five ranked-lists of ques-
tions in total (i.e., a ranked-list for every rj), except that the method with
QE-Tasksr(1, 1) generated ranked lists for only two out of five rjs.

The precision of top-ranked questions compared with the original questions
is 0.83 (for QE-Tasksr(1, 1). However, we obtained the question list for only two
rjs), 0.63 (for QE-Tasksr(2, 0)) and 0.81 (for QE-Tasksr(3, 3)), respectively.

The ratios of the number of rjs that succeeded in obtaining at least
one correct question with the intended semantics in the top three questions2

out of five (the total number of rjs) are 2/5 (for QE-Tasksr(1, 1)), 3/5
(for QE-Tasksr(2, 0)), and 4/5 (for QE-Tasksr(3, 3)). Since we found that
QE-Tasksr(3, 3) is superior to the others, we examined the ten questions with
the highest similarity values for every rj with QE-Tasksr(3, 3). The numbers
of correct questions having the intended semantics in the top ten questions are
3, 0, 4, 3, and 7 for r1 to r5, respectively. They are different questions with the
same semantics. For example, we obtained “Is this a name of food type?” and
“Is this a kind of food?” for r3.
2 If there are more than three questions with the same support score, we included all

the questions.
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For r2, there is no question with a high similarity value having the intended
semantics. The original question is “Does this name a type of liquor or drink?”
and the top question was “Is this a name of a drink?”. The reason is that we do
not distinguish between the name and the type of drink (e.g., beer or wine as
opposed to Bud Light).

Figure 8 (left) compares the proposed and direct-rewrite methods in the dis-
tribution of similarity of the rephrased questions to the original ones. The figure
shows that the proposed method output a large number of questions that are not
similar to the original ones, even though all of them do not necessarily have the
intended semantics. In contrast, with the direct-rewrite method, workers typi-
cally replaced one term with an equivalent but different term or a dictionary-
definition-like phrase, resulting in higher similarity to the original questions.
Note that the results with the restaurant data r (QE-Tasksr(3, 3) in Figs. 7
and 8) show that there are rephrased questions that are highly ranked (i.e.,
close to the central concept) and semantically correct but not similar to the
original question.

Goods data. The precision of top-ranked questions compared with the intended
semantics is 0.62. The ratio of the number of gjs that succeeded in obtaining at
least one correct question in the top three against the number of all gjs is 6/7.
The numbers of questions having the intended semantics in the top ten are 5, 3,
4, 4, 3, 0, and 3 for g1 to g7, respectively. For example, we obtained “Is this a
seasoning?” and “Is this something to season food with?” for g2.

The intended question g6 was “Is this green tea?” but we did not obtain
correct questions. The reason is that the Japanese word for tea usually refers to
green tea and all workers were Japanese. Taking the background of workers into
consideration is an interesting potential future work.

In contrast to the result with the restaurant data, the results with the goods
data (Fig. 8 (right)) did not show a prominent difference between the proposed
and the direct-rewrite method in the similarity distributions to the original ques-
tions. However, the similarity distribution varies depending on characteristics of
the original questions. We found that our method produces a more variety of
rephrased questions when the original question refers to not-so-clear concepts
for workers even if dictionaries give their definitions. (See the similarity distri-
butions in Fig. 9). We also found that the proposed method often output more
appropriate questions than the original gold standard questions (Fig. 1).

Given these results, we argue that the proposed method is effective in the case
where the original gold standard question is not necessarily correct and clear for
workers, while the direct-rewrite method is effective when the original question
is guaranteed to be reasonably good. An interesting future work is to develop a
hybrid approach that have both of the advantages of the two methods, based on
the results from the experiments. For example, a possible approach is to show
workers the original question with those examples with which the answers given
in the past were split and ask them to revise the question to deal with such a
case.
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7 Conclusion

Focusing on question-style instructions often used in microtask crowdsourcing,
this paper proposed a method for eliciting rephrased instructions from the crowd.
Given a real set of gold standard questions submitted to a commercial crowd-
sourcing platform, our experimental results showed that extracted questions are
semantically ranked at high precision. In addition, we compared the proposed
method with a direct-rewrite method, and the results clarified that each of them
has its own strength and we identified cases where each is effective.

Future work includes optimization schemes for the proposed method that
reduce the number of microtasks, and exploration of the design space of micro-
tasks to rephrase questions, including various combinations of the example-based
and direct-rewrite methods.

Acknowledgments. We are grateful to the project members of Yahoo! Crowdsourc-
ing, including Masashi Nakagawa and Manabu Yamamoto. This work was supported
by JSPS KAKENHI Grant Number 25240012 in part.

References

1. Androutsopoulos, I., Malakasiotis, P.: A survey of paraphrasing and textual entail-
ment methods. J. Artif. Intell. Res. 38, 135–187 (2010)

2. Chen, D., Dolan, W.B.: Collecting highly parallel data for paraphrase evaluation.
In: The 49th Annual Meeting of the Association for Computational Linguistics:
Human Language Technologies, Proceedings of the Conference, 19–24, Portland,
Oregon, USA, pp. 190–200 (2011). http://www.aclweb.org/anthology/P11-1020

3. Dai, P., Lin, C.H., Mausam, Weld, D.S.: Pomdp-based control of workflows for
crowdsourcing: Artif. Intell. 202, 52–85 (2013)

4. Jeon, J., Croft, W.B., Lee, J.H.: Finding similar questions in large question and
answer archives. In: Proceedings of the 14th ACM International Conference on
Information and Knowledge Management 2005, pp. 84–90 (2005)

5. Law, E., von Ahn, L.: Input-agreement: a new mechanism for collecting data using
human computation games. In: Proceedings of the 27th International Conference
on Human Factors in Computing Systems, CHI 2009, Boston, MA, USA, 4–9 April
2009, pp. 1197–1206 (2009). http://doi.acm.org/10.1145/1518701.1518881

6. Lewis, J.R., Sauro, J.: The factor structure of the system usability scale. In: Kurosu,
M. (ed.) HCD 2009. LNCS, vol. 5619, pp. 94–103. Springer, Heidelberg (2009).
doi:10.1007/978-3-642-02806-9 12

7. Lytinen, S.L., Tomuro, N.: The use of question types to match questions in
faqfinder. In: Proceedings of the IEEE 2002, p. 1 (2002)

8. Madnani, N., Dorr, B.J.: Generating phrasal and sentential paraphrases: a survey
of data-driven methods. Comput. Linguist. 36, 341–387 (2010)

9. Sahami, M., Heilman, T.D.: A web-based kernel function for measuring the simi-
larity of short text snippets. In: Proceedings of the 15th International Conference
on World Wide Web 2006, pp. 377–386 (2006)

10. Sauro, J., Lewis, J.R.: When designing usability questionnaires, does it hurt to be
positive? In: Proceedings of the SIGCHI Conference on Human Factors in Com-
puting Systems, pp. 2215–2224. CHI 2011, NY, USA (2011). http://doi.acm.org/
10.1145/1978942.1979266

http://www.aclweb.org/anthology/P11-1020
http://doi.acm.org/10.1145/1518701.1518881
http://dx.doi.org/10.1007/978-3-642-02806-9_12
http://doi.acm.org/10.1145/1978942.1979266
http://doi.acm.org/10.1145/1978942.1979266


336 R. Hayashi et al.

11. Wen, J.R., Nie, J.Y., Zhang, H.J.: Query clustering using user logs. In: ACM
Transactions on Information Systems (TOIS) 2002, pp. 59–81 (2002)

12. Zhao, S., Zhou, M., Liu, T.: Learning question paraphrases for qa from encarta
logs. In: IJCAI 2007 Proceedings of the 20th International Joint Conference on
Artifical Intelligence 2007, pp. 1795–1800 (2007)



To Buy or Not to Buy? Understanding
the Role of Personality Traits in Predicting

Consumer Behaviors

Zhe Liu1(B), Yi Wang1, Jalal Mahmud1, Rama Akkiraju1, Jerald Schoudt1,
Anbang Xu1, and Bryan Donovan2

1 IBM Almaden Research Center, 650 Harry Road, San Jose, CA 95120, USA
{liuzh,wangyi,jumahmud,akkiraju,jschoudt,anbangxu}@us.ibm.com

2 Acxiom Corporation, 601 East 3rd Street, Little Rock, AR 72201, USA
bryan.donovan@acxiom.com

Abstract. In this paper, we explore the role of derived personality traits
from Twitter in determining consumer behaviors. We conduct compre-
hensive analysis on a large industry dataset containing 188,654 individual
level purchasing records across over 100 product categories. For each cat-
egory, we build classifiers to distinguish buyers from non-buyers based
on their derived personality traits. We use the models with demographic
features as baseline to evaluate the predictive power of personality traits.
Our results prove the decisive power of derived personality on a variety
of consumer behaviors.

Keywords: Personality · Consumer behavior · Social media · Twitter

1 Introduction

Consumer behavior analysis is the study to explain how and why consumers
act in particular ways under certain circumstances [1]. It is not an easy task,
considering the large number of factors that would affect an individual’s pur-
chasing attitudes and decisions [2]. Among those factors, demographics, such
as age, gender and income, have been extensively studied [3,4]. However, up
until now, it has been difficult to go beyond the correlations between individ-
ual’s demographic characteristics and consumption preferences. To enrich the
existing studies in consumer behavior analysis, this paper explores the role that
personality traits play in determine consumer behaviors. More specifically, in
this study we are interested in how individual’s intrinsic characteristics would
impact their purchasing behaviors.

Compared with the demographic attributes, personality traits are even
harder to collect. For instance, in order to derive an individual’s personality,
one has to ask the subject to finish a long survey containing usually at least 50
items [8], which could be very time and effort intensive. To avoid such costly
process, a number of recent studies attempted to identify individual’s person-
ality traits from their social media fingerprints in an automatically way [9–12].
c© Springer International Publishing AG 2016
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Leveraging the newly developed personality prediction models, in this work, we
look specifically at classifying buyers and non-buyers based only on their derived
personality traits using social media analytics.

To achieve our research goals, we perform extensive analysis on a large indus-
try dataset, which contains 188,654 individual level purchasing records. We train
and test a large amount of prediction models on consumer behaviors across over
100 product categories using the big 5 personality traits as well as their corre-
sponding facets. To better evaluate the predictive power of personality traits,
we further compare the proposed classifiers with the ones built with gender and
age features. Our results demonstrate that on average using personality traits
alone can generate a prediction accuracy of almost 60 % in differentiating poten-
tial buyers and non-buyers. To the best of our knowledge, we are one of the
very first studies to examine the predictive role of derived personality traits in
consumer behaviors on large real-world dataset.

2 Literature Review

2.1 Derived Personality Traits from Social Media

The traditional personality questionnaires are expensive and time consuming
and may not be applicable to large-scale investigations. To avoid such costly
process, a number of recent studies have been proposed to automatically predict
personality traits from social network usage. A majority of these existing studies
used textual features as predictive variables. Yarkoni [21] reported in his work
the results of a large-scale analysis on the correlation between personality and
word use in blogs. Golbeck, Robles, and Turner [9], and Qiu, Lin, Ramsay, and
Yang [22] used Linguistic Inquiry and Word Count (LIWC) dictionary [23] cat-
egories to build classifiers that identify individual’s personality from Facebook
and Twitter. By extracting words, phrases and topics from Facebook messages,
Schwartz et al. [11] built a model with higher prediction accuracy on individual’s
personality traits.

In addition to the works relying on lexical features, there are other studies
predicting human personality traits using behavioral and social patterns. With
individual’s follow relationship on Twitter, Quercia et al. [10] accurately predict
a user’s personality. Bachrach et al. [24] correlated the user’s personality with a
number of behavioral features, such as the number of uploaded photos, number
of events attended, number of group memberships, and number of times user
has been tagged in photos. Kosinski, Stillwell, and Graepel [25] in their recent
work showed that social behaviors such as Facebook likes can be successfully
used to predict human personality traits, especially individual’s agreeableness.
Ortigosa, Carro, and Quiroga [26] developed classifiers that are able to predict
user personality using parameters related to social interactions, such as number
of posts the user has in his wall, number of different friends that have written
in the user’s wall, etc.
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2.2 Personality Traits and Consumer Behaviors

While limited in number, evidence from qualitative studies confirmed the rela-
tionship of personality and consumer behaviors. Verplanken and Herabadi [27]
investigated how impulse buying tendency is influenced by personality. They
found that the impulse buying behavior is correlated with extraversion, nega-
tively with conscientiousness. Matzler, Bidmon and Grabner-Kräuter [28] specif-
ically studied two personality traits openness and extraversion. They empirically
confirm the link between these two traits and perceived hedonic values of prod-
ucts (which is related to brand effect). Barkhi and Wallace [5] studied online
purchase intent using personality traits. They found that neuroticism, openness
and agreeableness have significant influences on the willingness to buy online.

The relationship of personality and purchasing behavior has been studied
across a variety of products and services. While testing individual’s prefer-
ences concerning organic foods, Chen [6] indicated that an individual’s person-
ality traits plays an important role in establishing personal food choice criteria.
Cohen and Avieli [29] suggested food-related personality traits play an important
role when predicting the likelihood of future food consumption. Schlegelmilch,
Bohlen, and Diamantopoulos [30] explored the relationship between personal-
ity variables and pro-environmental purchasing behavior. He showed that con-
sumers’ overall environmental consciousness has a positive impact on green
purchasing decision. For products with strongly symbolic meanings, such as
wine, consumer’s purchasing decision will be strongly affected by specifically
perceptions of personality [31]. Among all the survey-based studies, Yang et al.
[32] proposed one of the very few studies relying on derived personality to pre-
dict brand preferences. They showed that personality traits have played very
important role in their task of brand preference prediction. Inspired by Yang et
al.’s work [32], in this study, we differentiate buyers from non-buyers based only
on their derived personality traits using social media analytics.

3 Data Preparation

3.1 Consumer Behavior Data Preparation

The data that we use in this study is obtained from Acxiom Corporation, an
industry-leading supplier of demographic data for client’s marketing needs. By
collecting, parsing and analyzing customer and business information, the com-
pany helps its clients to accurately identify relevant audience and to conduct
targeted advertising campaigns. Their main product, InfoBase, is the nation’s
largest repository of customer intelligence, contains hundreds of millions of
records which covers information including: individual demographics (age, gen-
der, education), household characteristics (household size, number of children),
financial situations (income ranges, net worth), interests (sports, leisure activi-
ties, pets), and a number of purchasing activities (products bought, method of
payment), etc. Our dataset contains a subset from Acxiom’s InfoBase, which
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covers over 250 million household-level records on 1,048 dimensions over a 24
months’ period.

Among the 1,048 dimensions, 184 are binary categories indicating whether or
not a household has made any purchase across a variety of product categories,
ranging from apparel, books, housewares, to charity donations. From these 184
dimensions, we randomly sample 100 product categories to test the predictive
power of personality traits in consumer behaviors.

3.2 Personality Traits Data Preparation

In order to derive the personality traits of each input individual from Acxiom’s
dataset, we adopt the Personality Insights service1 from IBM Watson. The Per-
sonality Insights API can automatically infer, from personal writings, portraits
of individuals that reflect their personal traits, including big 5 personalities, their
corresponding facets, needs, and values. Ever since its release, the Personality
Insights service has received high intention and has been adopted in a number
of research studies [33,34]. However, the major restrictions of directly applying
Personality Insights service to the consumer data is that, first, we have no writ-
ing samples from the input individuals within the consumption dataset; second,
most of the consumption behaviors in the consumer dataset are at the household
level, instead of the individual level.

To solve the first restriction, we rely on the help of IBM InfoSphere Big
Match2, an industry-leading Probabilistic Matching Engine, that helps organi-
zations to match customer identities across unstructured and structured data
in a Hadoop environment. By correlating the individual’s characteristics, such
as first name, last name, email, and address, from the consumption data to
the unstructured personal twitter data, Big Match returns us the corresponding
Twitter accounts of the input individuals from the consumption dataset. After
collecting all individual tweets using Twitter API, we then use these tweets as
input to the Personality Insights service and calculated the personality score for
each input individual. We delete those individuals that Big Match cannot identify
or match with very low confidence (matching probability <80 %), and this left us
with 784,971 records. Regarding the second restriction, the mismatch between
household level consumption attributes and individual level personality traits,
we came up with the solution of focusing on those households with one person
only. This type of households only has one single individual, so it is reasonable
to assume that such individual performs all the consumption behaviors. We also
checked the distribution of personality traits of the single household individuals
versus that of the original population to make sure that we didn’t introduce
any bias when making the above-mentioned assumption. In our consumption
dataset, 188,654 out of 784,971 records are on the single person household level.
By matching these 188,654 individual’s purchasing records from the consumption

1 http://www.ibm.com/smarterplanet/us/en/ibmwatson/developercloud/
personality-insights.html.

2 http://www-03.ibm.com/software/products/en/infosphere-big-match-for-hadoop.

http://www.ibm.com/smarterplanet/us/en/ibmwatson/developercloud/personality-insights.html
http://www.ibm.com/smarterplanet/us/en/ibmwatson/developercloud/personality-insights.html
http://www-03.ibm.com/software/products/en/infosphere-big-match-for-hadoop
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Fig. 1. Data preparation process

data with their personality traits returned from the Personality Insights service,
we derived the dataset used in this study. Figure 1 depicts the matching process
in more details.

4 Classification Experiments

We design a number of binary classifiers to automatically label an individual as a
potential buyer or non-buyer for each of the 100 randomly sampled product cat-
egories (e.g. wine, jewelry, low fat cooking materials). We conduct experiments
using different sets of features, including: personality traits, demographics, and
personality plus demographics. We implement the classifiers using a number of
supervised learning algorithms provided in Weka [14]: AdaBoost, Decision Tree
(C4.5), Logistic Regression, Naive Bayes, Random Forest and SVM. All learn-
ing parameters use the default values in Weka and all experiments use 10-fold
cross-validation, with 90 % training and 10 % testing data. Since our dataset is
highly unbalanced in terms of the proportion of buyers versus non-buyers, to
avoid classification bias, we apply random undersampling to balance the data
before supplying them to the classifiers. For better illustration purpose, in the
following sections, we only show the results from the classifiers with the best
performance.

4.1 Personality Traits as Features

Personality is defined as individual’s distinctive and enduring dispositions that
cause characteristic patterns of interaction with environment [15]. Among the
differnt personality taxonomies proposed in the past [16–18], the big 5 factor
constructs [19] is the most established and used model of normal personality
traits. The big 5 personality model consists of five personality factors, namely,
openness, conscientiousness, extraversion, agreeableness, and neuroticism. All
factors of the big 5 personality model are thought to contain several correlated
but distinct lower level dimensions, called facets. A full list of big 5 personality
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facets can be found in Goldberg’s work [8]. In this study, we adopt the big 5
personality as well as all 30 corresponding facets as features to predict consumer
behaviors.

From all six classification techniques, Logistic Regression achieved the best
performance on 72 out of 100 categories. As shown in Fig. 2, with individual’s
personality traits as features, on average our models achieve a classification accu-
racy of 58.7 % across 100 product categories, with a standard deviation of 1.90 %,
which is much higher than the 50 % level that would result from a random clas-
sification choice. While looking at each individual classifier, we list in Table 1 the
top 10 consumption categories on which our models achieve the highest accura-
cies. In addition, to quantitatively understand the usefulness of each individual
personality trait in identifying potential buyers, we also perform feature analy-
sis by calculating the information gain criterion [20] of each feature. For reasons
of space, we only present in Table 1 the topmost personality feature with the
highest contribution.

Table 1. Top 10 consumption categories with the highest classification accuracies
based on personality traits, and their top contributed personality feature.

Consumption categories Accuracy Top feature

Computing software 0.622 Openness

Nutraceuticals 0.621 Self consciousness

Gardening 0.619 Immoderation

Camping & hiking 0.614 Openness

Travel 0.613 Adventurousness

Science & space 0.612 Imagination

Home furnishings 0.612 Immoderation

Sports apparel 0.612 Openness

Donation 0.611 Intellect

Music 0.610 Openness

By associating the top contributed features with the coefficient from the
logistic regression models, we observe that individuals with higher level of open-
ness tend to have higher probabilities of purchasing camping and hiking, sports,
and music related products, but lower probability in buying computing software.
Besides, adventurous people are more willing to take challenges, and thus have
higher probabilities of purchasing travel related services. Last but not least, we
notice that self-consciousness is positively related to the purchasing behaviors of
nutraceuticals and vitamins.

4.2 Demographics as Features

To better understand the predicative power of personality traits, we next build
classification models using two demographic features: gender and age. We chose
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these two specific variables because they are relatively easier to get or infer,
compared to other demographic features, such as income and education.

Gender as Feature. As can be seen from Fig. 2, we find that on average the
classification models built with individual’s gender as predictor achieve an accu-
racy of 56.86 %, which is significantly lower than the accuracy derived using
personality traits (t = −4.0663, p < 0.05). While looking into the performance
of each individual model, we notice that personality traits achieve better predic-
tion results on most of the gender-neutral categories, for example, magazines,
green living, and DVD videos. However, for consumption categories, such as
jewelry, beauty and cosmetics, and fashion, etc., gender features outperformed
personality features in most cases.

Age as Feature. In addition to individual’s gender, we also compared the
predictive power of the derived personality traits with age. It turns out that on
43 out of 100 product categories, models using the personality features achieve
better prediction accuracy than using the age feature. On average, the age-based
models achieve a classification accuracy of 60.81 % (as shown in Fig. 2), which is
significantly higher than the performance of using personality traits as features
(t = 2.916, p = 0.01).

To better understand the limitations of the personality traits in predicting
individual’s consumption behaviors, we further inspect the classification results.
We notice that compared with age, the derived personality traits have more
impact on individuals while purchasing goods satisfying their deficiency needs
compared to growth needs. Here by saying goods with deficiency needs, we mean
purchases that can satisfy individual’s physical needs, safety needs, and belong-
ing needs, such as apparel, housewares, linens, etc. In contrast, growth needs

Fig. 2. Prediction accuracy distribution for consumer behaviors using personality, gen-
der, and age as features
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consist of self-esteem needs and self-actualization needs. Examples of goods satis-
fying individual’s growth needs, include: religious and inspirational goods, career
improvement, and travel.

5 Conclusion

In this study, we explored the role of derived personality from Twitter in pre-
dicting consumer behaviors. Multiple classifiers were implemented across 100
consumption categories to determine the predictive power of personality and
demographic features. Through carefully analysis of our classification results, we
concluded that, first, personality traits do have profound effects on predicting
various consumer behaviors. Second, even though demographic variables, espe-
cially age, display more predictive power than personality traits when predicting
purchases with growth needs, due to its sensitivity levels, they are usually hard
to collect or even infer. Derived personality traits using social media analytics,
in such a case, could be a good alternative for consumption prediction.

Like many other studies, the present work is not without its limitations. We
acknowledge that our current study is done based on two major assumptions:
inferred user profiles and inferred personality. Any bias that might be introduced
in either inferred values can affect the performance of our models. So, for future
work it would be interesting to replicate the present study with actual ground
truth data to contrast results.

Despite the limitations discussed above, we believe that this research makes
several major contributions to the social marketing and advertising fields. To our
knowledge, this is one of the very few papers that addresses the link between
online traces and offline purchasing behaviors. One major reason for the paucity
of studies that attack this problem is the fact that it is hard to match individuals
on social media and their purchasing actions in the real world. This issue is sur-
passed here by using IBM InfoSphere Big Match and Personality Insights. We
believe that using online activity to predict actions in the real world is a major
issue, important both for the challenge it poses and the potential applications.
In addition, our work proved the possibility of predicting individual purchas-
ing behaviors using their derived personality traits. This could be beneficial to
the marketers to target potential consumers with more personalized marketing
messages or campaigns.
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Abstract. Bitcoin, a virtual currency that employs a novel technology that
engenders trust and value in a decentralized peer-to-peer network, has exploded
in use since it was first introduced in 2009. Yet, despite this explosive growth,
researchers have barely started to investigate who uses Bitcoin, how and why
they are used, and what the growth of virtual currency means for society. This
paper examines Bitcoin as a currency, software platform, and community. It
discusses the background of the virtual currency and presents the results of one
of the first exploratory surveys to ask Bitcoin users and nonusers alike their
opinions about Bitcoin and how these opinions relate to personal and cultural
values. We examine how these views about Bitcoin are informed by attitudes
towards money, technology, government, and social structure.

Keywords: Bitcoin � Cryptocurrency � Virtual currency � Libertarian �
Attitudes

1 Introduction

Bitcoin, a virtual currency that employs a novel technology that engenders trust and
value in a decentralized peer-to-peer network, has exploded in use since it was first
introduced in 2009. As of February 2015, there were more than 13.88 million Bitcoins
in circulation, valued at around $3.50 billion [1]. Thousands of retailers accept Bitcoins
for payment, including Overstock.com and Expedia.com, and a number of start-up
companies have developed services to allow Bitcoin users to shop at the retailers that
have not yet begun to accept the virtual currency [2, 3]. While a number of other virtual
currencies have failed altogether or enjoy no more than marginal use, Bitcoin has
sustained for seven years and has garnered the attention of the mainstream financial
world [4, 5]. The future of Bitcoin as a currency is still undecided, but the technology
that makes Bitcoin possible, cryptographic hash functions and the blockchain, may
have a number of other potential applications that could prove sustainable. Enthusiasts

By comparison, according to the World Bank, the U.S. Gross Domestic Product for 2013 was $16.8
trillion. See http://data.worldbank.org/indicator/NY.GDP.MKTP.CD.
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of the technology posit that Bitcoin’s technology could be applied to a number of
services or activities that currently require a trusted third party to administer.

Yet, despite this explosive growth and potential, researchers have barely begun to
investigate who does and does not use Bitcoin, how and why Bitcoins are used, and
what the growth of this type of technology means for society. There are no simple and
easy ways to begin attempts at answering these questions, and with a lack of theory
about this technology and its related social phenomena, there is a need to start
somewhere in the process of examining the relationship between users of this tech-
nology and the technology itself. Researchers need to not only understand the technical
feats which have to be overcome to make the use of such a tool plausible, but they also
need to examine the potential of what a mass shift in the use of electronic currency
means for society as a whole. What would a use of this currency tell us about the users
of this technology? What values and beliefs and attitudes do they demonstrate when
choosing to engage or not engage with this form of currency? So little is known about
this community that starting with an empirical study gives researchers a concrete place
to start. What this study does is provide the first empirical building blocks to begin
telling the story of Bitcoin and its community.

Although no initial exploratory study can answer all of these questions in a single
large-scale survey, what it can do is give us the first pieces of empirical evidence we
need so we can know how to best approach futures studies about how and why people
use this tool. For example, from this study we learned that Bitcoin is more than just a
currency and means different things to different users. It is a platform for new appli-
cations and it represents a unique community. The novelty and multiplicity of mean-
ings of “Bitcoin” is reflected in the lack of standardization of the capitalization of the
word. Many will use “Bitcoin” to refer to the Bitcoin protocol and network, and use
“bitcoin” to refer to the coins themselves, but others do just the opposite. Some even
use “BitCoin”.1 We use “Bitcoin” throughout this paper to refer to both the protocol
and the currency. This seems to be the most common usage. Many Bitcoin-related
topics are ripe for research, and this paper will attempt to begin to explore this broad
subject area by examining how one group, university students, have responded to the
advent of Bitcoin. This group represents an age group which is on the cutting edge of
technological developments and may help give us our first clues into the attitudes,
beliefs, and behaviors of potential and current cryptocurrency users. First, we briefly
explain the basics of the Bitcoin technology and the social and cultural context in
which it was invented; including some of its primary criticisms. Then, we present the
results of one of the first known academic surveys to ask Bitcoin users and nonusers
alike their opinions about Bitcoin and to examine how these opinions relate to personal
and cultural values. We examine how these attitudes towards Bitcoin are informed by
attitudes towards money, technology, government, and social structure. We conclude
by discussing the implications that these first glimmers into the minds and actions of
cryptocurrency users (and non-users) tells us about these phenomena and we present
avenues for further research.

1 Paul Krugman (see references) uses both “Bitcoin” and “BitCoin” in just one New York Times
op-ed.
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2 The Bitcoin Technology

2.1 Development

In late 2008 an Internet forum user going by the name “Satoshi Nakamoto” posted a
white paper that claimed to describe a secure online payment system and currency that
would provide an alternative to government-backed “fiat” systems [6]. Nakamoto’s
proposal was one of many suggested virtual currencies since the advent of the Internet
[7, 8]. Those working to develop virtual currencies have differed in their motivations,
but the effort is often associated with a technological libertarian ideology that advocates
the use of electronic communications systems to (1) secure communications from
government surveillance, (2) avoid state-controlled monetary, financial, and taxation
systems, and (3) support free markets, which they posit are necessary for other free-
doms [9]. Technological libertarianism is not the only political viewpoint associated
with virtual currencies [10], but much of the rhetoric around the technology echoes this
point of view. A distrust of centralized governments and financial institutions has
provided some the motivation to develop open source peer-to-peer systems that replace
government-backed “fiat” systems, as they are sometimes called, such as the U.S.
Federal Reserve system. The goal of such a system would be to locate the trust
necessary to provide value to a currency in an information network and its protocols
rather than in a government. Generally speaking, the U.S. dollar has value because
users trust the U.S. government and its ability to extend its power globally; the idea is
that currency in an online peer-to-peer network would have value because users trust
the network. The U.S. dollar is highly valued in the world because of the stability of the
U.S. government and the trust that the government, particularly the Federal Reserve,
will make appropriate decisions regarding the issuance and regulation of currency.
Irresponsible behavior, such as issuing money without regard for the impact on value,
creating extreme hyperinflation and devaluing a currency, undermines trust in a gov-
ernment and its currency. Advocates of virtual currencies argue that protocols such as
Bitcoin would handle the issuance and regulation of currency better than (at least some)
governments [11].

Many people, in fact, do not trust that governments are making appropriate deci-
sions, and instead believe that the “fiat” system benefits governments and the financial
industry at the expense of the rest of society [7]. The economic recession that devel-
oped in 2007-08 was in part based on a disconnect between the amount of debt
assumed by individuals and businesses and real-world values [12]. When it became
apparent that many debts, particularly millions of sub-prime mortgages, would never be
paid, a financial structure built on debt failed. Many blamed a lack of regulatory
oversight that allowed financial institutions to profit despite this disconnect from
reality. As one credit bubble after another burst, the entire world economy entered a
recession [13]. Whether intentional or not, Bitcoin, introduced mere weeks after the
economic collapse of October 2008, was seemingly designed with these perceived
failures specifically in mind. In a forum post, Nakamoto expressed his reasons for
designing a currency system that avoided using banks:
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The root problem with conventional currency is all the trust that’s required to make it work. The
central bank must be trusted not to debase the currency, but the history of fiat currencies is full
of breaches of that trust. Banks must be trusted to hold our money and transfer it electronically,
but they lend it out in waves of credit bubbles with barely a fraction in reserve. We have to trust
them with our privacy, trust them not to let identity thieves drain our accounts. Their massive
overhead costs make micropayments impossible [14].

Nakamoto’s reasons echoed beliefs from a number of groups, including libertari-
ans, open source and peer-to-peer online communities, and cryptoanarachists [15].
Nakamoto referred to his system as “trustless” because there is no need to trust a third
party to verify transactions. While there are no centralized third-party institutions
involved, users must still place trust in the system – including both the protocol and
other actors in the Bitcoin ecosystem – to fulfill their goals. The object of trust has
shifted from an intermediary person or institution to other parts of the system, but trust
remains the foundation of value for the system. The issue of trust in Bitcoin is a topic
ripe for further research.

Even those who do not hold strong libertarian opinions about government and
central banks see flaws in the current financial system that may be solved through more
efficient and trustworthy systems. Trusted third parties such as banks and credit card
companies spend a great deal of their time and energy mediating disputes and dealing
with fraud, both of which add significant transaction costs to the system [6]. Credit card
companies charge merchants in the area of 2 % of every transaction to process pay-
ments, while people who want to transfer money (perhaps to family in less developed
countries) can pay significant fees [16]. Seventy-five percent of the world’s poor do not
even have access to a bank account [17] but do have access to cell phones and mobile
services. A currency system such as Bitcoin, argue proponents, could reduce trans-
action costs of transfers significantly and allow those currently excluded by the
financial system to participate in the global economy [18].

2.2 How Bitcoin Works

With these motivations in mind, there have been numerous attempts over the last three
decades to design a virtual currency system. Such a system is dependent upon
encryption for security, and so these network-based currencies are called “cryptocur-
rencies.” Many attempts to design a cryptocurrency system have failed for a variety of
reasons. A major roadblock was developing a system that would ensure that the
cryptocurrency, which is a digital object, could not simply be copied and used multiple
times – the problem of “double spending” [19]. In the mainstream financial system,
trusted third parties such as banks fulfill this verification function and resolve disputes
if someone attempts to transfer the same money to more than one party. In pre-Bitcoin
cryptocurrency systems a centralized clearinghouse was still required to verify trans-
actions and prevent double spending.

In 2008, however, Nakamoto proposed to solve this problem by introducing the
concept of a “blockchain.” A blockchain is a sort of public ledger that records the
proof-of-work necessary to demonstrate that a digital object, such as a currency, is
unique and has not been copied or double spent [20]. Nakamoto proposed a
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peer-to-peer system in which the network took responsibility for publicly doing the
work, using particular algorithms, to verify that each transaction was unique and
proper. Thus, cryptographic proof, rather than a trusted third-party financial institution,
verifies payments made between buyers and sellers. Third parties become superfluous
to the network, and transaction costs are minimized. Users of the system are motivated
to provide the work necessary to verify transactions by being compensated for their
efforts with newly generated currency and transaction fees. Nakamoto called this
system, and its currency, Bitcoin.

The Bitcoin system consists of a network of nodes, all of which run the Bitcoin
software. When someone wants to conduct a transaction using Bitcoin, they announce
the transaction (using their digital signature and the public key of the intended recip-
ient) to every node in the system, which collects all these transactions in a pool and
begins working to verify them. Each node is competing to be the first to verify the last
ten-minutes’ or so worth of transactions – one “block” of transactions – and have that
block be accepted into the chain [21]. Nodes employ a hash function that integrates the
current block’s transactions with all previous transactions in the chain to verify that the
user who announced the transaction owns the rights to the Bitcoins at issue and that
they have not previously been transferred to another party. Bitcoins exist only within
the blockchain itself. Owners possess the cryptographic key to access those Bitcoins
and change their ownership; they do not possess the coins themselves (which do not
exist in any tangible form). Users employ “wallets” to manage their cryptographic
keys. If an owner loses access to his keys, whether because they were stolen, lost, or
deleted, he loses his rights to his Bitcoins. This is similar to losing cash. An entire
industry has developed to provide secure wallet services, and issues of trust are par-
ticularly relevant at this layer of the ecosystem.

Only the first transaction in a block for a particular Bitcoin will be accepted and
worked on by any particular node, so users who attempt to double spend their Bitcoins
within one block will have all but the first transaction rejected. All nodes are trying to
integrate the new transactions into the chain, but only the first node to do so in a way
that meets an arbitrarily determined standard will “win” that block and have their
particular version of the block added to the chain. When a node finds a hash that
satisfies the requirement, it announces it to the entire network and the other nodes work
to verify it. While it is very difficult to calculate the hash that will satisfy the threshold
requirement, once it is found, it can easily be verified [22] This is a type of game where
the likelihood of winning is based on how much CPU power is being dedicated to the
task, and theoretically the system cannot be manipulated unless one party controls more
than 50 % of all computing power in the network [20]. The randomness of winning
also provides incentives for the losing nodes to accept the winner and move onto the
next transaction rather than trying to game the system. When a majority of the other
nodes confirm that a node has found the appropriate hash, that node’s proof-of-work is
added to the chain and each node moves to work on the next block of transactions.

The block added to the chain includes the proof-of-work needed to verify the
transactions and sets up the inputs for the next round of verification. Because the nodes
working to verify the transactions are rewarded with newly minted Bitcoins, they are
often called “miners” [23]. Miners are also rewarded with transaction fees when their
block is added to the chain. Within a short amount of time anyone who wants to
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conduct a Bitcoin transaction will have that transaction verified and accepted into the
official register of transactions. While one block takes about ten minutes to verify, with
the amount of time being built into the protocol and where increased difficulty is met
with increased computer power within the network, the possibility that different double
spend transactions will be recognized by different nodes, and that two nodes could win
the game at the same time, means that verification can actually take up to an hour [21].
When there is a dispute between two versions of one block, the version that is ulti-
mately incorporated by the next winning block becomes the official version [20]. The
system works this out itself without any dispute mediation by a third party and
everyone agrees to accept the resolution. It’s the Bitcoin version of Orson Scott Card’s
“The enemy’s gate is down” [24]. What everyone (or every node) accepts as true
becomes true.

Unlike traditional transactions with a credit card company or bank, there can be no
chargebacks within the Bitcoin system. The transaction that is included in the block-
chain is official no matter what occurred in the real world. The protocol allows for
including conditions precedent to the transfer of Bitcoins (for example, delaying the
transaction until certain goods are shipped), though this feature is not yet being fully
exploited [25]. The transaction is included in the pending pool of transactions when
first made and satisfaction is determined by the Bitcoin system itself and not by a
real-world third party. The end result of a Bitcoin transaction, as argued by its pro-
ponents, is a secure, relatively private, transfer of money done completely by the
system and without the need for a centralized clearinghouse to process transfers.

2.3 Criticisms of Bitcoin

Since Nakamoto’s blockchain breakthrough, other cryptocurrencies and systems have
developed using similar technology, but Bitcoin remains the most popular and most
known [26]. The development of cryptocurrencies such as Bitcoin is still too immature
to know whether they are a passing fad or part of an “electronic cash” revolution, but
they are starting to catch the attention of national governments and major financial
corporations alike. The New York State Department of Financial Services conducted
hearings in January 2014 to assess appropriate regulatory oversight and in July 2014
proposed the first state regulations governing Bitcoin [27, 28]. In late October 2014, the
U.S. Department of the Treasury’s Financial Crimes Enforcement Network issued a
ruling that determined that a virtual currency-trading platform is considered to be a
money transmitter subject to attendant regulations [29]. China has prohibited financial
institutions from conducting transactions in Bitcoin [30], while in July 2014 the United
States auctioned 30,000 Bitcoins confiscated in the takedown of an illegal online
market [31].

This unsettled treatment of Bitcoin by governments reflects not only the nascent
nature of cryptocurrency but also the challenges of regulating a peer-to-peer virtual
technology such as Bitcoin. The first issue is what kind of “thing” governments should
consider Bitcoin to be. Is it really a currency, or should it be regarded as a commodity
or a security? In 2014, the Internal Revenue Service (IRS) declared that it would treat
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Bitcoin as property, rather than currency, for the purposes of U.S. federal taxes [32]. To
recognize Bitcoin as a legitimate currency could be viewed as ceding an aspect of
sovereignty that has in part defined the modern nation-state. In the United States, it
could present a significant constitutional issue (see U.S. Const., Art. I., Sec. 8). But
Bitcoin is a decentralized peer-to-peer network that exists everywhere and nowhere.
Like other peer-to-peer networks, such as The Pirate Bay, the network functions as a
hydra – cut off one head and two more will grow back. Even if a government were able
to shut down nodes operating within its territory, the blockchain is distributed across
millions of other nodes around the world. “It’s not clear if [B]itcoin is legal, but there is
no company to control and no one to arrest.” [33] This resiliency may provide the
opportunity to use blockchain technology for many applications other than virtual
currency, but it presents a challenge for regulators [34]. One method used to confront
the hydra-like quality of Bitcoin is to prohibit companies from accepting Bitcoin as
payment or banks from conducting any transactions in virtual currencies [35]. Even if
governments cannot regulate the Bitcoin network itself, they can regulate the envi-
ronment in which Bitcoin functions to make it so inhospitable as to render Bitcoin
impractical to use.

Bitcoin has also gathered negative attention for its association with illegal activity.
Because Bitcoin offers users a great deal of anonymity relative to other types of virtual
payments, it has become a popular medium of exchange for illegal goods online. Most
infamously, The Silk Road, an online drug market, evolved into a multi-million dollar
business offering a variety of illegal drugs through an interface reminiscent of eBay or
Amazon [36, 37]. Although shut down by law enforcement in 2013, the website
re-launched in little over a month, displaying the difficult nature of regulating inter-
national flows of narcotics sold through websites afforded by the existence of Bitcoin
(or other peer-to-peer virtual currencies). The benefits of virtual currencies – more
anonymity, easier transactions, and less regulatory oversight – are attractive to those
motivated to avoid legal oversight. In general, there is a sort of “Wild West” atmo-
sphere around Bitcoin, as it is used both as a tool for real-world criminals for payments
and money laundering and a platform for other types of fraud conducted within the
Bitcoin ecosystem itself.

There have also been a number of technical challenges identified in the current
Bitcoin system. Some think that the ten-minute verification time is too long, and other
cryptocurrencies that employ the same blockchain architecture but use shorter blocks to
obtain faster verification have been developed. Because the number of Bitcoins that it is
possible to mine is capped at 21 million (which will be reached around 2140), there are
concerns that there will be significant hoarding or other economic dangers due to the
fixed amount of coins [38]. The value of Bitcoins has fluctuated wildly over short
periods of time, making it difficult to use Bitcoins in commerce and raising concerns
about speculation [15]. This inability to hold steady value has led some commentators
to dismiss Bitcoin altogether [39].

Of great concern, however, is evidence that the anonymity touted by Nakamoto is
not as anonymous as he thought [40, 41]. Only cryptographic keys, not personal
real-world identities, identify Bitcoin users and so the system does provide more
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anonymity than mainstream financial services. However, this anonymity is not abso-
lute. In fact, the founder of The Silk Road was convicted of criminal charges in part
because prosecutors were able to trace some of his Bitcoin activity [42]. There are
several possible avenues for tracing identities in the Bitcoin ecosystem. For example,
because users must undertake transactions using denominations of Bitcoins obtained in
prior transactions (or mining) and receive change, it is possible to use one-to-many
mapping to create a map of a particular user’s activities. For example, if a user received
60 Bitcoins in three transactions of 20 Bitcoins each and wanted to pay another party
50 Bitcoins, that user would have to conduct three transactions of 20 Bitcoins and
receive 10 Bitcoins in change. Mapping this process may reveal user identity. Bitcoin
has built-in protocols to try to prevent this, but researchers have demonstrated
work-arounds to these protocols [41]. Once an individual user’s map has been iden-
tified, further research can be conducted to identify the real-world identity of the user
[40]. Other implementations of the blockchain protocol, such as Darkcoin, have tried to
make it even more difficult to trace users.

There is also a very real concern about the vast amount of computer power that
must be dedicated to performing the hash function and which consumes precious
resources like electricity. The proof-of-work required by the system is important to
regulate the Bitcoin economy, but it requires that a significant amount of computing
power be dedicated to what is essentially useless computations. The hash function is
essentially a scratch-off game; success is based on luck and dedication of CPU time and
effort. This monopolizes a lot of computing power and consumes electricity and time,
among other resources. Beyond the sheer cost of all of this, the environmental impact
of electricity use is significant – researchers have calculated that the electricity used for
a proof-of-work system increases CO2 emissions to the same degree as global air traffic
[43]. One proposed option for addressing the concern of the vast waste of resources
proof-of-work computations involve is to change the work to something useful, such as
distributed data preservation [44]. In general, when computer scientists have identified
technical flaws in the system, suggestions for adjustments to the protocol have been
forthcoming and sometimes adopted by the community [45], but the anonymity and
resource problems seem to be built into the system. While Bitcoin may fail because of
economic or regulatory problems, these other problems could also undermine the
system.

2.4 Other Uses for the Blockchain Protocol

While the initial and primary use of the blockchain protocol is Bitcoin, technologists –
including computer scientists, entrepreneurs, tech-savvy lawyers, and political
reformers – have envisioned myriad applications for the Bitcoin platform and block-
chain technology. Some of these applications are merely pipedreams at this point, and
many technical challenges remain to be solved. But a few applications beyond just
currency transactions are beginning to be developed. The most enthusiastic about
blockchain have even called this technology the most important development since the
invention of the Internet itself because it provides a whole new platform for managing
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digital assets in a decentralized manner [46].2 Those most dismissive of Bitcoin, like
Paul Krugman, have generally only looked at the technology through a financial lens
and have not addressed other potential applications.

However, despite the criticisms, perhaps Bitcoin can be analogized to Napster,
where the poster child application of the technology (in Napster’s case, peer-to-peer
networks) was ultimately a failure, but the technology itself proved sustainable. Bitcoin
could be “Napster for finance” – a protocol upon which an entirely decentralized
system can be built [47]. If the blockchain technology is developed for uses beyond
currency, it could dramatically change asset management. The key to this is under-
standing that is that the digital item in a blockchain ledger does not need to be a
currency – it could be property deeds, assurance contracts, intellectual property rights,
or any number of other objects, rights, or obligations that can be expressed as digital
objects [7, 48, 49]. Computer scientists and entrepreneurs are beginning to develop
protocols for these types of applications [50, 51]. Many of these applications have been
long envisioned, but their practicability was often stymied by the need to administer a
large central database. Blockchain could provide the technological breakthrough nee-
ded to overcome this obstacle. Each application, though, also has other usability
challenges that blockchain may not fix.

3 Related Work

Despite the growing attention to Bitcoin and the enthusiasm over the technology’s
possibilities discussed above, research into the sociotechnical aspects of the cryp-
tocurrency and its ecosystem has developed slowly. Almost no empirical research
regarding how members of the general public view cryptocurrencies such as Bitcoin, or
what types of individuals actually use cryptocurrencies, has been conducted. In early
2015, Wall Street Journal reporters Paul Vigna and Michael J. Casey published a
book-length treatment of the subject, focusing on the history, development, and some
implications for the technology. Some research has been conducted regarding Bitcoin
owners [52–56] and a number of commercial research projects have examined issues
such as consumer payment trends [57].

Although almost no empirical analyses have been conducted exploring the psy-
chological and sociological aspects of cryptocurrencies like Bitcoin, other research with
currency as a focus can be used to inform our analysis. For example, some parallels can
be made with the failures of other types of new currency in the United States, such as the
dollar coin. For example, in analyzing the attempt to institute the Susan B. Anthony
dollar coin in the late 1970 s and early 1980 s, Caskey and St. Laurent argue that its

2 Venture capitalist Marc Andreessen has been one of the most enthusiastic advocates for Bitcoin and
the promise of its technology, but, as many note, his firm has invested a significant amount of money
in Bitcoin-related ventures and has an interest in seeing the system succeed. See, for example, the
comments of computer scientist and virtual currency researcher Robert McGrath at http://
robertmcgrath.wordpress.com/2014/10/19/andreessen-changes-tune-agrees-with-me-about-bitcoin/.
See also Alec Liu. Jan. 13, 2014. Why Silicon Valley (and Google) Loves Bitcoin. Motherboard.
Available at http://motherboard.vice.com/blog/why-silicon-valley-and-google-loves-bitcoin.
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failure rested upon a misconception of how money operates within networks [58].
Their argument—which easily extends to the more recent unpopularity of the Saca-
gawea dollar coin—refutes the decontextualized rationality that focuses on new money
as better meeting transaction needs; instead they argue that the wide adoption of money
requires network externalities where individual benefit is dependent upon how many
others are using the same currency.

Another point of comparison could come from research on the meaning of money.
For example, psychologists have analyzed the emotional associations with money in
terms of security, power, love, and freedom [59]. Under this schema, individuals may
differentially view money as a security blanket, leading them toward compulsive saving
(security), a means of self-efficacy (power), a substitute for affection (love), or the
means of escape to pursue personal interests (freedom). Sociologists have analyzed
money beyond its ability to commensurate objects into numerical values in terms of
how people separate their money and designate specific uses for it, or the social
relationships involved in monetary compensations (accountability), entitlements
(autonomy), and gifts (subordination) [60].

The finite design of Bitcoin has drawn comparisons to currencies based on gold
standards, making it popular among individuals subscribing to libertarian ideology
(which generally prescribes curbing the fiscal powers of the state) [9, 61, 62]. The use
of this type of currency may also support the view of some that such a system ensures
for users a type of “freedom” from the state given its decentralized and autonomous
design [63]. The supply of Bitcoin is finite by design ostensibly to protect against
inflation [6], though some popular criticism argues that Bitcoin will be susceptible to
deflationary pressures. The ideological preference for particular types of money speaks
to a longstanding concern, going back at least to the classical theory of Georg Simmel,
on the relationship between monetary and social systems that allow for varying con-
centrations of political power [64, 65]. At least for some users, Bitcoin is politically
attractive because it offers to the promise to facilitate a social order primarily organized
around individuals entering voluntary associations and relying less upon state institu-
tions that may coerce individuals to take certain actions in pursuit of collective goods.

The adoption of online payment systems such as PayPal can also inform research
into Bitcoin adoption and attitudes. Economists have applied diffusion of innovations
theory to PayPal adoption to explore how relative advantages, the complexity of use,
and compatibility with other payment methods affects adoption of new mobile payment
systems [66]. The slow adoption rates of mobile payment services, compared to other
mobile services, has been explained as resulting from perceptions that mobile payments
will be incompatible with current payment methods and hesitance to adopt payment
services that have not yet become the norm [67].

Our study is one of the first to ask Bitcoin owners and non-owners alike their
opinions regarding Bitcoin and to assess particular psychological and sociological
factors in relation to these opinions and attitudes. As an initial exploration into these
issues, this study was structured around two primary motivations. First, we explore
factors that predict whether university students have positive or negative attitudes
towards using Bitcoin. Next, we perform an analysis of the students who actually own
Bitcoin. We explore both of these research questions in light of personality type,
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individualistic orientation, ideological identification, financial behavior preferences,
past experiences with Bitcoin, and expressed motivations to use Bitcoin.

4 Methods

During April 2014, 7,500 students at a large Midwestern University were randomly
invited to participate in a web-based survey about virtual currencies. University stu-
dents were chosen as an exploratory population because they tend to have a greater
familiarity with new online services when they first appear within the marketplace.
Since studies about Bitcoin users have yet to be completed before this one, there was a
need to remain open to exploring what type of population would be best to approach
for this type of initial exploratory study. Ultimately, a total of 520 people responded to
the survey, while 8 emails failed to send and this resulted in a final response rate of
7 %. The question of what constitutes a successful response rate varies greatly by type
of survey administered and the familiarity (i.e. previous contact) researchers have or
not have with the studied population [68]. Therefore, the authors consider this response
rate to be successful for this type of large-scale survey with a previously unknown
group of participants. Since Bitcoin is not uniformly understood by everyone, we
provided respondents wtih the following description prior to being asked about their
experience with and opinion of Bitcoin:

Bitcoin is an open-source, denationalized, peer-to-peer payment system and currency that can
be spent in any country where vendors accept Bitcoin. Anyone can set up a Bitcoin account, and
accounts do not necessarily require personal identification. Bitcoin transactions are processed
almost instantly over the Internet and carry almost no processing fees. Some users of Bitcoin
equate it to “digital cash.”

Three questions were asked regarding the respondent’s general orientation toward
Bitcoin to make up the scale used as the dependent variable for linear regression.
Respondents were asked, (1) “How willing would you be to use Bitcoins or some other
virtual currency?” (2) “In five years, how many of the businesses that you regularly
shop at do you think will accept Bitcoins or some other virtual currency?” and
(3) “Would you be willing to be paid in Bitcoins at your job if the value of Bitcoins
were worth more than what you were offered in dollars?” These questions were
anchored with 5-point Likert scales ranging from strongly disagree to strongly agree.
Goodness of fit statistics from a confirmatory factor analysis showed a RMSEA score
below 0.05 and a CFI score greater than 0.95, with Cronbach’s alpha = 0.65. A final
regression-weighted Bitcoin Orientation Scale was constructed from these items and
used for analysis. A dummy variable measuring whether respondents own Bitcoin was
used as an independent variable in the analysis of Bitcoin orientation and constitutes
the dependent variable in a follow-up logistic regression analysis.

Several measures of individual dispositions were gathered to assess their rela-
tionship with Bitcoin attitudes. Without previous studies to guide this exploration,
oft-used scales from psychology and sociology were adopted to determine if cultural
orientation or personality made a difference in the use of and views about Bitcoin.
Individualistic-Collectivistic orientation was measured using Triandis and Gelfand’s
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16-item measurement scale for horizontal- and vertical- individualism and collectivism,
regularly used to determine cultural orientation [69]. Information on ideological ori-
entation was gathered by asking respondents to identify which came closest to their
political views among the following labels: conservative or traditionalist, libertarian,
liberal or progressive, centrist or moderate, green, socialist, communist, anarchist, or
other. Using these measures were key in determining the more likely type of person to
use a high-secretively cryptocurreny like Facebook. Two dummy variables were cre-
ated to represent libertarian and conservative ideological orientations, with centrist and
left of center identities as the reference category. A 10-item short version of the Big
Five Inventory was used to gather data on personality traits, providing measures for
conscientiousness, openness, agreeableness, neuroticism, and extraversion [70].

In order to assess whether Bitcoin orientation was contingent upon technical skills,
respondents were asked to self-assess their strengths along a 5-point scale for pro-
gramming, spreadsheets, web design, and hardware operation. Although the validity of
self-assessments may vary [71], for an initial exploration, this scale provides some
context for the technical proficiency of respondents. These measures constitute a
technical skills scale (RMSEA < .08, CFI > .95, Cronbach’s alpha = .70). Although
on the low side, these reliability scores are acceptable for an exploratory scale.

Two regression-weighted scales were constructed measuring behavioral preference
for different kinds of money. Respondents were given the option to express whether
cash, credit or debit cards (including services like PayPal), or Bitcoin was their pre-
ferred method of payment for the following activities: small purchases under $10,
going out to bars or clubs, gambling, nonprofit or charity, giving money to friends or
family, groceries, utilities, rent or mortgage, and health or medical expenses. A “dis-
cretionary cash” scale was created out of the first five items (RMSEA < .05, CFI > .95,
Cronbach’s alpha = .72) and a “necessities credit card” scale was created out of the last
four items (RMSEA < .01, CFI > .99, Cronbach’s alpha = .77).

Several other Bitcoin-specific measures were collected. In addition to Bitcoin
ownership, dummy variables were created for “Bitcoin friend” (1 = respondent has at
least one friend who has owned Bitcoins) and “devaluation” (1 = respondent believes
Bitcoin will be worthless or less than its current value in five years). Several dummy

Table 1. Description of variable used in analysis

Variable Description M SD Range

Bitcoin
orientation
scale

Willingness to use Bitcoin and predictions re:
Bitcoin future success

2.54 0.84 0.97–4.87

Female Gender 0.51 0.50 0–1
Conscientious Tendency to show self-discipline, act dutifully, and

aim for achievement against measures or outside
expectations

7.09 1.53 2–10

Vertical
individualism

Tendency to value competition and hierarchies 12.27 2.72 4–20

(Continued)
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variables were also included that reflect expressed motivations for wanting to use
Bitcoin, including anonymity, borderless finance, virtual money (defined as the lack of
physical money), and novelty. Table 1 provides a summary of relevant variable used in
the analysis.

5 Results

Data was initially explored through an analysis of zero-order correlations. The measure
of Bitcoin orientation had statistically significant and positive bivariate correlations with
vertical individualism, libertarian ideology, technical skills, Bitcoin ownership, Bitcoin
friends, anonymity, borderless finance, virtual money, and novelty. On the other hand,
Bitcoin orientation had statistically significant and negative bivariate correlations with
conscientiousness, gender (female), the discretionary cash scale, the necessities credit
card scale, and the devaluation measure. The measure of anonymity had the strongest
correlation, with r = .36. All correlations in the matrix were .36 or lower, indicating that
multicollinearity is not a serious concern for the regression models.

Results from ordinary least squares regression are presented in Table 2. Missing
data was handled using listwise deletion. Variables were chosen for Model 1 based
upon a bivariate correlation with the dependent variable, which revealed that only the
conscientiousness among personality types and vertical individualism among the
individualist-collectivist scales were statistically significant. Gender was included as a
control, along with ideological orientations. Conscientiousness and vertical individu-
alism were positively significantly but weakly correlated with Bitcoin orientation

Table 1. (Continued)

Variable Description M SD Range

Libertarian Self-identification of libertarian political views 0.13 0.33 0–1
Conservative Self-identification of conservative political views 0.12 0.33 0–1
Technical skills Self-assessment of technical skills 2.79 0.95 1.10–5.49
Discretionary
cash

Frequency of cash purchases and amount of cash
carried and kept at home

0.75 0.40 0–1.19

Necessities
credit card

Likeliness to use credit cards for necessities (e.g.
rent and groceries)

0.97 0.28 0–1.10

Owns Bitcoin Ownership of Bitcoin 0.09 0.29 0–1
Bitcoin friend Bitcoin known to be owned by a friend 0.37 0.48 0–1
Devaluation Opinion re: likeliness that Bitcoin will devalue 0.31 0.46 0–1
Anonymity Likeliness to use Bitcoin because of anonymity of

transactions
0.30 0.46 0–1

Borderless
finance

Likeliness to use Bitcoin because it allow
borderless financial transactions

0.35 0.48 0–1

Virtual money Likeliness to use Bitcoin because it is virtual 0.30 0.46 0–1
Novelty Likeliness to use Bitcoin because it is novel 0.24 0.43 0–1
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(b = -0.05 and 0.04, respectively), while libertarian ideology strongly predicted the
outcome (b = 0.52). Altogether, this model explained about 9 % of the total variance.
Added to Model 2, technical skills positively predicted Bitcoin orientation, but only
explained about 1 % additional variance.

Two measures of financial behavioral preference are introduced in Model 3,
including the discretionary cash scale and the necessities credit card scale. Both of
these measures are statistically significant and negatively predict Bitcoin attitudes. This
should not be surprising given that these measures represent different types of financial
transactions for which respondents had the opportunity to express a preference for
using Bitcoin rather than cash or credit cards. Of note is the degree to which respon-
dents who strongly prefer to use credit cards for their necessities (rent or groceries) are
less disposed toward using Bitcoin. Adding the discretionary cash and necessities credit
card preference scales led to the conscientious personality and vertical individualism to
fall out of statistical significance. Together, adding these measures accounts for an
additional 5 % of the variance seen in Bitcoin orientation.

Experience and perceptions of the Bitcoin network were added to Model 4.
Respondents with actual experience using Bitcoin have statistically significant positive
attitudes toward Bitcoin, reflecting a generally positive experience with the currency.
By contrast, and unsurprisingly, pessimistic attitudes about the future value of Bitcoin
strongly and negatively predicted the dependent variable. Yet having at least one friend
with Bitcoin experience had no statistically significant effect on an individual’s Bitcoin

Table 2. Unstandardized coefficients and standard errors (in parentheses) from linear regression
predicting bitcoin orientation.

MODEL (1) (2) (3) (4) (5)

Female −0.12 (.08) −0.05 (.08) −0.01 (.08) −0.05 (.08) 0.04 (.07)
Conscientious −0.05 (.02)* −0.05 (.02)* −0.04 (.02) −0.03 (.02) −0.02 (.02)
Vertical individualism 0.04 (.01)** 0.03 (.01)* 0.02 (.01) 0.02 (.01) 0.02 (.01)
Libertarian 0.52 (.11)** 0.51 (.11)** 0.47 (.11)** 0.36 (.11)** 0.31 (.10)**
Conservative 0.15 (.12) 0.17 (.12) 0.18 (.12) 0.16 (.11) 0.11 (.10)
Technical skills 0.11 (.04)** 0.08 (.04)* 0.07 (.04) 0.02 (.04)
Discretionary cash −0.28 (.10)** −0.21 (.09)* −0.19 (.08)*
Necessities credit card −0.58 (.13)** −0.47 (.12)** −0.33 (.12)**
Owns Bitcoin 0.33 (.13)* 0.36 (.12)**
Bitcoin friend 0.13 (.07) 0.08 (.07)
Devaluation −0.57 (.08)** −0.46 (.07)**
Anonymity 0.29 (.07)**
Borderless finance 0.33 (.07)**
Virtual money 0.33 (.07)**
Novelty 0.13 (.08)
Intercept 2.44 (.25)** 2.16 (.27)** 3.03 (.31)** 3.00 (.29)** 2.53 (.27)**
N 474 473 456 455 455
R2 0.09 0.10 0.15 0.27 0.40

*p < .05 **p < .01
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orientation. These variables explained an additional 12 % of the variance in the out-
come, reflecting their importance in understanding Bitcoin attitudes.

In the final model, variables indicating what may motivate a respondent to use
Bitcoin were added. These included preferences for anonymity, engaging in borderless
finance, owning virtual money with no physical basis, and the novelty provided by
Bitcoin. Anonymity, borderless finance, and virtual money were all statistically sig-
nificant measures positively predicting Bitcoin attitudes. This model explained 13 % of
the variance in addition to the previous model, explaining 40 % of the total variance in
the outcome.

Results from logistic regression predicting whether or not members of the uni-
versity population own Bitcoin are presented in Table 3. Several divergences between
factors predicting Bitcoin attitudes versus Bitcoin ownership are observed in this
model. Women were only about 15 % as likely as men to have owned Bitcoin, while
conscientious personality types were also less likely to be Bitcoin owners to a statis-
tically significant degree. Of particular note is that libertarians were more than two and
a half times as likely to own Bitcoins compared with those identifying as moderates or
left-of-center ideologies. While having a friend who owns Bitcoin was not significant
in predicting Bitcoin attitudes, this factor plays a big role in predicting whether or not
an individual will own Bitcoin. Among the motivational factors, only novelty emerged
as a statistically significant predictor of ownership.

Table 3. Unstandardized coefficients and standard errors (in parentheses) from logistic
regression predicting bitcoin ownership.

Female −1.73 (.59)**
Conscientious −0.28 (.13)*
Vertical individualism 0.04 (.08)
Libertarian 1.02 (.49)*
Conservative 0.93 (.59)
Technical skills 0.72 (.23)**
Discretionary cash −0.46 (.48)
Necessities credit card −0.58 (.60)
Bitcoin friend 1.25 (.43)**
Devaluation −0.88 (.49)
Anonymity 0.25 (.42)
Borderless finance −0.64 (.45)
Virtual money −0.30 (.45)
Novelty 1.14 (.41)**
Intercept −2.83 (1.54)
N 468
McFadden’s R2 0.34

*p < .05 **p < .01
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6 Discussion

This study provides the first empirical exploration of attitudes toward Bitcoin and
likelihood of ownership. Of note in the results is a clear divergence between the factors
predicting positive attitudes toward the use of Bitcoin and actual experience with using
Bitcoin. For example, while gender and friendship networks were not important pre-
dictors of Bitcoin attitudes, they were strong predictors of whether or not an individual
was a Bitcoin owner.

Clearly, there is a politically normative element involved in shaping attitudes
toward Bitcoin as well as its adoption to date. Libertarian ideology was the only
consistent factor for both attitudes and experience with the virtual currency. In the
American political context, libertarians may associate the decentralized nature of Bit-
coin with facilitating individualism as well as providing the means to defy the existing
balance of power among financial organizations and institutions. This is in accordance
with the stated viewpoints of Nakamoto and other Bitcoin developers. Of concern for
developing new applications for blockchain technology is whether Bitcoin can expand
its reach beyond the libertarian community.

Anonymity and novelty provide two interesting points of analysis for Bitcoin.
Anonymity captures both the threatening nature of Bitcoin in the eyes of financial
regulators and law enforcement as well as freedom for individuals to escape most forms
of financial surveillance. While attraction to the anonymity afforded by Bitcoin posi-
tively predicted attitudes toward the currency, it was an insignificant predictor of
whether or not someone had actually owned Bitcoin. Yet while novelty was not a great
predictor of attitudes, its significance in predicting Bitcoin ownership probably reflects
the still immature stage of development for the virtual currency. At least with this
sample, Bitcoin owners appear to be more curious about the currency rather than
attracted to clandestine activity.

The negative association between cash and credit card preferences with Bitcoin
attitudes may shed light on how individuals view the virtual currency, particularly its
association with security. While we might expect preferences for cash to indicate a
desire for anonymous transactions (thus positively predicting Bitcoin orientation), the
opposite trend was present in this study. Cash preferences in this sample could reflect a
desire for tangible money and broader distrust of virtual transactions or could reflect a
preference for local or face-to-face transactions. The negative association between
preferences for using credit cards to pay for necessities and Bitcoin attitudes may reflect
a hesitant view toward Bitcoin’s (lack of) institutional embeddedness. Individuals
wanting third parties to mediate transactions involving goods and services necessary
for personal and social stability appear more distrustful of Bitcoin. This poses yet
another challenge for Bitcoin—how to enculturate trust in the reliability of Bitcoin as a
medium of exchange for essential services, and not simply a novel payment method
used to purchase discretionary items.
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7 Limitations and Future Research

The opportunity to expand the field of research about Bitcoin as a technology and
community is wide open. There is an important need to examine this newly innovative
way exchanging currency across the world; however, in the same way the potential for
this area of study is exciting in its novelty, it is also challenging to determine the best
way to start moving forward. In this study, we embarked on an exploratory mission to
gather some of the first empirical data on this important topic. However, we would be
remiss if we did not reflect on an important limitation of this study before suggesting
ideas for future research.

One of the limitations of this study is that the sample group contains only university
students. This group has been criticized by scholars as problematic given its lack of
generalizability to the larger human population. This is not a position that we disagree
with, however, the motivation of this study at this time was not to gather data needed to
make that level of generalization. In the spirit of exploration of a novel topic, we
approached a group of people who we believed would be familiar with Bitcoin as a tool
whether or not they actually used it. Additionally, the intent of this study was not to
investigate people with a high familiarity of Bitcoin, but rather to gain a baseline
measure of what a group of individuals highly familiar with online tools think about
Bitcoin and whether or not it is or would be something they would use. Perhaps a future
study would benefit from the use of the information systems theoretical model of
technology acceptance as a way to explore deeper the reasons as to why or why not
some individuals choose to use Bitcoin.

The results of this study do provide some helpful empirical evidence when
strategizing ways to move forward with related research. What we were able to find out
about users of Bitcoin is that gender and friendship networks correlate to Bitcoin
ownership but not necessarily attitudes. So this begs the question, what happens for an
individual who ultimately ends up deciding to own Bitcoins? Also, why is it that men
are so much more likely to make this decision? Do female Libertarians own more
Bitcoins than do females of other political dispositions? Now that some empirical
research has been completed which highlight these correlations, there is a need for
future studies to go further into why these differences exist. For example, it’s possible
that since men are more likely than women to have computer programing skills that
they are more comfortable engaging in the technical world of Bitcoin [72]. There is
also a likely cultural influence on these gendered behaviors which should be consid-
ered. For example, in a recent study about gender and privacy protection behaviors
online it was found that women were significantly more likely to display different
information behaviors than men when navigating online resources [73]. The authors of
this study used the theory of planned behavior and a discussion of social norms to
explore these gendered behavioral differences online. Future studies about Bitcoin and
gender should consider using this approach in their analysis to help explain the gender
differences found in our study.

In addition to delving deeper into the why questions related to the findings of this
study, there is a definite need to study additional groups of individuals who have
different relationships to this technology. For example, a survey targeting the users of
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HackerNews (a social news website focused on computer science and entrepreneur-
ship), or Reddit (a social media/news website and discussion board), or Somethin-
gawful (a comedic social media site and community board) might increase researcher
access to actual Bitcoin users and/or access to different attitudes and beliefs about this
revolutionary approach to currency exchange.3 What about general attitudes about
Bitcoin among the mainstream populous? Since students are in no way representative
sample of mainstream culture, there is a need to broaden the scope of who is included
in some futures studies about Bitcoin. What this study does is start a very important
conversation about the Bitcoin technology, community and culture, and opens the
space for additional investigation.
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Abstract. Social media provides a convenient way for customers to
express their feedback to companies. Identifying different types of cus-
tomers based on their feedback behavior can help companies to maintain
their customers. In this paper, we use a machine learning approach to
predict a customer’s feedback behavior based on her first feedback tweet.
First, we identify a few categories of customers based on their feedback
frequency and the sentiment of the feedback. We identify three main
categories: spiteful, one-off, and kind. Next, we build a model to predict
the category of a customer given her first feedback. We use profile and
content features extracted from Twitter. We experiment with different
algorithms to create a prediction model. Our study shows that the model
is able to predict different types of customers and perform better than a
baseline approach in terms of precision, recall, and F-measure.

Keywords: Social media · Customer relationship management ·
Machine learning

1 Introduction

The use of social media in the customer relationship context has gained pop-
ularity nowadays. A report by VB Insight [1] reveals that modern consumers
complain about brands 879 million times a year on Facebook, Twitter, and
other social media portals. About 10 % of those consumers make a complaint on
social media every day. With this extensive use of social media by customers,
opportunities arise for companies to engage with their customers and be aware
of the issues that they face. For example, a customer can complain on social
media after experiencing a failure of service; this complaint notifies the com-
pany and prompts it to take necessary actions to prevent further damage to
the company’s reputation and customer base. Therefore, it is important for the
company to continuously monitor the voices of their customers, which refer to
an activity called social listening and monitoring.

It would be interesting to be able to predict different types of customer
feedback behavior. Such prediction can help a company to formulate a suitable

c© Springer International Publishing AG 2016
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strategy to manage and improve customer satisfaction and retention. For exam-
ple, some users may complain many times to a company’s Twitter account if
the users are not given sufficient attention in a short period of time, others may
complain only once, and yet others may express their thanks after a good service
has been rendered by a company. From the company’s side, multiple complaints
are considered as something that should be avoided, since it can affect the com-
pany’s reputation. Having an ability to predict this type of customer would allow
the company to take preventive action before the user spreads negative opinion
about the company in social media. A company may also want to provide good
reasons for the third category of customers to publicize good service and improve
the company’s reputation.

In this study, we try to address the aforementioned prediction problem by
employing a two-stage machine learning algorithms. In the first stage, our app-
roach clusters social media users into several categories based on their feedback
frequency and sentiment polarity. We identify three categories of users: spite-
ful (i.e., the user complains many times in social media), one-off (i.e., the user
only provides negative feedback once), and kind (i.e., the user provides positive
feedback). In the second stage, our approach builds a prediction model that can
assign a user into one of the three categories based on his/her first feedback. We
experiment with different supervised machine learning algorithms (i.e., Naive
Bayes, Logistic Regression, and Random Forest), to build an automated predic-
tion model.

As a case study, we use an internal data from a state-owned telecommunica-
tion company in Indonesia to evaluate the effectiveness of our proposed approach.
The company named Telkom extensively uses social media such as Facebook and
Twitter, to interact with its customers. To facilitate social listening, the com-
pany has set up a dedicated unit to actively monitor customer feedback. Our
work extends the current social listening platform that the company has by
adding some predictive capabilities. Under 10-fold cross validation, our experi-
ments show that our proposed approach can predict customer feedback behavior
categories with a weighted precision, recall, and F-measure of up to 0.797 (Ran-
dom Forest), 0.881 (Naive Bayes), and 0.800 (Random Forest) respectively. Our
approach outperforms a baseline that randomly assign categories to customers
based on the distribution of customer feedback behavior categories in a training
data.

Extracting knowledge from microblogs has been one of active research areas.
We believe that this study would be important towards the development of
techniques that make use of social media data to improve product and service
quality. Specifically, our contributions are as follows:

1. We propose a new problem of predicting different types of customer feedback
behavior on Twitter.

2. We use a clustering algorithm to identify different types of customer feedback
behavior.
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3. We propose a set of features, i.e. content features and profile features, that
can be used to predict customer feedback behavior by leveraging a supervised
machine learning algorithm to build a prediction model.

4. We have evaluated our proposed approaches on a dataset containing 11,809
tweets. Our proposed approaches can achieve reasonable precision, recall and
F-measure which are higher than those of a baseline approach.

The structure of the remainder of this paper is as follows. In Sect. 2, we
describe social listening activities in a company used as our case study and
data analysis techniques that we leverage for this work. We describe how we
cluster customers to create several categories in Sect. 3. In Sect. 4, we explain
our approach which extract features from customer Twitter accounts and their
corresponding tweets and use them to build a prediction model to predict cus-
tomer categories based on their first feedback tweet. We describe our experiments
which evaluate the prediction accuracy of our approach in Sect. 5. Related work
is presented in Sect. 6. We finally conclude and mention future work in Sect. 7.

2 Preliminaries

2.1 Social Listening at Telkom

In this paper, we experiment with a dataset collected and annotated by a state-
owned telecommunication service provider in Indonesia, namely Telkom1. The
company serves tens of millions of customers throughout Indonesia, offering a
wide range of products including broadband internet connections, cable TV, and
land line telephone connections.

Telkom has set up a system that actively monitors what customers say on
social media, and handles each issues raised by forwarding the problem to a
back-room unit. To monitor customer voices, the company uses tools provided
by Brand242 and BrandFibres3. The first tool is used to crawl any contents
containing keywords related to the company’s product from different platforms,
including Facebook, Twitter, blog posts, and news media. These crawled records
are then filtered by removing irrelevant posts. The filtering process requires man-
ual work performed by several social media analysts. The analysts use a second
tool called BrandFibres dashboard. Using this tool, they evaluate each post, and
then assign a sentiment score to each post. They give scores ranging from “+5”
(very positive feedback) to “−5” (very negative feedback). The analysts also
assign a post into one of the 8 different categories shown in Table 1. Note that
a tweet can be assigned to more than one category, and an analyst will assign a
sentiment score for every category that applies to a tweet.

Figure 1 shows an example of a customer complaint on Twitter. In the figure,
the tweet mention a company’s account (@telkomcare). The tweet also mentions

1 http://www.telkom.co.id/en/tentang-telkom.
2 http://www.brand24.com/.
3 http://www.brandfibres.org/.

http://www.telkom.co.id/en/tentang-telkom
http://www.brand24.com/
http://www.brandfibres.org/
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Fig. 1. A tweet posted by a customer to a company’s customer care channel

Table 1. Customer feedback categories

Category Description

Quality Evaluation Tweets related to general quality of a product or service
(for example, slow or unstable internet connection).

Offer Evaluation Tweets providing feedback to a product offering (such
as an ongoing promotion of a certain product)

Activity Disturbance Tweets reporting specific disturbance in a user’s activity
while using a product (for example, trouble when
browsing or downloading).

Invoice Related Tweets reporting issues related to product or service
invoicing (such as reports of incorrect billing).

Customer Service Quality Tweets reporting issues related to quality of customer
service (such as quality of customer service agents,
and how the company handles current problems
experienced by the customer)

Actions Tweets related to action taken by the customer (such as
comparing product provided by the company with
other competitors).

Social Media Tweets related to social media interactions between
company and customers.

Others Tweets about other issues related to the company and
subsidiaries

other users (@detikcom and @telkompromo). The first one is an online news
media account and the latter is the company’s other account that focuses on
disseminating the company’s promotional events and deals.

This study analyzes data consisting of tweets collected and annotated by
Telkom for a 3 month period from June-August 2015. In total, there are 12,634
posts. We consider only the posts that have been collected from Twitter, which
results in about 11,809 posts (or tweets) constituting about 93.4 % of the total
posts. These tweets are those that mention the official company’s customer care
account on Twitter, namely @telkomcare. For the tweets in our dataset, we
extract distinct twitter users who posted them, resulting in 6,031 distinct users.
We use this set of users as the input to our clustering and prediction tasks
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described in the next two sections. The data provided by Telkom did not include
the profile of these 6,031 Twitter users. To get these profiles, we call the standard
Twitter API using Tweepy4 Python module.

2.2 Handling Imbalanced Data

Imbalanced data problem typically refers to a classification problem where the
classes are not represented equally. For customer feedback, typically we would see
more negative feedback rather than positive ones. One way to deal with imbal-
anced data is by using sampling methods, which modifies the distribution of
the original training samples to obtain a relatively balanced data. There are two
types of sampling methods: oversampling and undersampling [11]. Oversampling
is conducted by adding more samples to the minority class, while undersampling
is done by creating a subset of the majority class. One popular oversampling algo-
rithm to handle imbalanced data is SMOTE (Synthetic Minority Over-sampling
Technique) [6]. This oversampling algorithm creates synthetic samples from the
minority class instead of creating copies. SMOTE works by finding the k nearest
neighbors of each sample in the minority class. Next, artificial samples are then
generated along the line of some or all of the k nearest neighbors, depending on
the amount of oversampling required.

3 Clustering Customers

In the first stage of our work, we cluster customers in our dataset (i.e., the
6,031 users described in Sect. 2.1) into several categories based on their feedback
frequency and the sentiment polarity of these feedback. Figure 2 shows our overall
approach to cluster customers.

Fig. 2. Our approach for clustering customers

We represent each customer as a set of metrics: NumOfFeedback, NumOf-
PosFeedback and NumOfNegFeedback. These metrics are listed and defined in
Table 2. Next, based on this representation, we cluster the users together. To
cluster the users, we use Expectation-Maximization (E-M) algorithm. E-M algo-
rithm assigns a probability distribution to each instance which indicates the
probability of it belonging to each of the clusters. A previous study conducted
by Meilă and Heckerman [13] has found that the E-M algorithm often performs

4 http://www.tweepy.org/.

http://www.tweepy.org/
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Table 2. Metrics used for clustering users

Features Description

NumOfFeedback Number of feedback tweets generated by a user

NumOfPosFeedback Number of feedback tweets that are of positive sentiment
polarity

NumOfNegFeedback Number of feedback tweets that are of negative sentiment
polarity

better than other clustering methods such as k-means and model-based hierar-
chical agglomerative clustering.

We use the implementations of E-M Algorithm in Weka [10]. We do not
initiate number of cluster and let the E-M algorithm decides the best number of
clusters. All parameters are set into Weka default setting.

Table 3 shows the results of the E-M clustering algorithm. We verify the
result by manually investigating the properties of each cluster. Based on this
manual investigation, we conclude general properties for each group as shown in
the fourth column of the table.

Table 3. Clusters of users based on their tweets mentioning the company

Cluster Count Percentage Observed Properties

0 1235 20.48 % Post one or two times, with at least one positive
feedback

1 152 2.52 % Post more than 2 tweets, with more than two
possitive feedback

2 481 7.98 % Post at least 4 tweets, with majority of negative
feedback

3 82 1.36 % Post at least 9 tweets, with majority of negative
feedback

4 2837 47.04 % Post only one tweet with negative feedback

5 1244 20.63 % Post 2 or 3 times with majority of negative feedback

Note that there are similarities among these clusters. Cluster 4 represents the
majority of customers who only provide one negative feedback, without posting
further tweets. Clusters 2, 3 and 5 correspond to customers who post more than
one tweet with negative sentiment. These customers are typically the group of
customers that may damage a company’s reputation if they are not managed
well. The other two groups (clusters 0 and 1) are groups of customers that
post at least one positive feedback such as thanking the company for its good
service. These customers can improve the company’s reputation. Based on this
observation, we decide to group the clusters further into three groups based on
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Table 4. Three main categories of customers

Class Cluster Percentage

Kind 0,1 23.0 %

One-Off 4 47.0 %

Spiteful 2,3,5 30.0 %

how the customers complain or behave. This new groups are shown in Table 4.
We will use these three groups as class labels for the second stage of our approach
that predicts customer feedback behavior.

4 Predicting Customer Categories

In the second stage, our approach builds a prediction model that can assign a
customer into one of the three categories based on their first feedback tweet.
With our prediction model, a company would be able to know the category
of a customer early and take necessary actions. Our approach first extracts a
number of features that characterize a customer and his/her first feedback tweet.
Features of customers belonging to the three categories are then used to train a
prediction model that can differentiate each category. The following subsections
explain features used and our approach to build the prediction model.

4.1 Feature Engineering

We use two types of features: profile features (i.e., features that we extract from
a customer’s Twitter profile) and content features (i.e., features that we extract
from a customer’s first feedback tweet).

Profile Features. Twitter provides several information about its user which
include the user’s number of followers, number of followee, etc. We consider five
profile features to infer customer categories. These five features are described in
detail below.

– TweetCount: This feature is the number of tweets or re-tweets generated by
a user. This metric represents a user’s level of activity on Twitter.

– FollowerCount: This feature is the number of followers that a user has. If A
follows B on Twitter, all B’s tweets would be propagated to A. This feature
is a basic measure of a user’s popularity on Twitter.

– FolloweeCount: This feature is the number of people a user follows. It rep-
resents the user’s level of interest on others and correlates to the number of
tweets that the user would receive daily.
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– FavCount: Twitter users may express their liking of a tweet by marking the
tweet as a favorite. This feature is the number of the tweets that a particular
user has favorited. A higher value of this metric indicates that this user often
gives positive feedback to others and may indicate his/her level of agreeable-
ness.

– ListCount: A Twitter user can create lists of other Twitter users whom
he/she follow. Each of this list typically contains related Twitter users who
belong to a particular topic or interest (e.g., a list of friends, co-workers,
celebrities, athletes, etc.). This feature is the number of lists that a user creates.
We use this feature to capture another aspect of a user’s level of activity on
Twitter.

Content Features. Content features characterize a Twitter user’s first feed-
back tweet. The tweets in the dataset that we use has been annotated by
Telkom’s social media analysts (see Sect. 2.1). We leverage the annotations and
use them as content features. We use a total of eight content features; each
of them corresponds to one of the eight possible categories of tweets listed in
Table 1. The value of each of these eight features is the sentiment polarity score
that is assigned manually by Telkom’s social media analyst.

4.2 Methodology

In general, our methodology contains of two phases: a model building phase and
a prediction phase, as shown in Fig. 3. In the model building phase, our goal is
to build a prediction model based on a training set of customers along with their
profiles, first feedback tweets and category labels. In the prediction phase, this
model is used to predict the category of a new customer based on his/her profile
and first feedback tweet.

In the model building phase, we first extract profile and content features from
customers in the training data. Next, for the profile features (i.e., TweetCount,
FollowerCount, FolloweeCount, FavCount, ListCount), since the variation of the
feature values is high, we normalize them to have values between 0 and 1. How-
ever, we do not normalize the content features, since we want to preserve the
actual sentiment polarity scores and the variation of these scores is not high.
After the features are extracted, we apply SMOTE (described in Sect. 2.2) to
handle imbalanced data. Finally, we use a classification algorithm to build a
prediction model.

We explore three classification algorithms, namely Logistic Regression, Naive
Bayes and Random Forest. These algorithms are widely used in data mining
research such as in [3,5,20].

In the prediction phase, we extract values of profile and content features
for a new customer whose category is to be inferred. These feature values are
extracted from the new customer’s Twitter profile and his/her first feedback
tweet. Next, we apply the prediction model that we have learned in the model
building phase on the new customer’s feature values. This model will output a
prediction, which is one of the three categories listed in Table 4.
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Fig. 3. Our approach for predicting customer categories

5 Experiments and Results

5.1 Dataset and Experiment Setting

There are 6,031 distinct Twitter users in our Telkom dataset. However, we could
not collect profile features of a number of them. This is the case since not all
Twitter accounts are public. Among the 6,031 users, we are able to get 5,813 user
profiles. This represents 96.39 % of distinct users in our dataset. For each of these
users, we identify his/her tweet that will be used as input to the prediction task.
We consider the earliest feedback tweet that is posted during the observation
period (i.e., June-August 2015) as such tweet.

We use the implementations of Logistic Regression, Naive Bayes and Random
Forest in Weka [10]. We apply SMOTE filter for all of the three variants. All
parameters are set into Weka default settings. We also perform 10-fold cross
validation to investigate the effectiveness of our approach.

As a baseline, we use an approach which we refer to as WeightedRandom-
Picker. This baseline picks one of the three categories randomly based on the
percentage of customers of each category in our dataset (see Table 4). For exam-
ple, given a new customer, WeightedRandomPicker predicts that the customer
belongs to Class 1 (Kind) with a probability of 0.10, Class 2 (One-Off) with a
probability of 0.47 or Class 3 (Spiteful) with a probability of 0.30.
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5.2 Evaluation Metrics

As yardsticks to measure the effectiveness of our approach and the baseline, we
use precision, recall, and F-measure. These metrics are common metrics that
have been widely used in many past studies such as [8,12,17,18,21].

These metrics are calculated based on four possible outcomes of a Twitter
user in an evaluation set: True Positive (TP), True Negative (TN), False Posi-
tive (FP) and False Negative (FN). For example, in case of predicting spiteful
customer, TP is when a spiteful customer is correctly predicted as such; FP is
when a non spiteful customer is wrongly predicted as a spiteful customer; FN is
when a spiteful customer is wrongly predicted as a non spiteful customer; TN is
when a non-spiteful customer is correctly predicted as non-spiteful customer.

Since we deal with multi-class classification, we also calculate weighted pre-
cision, weighted recall and weighted F-measure. We use the following formula to
calculate weighted F-measure (similarly for weighted precision and recall):

WeightedFM =
∑

c FM(x) × x))
n

(1)

In the above equation, c is total number of classes (in our case: 3), FM(x) is
the F-measure score for class x, x is total number of data instances that belong
to a particular class, and n is the total number of instances in the dataset.

5.3 Research Questions and Results

RQ1: How well does our approach perform in predicting different
categories of customers?

Approach: In this research question, we investigate three variants of our app-
roach which uses three supervised classification algorithms (Logistic Regression,
Naive Bayes and Random-forest), and compare its performance (measured in
terms of precision, recall, and F-measure) with that of the WeightedRandom-
Picker baseline.

Results: Table 5 shows the results of our experiments. From the table, we can
see that the three variants of our approach consistently outperform the Weight-
edRandomPicker baseline. Among the three classes, determining spiteful cus-
tomers (C3) is the hardest problem. In this case, Logistic Regression performs
the worst when compared to the other two supervised algorithms. But still, it
outperforms the baseline by 13 % in terms of weighted F-measure. Meanwhile,
determining kind customers (C1) is the easiest task, and all three variants of our
approach outperform the baseline by more than 53 % in terms of F-measure.

RQ2: How effective is the oversampling strategy to improve classifi-
cation accuracy?

Approach: We apply SMOTE to handle imbalanced class problem. In this
research question, we compare results obtained by our approach when SMOTE
is used and when it is not used.
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Table 5. Effectiveness of various variants of our approach which uses different under-
lying classification algorithms to predict customer categories. C1: Kind customers, C2:
One-Off customers, C3: Spiteful customers.

Algorithm Metrics C1(Kind) C2(One-Off) C3(Spiteful) Weighted

Logistic Regression precision 0.969 0.732 0.574 0.738

Logistic Regression recall 0.769 0.971 0.372 0.744

Logistic Regression F-measure 0.858 0.835 0.451 0.724

Random Forest precision 0.973 0.754 0.697 0.787

Random Forest recall 0.819 0.926 0.667 0.824

Random Forest F-measure 0.890 0.832 0.682 0.800

Naive Bayes precision 0.881 0.733 0.525 0.704

Naive Bayes recall 0.767 0.925 0.897 0.881

Naive Bayes F-measure 0.820 0.818 0.663 0.772

Baseline precision 0.452 0.474 0.296 0.415

Baseline recall 0.212 0.474 0.366 0.382

Baseline F-measure 0.288 0.472 0.322 0.385

Table 6. Weighted F-Measure of our approach with and without SMOTE

Algorithm No SMOTE With SMOTE Improvement

Logistic Regression 0.542 0.724 33.58 %

Random Forest 0.591 0.800 35.33 %

Naive Bayes 0.534 0.772 44.49 %

Results: Table 6 shows results that our approach achieves when SMOTE is
turned off and on. We can note that by applying SMOTE the effectiveness of
our approach (measured in terms of weighted F-measure) can be improved by 33–
44%. This result gives evidence that handling imbalanced data by using minority-
class oversampling improves the accuracy of the constructed prediction model.

5.4 Discussion

Our experiments show that among the three variants of supervised classification
algorithm, Random Forest performs the best with F-Measure of 0.890, 0.832
and 0.682 for predicting kind, one-off, and spiteful customers respectively. This
finding is consistent with previous study by Caruana et al. [5] which observed
that random forests tended to perform well across different settings. Even for
the variant that uses the most basic machine learning approach among the
three (i.e., Naive Bayes), the prediction performance is 30 % better than that of
WeightedRandomPicker. These results highlight a promising potential of apply-
ing machine learning techniques to identify different categories of customer based
on their first feedback tweets.
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Our prediction model relies on sentiment polarity of customer feedback.
To ensure the correctness of sentiment polarity of user’s tweet, we decided to
use labeled/annotated data that Telkom provides and none of the authors are
involved in the labeling/annotation process.

A limitation of our study is the sample used in the case study. We have
evaluated the effectiveness of our approach to infer customer categories from
tweets that mention one company in Indonesia. In the future, we plan to address
this limitation by considering a larger set of tweets collected over a longer period
of time. We also plan to experiment with other companies situated in different
countries.

6 Related Work

Inferring User’s Attributes and Behavior. Pennacchiotti et al. presented
an approach to infer the values of a Twitter user’s hidden attributes such as
political orientation or ethnicity by analyzing observable information such as the
user behavior, network structure and the linguistic content of the user’s Twitter
feed [16]. Another work by On et al. studies interactions in email network [15].
They use internal company dataset, and build a model to predict email reply
order. However, our work differs with previously mentioned works since we use
different sets of features taken from user profile and feedback contents. We also
focus on a different problem, namely the prediction of customer category based
on feedback tweets.

Handling Imbalanced Data. Van et al. [19] and Huang et al. [11] have inves-
tigated the effectiveness of oversampling strategies to handle issues with imbal-
anced datasets. Our findings in this work further demonstrate the value of using
an oversampling method to deal with imbalanced dataset. In RQ2 (see Sect. 5.3),
we show that oversampling substantially improves the prediction accuracy of our
customer category prediction approach.

Social Listening Framework. Bhatia et al. develop a system that automati-
cally monitors social network platforms, analyzes data from the platforms, and
triggers events that lead to corrective actions [4]. Ajmera et al. analyze posts
and messages in social network platforms and identify posts relevant to an enter-
prise [2]. Einwiller et al. examined the complaining behavior and complaint
management on Social Media, focusing primarily on how companies manage
the complaints [9]. Millard et al. found that customers engage with brands not
only to complain but also to complement [14]. Chen et al. introduce a brand-
specific intelligent filters on Twitter which is called CrowdE using a common
crowd-enabled process [7]. Our work highlights another framework that has been
implemented and currently used by a large telecommunication company using
customized commercial tools. Our work extends the company’s social listening
framework with a capability to predict customer categories.



380 A. Sulistya et al.

7 Conclusion and Future Work

In this study, we propose a method to predict customer categories (i.e., kind,
one-off, and spiteful) given a customer’s profile and first feedback tweet. Our
approach extracts a set of profile features and content features and use these
to build a prediction model using a classification algorithm. To demonstrate
the accuracy of our approach, we evaluate our approach using a real dataset of
labeled tweets mentioning an official account of a large telecommunication com-
pany in Indonesia. We evaluate our approach by using common evaluation met-
rics in data mining research (i.e., precision, recall, and F-measure), and compare
its performance with that of a weighted random picker baseline. Our experiment
results show that three variants of our approach that uses different underlying
classification algorithms can substantially outperform the baseline. Our app-
roach can benefit companies to improve their customer service strategies to deal
with different categories of customers. For the company in our case study, our
approach extends the current capability of their social media listening system
by adding a prediction functionality.

In the future, we plan to evaluate our proposed approach on more datasets. To
improve the accuracy of our approach further, we plan to extract more features
to better characterize different categories of users. We also plan to investigate
more advanced classification algorithms.
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Abstract. The social environment of people is an important factor for the
mental health. However, in many internet interventions for mental health the
interaction with the environment has no explicit role. It is known that the social
environment can help people to reduce the feelings of loneliness and has a
positive impact on mood in particular. Participation in social activities and
maintaining social interaction with friends and relatives are frequently seen as
indicators of a happy and healthy life. It is also commonly accepted that being
integrated in social network has a strong protective effect on health and helps to
avoid feelings of loneliness. In this paper we present a computational model that
can be used for analyzing and predicating the mood level of individuals by
taking into account the social integration, the participation in social activities
and the enjoyableness of those activities. In addition to this, we explain the
method that we developed to validate the computational model. For the vali-
dation, we use real EMA data that was collected from E-COMPARED project.
This model allows to make more precise predictions on the effect of social
interaction on mood and might be part of future internet interventions.

Keywords: Social network � Social integration � Mood � Social interaction �
Social activities

1 Introduction

The social network of an individual can help him out of feelings of loneliness and
isolation, as having good friends around gives a sense of social integration within a
social network and provides a reason for happiness as well. These social networks can
encourage individuals to participate or engage themselves more in social activities as
well as social interaction which ultimately leads to better mental as well as a better
physical health. Socially isolated individuals or people with limited contacts have a
higher chance of suffering from health issues [1, 2]. Socially well integrated people
have more social contact, they are mentally happier and healthier than those with
limited social contacts [3].

There are several influences between mental health and a person’s social environ-
ment. Researchers in the field of social psychology and social science have put for-
warded several theories about the association between the loneliness (or the comparable
concept of isolation) and the integration within in social networks [4, 5]. The structural
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characteristics of social networks such as quality and quantity of relationships have
much influence on individual’s lives. Relationships give a perception of social inte-
gration and have a positive influence on mental as well as physical health [6, 7]. People
with higher level of quality and a larger number of relationships are considered to be
well integrated within the network [8], and on the other hand people having feelings of
loneliness and isolation are less integrated [9].

In addition, social interaction among or between friends is considered as one of the
major benefits of a rich social networks. It also depends on the quality and quantity of
our social interactions [10], e.g. people with less participation in social activities suffers
of cognitive decline [11, 12]. So, various social environmental factors have been
identified as predictors of health and wellbeing either physically or mentally.

Nowadays much attention has been paid towards the computational aspects in
relation with mental and psychological well-being, [13, 14] as this can form the basis
for human-aware smart applications that can assist people in their routine life and to
support healthy behaviour.

In this paper we take the structural aspects of social networks into account, in relation
with mood level of the individuals, and we explore these computationally. Specifically,
we propose a computational model and amethodology to validate thismodel with real life
data. The model incorporates various social aspects such as: social network strength (e.g.
number of friends, strong and weak relationships), level of social integration, social
interaction, involvement in social activities, enjoyableness of social activities and their
effect on individual’s mood level. For the validation of this model we have compared the
predictions of our model with three naïve predictions. The goal is to compare all of 4
predictions and see whether our model has added value compared with the naïve
approaches. Thus, our main research questions are:

• How can we computationally model the effect of social factors on mood?
• Is this model better in predicting the mood then simple?

The remainder of this paper is organized as follows: In Sect. 2, some literature
about the effect of social networks on mental health in general and mood in particular is
discussed. The conceptual overview of the computational model is described in Sect. 3,
which includes the details of various concepts and their relationships. In Sect. 4, the
data collection process is explained. In Sect. 5, simulation results are provided to show
whether our model can better predict the mood level of individuals. Finally, Sect. 6
concludes the paper and identifies possibilities for future research.

2 Background

Researchers in clinical psychology are working on different interventions by consid-
ering various aspects related to the mental health. In this paper we take the social
environment of the individuals into account. There are not many interventions yet that
explicitly take the interaction of people with their social environment into account. In
the following paragraphs, we discuss the relevant literature on the relation between
social environment and mental health.
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Social networks of people consist of relationships with other people, and relations
are usually classified as either strong ties or weak ties. In other words, both the quality
and quantity of relationships in a social network is relevant.

The level of social integration plays a vital role in the health and well-being. It has
been observed that people who often join social groups that help them to expand their
social circles by making more friends, and who involve themselves in various social
activities relates to the health promotion, remain healthier either mentally or physically
[2, 15].

In the literature it also has been well documented that an increase in loneliness and
social isolation can have a serious impact on wellbeing and quality of life, with certain
negative health consequences[16, 17], such as, psychological and cognitive decline.
Individuals who have very less or weak relationships and do not participate in social
activities are at an increased risk of cognitive decline [12], and increased risk of
mortality and suicide [18]. On the other hand, people who are well integrated in social
networks live longer and have a healthier life [19, 20].

Social activities can help people to increase the interaction with their social network
and to maintain good relationships. In particular, meaningful activities should be
enjoyable, as enjoyableness has a positive effect on the mental health in general and
mood in particular. One could think of activities such as outings, having discussions
with friends. etc. Enjoyable activities give a sense of happiness as well as feelings of
being connected to normal life, which helps people to maintain their mood at certain
level and to avoid depression. Some studies shows that people who are not much
engaged in social activities or people who have dysfunctional social behaviour are
more at risk of depression. [11] In contrast, people with a low mood or who have
depressive symptoms are often involve more in negative social interactions[21, 22].
Numerous studies show that participation in social activities as well as enjoyment have
a lasting effect on cognitive health [23]. In another study, which has been conducted on
elderly people is reported that these social and productive activities are considered as
an useful intervention for elderly people, as these activities require less or no physical
effort [24]. Such kind of social activities have a positive influence on the psychological
and mental health.

It appears that socially connected individuals engage themselves more often in
positive social interactions than less connected individuals [25], so the mood level of
the individuals varies on the basis of social connectedness and social interaction.
Another study shows that positive social interaction on daily basis has a positive effect
on daily mood, and negative social interaction has a negative effect on daily mood [26].

Also from a computational perspective attempts have been made to get an insight
that how mood level varies with environmental factors. Mood level often changes with
circumstances. People that are emotionally unstable may perceive situations more
negatively, are unable to regulate their emotions, and are more vulnerable to low
mood/symptoms of depression compared to emotionally stable people [13]. From the
perspective of perceived social support: if people have the perception that people in
their social circles will provide support during bad situations, it will have a positive
impact on mood level [14].
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3 Computational Model

In this section, an overview of the various concepts of the proposed computational
model is presented, and a short description of each state is provided in Table 1. It is
explained in detail how different states affect each other. The model is depicted in
Fig. 1, which shows the dynamics of relationships (indicated by arrows) between the
concepts. This computational model is based on the literature discussed in the sections
above.

Table 1. Overview of the states of the proposed model (see also Fig. 1)

Name Description

Network
strength

An abstract representation of the overall strength of social network that
may include aspects such a: number of friends, strong ties, weak ties

Social
interaction

The level of communication with friends, for example: how often they
interact with each other

Social
integration

The level of social integration of a person within his/her social network

Activities
carried out

Number of social activities carried out by an individual

Enjoyed
activities

The extent to which a person enjoyed his social activities

Mood The mood level of an individual at a particular point in time

Fig. 1. Proposed computational model
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In this model, a state named network strength has been used. It represents an
abstract concept of the overall strength of social network that include aspects such as
number of friends, strong relationships and weak relationships (strong and weak ties).
The network strength has influence on the perception of individuals of being integrated
within social network, so it has influence on the level of social integration. With a high
level of social integration, an individual is considered as well integrated within its
social network, and on the other hand a low level of social integration is similar to
isolation/loneliness. In other words, if an individual is less integrated within its social
network, he/she might have more feelings of loneliness compared to a person who is
well integrated. Social integration has direct influence on the mood level of an indi-
vidual as well, as people who are well integrated within their social circles have a more
positive mood and feel more happy and healthy.

It is generally accepted that if people have more friends or strong relations within
their network they interact more or make often communication compared with less
number of friends or having weak relationships. Therefore, the concept mood level has
an influence on social interaction.

Participation in social activities is also somehow dependent on the social integra-
tion: people with more friends and who have more strong ties are encouraged to go out
and carry out more social activities with friends. As a consequence, a higher partici-
pation level leads to more social interaction as well. As was discussed earlier, the
social network strength is one of the main factors in the social environment, so the
social interaction between friends also depends on the type of relationships: if a person
has a larger number of friends and have more close friends, he might communicate and
interact with them often. So the activities carried out and the network strength have
influence on the social interaction. On the other hand, as we have seen it also depends
on the mood of the person.

Enjoyment of activities is considered in this paper as the rating for the performed
activities, it shows that how much a person have enjoyed these activities. This has a
direct effect on mood as well. On the other hand, if the mood level is low it can reduce
the level of enjoyment.

3.1 Formalization

The conceptual model of social integration and mood as depicted in Fig. 1 is for-
malized as follows. The following elements are part of the formalization:

• For each connection from state X to state Y a weight xX,Y (a number between 0
and 1), for the strength of the impact through this connection.

• For each state Y a speed factor ηY (a positive value) is used that determines the
speed with which the value of state changes, and

• For each state Y (a reference to) a combination function cY(…) used to aggregate
multiple impacts from different states on one state Y.

For a numerical representation of the model the states Y get activation values
indicated by Y(t): real numbers between 0 and 1 over time points t, where the time
variable t ranges over the real numbers. More specifically, the conceptual representation
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of the model (as shown in Fig. 1 and in Table 1) can be transformed in a systematic or
even automated manner into a numerical representation as follows [27]:

• At each time point t each state X connected to state Y has an impact on Y, which is
defined as

impactX;YðtÞ ¼ xX;YXðtÞ

where xX,Y is the weight of the connection from X to Y

• The aggregated impact of multiple states Xi on Y at t is determined using a com-
bination function cY(..):

aggimpactY tð Þ ¼ cY impactX1;Y tð Þ; . . .; impactXk ;Y tð Þ� �

¼ cY xX1;YX1 tð Þ; . . .;xXk;YX tð Þ� �

where Xi are the states with connections to state Y
• The effect of aggimpactY(t) on Y is exerted over time gradually, depending on

speed factor ηY:

Yðt þDtÞ ¼ Y tð Þ þgY ½aggimpactY ðtÞ � Y tð Þ Dt

or, in differential equation format:

dY tð Þ=dt ¼ gY ½aggimpactYðtÞ � Y tð Þ 

• Thus the following difference and differential equation for Y are obtained:

Yðt þDtÞ ¼ Y tð Þ þgY ½cYðxX1;YX1 tð Þ; . . .;xXk ;YXk tð ÞÞ � Y tð Þ Dt
dY tð Þ=dt ¼ gY cY xX1;YX1 tð Þ; . . .;xXk ;YXk tð Þ� � � Y tð Þ� �

In the model considered here for all states for the standard combination function the
advanced logistic sum combination function alogisticr,s(…) is used [27]:

cY V1; . . .;Vkð Þ ¼ alogisticr;s V1; . . .;Vkð Þ ¼ 1
1þ e�r V1;...;Vk�sð Þ � 1

1þ ers

� �
1þ ersð Þ

Here r is a steepness parameter and s a threshold parameter. The advanced logistic
sum combination function has the property that activation levels 0 are mapped to 0 and
it keeps values below 1. For example, for the mood state the model is numerically
represented in difference equation form as:

moodðtþDtÞ ¼ mood tð Þ þgmood½aggimpactmoodðtÞ � mood tð Þ Dt
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where:

aggimpactmoodðtÞ ¼ alogisticr;sðxsocialInteraction;moodsocialInteraction tð Þ;
xactivitiesCarriedout;moodactivitiesCarriedout tð Þ;
xenjoyedActivities;moodenjoyedActivities tð ÞÞ

The steepness r and threshold s parameters are used to keep simulation patterns
within boundaries of zero and one, and these parameters have been chosen after
applying various scenarios on the model.

In this way the conceptual model presented above is transformed into a compu-
tational model in terms of differential equations. The simulations are performed by
applying a computational simulation method to this numerical model representation.
All states and differential equations for them have been converted in a form that can be
computed in a programming environment, i.e. MATLAB™.

4 Data Collection Method

To validate the computational model we have used data that has been collected in the
E-COMPARED (European Comparative Effectiveness Research on Internet-based
Depression treatment) project through trials conducted by psychologists that treated
depressed patients with help of an online system. In these trials a mobile phone
application is used for so-called Ecological Momentary Assessment (EMA): real-time
monitoring of patients’ state in their natural environment.

The EMA data consists of measurements of (1) mood state, (2) the degree to which
of respondents enjoyed activities, (3) the level of social interactions and (4) the degree
to which respondents engaged in pleasant activities. The data has been collected during
10 weeks of psychological treatment. Table 2 shows the questions and number of time
these questions were asked during 10 weeks. The total number of patients in the data
set is 49. The question on the mood has been asked every day. In addition, during the
first and last week of the treatment and at one random day during week 2 till 8, the
mood question has been asked again (thus, once in the morning and once in the
evening) and the other questions have been asked in the evening as well.

Thus, the EMA questions assess mood, enjoyment in activities, social contacts and
the level of engagement in pleasant activities. The following Figs. 2 and 3 show
examples of actual data for two specific patients.

Table 2. EMA questions and number of times asked.

Questions Total number

How is your mood right now? 92
How much have you been involved in social interactions today? 22
To what extent have you carried out enjoyable activities today? 22
How much have you enjoyed the day’s activities? 22
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5 Validation

This section describes the simulation results of our proposed model and a comparison
to naïve models based on the EMA data.

Fig. 2. Actual data points as rated by patient 4

Fig. 3. Actual data points as rated by patient 13
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5.1 Approach

To compare the outcomes of our model with the naïve models, we have used the Root
Mean Error Square (RMSE) measure to calculate how good a model is in prediction the
mood. As our model contains several parameters, it was necessary to tune these
parameters first. For that purpose, we initially took the data of the first 10 patients to
(manually) train our model in such a way that it resulted in the lowest RMSE for first
10 patients. Values for parameters threshold s and steepness r are given in Table 3.
Parameter values of weights for connections between all states are provided in Table 4.
After that, the model has applied to the test data set of the remaining 39 patients.

The simulation was executed for 92 time steps (assuming a step size of 1 day). The
initial values for all states were set to initial actual EMA values for that specific patient.

The computational model presented in this paper is compared with three other
simple models to predict the mood based on the basis of social aspects. The three
different naïve approaches of predictions are the following:

1. Average of EMA data: In this first approach, the mood is predicted by taking the
average of all other EMA measurements (social interaction, social activities,
enjoyed activities) for the previous time point, according to the user rating of the
particular question at particular time. Furthermore, in this approach it is assumed
that the calculated mood is kept at same level until the next EMA measurement
becomes available (this is necessary because the mood is asked more frequently
than the other EMA questions).

2. Mood average of first week: this third approach of prediction is much simpler one,
in this we have taken mood average of very first week; by assuming that mood will
not change.

Table 3. Values of threshhold and steepness

State s r State s r

Network strength 0.34 4 Activities carrierout 0.34 5
Social integration 0.34 3 Enjoyed activities 0.34 4
Social interaction 0.44 3 Mood 0.50 4

Table 4. Values of parameters used: connection weights

Weight Value Weight Value

xnetworkStrength,socialIntegration 0.5 xsocialInteraction,mood 0.5
xnetworkStrength,socialInteraction 0.4 xmood,socialInteraction 0.5
xsocialInteraction,socialIntegration 0.4 xsocialIntegration,mood 0.3
xsocialIntegration,activitiesCarriedout 0.4 xenjoyedActivities,mood 0.5
xactivitiesCarriedout,socialInteraction 0.6 xmood,enjoyedActivities 0.4
xactivitiesCarriedout,enjoyedActivities 0.5
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3. Mood average of first and last week: In this approach the mood average of first
and last week is used as prediction of (a stable) mood level. Note that this approach,
in contrast to the other methods, takes future knowledge (i.e. the average mood in
the last week) into account.

For all these approaches, the RMSE is calculated based on the difference between
the predicted mood and the actual mood according to the EMA questions.

5.2 Simulation Results

In addition to the concepts that are directly related to the EMA measures, our model
uses two abstract concepts: the first one is network strength and the second one social
integration. As we don’t have real data for these concepts, we have taken a fixed value
for network strength as well as for social integration, these values are 0.5 and 0.4
respectively.

The graphs in Fig. 4 show a comparison between the four types of prediction for
patient number 4. It shows that our computational model based approach depicted in
top right corner has better predictive results then other three approached. By looking at
the RMSE, we see that our model has a lower value than the others.

Apart from the scores of the model predictions, we could also look at the specific
relation between the different EMA measurements. For this, we compare the model
predictions in Fig. 4 with the data points as shown in Fig. 2 for patient 4. It can be seen
that the mood of this patient is quite stable with a slight increase over time. Also, we
see that he/she is getting involved in more social activities. This is reflected in our
model predictions, which also show an gradual increase in mood.

Fig. 4. Simulation results for patient 4
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The results in Fig. 5 provide a comparison between the four types of prediction for
patient 13. It shows that our computational model based approach depicted in top right
corner still has better predictive results then the one in the top left corner, but that the
predictions in the bottom row (which predict a fixed mood value) are better. It turned
out that the mood of this person was quite stable, and that a prediction of a fixed value
was more close to the actual mood than our dynamic prediction.

When we look at the actual EMA measurements for this patient shown in Fig. 3, it
shows that patient was less active as he has less social interaction even sometimes he
didn’t rated the questions as well as enjoyment and activities carried out fluctuates al
lot. In combination with the fluctuating mood scores, this made it difficult to predict.

In Table 5 an overview is provided of the RMSE of the different predictions for all
49 patients. In the bottom row, it can be seen that our model (second column with
scores) has on average a lower error score than the “Average of all other EMA mea-
surements” (first column). A standard t-test revealed that this difference is significant
for the test set (patient 11 to 49) with a p-value of 0.01241. However, it can also be
seen that the fixed predictors “average mood in the first week” and the “average mood
in first and last week” are on average better predictors in this dataset, although the
difference with our model prediction is not significant (p-value of respectively 0.3157
and 0.06327). When considering dynamic predictions, we can conclude that our model
provides added value compared to a naïve approach that only uses the average EMA
measurements of social interaction, activities carried out, and the enjoyment of the
activities.

Fig. 5. Simulation results for patient 13
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Table 5. RMSE values of all patients

Patient
number

Average other
EMA scores

Model
predictions

Average mood first
and last week

Average mood
first week

1 0.25536 0.24906 0.24665 0.25415
2 0.31528 0.29616 0.28951 0.2902
3 0.19365 0.17494 0.16727 0.16494
4 0.13265 0.097974 0.11302 0.16918
5 0.25658 0.27311 0.22296 0.22296
6 0.20991 0.21215 0.17827 0.17075
7 0.29515 0.25034 0.22758 0.21466
8 0.17503 0.17296 0.17573 0.20845
9 0.17387 0.18691 0.16847 0.16741
10 0.15757 0.16915 0.13492 0.13341
"training set, test set #
11 0.21174 0.28907 0.27099 0.36401
12 0.25069 0.25767 0.247 0.2474
13 0.24517 0.18233 0.17318 0.17424
14 0.14286 0.14976 0.20082 0.23186
15 0.24124 0.20321 0.15393 0.17321
16 0.24592 0.20493 0.12119 0.12201
17 0.15868 0.14261 0.14153 0.14039
18 0.13453 0.12956 0.10693 0.10913
19 0.25874 0.23285 0.17609 0.17582
20 0.23651 0.22784 0.21958 0.21958
21 0.24956 0.22062 0.22649 0.25654
22 0.3107 0.21781 0.20375 0.2052
23 0.21303 0.21568 0.2226 0.23859
24 0.32293 0.31329 0.25526 0.26523
25 0.47434 0.061777 0.15 0.15
26 0.19285 0.19233 0.16037 0.17384
27 0.2103 0.17795 0.17944 0.18375
28 0.39299 0.13805 0.12472 0.12472
29 0.32924 0.27192 0.20997 0.19685
30 0.1693 0.14202 0.12134 0.15303
31 0.20721 0.21183 0.1777 0.1777
32 0.36193 0.29885 0.2643 0.2651
33 0.11777 0.10759 0.089146 0.088089
34 0.33422 0.29228 0.25897 0.25897
35 0.23552 0.19888 0.17094 0.17579
36 0.19498 0.16941 0.13622 0.16382
37 0.30148 0.25973 0.24271 0.25114
38 0.23666 0.22222 0.20887 0.21951

(Continued)
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6 Conclusion and Future Work

Our social environment plays an important in mental health: people who are going out,
have good relationships and are involved in social interaction seem to have higher
mood level. In this paper a computational model of the effect of social environment on
the mood has been proposed. The model can be used to simulate, analyze and predict
the effect of social aspects on mood level.

The model has been evaluated using a data set of EMA measurements of different
social aspect and the mood of people following a depression therapy. In the results it is
shown that our model is better in dynamically predicting mood with the help of other
EMA measurements than a simple model that takes the average of the other mea-
surements as prediction. However, it also turned out that predicting a fixed mood value
for the whole period resulted in an even lower error score. This suggests that the
dynamics in mood are not very large and that the effect of other social aspects on mood
are relatively small.

In the future, an analysis of the dynamics of mood and social aspects of a larger
data set is needed in order to validate the small effects. Also, an integration of the
presented model with an existing model of mood dynamics based on other aspects [28]
is planned. Given the fact that the presented model has only partially been validated, as
yet we don’t have the data regarding all concepts which have been used in the model,
further data is required. Finally, it is planned to extend the model by adding some more
structural social aspects e.g. (strong and weak ties/relationships).

Table 5. (Continued)

Patient
number

Average other
EMA scores

Model
predictions

Average mood first
and last week

Average mood
first week

39 0.27954 0.26553 0.23953 0.28643
40 0.23924 0.21702 0.18754 0.2212
41 0.24819 0.19186 0.19729 0.20556
42 0.25692 0.24088 0.18726 0.1868
43 0.20586 0.176 0.16342 0.16702
44 0.20894 0.23053 0.18919 0.18633
45 0.24195 0.25615 0.20407 0.19529
46 0.31625 0.28451 0.24912 0.25208
47 0.22697 0.1913 0.17938 0.17852
48 0.20646 0.20997 0.19962 0.20843
49 0.49494 0.25684 0.22509 NaN
Average
RMSE
total

0.2463551 0.2109268 0.1910189 0.1997766

Average
RMSE
test

0.2465571 0.2106915 0.1906470 0.1993570
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Abstract. Online Social Networks (OSNs) have come to play an increas-
ingly important role in our social lives, and their inherent privacy
problems have become a major concern for users. Can we assist con-
sumers in their privacy decision-making practices, for example by pre-
dicting their preferences and giving them personalized advice? To this
end, we introduce PPM: a Privacy Prediction Model, rooted in psy-
chological principles, which can be used to give users personalized
advice regarding their privacy decision-making practices. Using this
model, we study psychological variables that are known to affect users’
disclosure behavior: the trustworthiness of the requester/information
audience, the sharing tendency of the receiver/information holder, the
sensitivity of the requested/shared information, the appropriateness of
the request/sharing activities, as well as several more traditional contex-
tual factors.

Keywords: Privacy prediction · Decision making · Online Social
Networks (OSNs)

1 Introduction

The rising popularity of Online Social Networks (OSNs) has ushered in a new era
of social interaction that increasingly takes place online. Pew Research reports
that 72 % of online American adults maintain a social network profile [12], which
provides them with a convenient way to communicate online with family, friends,
and even total strangers. To facilitate this process, people often share personal
details about themselves (e.g. likes, friendships, education and work history).
Many users even share their current activity and/or real-time location. How-
ever, all this public sharing of personal and sometimes private information may
increase security risks (e.g., phishing, stalking [4,21]), or lead to threats to one’s
personal reputation [5]. It is therefore no surprise that privacy aspects of OSN
use has raised considerable attention from researchers, OSN managers, as well
as users themselves.

c© Springer International Publishing AG 2016
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The privacy dilemma OSN users face is the choice between sharing their
information (which may result in social benefits [16,18,27,38]) and keeping it
private or restricted to certain users only (thereby protecting their privacy).
To help users with this decision, experts recommend giving users comprehen-
sive control over what data they wish to share, and providing them with more
transparency regarding the implications of their decisions [1,10,59,60,62]. Advo-
cates of transparency and control argue that it empowers users to regulate their
privacy at the desired level: without some minimum level of transparency and
control, users cannot influence the risk/benefit tradeoff. Moreover, people can
only make an informed tradeoff between benefits and risks if they are given
adequate information [40,54].

The privacy decisions on ONSs are so numerous and complex, that users
often fail to manage their privacy effectively. Many users avoid the hassle of
using the “labyrinthian” privacy controls that Facebook provides [13,53], and
those who make the effort to change their settings do not even seem to grasp the
implications of their own privacy settings [43,45]. There is strong evidence that
transparency and control do not work well in practice, and several prominent
privacy scholars have denounced their effectiveness in helping users to make
better privacy decisions [8,47,57].

Are there more effective ways to assist consumers in their privacy decision-
making practices? A solution that has recently been proposed, is to learn
users’ privacy preferences and subsequently give them user-tailored decision sup-
port [30]. To this end, in this paper we introduce PPM: a comprehensive privacy
prediction model that can be applied in a multitude of privacy decision making
scenarios. The model is theoretically grounded in psychological research that has
investigated the key variables known to affect users’ disclosure behavior. Conse-
quently, PPM can be applied to a wide range of OSNs, and arguably even other
privacy-sensitive systems such as e-commerce systems.

A practical application of PPM’s predictions would be to provide automatic
initial default settings in line with users’ privacy preferences (e.g., by default, it
discloses Mary’s location to her best friends on weekends, but it does not disclose
John’s location to his boss when he is on vacation). These “smart defaults” could
alleviate the burden of making numerous complex privacy decisions, while at
the same time respecting users’ inherent privacy preferences. Balebako et al. [6]
argue that the help provided via such machine learning systems can be seen
as “adaptive nudges”. Indeed, Smith et al. [56] argue that “Smart defaults can
become even smarter by adapting to information provided by the consumer as
part of the decision-making process.” (p. 167)

In this paper we will formally define PPM and then use it to comprehen-
sively study the important psychological and contextual factors that affect pri-
vacy decision making on OSNs, with the ultimate goal of assisting users to
make appropriate privacy decisions. Specifically, we validate PPM in multiple
scenarios, testing the effect of several psychological antecedents of information
disclosure behavior—the trustworthiness of the requester/audience, the sharing
tendency of the user, the sensitivity of the information, the appropriateness of
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the request/disclosure—as well as several more traditional contextual factors on
data collected on Twitter, Google+, and a location sharing preference study. We
provide a comparative evaluation of the importance of each of these factors in
determining users’ privacy decisions.

2 Related Work

2.1 Privacy Decision Making

A majority of OSN users takes a pragmatic stance on information disclo-
sure [14,55,61]. These “pragmatists” [23] have balanced privacy attitudes: they
ask what benefits they get, and balance these benefits against risks to their
privacy interests [14]. This decision process of trading off the anticipated ben-
efits with the risks of disclosure has been dubbed privacy calculus [15,39]). In
making this tradeoff, these users typically decide to share a subset of their per-
sonal information with a subset of their contacts [14,37,42,49]. The term privacy
calculus makes it sound like users make “calculated” decisions to share or with-
hold their personal information. In reality though, these decisions are numerous
and complex, and often involve uncertain or unknown outcomes [32]. Acquisti
and Grossklags [2] identified incomplete information, bounded rationality, and
systematic psychological deviations from rationality as three main challenges in
privacy decision making. Consequently, people’s privacy behavior is far from
calculated or rational. Most OSN users share much more freely than expected
based on their attitudes [1,2,9,34] (a disparity that has been labeled the “privacy
paradox” [48]).

2.2 Predicting Privacy Decisions

When left to their own devices, users thus seem particularly inept at making
even the simplest privacy decisions in a rational manner [34], and many users
actively try to avoid the hassle of making such decisions [13]. Knijnenburg et al.
have recently proposed a way to circumvent users’ unwillingness or inability
to make accurate privacy decisions: if one can predict users’ privacy preferences,
one can give them user-tailored decision support [30] in the form of recommenda-
tions [31] or adaptive defaults [29]. Regarding the first step of this proposal (i.e.,
predicting users’ privacy decisions), scientists have had modest success using var-
ious machine learning practices. For example, Ravichandran et al. [52] applied
k-means clustering to users’ contextualized location sharing decisions to come
up with a number of default policies. They showed that a small number of
default policies learned from users’ contextual location sharing decisions could
accurately capture a large part of their location sharing preferences. Pallapa
et al. [51] proposed a system that determines the level of privacy required in
new situations based on the history of interaction between users. They demon-
strated that this solution can deal with the rise of privacy concerns while at the
same time efficiently supporting users in a pervasive system full of dynamic and
rich interactions.
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2.3 Psychological Antecedents of Privacy Decisions

While machine learning studies have had modest success predicting users’ pri-
vacy decisions, their results have been scattered; each work only considers a
small subset of (one or two) contextual factors, in the context of a single OSN.
In this paper, we therefore make an effort to integrate new and existing privacy
prediction factors into a single comprehensive model. To make this model gen-
eralizable across a wide range of OSNs (and, arguably, information systems in
general), we theoretically ground this framework in psychological research that
has identified factors that consistently influence the outcomes of users’ privacy
decisions. Existing work has found several psychological factors that influence
users’ decision making process. For example, Adams identified three major fac-
tors that are key to users’ privacy perceptions: information sensitivity, recipient
and usage [3]. These factors are in line with Nissenbaum’s theory of contextual
integrity [46], which argues that disclosure depends on context, actors, attributes,
and transmission principles (cf. usage and flow constraints). Based on these the-
ories and other existing research, we identify the following factors:

– The user: sharing tendency. The most widely accepted finding in pri-
vacy research is that users differ in their innate tendency to share personal
information [14,55,61]. Most prominently, Westin and Harris [23] developed a
privacy segmentation model which classifies people into three categories: pri-
vacy fundamentalists, pragmatists, and unconcerned. Recent work has demon-
strated that this categorization might be overly simplistic [64]. In this light,
Knijnenburg et al. [33] demonstrated that people’s disclosure behavior is multi-
dimensional, i.e., different people have different tendencies to disclose different
types of information (see also [49]).

– The information: sensitivity. Several studies have found that different
types of information have different levels of sensitivity, and that users are less
likely to disclose more sensitive information. For instance, Consolvo et al. [14]
and Lederer et al. [41] both found that users are more willing to share vague
information about themselves than specific information. Users occasionally dif-
fer in what information they find most sensitive; i.e., Knijnenburg et al. [33]
find that some users are less willing to publicly share their location than their
Facebook posts, while this preference is reversed for others.

– The recipient: trustworthiness. Many studies highlight the trustworthi-
ness of the recipient of the information as an important factor [14,25,26,48,
49,62]. Lederer et al. [41] even found that this factor overshadows more tra-
ditional contextual factors in terms of determining sharing tendency. Indeed,
OSN users tend to restrict access to their profiles by sharing certain informa-
tion with certain people only [28,44], and OSNs have started to accommodate
this factor by introducing the facility to categorize recipients into “groups” or
“circles” [28,29,63].

– The context: appropriateness. Nissenbaum’s theory of contextual inte-
grity [46] posits that context-relevant norms play a significant role in users’
sharing decisions. Specifically, the theory suggests that disclosure depends
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on whether it is deemed appropriate or inappropriate in that specific con-
text. Several scholars argue that the appropriateness of the information
request/disclosure plays an important role in determining users’ sharing deci-
sions [7,11,46,65]. Evaluations of appropriateness are based on users’ percep-
tion of whether there is a straightforward reason why this recipient should have
access to this piece of information in this specific context.

3 The Privacy Prediction Model

The aforementioned psychological antecedents of privacy decisions highlight the
incredible complexity of the privacy calculus. For each privacy decision, users
need to estimate the benefits and risks of disclosure by determining and then
integrating all these components: their sharing tendency, the sensitivity of the
information, the trustworthiness of the recipient, and the appropriateness of the
disclosure in context. Arguably, this is a mentally challenging activity, and it
is no surprise that our boundedly rational minds are unable to cope with such
complex decisions [2]. However, the cited work suggests that these antecedents
do hold considerable predictive value, meaning that while the privacy calculus
may be mentally unattainable, it may very well be computationally feasible to
make consistent predictions of users’ preferred privacy decisions based on these
antecedents. Indeed, machine learning algorithms are particularly suitable to
provide such consistent predictions based on a multitude of anteceding factors.
As mentioned, such algorithms have been used in limited cases to predict privacy
behaviors [19,51,52,54]. In this section, we will formalize and operationalize this
approach. Specifically, we will first provide a generic formal definition of the
PPM, then operationalize the PPM by proposing an expandable set of behav-
ioral analogs of the psychological antecedents, which allow us to unobtrusively
measure these antecedents.

3.1 Theory: A Comprehensive Model Based on Psychological
Antecedents

Formally, PPM models the probability of disclosure p(D) by user u of item i to
recipient r in context c as a function of the user’s disclosure/sharing tendency
D̄u, the sensitivity of the item Si, the trustworthiness of the recipient Tr, and
the appropriateness of the disclosure in this specific context Ac:

p(Duirc) = f(Du, Si, Tr, Ac) (1)

Overly simplistic implementations of this model are the loglinear additive
model (Eq. 2) and the full factorial loglinear model (Eq. 3):

ln(
p(Duirc)

1 − p(Duirc)
) = α + β1Du + β2Si + β3Tr + β4Ac (2)
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ln(
p(Duirc)

1 − p(Duirc)
) = α + β1Du + β2Si + β3Tr + β4Ac + β5DuSi + β6DuTr

+ β7DuAc + β8SiTr + β9SiAc + β10TrAc + β11DuSiTr

+ β12DuSiAc + β13DuTrAc + β14SiTrAc + β15DuSiTrAc

(3)

3.2 Practice: Large-Scale Prediction Using Behavioral Analogs

An essential step towards operationalizing PPM is to measure or estimate the
parameters Du, Si, Tr, and Ac. This is not a trivial task: these psychological
antecedents are hard to quantify, especially on the large scale needed for suc-
cessful machine learning. Current work defines three ways in which a system can
do this: (1) The simplest solution is to directly ask the user, either by having
them specify exact values for each parameter, or by allowing them to make a
broad classification [28,29,63]. (2) Another option is to derive these values from
static user variables. (3) A system can forego the parameters, and simply try
to estimate users’ disclosure behaviors based on any available contextual vari-
ables. As a finer-grained and thus ultimately more precise method, most existing
work uses this approach (cf. [19,51,52,54]). The PPM approach described in this
paper takes a spin on the third method by specifying specific types of data as
behavioral analogs of the established psychological antecedents.

4 Data Collection

Friend requests are the most common and direct way to get access to a user’s
information in many OSNs. Accepting a friend request discloses at least a part
of one’s profile and online activities to the requester, so the acceptance or rejec-
tion of a friend request is an important privacy decision. In our study, we col-
lected two real-life datasets from Twitter and Google+, targeting on the “Friend
requests” activities to simulate the information disclosure behavior. Besides,
location-sharing has gained popularity both in stand-alone apps (e.g. Foursquare,
Glympse) and as a feature of existing OSNs (e.g. location-tagging on Facebook
and Twitter), which is an information disclosure activity that is particularly
strongly influenced by privacy concerns [50,66]. Unfortunately, existing location-
sharing datasets often do not extend beyond check-in behaviors. We thus cre-
ated three location-sharing datasets based on a study with manually-collected
rich location sharing preferences that includes twenty location semantics, three
groups of audiences and several contextual factors such as companion and emo-
tion [17]. In the following, we will describe how we collect each dataset and
identify the above-mentioned behavioral analogs in these datasets.

4.1 Twitter Dataset

Our Twitter dataset consists of a set of Twitter users crawled and classified as
legitimate users by Lee et al. [36]. We measured the behavioral analogs of our
psychological antecedents as follows:



406 C. Dong et al.

Disclosure Behavior. In our datasets from both Twitter and Google+, we
study users’ responses to “Friend requests” as the target information disclosure
behavior. Two general friendship mechanism exist on social networks: in bilateral
friendship requests (e.g. Facebook), friendships are reflexive, and a friendship is
only established after the user accepts the request. While this is the “cleanest”
version of our scenario, the requests themselves are not accessible through the
Facebook API, making it impossible to observe rejected requests. Twitter and
Google+, on the other hand, use unilateral friendship requests: users do not
need permission to “follow” or “add to circle” other users, making one-sided
“friendships” possible. Users who are followed/added to a circle may respond in
one of three ways: (1) they may reciprocate the request by following/adding the
requester back; (2) they may delete or block the requester; (3) or they may do
nothing and simply leave the friendship one-sided. Behavior 1 is observable as a
separate, subsequent friendship request; behaviors 2 and 3 are indistinguishable
using the Twitter and Google+ APIs. However, since users are notified of being
followed, we argue that users will most commonly follow/add the requester back
if they accept the request, and otherwise simply ignore the request. Our work is
based on the assumption that when a user follows the requester back the request
is accepted, otherwise it is rejected.

To measure this behavior, we extracted each user u’s profile item settings,
and following and follower lists. Each friendship request is represented by a tuple
< f(u), f(v), f(u, v), l >, where u is the requester, v is the receiver and l is the
decision label indicating if v accepts (1) or rejects (0) u’s request. f(u) and
f(v) are collections of features associated with u and v respectively, and f(u, v)
represents the relationship between u and v. We classify friend request decisions
as follows:

Definition 1 (Disclosure behavior). For each friend uf on u’s following list,
if uf is also in u’s followers list, that is, if uf also follows u, we say that uf

accepted u’s request, otherwise uf rejected u’s request.

Note that based on our Twitter dataset we are unable to distinguish who
follows whom first; when two users u1 and u2 follow each other, this results
in two records < f(u1), f(u2), f(u1, u2), 1 > and < f(u2), f(u1), f(u2, u1), 1 >.
Only one of these describes the actual reciprocation of a friend request, the other
is spurious. In the Google+ dataset we present below, we are able to untangle
the chronological order of friend requests. This dataset thus arguably provides
more accurate results. In both datasets, we removed “verified” users, since most
of such users are celebrities who often have many more followers than followees;
our definition of “accepting/rejecting a friend request” will arguably not hold
for such users.

Sharing Tendency of the Information Holder. FollowTendency is a behav-
ioral analog of users’ disclosure/sharing tendency, defined as the relative number
of people they follow. Formally speaking:

Definition 2 (Sharing tendency). followTendency = #following
#follower+#following
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Trustworthiness of the Recipient. Our behavioral analog of the recipient’s
trustworthiness is based on the intuition that a user with relatively many follow-
ers is likely to have a higher reputation, and thus more trustworthy. Formally
speaking:

Definition 3 (Trustworthiness). trustworthiness = #follower
#follower+#following

Sensitivity of the Requested Information. We argue that the sensitivity
Si of a Twitter user u’s profile item i depends on how common the user’s value
of i is in the population: the more common the value, the less sensitive the
information. Formally speaking:

Definition 4 (Sensitivity). Suppose a profile item i has m possible settings
{i1, i2, . . . , im} (m ≥ 1). The distribution of different settings over the whole
population is P i = {pi1 , pi2 , . . . , pim}, where 0 ≤ pij ≤ 1 and

∑m
j=1 pij = 1. If

user u sets his/her profile item i as ik (1 ≤ k ≤ m), the sensitivity value of
Si = 1

pik
.

On Twitter, users have the option to set profile items GEO, Protected and
URL. GEO and Protected are boolean values indicating whether the user has
enabled the automatic geo-tagging of her tweets, and whether her profile is
protected. URL is a field that users can use to enter a personal website. We
categorize its value as either blank, a personal URL (linking to Facebook or
LinkedIn), or an other URL. We calculate the corresponding sensitivity scores
use them as our behavioral antecendents of sensitivity.

Appropriateness of the Request. Friendship requests are more appropriate
if there is a lot of existing overlap between the two users’ networks. Formally
speaking:

Definition 5 (Appropriateness). The approrpiateness of a friend request of
user v to user u depends on the overlap between their networks, which can be
measured with the following indicators:

– JaccardFollowing(u,v) = |followings(u)∩followings(v)|
|followings(u)∪followings(v)|

– JaccardFollower(u,v) = |followers(u)∩followers(v)|
|followers(u)∪followers(v)|

– comFollowing(u) = #commonFollowing
#following(u)

– comFollower(u) = #commonFollower
#follower(u)

– comFollowing(v) = #commonFollowing
#following(v)

– comFollower(v) = #commonFollower
#follower(v)

4.2 Google+ Dataset

Gong et al. [20] crawled the whole evolution process of Google+, from its initial
launch to public release. The dataset consists of 79 network snapshots, these
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stages can be used to uncover a rough chronological account of friendship creation
(i.e. users adding each other to their circles). We focus on the first two stages to
build our dataset, where “who sends the friend request to whom first” can be
identified by the stage ids.

We used the same factors in our Twitter dataset to measure the behavioral
analogs of our psychological antecedents. Specifically, we use the “add to circle”
activity to simulate the information disclosure behavior. Each instance in our
Google+ dataset is a tuple < f(u), f(v), f(u, v), l >, where l indicates v’ decision
to reciprocate u’s request (1) or not (0). We use the same behavioral analogs
as those defined in Twitter dataset for sharing tendency, trustworthiness,
sensitivity, and the appropriateness of the request. For sensitivity, we use
profile attributes available on Google+, namely Employer, Major, School and
Places that are either publicly displayed (1) or not (0). We thus calculate the
following four behavioral analogs for sensitivity : (1) S(Employer), (2) S(Major),
(3) S(School) and (4) S(Places).

4.3 Location Sharing Datasets

Our location sharing datasets are built based on a survey on location sharing
preferences. We conducted this survey by recruiting 1,088 participants using
Amazon Mechanical Turk1. We restricted participation to US Turk workers with
a high worker reputation who had previously used a form of location sharing
services.

We specifically asked the participants about their privacy concern in the
location sharing survey. The distribution of their claimed privacyLevel is: Very
Concerned (39 %), Moderately (41 %), Slightly (15 %), Not Care (5 %). Consis-
tent with previous research, as many as 80 % of the participants claimed to be
moderately or very concerned about their privacy [23,24].

Disclosure Behavior. We constructed our dataset by requesting users’ feed-
back to systematically manipulated location sharing scenarios. In each scenario,
participants were asked to indicate whether they would share their location with
three different types of audience: Family, Friend and Colleague.

We ran 5 different studies to collect our data:

– In study 1, each scenario consisted of one of the twenty location semantics
supported by Google Places2: Airport, Art Gallery, Bank, Bar, Bus Station,
Casino, Cemetery, Church, Company Building, Convention Center, Hospital,
Hotel, Law Firm, Library, Movie Theater, Police Station, Restaurant, Shop-
ping Mall, Spa and Workplace.

– In study 2, each scenario consisted of a location, plus a certain time: on a
weekday during the day, on a weekday at night, on the weekend.

1 https://www.mturk.com/mturk/.
2 https://developers.google.com/places/.

https://www.mturk.com/mturk/
https://developers.google.com/places/
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– In study 3, each scenario consisted of a location, plus a companion: alone,
with family, with friends, or with colleagues.

– In study 4, we combined location, time and companion in each scenario.
– In study 5, each scenario consisted of a location, plus an emotion: positive or

negative.

For each targeted group of audience V (Family, Friend and Col-
league), we collect the associated sharing records represented by tuples <
f(u), f(u, V, loc), f(loc), l(V ) >, which results in 3 location sharing datasets.
f(u) represents the user’s features. f(u, V, loc) describes the relationship between
the three parties, i.e., user, audience and location. As the sharing information
is the given location, we specifically include the features f(loc) regarding the
current location loc into each tuple. l(V ) is the decision label indicating if u
shares her location with audience V (1) or not (0).

Sharing Tendency of the Information Holder. In our location sharing pref-
erence study, each user u only has one sharing option to each group of audiences
under a specific scenario. That is, we do not have the “historical” sharing records
of u with the same scenario to predict the current or future privacy decision.
Therefore, we choose to use other users’ sharing behavior to estimate individual
u’s sharing probability.

One type of estimation on sharing tendency is based on a specific feature
Q over all the populations in the dataset, i.e., overall sharing probability, repre-
sented by pu(Q). That is, pu(Q) represents the sharing tendency of u based on
feature Q. We estimate it by the sharing probability of the users in the given
dataset R who have the same feature value of Q with u, regardless of other
scenario information. Formally speaking,

Definition 6 (overall sharing probability). Suppose a feature Q has m
possible values {q1, q2, . . . , qm} (m ≥ 1). The sharing probability of the users
with different feature values on Q over the whole records R is Pu(Q) =
{pq1 , pq2 , . . . , pqm}, where 0 ≤ pqi ≤ 1 and

∑m
i=1 pqi = 1. That is, pqi repre-

sents the sharing probability of the users with qi as the value of feature Q. If
user u’s feature value on Q is qk (1 ≤ k ≤ m), the overall sharing probability of
u based on feature Q is pu(Q) = pqk .

We consider the disclosure tendency of u based on demographic features
age, gender and marriage, as well as the claimed privacyLevel. It results in four
types of overall sharing probability, i.e., pu(age), pu(gender), pu(marriage) and
pu(privacyLevel).

Besides the specific feature Q, the other type of estimation on sharing ten-
dency also considers the contextual variable α. We call such estimation as α-
conditional sharing probability and denoted it as pu

α(Q). We use the sharing
probability of the users in R with the same attribute value on Q who have been
under the same scenario α to estimate u’s sharing probability. Formally speaking,
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Definition 7 (α-conditional sharing probability). Suppose an attribute Q
has m possible values {q1, q2, . . . , qm} (m ≥ 1). The sharing probability of the
users with different attribute values on Q over the whole set of sharing records
Rα under scenario α is Pu

α (Q) = {pα
q1 , p

α
q2 , . . . , p

α
qm}, where 0 ≤ pα

qi ≤ 1 and∑m
i=1 pα

qi = 1. If user u’s feature value on scenario Q is qk (1 ≤ k ≤ m), the
α-conditional sharing probability of u based on Q under α is pu

α(Q) = pα
qk

.

We set α as the current location loc or the audience V . Companion, emo-
tion, time loc and V are possible contextual variables. That is, we consider the
following α-conditional sharing probabilities: pu

loc(companion), pu
loc(emotion),

pu
loc(time), pu

V (companion), pu
V (emotion), pu

V (time), pu
loc(V ) and pu

V (loc).
When building the PPM, we choose the corresponding overall sharing prob-

ability and α-conditional sharing probability to represent the disclosure/sharing
tendency Du.

Trustworthiness of the Recipient. As location sharing is a voluntarily shar-
ing activity, the information holder usually makes the privacy decisions partially
based on the trustworthiness of the audience. Typically, the higher of the prob-
ability u is willing to share to the given type of audience V , the higher trust-
worthiness of V is believed by u. According to the above definitions on sharing
tendency, we can formally define trustworthiness as follows:

Definition 8 (Trustworthiness). The trustworthiness of u to the sharing
audience V is estimated by the audience-conditional sharing probability of u
under the contextual variable V without considering other features. That is,
trustworthiness(V ) = pu

V (·).

Sensitivity of the Shared Location. The sensitivity of the location being
shared is of vital importance to the privacy decisions. Usually, the more people
are willing to share a location loc, the less they think the location is sensitive.
Thus, we can use the location-conditional sharing probability regardless of any
features to estimate the sensitivity of the shared location. Formally speaking,

Definition 9 (Sensitivity). The sensitivity of a given loc being shared by u is
defined as: sensitivity(loc) = pu

loc(·).

4.4 Final Datasets

The final datasets used in our study is shown in Table 1, including the basic
statistics on the final privacy decisions.

5 PPM: Privacy Prediction Model

Before building the privacy prediction model, we have analyzed and proved the
above defined behavioral analogs work rather well on all the datasets listed in
Table 1 [17].
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Table 1. Statistics of datasets.

Dataset Statistics

Twitter dataset DTwitter = TSetreq ∪ TSetrec
(#accepted: 4,874; #rejected: 7,914)

Google+ dataset DGoogle+ = GSetreq ∪ GSetrec
(#accepted: 21,798; #rejected: 114,400)

Location dataset DFamily: #shared: 8,241; #not shared: 2,554

DFriend: #shared: 8,030; #not shared: 2,845

DColleague: #shared: 5,249; #not shared: 5,546

In this section we talk about how we build the PPM using the above presented
behavioral analogs of the following psychological antecedents:

– (1) Trustworthiness of the requester/information audience
– (2) Sharing tendency of the receiver/information holder
– (3) Sensitivity of the requested/shared information
– (4) Appropriateness of the request
– (5) Other contextual factors

The PPM is aimed to help OSN users to manage their privacy by predicting
their disclosure behavior and recommending privacy settings in line with this
behavior. Specifically, based on these behavioral analogs of the psychological
antecedents, we build a binary classification model that learns the influence
of these features on privacy decisions (i.e. sharing/disclosure decisions, such as
accept vs. reject, or share vs. not share).

5.1 Machine Learning Outcomes

We build a decision making model for each of the five datasets described in
Table 1. One problem with the five datasets is they are imbalanced, that is,
the number of accepts/shares is much larger or smaller than the number of
rejects/not-shares. We employ the common machine learning practice – under-
sampling, to balance the sets by randomly sampling items from the “large class”
to match the size of the “small class”. We use an adapted 10-fold cross validation
approach (detailed implementation is described in the discussion in Sect. 5.2)
to split the training and testing datasets. The final results are averaged over
the classification results in all the folds. The commonly used F1 and AUC are
employed as evaluation metrics. F1 is the harmonic mean of precision and recall,
and AUC is a statistic that captures the precision of the model in terms of the
tradeoff between false positives and false negatives. The higher these values, the
better of the performance. We use several of the binary classification algorithms
provided by Weka [22] to build our models, including J48, Näıve Bayes, Support
Vector Machine (SVM), etc. Among them, J48 produced the best results in
terms of both F1 and AUC. The corresponding results are shown in Table 2, as
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Table 2. Performance of using different feature sets in decision making prediction
model.

Dataset #Tuples F1 AUC

All Removed features All Removed features

(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)

DTwitter 9,748 0.796 0.784 0.751 0.796 0.767 - 0.850 0.835 0.812 0.850 0.832 -

DGoogle+ 43,596 0.898 0.889 0.887 0.898 0.889 - 0.899 0.892 0.891 0.898 0.890 -

DFamily 5,378 0.845 - 0.840 0.833 0.833 0.879 - 0.875 0.867 0.870

DFriend 5,822 0.810 - 0.798 0.802 0.800 0.844 - 0.840 0.839 0.835

DColleague 11,054 0.737 - 0.730 0.726 0.727 0.752 - 0.748 0.743 0.745

indicated using All the features. As seen, our privacy decision making prediction
model has a good performance (cf. [58]).

We further verify the effectiveness of each factor by testing the privacy deci-
sion making model without the corresponding factor. Specifically, Table 2 com-
pares the performance of the decision making models with all features (All)
against their performance after removing the features belonging to each of the
factors using J48: (1) trustworthiness; (2) sharing tendency ; (3) sensitivity ;
(4) appropriateness; (5) contextual factors3. The results showed that removing
some factors may reduce the prediction performance. In line with our feature
ranking results in [17], this is mainly true for the trustworthiness of requester
and the follow tendency of the receiver as well as the appropriateness of the
request in the friend requests scenario of Twitter and Google+. These factors
are more important than the sensitivity factors, probably because we simply use
user profile to quantify it. In the location sharing scenario, the sharing tendency
of the user, the sensitivity of the location as well as the contextual factors are
all important predictors that reduce the F1 and AUC values when excluded.
For different types of recipients, the dominate factors to privacy decisions vary
as well. For instance, when the recipients/audiences are colleagues and family
members, the sensitivity of the shared location is more important. However,
the information holder’s sharing tendency has a bigger influence on the privacy
decisions when the recipients are their friends.

5.2 Discussion

Class Imbalance Problem. As we mentioned earlier, class imbalance is a
common but serious problem when building classification models. To deal with

3 As contextual factors are not studied in the friend requests scenario, we have no
results for removing such factors from DTwitter and DGoogle+. Similarly, although
trustworthiness of the audience is an important factor in the location sharing study,
our privacy decision making model is built for audience separately (as these measures
are repeated per scenario). Thus, trustworthiness is not a feature in DFamily, DFriend

and DColleague. Finally, the features belonging to appropriateness are difficult to split
off from contextual factors in the location study, so those results are combined.
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imbalanced datasets, oversampling and undersampling are the two most com-
monly used techniques that use a bias to select more samples from one class
than from another in order to balance the dataset. Specifically, oversampling
is to repeatedly draw samples from the smaller class until the two classes have
the same size. This technique may result in biased distribution due to certain
over-repeated samples from the smaller class. While, undersampling is to ran-
domly select the same number of instances from the bigger class as the number
of instances in the smaller class. As some instances in the bigger class are not
included in the final dataset, it may lose some information and result in a biased
distribution. In our approach, we choose to use undersampling because of another
approach adopted – adapted 10 fold cross validation. Traditional k-fold cross val-
idation splits the same balanced dataset into k parts, then each time uses 1 part
of the dataset as testing dataset and the remaining k-1 parts as training dataset
to evaluate the performance. This process repeats k times with different part
selected as testing dataset and the final results are averaged over the k folds. In
our work, instead of using the same balanced dataset and repeats 10 times, we
built a different balanced dataset using undersampling each time and applied 10-
fold cross validation. In this way, all the balanced datasets together may cover
all or the majority of the instances in the bigger class. The results are actu-
ally averaged over the 100 different training-testing datasets, which can largely
reduce the potential bias caused by undersampling.

Missing Values in Location Datasets. There are a few differences when
we built PPM for Google+/Twitter datasets and the three location datasets. In
Google+ and Twitter datasets, each instance has the same number of attributes,
represented by the measurements we defined for the behavioral analogs of those
psychological antecedents, including trustworthiness, sharing tendency, sensitiv-
ity and appropriateness. Thus, any machine learning algorithms can be directly
applied on the datasets. For the three location datasets, however, the disclo-
sure/sharing tendency will be measured by the overall sharing probability or the
α-conditional sharing probability, which is based on the contextual variables, e.g.
companion, time, emotion. The five location-sharing scenarios we studied used
different subsets of these contextual variables. By putting the data from these
fives studies together, we thus create missing values for some of the attributes.
We deal with this problem using the embedded ReplaceMissingValues filter in
Weka. That is, Weka will deal with the missing values using different mecha-
nisms given the different machine learning algorithms. Internally, J48 replaces
the missing values based on the weighted average value proportional to the fre-
quencies of the non-missing values. As J48 produces the best results not only on
all the three location datasets, but also on Google+ and Twitter datasets, we
may claim that the way missing values are solved by 48 is acceptable and may
be a preferable approach compared with other possible approaches. Besides, the
best performance of PPM achieved by J48 does not purely rely on its mechanism
of dealing with missing values.
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PPM on Simulation Datasets. Table 2 shows that PPM produces better
results on the DGoogle+ dataset than on the DTwitter dataset in terms of both F1
score and AUC using different feature combinations. As we mentioned earlier,
the Google+ dataset simulates the “friend request” scenario more accurately
than the Twitter dataset, as the chronological order of friendship invitations is
captured in our Google+ dataset but not in the Twitter dataset. The better
performance of PPM on the more accurate dataset arguably demonstrates the
effectiveness of the proposed privacy prediction model.

6 Limitations

In our studies, we demonstrated that the factors identified in the PPM are
essential in predicting users’ disclosure/sharing behavior. The ultimate goal of
the PPM is to give personalized privacy decision support to overwhelmed OSN
users, and our first limitation is that we did not actually implement such a
decision support system. We plan to do this in our future work, and point to [35]
for initial results in the context of recommender systems rather than OSNs. Aside
from this, there are some other limitations with regard to our study that can be
accounted for in future work.

The first limitation is our datasets: users’ real sharing behavior data (rather
than questionnaire data) is more accurate in identifying true factors that affect
user decision making. We make use of a large dataset of Twitter and Google+
users to analyze such real behavior, but we use an imperfect proxy of users’ actual
“friend requests”. Moreover, the location sharing data is based on imagined sce-
narios rather than real sharing behavior. This work takes a first step towards
comprehensively and accurately study the factors affecting users’ privacy deci-
sion making. In the future we hope to study these factors using real behavioral
data such as true friend request acceptance and location sharing behaviors on
social network sites.

The second limitation involves the identified factors. We analyzed the most
important factors in privacy decision making as identified by existing work, but
the study of factors determining privacy decisions has been far from comprehen-
sive in the past. To create a more generally applicable model, we also specifically
selected factors that are applicable to a wide range of privacy decision making
scenarios in different social media, not restricted to online social networks. Con-
sequently, we may miss system/domain-specific factors that could have a signif-
icant influence on privacy decision making. Finally, we tried to focus on very
simple behavioral analogs in our study. More sophisticated analogs could likely
be identified that further increase the prediction performance.

Our third limitation is that our privacy decision making prediction model is
built as a binary classifier. In practical applications of, say, a “privacy recom-
mender”, it is not always appropriate to make “hard” recommendations to users,
e.g., to pervasively recommend either “accept” or “reject”. Instead, it might be
more applicable to calculate a “privacy risk” score based on the identified factors
and let user to make the final decision based on the score, or to only intervene
when the calculated risk passes a certain (user-defined) threshold.
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7 Design Implications and Conclusion

In this paper, we developed a generic Privacy Prediction Model based on known
psychological antecedents of privacy decision making. We operationalized the
PPM by identifying behavioral antecedents of the psychological factors, and
analyzed how these factors influenced privacy decisions in several real-world
and collected datasets. While our work does not move beyond prediction, it
provides evidence for the feasibility of an automated tool to predict users’ dis-
closure/sharing behavior. Such a tool can help ease the burden on the user, who
on most OSNs has to make an almost unreasonable number of privacy decisions.
Our investigation specifically led to the following important observations that
may affect future design of OSNs:

– Consistent with previous studies in information sharing, who is the infor-
mation audience is an important factor deciding if the information will be
shared. Similarly, in the scenario of information requests, who is the requester
determines the trust from the receiver, therefore determines the final privacy
decision making outcome.

– As self-representation is one of the main purposes of OSNs, users’ privacy
decision making does not exclusively depend on their privacy concern, but
more generally on the tradeoff between privacy and self-presentation. We have
captured this in the definition of sharing tendency.

– Sensitivity is not an objective concept; it varies with audience. For example, in
our location sharing preference study, locations such as Bar, Casino are more
sensitive if shared to Colleague or Family compared to Friend. This effect may
be captured by the appropriateness of the request.

– Although the assumption of “rationality” in privacy decision making has
been criticized by many studies, users do consider the appropriateness of the
request/sharing activity. Consistent with our intuition and previous studies,
users tend to share information with or accept requests when this is appropri-
ate in the current context.

– Contextual information is an indispensable factor in privacy decision making,
primarily due to its effect on appropriateness. However, the effect of different
contextual factors varies.

Concluding, privacy decision making is a trade-off between the potential
benefit and risk; a tradeoff that is rather difficult for users to make. Our privacy
decision making prediction model combines several important psychological and
contextual factors that influence this tradeoff, and learns their functionality by
building a binary classifier. The proposed privacy decision making prediction
model produces good results based on the five identified factors, and can be
used to assist users to protect their privacy in online social networks.
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Abstract. In this paper, we provide a comprehensive study of privacy
threats by bridging user’s online and offline social activities. We adopt the
recently emerged Event-Based Social Networks (EBSNs) such as Meetup
as an example. Due to the intrinsic interrelated nature of users’ online
and offline social activities, our research revealed that using several sim-
ple yet effective privacy inference models, user’s privacy of online group
membership and offline event attendance can be inferred with high accu-
racy. The level of privacy threats by bridging user’s online and offline
social activities is remarkably severe.

Keywords: Online Soical Networks (OSNs) · Privacy attack · Privacy
inference

1 Introduction

The newly emerged event-based social networks (EBSNs) [18] such as Meetup
(www.meetup.com) and Plancast (www.plancast.com) have experienced rapid
growth in recent years. Different from many existing online social networking
sites, EBSNs can be considered as a hybrid of conventional online social net-
works (OSNs) such as Facebook (www.facebook.com) and Twitter (www.twitter.
com) and specialized location-based social networks (LBSNs) such as Foursquare
(www.foursquare.com) and Gowalla (www.gowalla.com). On one hand, EBSNs
serve as an online platform for users to build their social profiles, maintain
their social relationships to share interests and opinions online, and dissemi-
nate user-generated content over the network. To this extent, EBSNs function
as conventional online social networks. On the other hand, EBSNs also provide
some functions for users to organize face-to-face offline social events. Specifi-
cally, event organizers can utilize the services provided by EBSNs to initialize
and advertise upcoming offline social events to the members. People who are
interested in those local events are able to RSVP and later on check-in to attend
those face-to-face local gatherings with other members. In such a case, EBSNs
also behave similarly to some specialized location-based social networks which
facilitate many offline social interactions between users within their local areas.

One of the distinct characteristics of EBSNs, which is largely different from
those popular online social networking sites, is the mechanism to couple users’
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 421–438, 2016.
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online and offline social interactions. In Fig. 1, we depict the different types of
interactions existed between users in Meetup, one of the most popular EBSNs in
the literature. According to the statistics in August, 2016, Meetup has attracted
more than 27 million users from over 180 different countries1. Users in Meetup
eventually formalize two different social communities. In the online virtual social
community, users in Meetup can create, manage, and participate in different
online groups. There are currently more than 250 K groups created in Meetup,
covering a wide variety of topics all around the world. Users from the same
group can interact with others by sharing comments and opinions online. In
the offline physical social community, event organizers can hold various offline
gatherings of Meetup users in their local areas. The interactions between users
in Meetup are indeed face-to-face communications when they attend the same
local events together. It is reported that in Meetup more than 560 K local events
are organized each month and over 3.5 million users are attending those events
monthly.

Analyzing users’ social interactions has many important applications such
as user behavior modeling, customer relationship management, and marketing.
In recent years, due to the rich information about individuals and the power of
many social network analysis methods, privacy is emerged as one of the biggest
concerns. Despite a plethora of crucial privacy issues researched in the field, we
have not yet fully analyzed an emerged but fundamental category of threats
to people’s privacy: those that inevitably bridge our online and offline social
interactions. What devastating outcomes such privacy threats by coupling user’s
online and offline social interactions may bring to us? To answer this question,
we conduct an empirical study on privacy issues in Meetup in this paper. Our
contributions of the paper are summarized as follows.

First, we provide a comprehensive study on users’ privacy issues when their
online and offline social activities are tightly coupled in Meetup. We properly
model user’s privacy in their online and offline communities, and demonstrate
how their privacy could be breached using several surprisingly simple yet effective
privacy inference models.

Second, we adopt a large-scale data collection crawled from Meetup, one of
the most popular EBSNs in the literature, to illustrate the devastating outcomes
of privacy breaches by coupling user’s online and offline activities. Our experi-
mental results clearly show that the privacy threats are real.

The remainder of the paper is structured as follows. Section 2 provides the
modeling of privacy issues in Meetup, and Sect. 3 discusses several simple yet
effective privacy inference methods. Section 4 presents a case study of privacy
analysis in Meetup by bridging user’s online and offline social interactions. Some
related studies are presented in Sect. 5 and conclusions and future directions are
outlined in Sect. 6.

1 https://www.meetup.com/about/.

https://www.meetup.com/about/
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Fig. 1. The two social worlds in Meetup.

2 Modeling Privacy Threats in Meetup

To understand privacy threats in Meetup, there are several questions to be
answered properly. First, what is privacy? Second, who are the victims of privacy
breaches? Third, who are the privacy attackers? Last but not least, what can
be utilized by the attackers to breach other’s privacy? In the remaining of this
section, we will provide discussions to each of those questions.

Privacy in Meetup. In the field of social network privacy research, a common
categorization of privacy includes: identity disclosure (that is, the identity of an
individual is revealed), attribute disclosure (that is, the value of some sensitive
attributes associated with an individual is compromised), link disclosure (that
is, the sensitive relationship between two individuals is disclosed), and affilia-
tion link disclosure (that is, whether an individual is affiliated with a group is
compromised).

In this paper, we focus on two types of privacy in Meetup. First, we regard the
membership of online groups for those users in Meetup as the privacy. In general,
this type of privacy can be categorized as affiliation link disclosure. In addition,
two users within the same group often interact with each other frequently. If the
membership of online group is disclosed, the potential link disclosure also applies.
Moreover, online groups are labeled with topic tags. The topic tags of groups
that one user has joined represent user’s individual interest. For many users, the
interest is considered to be a sensitive attribute. To this extent, the disclosure of
group membership in Meetup also leads to attribute disclosure. Second, we treat
the attendance of local events for those users in Meetup as the privacy as well.
Intuitively, an offline social event can be considered as a local group of users that
people need to physically participate. Thus, the disclosure of attendance of local
events is indeed one type of affiliation link disclosures. This type of information
disclosure can be understood as link disclosure as well since users attending the
same events would have face-to-face communications. A subtle but hazardous
consequence when user’s event attendance information is compromised lies in
the fact that the physical location of the user during specific time durations
is compromised implicitly. That being said, the privacy of attendance of local
events is also one type of attribute disclosures where location at a time is the
sensitive attribute of the user.
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Comparing with the privacy of online group membership, the privacy of
offline event attendance is much more restricted by individual’s physical location
and time availability. In addition, attackers are more interested in breaching the
privacy of event attendance for upcoming events, as user’s past event history
may not be beneficial for them anymore.

Victim of Privacy Breaches in Meetup. The membership of online groups
and the attendance of offline events are two types of important information
related to Meetup users. Therefore, all of the users in Meetup are in fact the
potential victims of privacy breaching attacks. The current Meetup website also
provides users with the option to hide their group membership and event’s RSVP
information. Users with those types of information hidden in Meetup are very
susceptive to potential privacy attacks. Those users will suffer from those privacy
breaches most.

Privacy Attacker in Meetup. The attackers are those people who intend to
compromise victim’s privacy in Meetup. The service providers of Meetup have
access to all of the data shared and stored in Meetup. In this paper, we regard
service providers of Meetup as legitimate and trustful. Instead, we consider the
attackers as those people who have partial information about the targeted vic-
tims (i.e., name, email address, etc.). The attackers may behave similarly to
those regular users in Meetup by joining some online groups and attending some
offline events. However, their objective is to obtain more information about the
victims and ultimately breach victims’ privacy.

Background Knowledge of Attacker. The attackers are usually equipped
with some background knowledge about the victim. In Meetup, such background
knowledge could be the identity attributes such as name and email address, or
some partial information about victim’s social interactions with others either
online or offline. To gather more background knowledge, the attackers may even
register with Meetup and pretend to be a regular user by conducting various
online and offline interactions with the victim.

3 Privacy Inference in Meetup

Privacy in people’s online and offline social communities can be breached using
different strategies. For example, one popular scenario is related to various pri-
vacy settings available in those OSN sites. Without proper settings of access
control mechanism, user’s private information shared online may become acces-
sible to the attackers. Another popular scenario exists when rich social data are
released to third parties for data analytical tasks. Data recipients can perform
specialized data mining methods on the data and infer additional information
which is supposed to be sensitive and protected.

In Meetup, the privacy threat may come from different scenarios due to several
reasons. First, rich data in Meetup are not released to third parties. Thus, many
existing privacy issues for data publishing do not apply. Second, privacy settings in
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Meetup are adopted for user’s online information. However, vast amount of user’s
offline information is not controlled by those privacy settings.

In this paper, we simulate the privacy breaching process in Meetup using
inference analysis strategies. Specifically, we simulate the scenario that attackers
are able to access partial data related to targeted victim, and then utilize data
inference models to breach victim’s privacy, including the inference of victim’s
online group membership in Meetup and the prediction of victim’s attendance
of some upcoming events.

To illustrate how devastating outcomes those privacy threats in Meetup may
bring to users, we describe several simple yet effective data inference models
which are able to breach user’s privacy in the online and offline social communi-
ties. In Sect. 3.1, we focus on the privacy inference of user’s group membership.
In Sect. 3.2, we emphasize on the privacy inference of user’s event attendance.

3.1 Privacy Inference of Group Membership

Content-based Privacy Inference. When a user joins an online group, the
user is interested in the theme of the group. The set of groups that a user has
joined captures user’s preference on groups. If a new group “matches” user’s
preference closely, the user is very likely to join the group.

In Meetup, each online group is assigned with some tags which describes the
topics of the group. We can use the tags of groups to represent user’s preference.
Consider a user u who is a member of some online groups Gu ⊆ G, where G
represents all of the groups in Meetup. For each online group g ∈ G, we use Tg

to represent the tags assigned to g. To quantitatively measure whether a group
g matches u’s preference, the popular Jaccard similarity can be adopted, that is,

P (g|u)group−tag =
Tg ∩ (∪gu∈Gu

Tgu)
Tg ∪ (∪gu∈Gu

Tgu)
, (1)

where P (g|u)group−tag (g ∈ {G − Gu}) is a probabilistic score indicating the
likelihood that the user u will join the group g.

Equation 1 can be used to generate a list of groups as privacy inference results.
Specifically, for each g ∈ {G−Gu}, we calculate P (g|u)group−tag. All the groups
in {G−Gu} are then sorted using P (g|u)group−tag in the descending order. The
k top-ranked groups are thus treated as privacy inference results, where k is a
parameter which determines the number of groups to be inferred. We will refer
to this method as Group Tag Similarity (GTS) method.

Collaborative Filtering-based Privacy Inference. The GTS method uti-
lizes the tag contents associated with groups. It is in general a content-based
method which is widely used in the recommender systems in the literature.
However, the GTS method does not consider the influence of social interactions.
Users joining the same online group are likely to share some common interests.
Preferences of other similar users can be utilized for inference.

To estimate whether a user u will be interested in being a member of a group
g, a straightforward solution is to measure how many users in g that are similar
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to u. If we assume that users in the same online group or involved in same offline
events may behave similarly, we can qualitatively measure the likelihood that u
will join the group g using:

P (g|u)collaborative =
Ug ∩ (∪g∗∈G(u)Ug∗)
Ug ∪ (∪g∗∈G(u)Ug∗)

, (2)

where Ug denotes the set of users that are members of the group g. The larger
of P (g|u)collaborative, the more likely that u will be interested in joining g. If we
rank all the groups g ∈ G − G(u) using P (g|u)collaborative in descending order,
the k top-ranked groups can be returned as privacy inference results. We will
refer to this method as Group Member Similarity (GMS) method.

3.2 Privacy Inference of Event Attendance

In order to breach victim’s privacy of group membership in the online social
world, we developed two difference inference models. Both the content-based
and collaborative filtering-based inference models can be used to breach victim’s
privacy of event attendance in the offline social world as well.

Content-based Privacy Inference. Intuitively, an offline event can be con-
sidered as an offline gathering of users in Meetup. An offline event is actually
a specialized “offline group” of users. Therefore, the GTS method discussed in
Sect. 3.1 can also be applied on privacy inference of event attendance. However,
an offline event in Meetup has several important features. On one hand, offline
events are more location constrained compared with online groups. On the other
hand, offline events usually have very short lifetime. Thus, privacy inference of
event attendance in Meetup needs to consider the constraints of location and
time duration.

In general, when a user decides to participate in an offline event, the user
must be attracted by the following aspects. First, the user should be interested
in the topic of the event. Second, the time-slot when the event will be held
should be available to the user. Third, the location of the event should not be
far away according to user’s tolerance. We summarize the following features that
are related to offline events in Meetup.

(1) Time duration of events. Every event in Meetup is associated with a time
slot. Events in Meetup can be held periodically on a specific day of the week or
a specific date of the month. To model the time of an event using “day-time”
pattern, we consider the day of the week and the local starting time of the event.
For example, the day-time pattern “Wed@9:00” of an event means the event is
held at 9AM on Wednesday. To model the time of an event using “date-time”
pattern, we consider the date of the month and the local staring time of the
event. For example, the date-time pattern “1@19:00” of an event indicates the
event is held at 7PM on the first day of the month.

(2) Location of events. Every event in Meetup is also associated with a specific
location. We can directly extract the location entry for each event in Meetup.
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(3) Topic of events. Meetup does not directly assign topic tags to events.
Instead, detailed textual description is needed when an event is created. We can
apply some text mining techniques to obtain topics of those events. Specifically,
we use the popular OpenCalais Web Service API (http://www.opencalais.com)
to extract several types of semantic information from event descriptions. The
first type of information is entity, which captures the most fundamental ele-
ment of the textual content. We also consider social-tags, which are a set of
common-sense tags generalized from the whole piece of content. In addition, the
OpenCalais API also provides categories which are the themes of the content
using the view of document categorization.

User’s historical event participation can be used for privacy inference of event
attendance for upcoming events. For an upcoming event e ∈ E, if it is very “sim-
ilar” to those events that a user u has participated in before, u may be interested
in attending e as well. The similarity of events can be measured considering the
time duration, location, and topic features of the events.

We use histogram to represent user’s history of event participation. For the
time feature, we calculate the histogram using both “day-time” pattern and
“date-time” pattern. Consider a user u who has participated in |E(u)| events
(E(u) ⊆ E). The day-time histogram is Hday−time

E(u) = [hday−time
1 , hday−time

2 , . . . ,

hday−time
m1

], where m1 denotes the total number of distinct day-time patterns.
hday−time
i (1 ≤ i ≤ m1) is equal to |{e∗}|

|E(u)| , where e∗ ∈ E(u) and e∗ satis-
fies the i-th day-time pattern. For each user u and his/her day-time histogram
Hday−time

E(u) , we have
∑

1≤i≤m1
hday−time
i = 1. Similarly, we can obtain the date-

time histogram Hdate−time
E(u) = [hdate−time

1 , hdate−time
2 , . . . , hdate−time

m2
], where m2

denotes the total number of distinct date-time patterns, and each hdate−time
i

(1 ≤ i ≤ m2) represents the frequency of the i-th date-time pattern.
To measure the similarity between an upcoming event e and a user u’s time

histogram, we can simply consider whether e’s time pattern is similar to any
previous events. If e’s day-time pattern is the same as the i-th patten (1 ≤
i ≤ m1) in Hday−time

E(u) , we measure P (e|u)day−time = hday−time
i , the probability

that u will attend an event corresponding to that day-time pattern. If all the
day-time patterns are different from that of e, we assign P (e|u)day−time = 0.
The similar procedure can be used for date-time pattern. Thus, we measure
P (e|u)date−time = hdate−time

i if e’s date-time pattern is the same as the i-th
pattern in the histogram, 0 otherwise. In Meetup, events are usually organized
using either day-time pattern or date-time pattern. Therefore, based on the time
feature of offline events, we calculate the likelihood that u will attend the event
e using P (e|u)time = max{P (e|u)day−time, P (e|u)date−time}.

Histogram can be applied on location feature as well. For a user u, we use
H location

E(u) to denote the location histogram of all the events u has attended before.
For an upcoming event e, if e’s location is the same as i-th entry hlocation

i in the
location histogram, we assign P (e|u)location = hlocation

i , the probability that u
will attend the event based on its location. Otherwise, P (e|u)location = 0.

http://www.opencalais.com
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Similarly, we can utilize the topic feature of events. We use Htopic−entity
E(u) ,

Htopic−tag
E(u) , and Htopic−category

E(u) to denote the histograms of u’s event history
based on entities, social tags, and categories that are extracted from event
descriptions. For each upcoming event e, we use the same OpenCalais API
to obtain entities, social tags, and categories of the event. The results can
be represented using the well-known Vector Space model. The cosine simi-
larity between the vector and the topic histogram is adopted to calculate
P (e|u)topic−entity, P (e|u)topic−tag, and P (e|u)topic−category, the probability that
the user will attend the event e by considering entity of events, social tags of
events, and categories of events, respectively. Generally, these three types of
semantics cover different aspects. To integrate them into a unified measure,
we have P (e|u)topic = P (e|u)topic−entity+P (e|u)topic−tag+P (e|u)topic−category

3 , the algo-
rithmic mean of the three types of semantics extracted from event descriptions.

Similar to the GTS method described in Sect. 3.1, the content-based privacy
inference of event attendance can be achieved by ranking the upcoming events
based on the probabilistic scores of the events using time duration, location, and
topic features. Specifically, for a user u and each upcoming event e, we calculate
P (e|u)time, P (e|u)location, and P (e|u)topic, respectively. Since the three features
are independent and each represents a probability that u may attend the event
e, we use the product of the three probability scores to estimate the overall
likelihood of attending the event, that is,

P (e|u)content = P (e|u)time · P (e|u)location · P (e|u)topic. (3)

All the upcoming events are sorted based on P (e|u)content in descending
order. The l top-ranked events can be regarded as privacy inference results,
where l is a parameter which determines the number of events to be returned.
We will refer to this method as Event Content Similarity (ECS) method.

Collaborative Filtering-based Privacy Inference. The ECS method for
privacy inference of event attendance only considers the characteristics of events.
However, it does not utilize the influence of social interactions existed in user’s
offline social worlds. Similar to the GMS method for privacy inference of online
group membership, users who attended local social events frequently indicate
that they share some common interests. Preferences of other similar users can
be utilized for inference.

To evaluate whether a user u will be interested in attending an upcoming
social event e, an intuitive solution is to measure how many users who are going
to attend e (i.e., RSVPed to attend e in Meetup) that are similar to u. If we
assume that users attended offline social event together frequently may behave
similarly, we can qualitatively measure the likelihood that u will attend the
upcoming event e using:

P (e|u)collaborative =
Ue ∩ (∪e∗∈E(u)Ue∗)
Ue ∪ (∪e∗∈E(u)Ue∗)

, (4)

where E(u) denotes u’s historical event participation and Ue denotes the set of
users that are going to attend the event e. The larger of P (e|u)collaborative, the
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more likely that u will be interested in attending e. If we rank all the upcoming
events using P (e|u)collaborative in descending order, the l top-ranked events can
be returned as privacy inference results. We call this method Event Attendant
Similarity (EAS) method.

4 Case Study: Privacy Analysis in Meetup

We implemented the privacy inference models described in Sect. 3 and empir-
ically simulated the privacy breaching scenarios using a large dataset crawled
from Meetup. In this section, we report a set of experimental results related to
the effectiveness of privacy inference in users’ online and offline social worlds.

4.1 The Meetup Dataset

We crawled a large-scale Meetup dateset from www.meetup.com. The crawling
process was started with 3 randomly selected seed users in Meetup. We chose the
three seed users who were members of more than 100 groups online. The purpose
is to make sure the crawled dataset would be large enough to cover many users,
groups and events. In addition, the three seed users were selected from different
states in the United States to avoid potential geographical bias. We used the
Meetup API to extract the information of users, groups and events. Specifically,
in the first round, all the groups that the seed users joined were firstly extracted
using the Meetup API. Then, based on the list of retrieved group IDs, the API
method members was used to obtain all the group members. Meanwhile, user’s
profile information such as interest-tags, the timestamps of joining each group,
etc. were also retrieved. The API method events was used to crawl the list of
past events held by these groups in Meetup. The RSVPs were downloaded to
indicate whether the user attended the event or not. The above crawling process
was repeated three times to obtain a large-scale Meetup dataset. The statistics
of the Meetup dataset are provided in Table 1.

Table 1. The statistics of the Meetup dataset.

#Groups #Users #Events

86,396 6,532,384 6,088,084

#RSVPs #Topic-tags #Interest-tags

45,173,583 880,176 52,654,436

To protect user’s privacy, Meetup in fact provides users with the option to
hide their interest tags and membership of online groups. Based on whether
user’s interest tag and membership of groups are set to be public or hidden, we
categorize users in Meetup into four classes, as shown in Table 2. As the hidden
action can only be applied on the whole set of tags or groups, the four classes of
users are not overlapping to each other. More than 34 % users indeed decided to

www.meetup.com
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Table 2. The statistics of different classes of users.

Class of Users Percentage

(1) Public Interest and Public Group 56.75 %

(2) Hidden Interest and Public Group 26.79 %

(3) Public Interest and Hidden Group 8.88 %

(4) Hidden Interest and Hidden Group 7.38 %

hide their interest tags and more than 16 % users chose to hide their membership
of online groups as well. The statistics verify that many users in Meetup have
serious privacy concerns regarding their personal information.

4.2 Settings of Privacy Inference Simulation

In Table 2, user classes (3) and (4) hide their membership of online groups. Due to
the privacy settings in Meetup, their records of event attendance are also hidden
accordingly. We regard these users as potential victims of privacy inference in this
paper. The simulation of privacy inference focuses on the following question: how
can we infer the hidden membership of online groups and attendance of offline
events for those victims by adopting the privacy inference models described in
Sect. 3?

Selection of Privacy Inference Victims. We randomly selected 30 users
from user classes (3) and (4) each and constructed two sets of testing users,
denoted as Dhidden and Dpublic, respectively. The subscripts hidden and public
represent users’ settings of their interest-tags. We denote the whole set of testing
users as D = Dhidden ∪Dpublic. The selected users need to meet the two require-
ments: (1) the user has been a member of at least 5 online groups; (2) the user
has attended at least 5 events. These requirements are used to capture partial
knowledge of privacy attackers in Meetup.

To examine the accuracy of privacy inference, we extracted user’s complete
set online group membership and offline event attendance records as ground-
truth knowledge.

Simulation of Group Membership Inference. In order to utilize the two
inference models GTS and GMS for privacy inference of user’s group mem-
bership, we assume that the attacker has accumulated some partial knowledge
about victim’s online groups. The objective of the attacker is to infer other online
groups that the victim may join.

For a specific victim u in Meetup, we use G(u) to denote the ground-truth of
u’s membership of online groups. |G(u)| represents the number of online groups u
has joined. When an attacker starts to conduct privacy inference, we use G(u)A

to denote the partial knowledge of the attacker regarding u’s group membership.
|G(u)A| represents the partial number of online groups u has joined which is
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known by the attacker. Apparently, G(u)A ⊆ G(u). When G(u)A = G(u), we
can conclude that u’s privacy of group membership is completely breached.

A brute-force strategy to conduct privacy inference of group membership is
to examine every group g ∈ G − G(u)A and adopt either the GTS method
or the GMS method to calculate the likelihood P (g|u) that u may join g. All
of the groups g ∈ G − G(u)A can thus be ranked based on P (g|u). The top-k
ranked groups can be considered as privacy reference results with high confi-
dence. Among the k inferred groups, we will use G(u)I+ to denote the set of
groups that are actually joined by u. In other words, G(u)I+ ⊆ G(u). We will use
G(u)I− to represent those inferred groups that u in fact is not a member.

Simulation of Event Attendance Inference. When an attacker conducts
privacy inference of event attendance, the attacker is also equipped with some
background knowledge about the victim. Different from the privacy inference
of online group membership, the privacy inference of offline event attendance
is usually targeted on predicting whether the victim may attend an upcoming
event physically.

For a specific victim u in Meetup, we use E(u) to denote the ground-truth
of u’s attendance of offline social events. When an attacker starts to conduct
privacy inference, we use E(u)A to denote the partial knowledge of the attacker
regarding u’s historical records of event attendance. Obviously, E(u)A ⊆ E(u).
When E(u)A = E(u), the attacker knows the complete history of u’s event
attendance.

As the privacy inference of event attendance is usually for future prediction,
we use E(u)F to denote the set of events that u will attend. When an upcoming
event e is available in Meetup, the privacy inference of event attendance is to infer
whether u will attend e physically during the specified time duration. Similar
to the privacy inference of online group membership, a brute-force strategy to
conduct privacy inference of event attendance is to examine each of the upcoming
events in Meetup. This strategy is somehow mission impossible, due to the fact
that more than 500 K events are held monthly in Meetup.

It is necessary to emphasize that offline events are held by specific online
groups in Meetup. Users need to be the member of the group in order to RSVP
and check-in later to attend the event. Beside, most of the groups in Meetup
hold the events weekly. Therefore, when an attacker conducts privacy inference
of event attendance, we consider all of the events held by each group g ∈ G(u)A in
the following week as the candidate set for privacy inference. The ECS method
and the EAS method can be applied to conduct privacy inference of event
attendance. A top-l ranked list of events based on P (e|u) can be returned as
inference results. We will use E(u)I+ to denote the inferred set of upcoming
events that u will actually attend, and use E(u)I− to represent the false positive
inference results (i.e., u will not attend those events in E(u)I−).

Evaluation Metrics of Privacy Inference. The privacy inference models
described in Sect. 2 regard the inference of group membership and event atten-
dance as a ranking problem. The ranking positions for those correctly inferred
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instances are crucial to evaluate the inference performance. In this paper, we
adopt the commonly used ranking evaluation metrics such as P@K (precision
at rank K) and R@K (recall at rank K) as evaluation metrics.

4.3 Experimental Results

In this section, we report some experimental results for privacy inference in
Meetup. To capture the impact of attacker’s different levels of background
knowledge for privacy inference, we organize users’ various online and offline
activities (joining an online group, or attending an offline event) based on their
timestamps. We partition the dataset and use different percentages of the data
to model attacker’s different levels of background knowledge. In the following,
attacker’s background knowledge is modeled using 20 %, 40 %, 60 %, and 80 %
of the data, respectively.
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Fig. 2. Average performance of privacy inference of group membership on user set
D. ((a)-(d) show R@K and (e)-(h) show P@K, and X% represents X percentage of
background knowledge).

Average Performance of Group Membership Inference. To conduct pri-
vacy inference of group membership, both the GTS method and the GMS
method are considered. In Fig. 2, we show the average results of different pri-
vacy inference models of group membership over all of the users in D, evaluated
by R@K and P@K. To model different levels of attacker’s background knowl-
edge, we use different percentage of data, specifically, the attacker knows 20 %,
40 %, 60 % and 80 % of the online groups the victims have joined.

The results in Fig. 2 show that even when K is set to be very small, i.e., 5,
10, . . ., 50, the metric R@K can reach as low as 0.6 (when K = 5) but as high
as 0.9 (when K = 50). The metric P@K are not very high due to many false
positives. However, in online social world, the attacker only requires little effort
by examining the group pages so as to reduce the number of false positives.
Thus, even for a low P@K, the privacy inference result is still severe enough to
raise a red alert in people’s online social world. We also notice several important
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findings based on the results in Fig. 2. First, the GMS method performs much
better than the GTS method, which verifies the usefulness of users’ online social
interactions for privacy inference. Second, even with less background knowledge,
the attacker is able to infer victim’s privacy with very high accuracy. Third,
additional background knowledge may not always be helpful. Even when the
attacker is equipped with as high as 80 % knowledge, the inference result is not
very high. This is partly due to the fact that in the simulation, the remaining
positive instance is small.

Average Performance of Event Attendance Inference. We also conducted
privacy inference of event attendance using both the ECS method and the EAS
method. In Fig. 3, we present the performance of different privacy inference mod-
els, evaluated by R@L and P@L. As the average number of events each user
attends weekly is usually small (i.e., less than 6), we vary L from 1 to 5.

Based on the results in Fig. 3, we have several important findings. First,
both the ECS method and the EAS method produce remarkably high recall,
especially when L is set to be a larger value. Even when L is small (i.e., 1
or 2), the ECS method still can achieve high recall and precision. Recall the
discussion of privacy in Sect. 2, if an attacker knows the physical location of a
victim during some specific time durations, there could be some severe privacy
breaching consequences such as home burglary. Second, the inference models
did not show much difference in terms of the attacker’s background knowledge.
Even when the attacker knows as little as 20 % knowledge, the inference result
is still relatively high. Still, when 80 % knowledge is acquired by the attacker,
the performance of privacy inference does not increase.
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Fig. 3. Average performance of privacy inference of event attendance on user set D.
((a)-(d) show R@L and (e)-(h) show P@L, and X% represents X percentage of back-
ground knowledge).

Case Study: Privacy Inference of Event Attendance for Dpublic and
Dhidden . As shown in Table 2, user classes (3) and (4) have different prefer-
ence regarding privacy, that is, whether user’s interest tag should be hidden
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in Meetup. For those users who decide to make their interest tag public, intu-
itively, they might not worry about their privacy of group membership, as group
membership largely reflects user’s interest and preference. However, it is still
unclear about user’s opinion regarding their privacy of event attendance. In the
following, we target on finding out what impact user’s interest tag may have
regarding their privacy of event attendance. Similar to the process reported in
Sect. 3.2, we conducted privacy inference of offline event attendance on the two
user sets Dpublic and Dhidden, respectively. Here the subscripts hidden and public
represent users’ settings of their interest-tags.

In Figs. 4 and 5, we report the performance of different privacy inference
models, evaluated by R@L and P@L. In general, the performance of privacy
inference models on Dpublic is slightly higher than that on Dhidden, evaluated by
recall. The difference of privacy inference performance is even more significant
based on precision. It indicates that users with public interest tag in Meetup are
indeed more vulnerable to privacy inference.
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Fig. 4. Average R@L using privacy inference of event attendance ((a)-(d) on Dpublic,
(e)-(h) on Dhidden, and X% represents X percentage of background knowledge).

5 Related Work

Attribute inference attack and link prediction attack are two types of most com-
mon attacks on OSNs. There have been many work devoted to identifying, sim-
ulating and defending such attacks [9,11,12,14,16,23]. In [21], the authors pro-
posed to infer user’s unknown profile attributes based on the observed attributes
of the users in the same detected dense communities. Their experiments showed
that even only knowing the attributes of as low as 20 % of the users, the unknown
attributes of the remaining users within the community can be inferred with
high accuracy. In [10], Bayesian network was employed to model the causal rela-
tions among users in an online weblog service provider Livejournal. The authors
studied the impact of prior probability, influence strength, and society openness
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Fig. 5. Average P@L using privacy inference of event attendance ((a)-(d) on Dpublic,
(e)-(h) on Dhidden, and X% represents X percentage of background knowledge).

to attribute inference capability, and showed that high inference accuracy can
be obtained especially when users are in strong relationships. The experiments
showed that incorporating both friendship links and profile details can get highest
inference accuracy than using either piece of information. In addition to friendship
links, group affiliations were utilized to build attribute inference models in [27].
This work simulated potential privacy attacks that an adversary can employ on
OSNs with a mixture of public and private profiles. By comparing attack models
under different types and amount of background knowledge, their experiments on
four real-life datasets showed that online groups are another important type of
information carrier besides friendship links, that could lead to potential privacy
leaking. Other than utilizing links and topology of OSNs, attributes of vertices and
edges have also been incorporated into link prediction techniques [1,2,6,17,22,26].
In [8], Gong et al. explicitly proposed a framework to jointly conduct link pre-
diction and attribute inference using a Social-Attribute Network (SAN). Their
experiments on a large-scale Google+ dataset showed that the accuracy of link
prediction can be largely improved by first inferring missing attributes.

Users in OSNs would suffer a lot from privacy breaching [3]. The privacy
issues would get even worse if users post their presence or absence location
information publicly on conventional OSNs or LBSNs [4,7,13,24,25]. Targeting
on Twitter, Cheng et al. [5] proposed a probabilistic framework to predict a
Twitter user’s city-level location based on the content of the user’s tweets, while
Mahmud et al. [20] successfully predicted the home location of Twitter users
at different granularities via a hierarchical ensemble algorithm. In [15], Jurgens
proposed to use spatial label propagation which leverages the social relationships
and geographic distribution to infer user’s location. The experiments on the data
obtained from Twitter and Foursquare showed that nearly all of the users can
be located with an estimated median error under 10KM.
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How is our work different? Most of the existing privacy related studies in
social networks only focused on one type, either offline physical social world
or online virtual social world. EBSNs such as Meetup provide a nature way
to bridge the two social worlds [19]. Privacy issues when two social worlds are
bridges are facing new challenges, which thus require substantial research efforts.
Our work in this paper provides a first step towards a comprehensive study of
privacy issues by bridging user’s online and offline social worlds.

6 Conclusion

In this paper, we focus on analyzing privacy threats when people’s online and
offline social interactions are bridged. The Meetup dataset was adopted for con-
ducting the analysis of privacy threats. Based on a comprehensive simulation
study of privacy inference in Meetup, our research revealed that using a series
of simple yet effective privacy inference models, user’s privacy of online group
membership and offline event attendance can be inferred with high accuracy.
The level of privacy threats by bridging user’s online and offline social activi-
ties is remarkably severe. Therefore, there is a strong need of practical privacy
protection mechanisms.
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Abstract. Social media are an effective means for people to share every-
day problems with their peers. Although this often leads to empathic
responses which help alleviate the experienced stress, such peer support
is not always available. As an alternative solution for such situations, this
paper explores the possibilities to develop an ‘artificial friend’ that offers
online social support through text messages. To formulate the require-
ments for such a system, a pilot study was performed in which 230 par-
ticipants were asked (via a crowdsourcing platform) to report their expe-
riences regarding online peer support. The results have been converted
into a number of working hypotheses about online peer support. Based
on these hypotheses, a conceptual framework has been developed that
describes the functioning of the proposed support system.

Keywords: Social media · Everyday stress · Empirical analysis · Social
support · Support agent

1 Introduction

Imagine the following situation. After a relationship of more than 5 years, your
partner just informed you that (s)he will leave you for someone else. It is Fri-
day evening, only a few hours after you heard the bad news, and you are still
overwhelmed by a mixture of surprise, sadness and anger. In an attempt to cope
with your emotions, you open your laptop and log in into your favourite social
network. When online, you share your experience with some of your friends,
hoping for some empathic reactions. Not long afterwards, you indeed receive a
number of messages in response, varying from “Let it go, you were too good
for that loser anyway!”, to “Why don’t you take some days off to do something
fun?”. And as if it were magic, reading these messages indeed makes you feel a
bit better already.

This paper is part of a project that studies the role of peer support via online
social networks in situations like the one sketched above. The project is moti-
vated by the observation that everyday problems like broken relationships, dif-
ficult work situations, and loss of family members are important sources of stress
[1]. Moreover, peer support was found to be a promising means for improving
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 439–453, 2016.
DOI: 10.1007/978-3-319-47874-6 30



440 L. Medeiros and T. Bosse

various aspects of (mental) health and well-being [6,10,14,16]. Nowadays, one of
the quickest and most frequently used approaches to provide peer support is to
make use of online social networks like Facebook or Twitter [17]. After all, this
type of support does not take much more effort than sending a short text message
every now and then. Indeed, sharing problems and showing affection turn out to
be among the most common reasons why people use social media [15].

Nevertheless, helpful peer support is not always available for all social media
users, for the simple reason that some people have fewer friends than other.
Moreover, even if they have many friends, users do not always want to share
their problems online, especially in cases where such problems are very personal.

To improve upon this situation, our research explores the potential of artifi-
cial friends with the ability to provide social support via online social networks,
thereby helping people to deal with their personal everyday problems. This vision
is inspired by promising recent initiatives in developing artificial agents that sup-
port humans, varying from virtual depression therapists [5] to virtual buddies
that support victims of cyberbullying [18]. We envision our system as an intelli-
gent piece of software (possibly, but not necessarily embodied in the form of an
avatar), which has the ability to analyze messages posted in social media, under-
stand which messages potentially seek for peer support, and generate appropriate
response messages with the aim to reduce the users experience of stress.

As a first step in that direction, this paper make an analysis of the require-
ments of such a system. Its main goals are to: (1) categorize the types of personal
problems people share via social networks, (2) categorize the types of support
people offer in such cases (and relate them to the categories found in the first
step), and (3) provide a conceptual description of the proposed artificial friend.
To acquire sufficient data to formulate an answer to the first two questions, a
simple survey has been conducted via the crowdsourcing platform CrowdFlower1.

The remainder of this paper is structured as follows. First, in Sect. 2, some
background is provided about existing theories on peer support, as well as exist-
ing systems for computational (peer) support. Next, Sect. 3 describes the method
used to analyze the requirements of the proposed system, and Sect. 4 presents the
results. Section 5 provides a description of the system at a conceptual level, which
may serve as a blueprint for implementation in follow up research. Section 6 con-
cludes the paper with a discussion.

2 Related Work

2.1 Peer Support

Peer support, which can also be referred to as social support or peer-to-peer
support, can be defined according to Kim et al. [11] as supportive information
from people with strong social ties, i.e., friends, within a given network. Typically
it occurs when a given person talks about their needs for support with others,

1 Copyright c© 2016 CrowdFlower Inc. Available at https://www.crowdflower.com/.
Accessed: 2016-07-14.

https://www.crowdflower.com/
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which leads to a response expressing that one is loved and cared for. An example
of that would be to share a stressful personal situation with friends on Facebook.
Such friends may give some responses as a way to help the one who is stressed.

The relation between peer support and health is well known. In [10], several
types of social network interventions are discussed, as well as examples of the use
of social support for promoting health. For instance, Cohen et al. [3] confirms
that there is a positive relation between social support and the way that people
deal with stressful situations, and Cobb [2] presents evidence that this type of
support is a good strategy to avoid health-related consequences of stress.

2.2 Emotion Regulation

Even though much is known about peer support, an open question is how we can
distinguish between different types of peer support. In our work, we attempt to
categorize classes of peer support by relating them to emotion regulation strate-
gies. According to Gross [8], emotion regulation “includes all of the conscious
and nonconscious strategies we use to increase, maintain, or decrease one or
more components of an emotional response”. Moreover, Gross identifies 5 dif-
ferent strategies for emotion regulation [9]: (1) situation selection – it means to
take actions to make it more likely that potentially undesired situations will be
avoided (e.g., not going to the party where you might encounter your ex), (2)
situation modification – it means to take actions in order to try to change a
given situation aiming to reduce or even to eliminate its undesired consequences
(e.g., keeping some physical distance from your ex when you meet him or her),
(3) attentional deployment – it is an “internal version of situation selection” in
which the individual tries to stop thinking about a given undesired situation
(e.g., trying to forget your ex), (4) cognitive change – it means to change one
or more appraisals regarding a given situation in order to try to modify the
situation’s emotional significance (e.g., convincing yourself that you can find a
better partner), and (5) response modulation – it means to influence physiolog-
ical, experiential, or behavioral responses to a given undesired situation that
already occurred (e.g., suppressing your tendency to start shouting at your ex).

Originally, such strategies mentioned above were meant to apply to self-
regulation, but in our work we explore to what extent these strategies could
be used in an inter-personal manner, hence connecting them to social support
strategies in the context of people trying to cope with stress2. Additionally, based
on our data and the concept of emotional support provided by Heaney et al. [10],
we came up with the concept of general emotional support as another strategy
for supporting friends: in this type of support the friends try to provide social

2 We decided to use these strategies given by Gross [9] since it is a very well accepted
work in the scientific community and we aimed to check to what extent such strate-
gies, which are originally defined in the scope of emotional self-regulation, are also
used in our context (friends trying to regulate peers’ emotion). The idea to use
Gross’ strategies in an interpersonal manner was also adopted by other researchers,
for instance in [19].
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support only by providing empathy, love, trust and/or caring (e.g., by saying
how much their friend means to them).

2.3 Computational Peer Support

Recently, an increasing amount of research puts forward the idea of robots and
smart pieces of software being social, i.e., having social interactions with humans.
Gockley et al. [7] describe the challenges regarding design decisions in developing
human-like robots (or avatars) that are able to socially interact with humans.
Leite et al. [12] showed that, indeed, robots acting emphatically can facilitate
the perception that human users have about them in the sense that people
can see such robots as friends. Accordingly, a number of initiatives actually
developed such supporting agents for a variety of domains. For example, van
der Zwaan et al. [18] made an effort to implement and test, with victims of
cyberbullying, a domain-independent conversational model aiming to promote
emotional support using an embodied conversational agent. DeVault et al. [5]
created a virtual human interviewer which is able to have a conversation with a
given person and can identify potential indicators of distress in order to avoid
or reduce depression.

Along these lines, our intention is to develop a virtual agent which would
be able to have a conversation with a given human user in order to try to help
him/her to cope with ‘everyday stressful situations’. In such a conversation the
human user has to feel comfortable to share stressful situations as if (s)he were in
a social network sharing content with friends. To the best of our knowledge, this
approach is not present in the literature yet. To do that, we will implement it in a
way that it can send messages based on empathetic responses, providing various
types of social support (inspired by Gross’ emotional regulation strategies [9])
at the appropriate moments. Our method to elicit the knowledge required for
this is described in the next section.

3 Method

3.1 Data Collection and Filtering

As explained in Sect. 1 we aimed to categorize the types of potentially stressful
situations people share via social networks as well as the respective responses
they usually receive from their friends as support. Additionally, we were also
interested in getting some insights about what type of support is typically related
to a given type of situation. To obtain answers to these questions, a qualitative
research design seemed to be the most suitable approach.

Inspired by the approach described in [4], we developed the following ques-
tionnaire and presented them to anonymous participants via a survey as a ‘job’
(i.e., a task that is accomplished via crowdsourcing) in the CrowdFlower plat-
form. Each participant received 5 euro-cents as a reward for participating in the
survey.
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Question 1. Have you ever shared any difficult or stressful personal situation
with one of your friends in a social network like Facebook or Twitter?

Question 2. What was the stressful situation you shared? Describe it in a short
paragraph (about 5–10 lines is enough).

Question 3. What did your friend(s) exactly say to support you? Please describe
it in a short paragraph (about 5–10 lines is enough).

Question 4. Via which social network did you share your situation: Facebook,
Twitter or other?

Question 5. If you selected other (above), please indicate which one.

First, we performed such a survey 3 times with 10 participants each, in
order to check to what extent we were getting useful responses in a reasonable
time. After each of these rounds we changed some configurations regarding the
criteria used to recruit participants. The CrowdFlower platform provides some
functionality to manually set these criteria for the participants of a given job
(e.g. average speed and quality of answers). After these three execution rounds we
performed our survey one more time, this time with a group of 200 participants,
giving us 230 responses in total. In this last round, the criterion for quality of
responses was set to its maximum level. Also, in this last round the phrase “(e.g.
the end of a relationship, a family or work problem, etc.)” was added to Question
1, because these three categories were mentioned most frequently and we wanted
to reduce the chances of participants not understanding the question (with the
drawback that this might have biased the remaining responses to these three
categories).

After finishing the data collection, the dataset was refined in order to discard
useless responses. In our context, a useless response to the questionnaire could
be: (1) any response from which we could not reliably identify and classify the
shared stressful situation(s) or the respective support(s) received – we discarded
17 answers based on this criteria, (2) any response written in any other language
than English or Spanish – one answer was discarded because it was written in
Indonesian, (3) any response from a participant who responded to the question-
naire more than one time – 3 participants answered our questionnaire twice so
we discarded these 6 answers, and (4) any response from which the answer to
Question 1 was not affirmative – we discarded more 147 responses because of
this criteria.

Eventually, we obtained a dataset containing 59 useful responses (25.65 %
useful responses in contrast to 74.35 % useless ones). These data were classified
regarding the respective shared stressful situations and received support from
friends, as explained in the following section.

3.2 Data Analysis

After obtaining the dataset according to the approach described above, we ana-
lyzed the data in order to classify all the shared stressful situations and the
respective support given by friends, as reported by the participants.
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We used three tags to (manually) classify our data: (1) type of stressful situa-
tion, (2) most affected individual, and 3) type of support. The first two tags were
used to classify the qualitative data regarding the responses to Question 2 of the
survey. The third tag was used to classify the data obtained from the responses
to Question 3. For each response given by the participants regarding Question 2
we allocated exactly one value for the type of stressful situation and another one
for the most affected individual. For example, for the message “my aunt died
suddenly”, the type of stressful situation was classified as ‘death’ and the most
affected individual as ‘family member’. The classification process was performed
by two analysts, and any disagreements were solved based on a discussion. The
‘type of support’ tag could have more than one value. More details about the
tags and the values used are provided below.

After trying to cluster the data into categories of stress regarding the
responses given to Question 2, we came up with 7 types of stressful situations: (1)
relationship – any stress due to a situation involving a partner (e.g., a boyfriend,
a wife, etc.), (2) work – any stressful situation within or about a work envi-
ronment, (3) death – any stress caused because someone died, (4) financial –
any stress due to financial matters, (5) disease – any stressful situation due to
someone (i.e., either the participant or another person close to the participant)
suffering from a disease, (6) exams – any stressful situation due to exams or a
similar issue related to school, university, etc., and (7) other – any other type
of stressful situation that does not fit into the previous categories. The types of
stressful situations identified in our data are stated in Table 1, along with some
respective examples (extracted from the responses given by the participants).

Table 1. Types of shared stressful situations and respective examples.

Type Example

relationship “the stressful situation was related with divorce”

work “I was fired from my job”

death “my aunt died suddenly”

financial “I gathered a lot of receivables from customers”

disease “I was very sick a few months ago”

exams “stress on studies, upcoming exams, etc.”

other “we moved to a new town and I felt lonely there”

Next, it is important to note that a given stressful situation could affect
the participants of our surveys themselves, as well as any individual in their
environment. To be able to distinguish between these cases, the tag for the ‘most
affected individual’ was added. Hence, the following 3 categories were used to
classify the responses to Question 2 according to that tag: (1) self – when the
most affected individual by a given stressful situation is the participant who
filled out the survey, (2) family member – when the most affected individual
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Table 2. Examples for the types of support used in our data analysis.

Type Example

situation selection “leave the relation”

situation modification “study well and manage it”

attentional deployment “forget her”

cognitive change “the pain is not continuous and will end very soon”

general emotional support “they said they love me”

by a given stressful situation is a participant’s family member, and (3) other –
all the cases which do not fit into the previous categories (e.g. pets and close
friends).

Finally, to classify the answers to Question 3, the ‘type of support’ tag was
introduced. For this tag, the following values were used (based on the emotion
regulation strategies introduced in Sect. 2.2): (1) situation selection – when a
friend suggests using (an instance of) situation selection as strategy to cope
with a given stressful situation, (2) situation modification – when a friend sug-
gests using situation modification to cope with a given stressful situation, (3)
attentional deployment – when a friend suggests using attentional deployment
to cope with a given stressful situation, (4) cognitive change – when a friend
suggests using cognitive change to cope with a given stressful situation, and
(5) general emotional support – when a friend only expresses empathy to try to
help coping with a given stressful situation. No instances of response modulation
were found, so this category is discarded in the rest of the paper. Table 2 shows
examples extracted from our data for all these types of support.

4 Results

After having our dataset filtered and analyzed, the results were processed. To
do that, we counted all messages allocated to each of the categories explained
in Sect. 3.2, i.e. regarding the type of stressful situations, the most affected indi-
vidual and the type of support received from friends. The results of this process
are discussed in this section.

First, some results are presented about the survey’s participants and the
social networks they used to share their personal situations. It turned out
that 89.09 % of the participants used Facebook to share their problems, while
3.64 % used Twitter and 7.27 % used other environments (VK, Odnoklassniki,
Google+ and Skype). Concerning the nationality, we received responses from
people located in 26 different countries. Apart from the fact that a surprisingly
large percentage of participants (16.98 %) was from Venezuela, the distribution
among the other nationalities was balanced. Figure 1 shows an overview of this.
Unfortunately, CrowdFlower does not provide more details about the partici-
pants.
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Fig. 1. All the nationalities that appeared in our final dataset. The closer to black, the
higher the amount of participants from this country.

4.1 Types of Problems

Regarding the answers to Question 2 of our survey, we noticed that in 32.20 % of
the cases people were sharing stressful situations concerning relationships. This
amount is considerably higher than the other ones: 16.95 % for work, 16.95 % for
death, 8.47 % for financial problems, 10.17 % for disease, 6.78 % for exams and
8.47 % for other problems. It is important to state that such types are mutually
exclusive, even though a given user may share more than one stressful situation at
the same time. Although we certainly need more data to draw reliable conclusions
about this, this is sufficient to give us some initial insights about the most typical
types of stressful situation people share via their social networks. Figure 2 shows
a representation of these results in absolute numbers.

In addition to the above, we also checked the results for the most affected
individual for the stressful situations. In 74.58 % of the cases, people were talking
about themselves. In 18.64 % of the cases they were talking about any family
member. Finally, in 6.78 % of the cases they were talking about someone else
(friends or pets).

It is important to notice that we found only one occurrence of a relation-
ship problem involving someone else than the participant himself. Based on this
finding, combined with the initial results shown in Fig. 2, we came up with the
following hypothesis about stressful situations shared via social networks.

Hypothesis 1 The most typical stressful situation shared by people via their
social networks concerns to their own relationships.

We call this statement a ‘hypothesis’, since future work (involving a larger
dataset) is required to confirm if it is statistically significant. In case this indeed



Empirical Analysis of Social Support Provided via Social Media 447

Fig. 2. Bar chart representing the occurrences (in absolute numbers) of instances of
the problem categories defined in Sect. 3.2.

turns out to be the case, the finding can be taken into account in the design of
a virtual support agent, e.g., by endowing such an agent with an ontology that
enables it to explicitly reason about relationships problems. The next section
will present a number of additional hypotheses, this time related to the support
strategies used.

4.2 Support Strategies

An overview of the different types of support that were offered for each type
of stressful situations (in absolute numbers) is provided in Table 3. As shown
in the last row of the table, the cognitive change strategy, with 28 instances
(i.e., 31.82 % of all support messages), and the use of general emotional support,
with 27 instances (30.68 %), were the most common strategies people used to
support friends. Situation modification, with 18 instances (20.45 %), deserves
especial mention as well. Finally, attentional deployment and situation selection
were used, respectively, 10 times (11.36 %) and 5 times (5.68 %).

The last column of the table presents the total number of responses to each
stressful situation. Note that these number are higher than the numbers pre-
sented in Fig. 2 because some responses consisted of more than 1 support strat-
egy; for instance, the response ’do not worry, everything will be OK’ counts as an
instance of attentional deployment (‘do not worry’) as well as cognitive change
(‘everything will be OK’).

The numbers in the shaded cells in Table 3 provide information about possible
correlations between the type of stressful situations people shared and the respec-
tive support strategies friends tend to use. Even though more data is needed to
check correlations statistically, we believe that this information already provides
interesting insights that can be used to state additional hypotheses.
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Table 3. Frequency table for all types of support identified. The last column and row
(in white) are, respectively, the amount of responses given by the participants’ peers
for each type of stressful situation and for each support strategy.

general
emotional
support

cognitive
change

attentional
deployment

situation
selection

situation
modification

relationship 8 6 5 4 5 28

work 3 8 3 0 4 18

death 8 4 0 0 3 15

financial 2 2 0 0 1 5

disease 1 5 2 0 1 9

exams 0 1 0 0 3 4

other 5 2 0 1 1 9

27 28 10 5 18

It is interesting to observe that support based on cognitive change or only
empathy (general emotional support) is used much more frequently than the
other ones in our dataset. Regarding these two strategies, people seem to be
most likely to use general emotional support in the context of problems about
relationships or death. The distribution of support actions using cognitive change
is more balanced among several situations, although it seems to be most appro-
priate in cases of work stress and diseases. Based on these findings, we stated
the following hypotheses about strategy for people helping friends to cope with
stressful situations via social networks.

Hypothesis 2 In case people share stressful situations about relationships or
death, the most frequently used support strategy is general emotional support.

Hypothesis 3 In case people share stressful situations about work or diseases,
the most frequently used support strategy is cognitive change.

For the other stressful situations, the numbers are really too small to say
anything meaningful. Nevertheless, it is interesting that attentional deployment
and situation selection are most likely to be used for problems about relation-
ships, and are never used for problems about death or financial problems. A
more extensive discussion about these findings is presented in the next section.

Finally, looking at the distribution of support categories among relation-
ship problems, the data seems to be rather balanced. This could indicate that
relationship as a simple category is too generic, since these types of support
could significantly differ from each other, so people could use them in com-
pletely different situations. Therefore, in future work it would be interesting to
find sub-patterns for the problems fit into this category.
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5 Artificial Support

Although the dataset is relatively small, the results described in the previous
section provide us useful insight for the development of an artificial friend that
offers peer support in social networks. This insight is mainly related to knowledge
about ‘which type of support works well in which situation’. For example, in case
the reported stressful situation fell in the category ‘death’, the most frequently
offered type of support was general emotional support (e.g., stating “my feelings
are with you”); see Table 3. Instead, support based on attentional deployment
was never offered in this situation. Intuitively, this makes sense, because when
a loved one passes away, saying that one should just stop thinking about this
person does not seem very appropriate. In contrast, attentional deployment does
seem to be a suitable strategy in case the stress is caused by a relationship
problem. Indeed, what works better than simply ignoring any thoughts about
your annoying ex?

Based on these insights, in this section we present a conceptual framework
describing the functioning of the proposed artificial friend. The main idea is that
the software takes messages from friends in a social network as input, and gener-
ates appropriate support messages in response. To this end, a simple algorithm
is put forward, which roughly uses three steps, namely analysis of the incoming
message based on text mining and sentiment analysis [13], selection of a support
strategy based on a computational model that matches stress categories to sup-
port strategies, and generation of support messages by filling in some pre-defined
abstract sentences with more case-specific keywords. Below, the algorithm to
process incoming messages is presented in the pseudo-code Algorithm 1.

To illustrate the algorithm in the context of a concrete example, imagine
the system is confronted with the following message “Last week, my mother
suddenly fell very ill”. The system will then process this input in the following
manner:

1. Process the message as follows (using function ProcessIncomingMessages):
(a) Based on the occurrence of the keyword ‘ill’, the stressful situation is

classified as an instance of the ‘disease’ category.
(b) Since the message does not contain any information about the specific

disease, the specific instance of the stressful situation cannot be defined
(hence is left ‘unknown’).

(c) Based on the keyword ‘mother’, the type of affected individual is classified
as an instance of the ‘family member’ category.

(d) Based on the keyword ‘mother’, the specific instance of the affected indi-
vidual is set to ’mother’.

2. Using function SelectStrategy, the most appropriate support strategy is found
to be ‘cognitive change’.

3. Construct a response message as follows (using function ConstructResponse):
(a) Select one of the predefined sentences created for the support strategy

cognitive change. For example, take the following sentence: “I’m sure the
situation will improve”.
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Algorithm 1. Processing incoming messages from a stressed user.
function ProcessIncomingMessages(m1)

situation ← ClassifyTheStressfulSituation(m1)
� Using text mining, classify the stressful situation addressed in m1 (if any) into

one of the categories from Table 1 and, if possible, try to find the specific instance
of such a category.

individual ← ClassifyTheMostAffectedIndividual(m1)
� Using text mining, classify the type of individual affected by the stressful

situation into one of the categories self , family, and other. If possible, try to find
the specific instance of such a category.

strategy ← SelectStrategy(situation)
m2 ← ConstructResponse(situation, individual, strategy)
return m2

function SelectStrategy(situation)
� Based on the value for situation, select the most appropriate support strategy
using the knowledge from Table 3.

return strategy

function ConstructResponse(situation, individual, strategy)
response ← SelectTemplate(strategy)
� Select a sentence template that corresponds to the support category identified

previously.
response ← SetTemplateForSituation(situation, response)
� Make the sentence template more specific by refining it based on the type of

problem and the respective instance identified previously.
response ← SetTemplateForIndividual(individual, response)
� Make the sentence template more specific by refining it based on the affected

type of individual and the respective instance identified previously.
return response

(b) Refine the sentence by replacing the phrase “the situation will improve”
by a pre-defined phrase that is more specific for the ‘disease’ category.
This may result, for example, in the following sentence: “I’m sure the
person will recover from the disease”. Note that, as the specific type of
disease is unknown, this is not further specified.

(c) Refine the sentence further by replacing the word ‘person’ by the specific
individual ‘mother’. This results in the following sentence: “I’m sure your
mother will recover from her disease”.

After the system has generated the appropriate response message m2, it will
be sent to the user via the social network. This way, for every incoming message
that addresses a stressful situation, a specific response message will be generated
that on the one hand is based on generic knowledge about support strategies, but
on the other hand is tailored to the specific case of the individual. Note that the
system assumes that the incoming messages are related to stressful situations.
However, in case the system is unable to reliably classify the stressful situation
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into one of the pre-defined categories, it may generate a question to ask the user
for additional information.

6 Discussion

This paper presented an exploration of the possibilities to have an artificial
agent generate social support in situations where people share their ‘everyday
problems’ [1] via social media. The underlying assumption is that, by gener-
ating tailored response messages, such an agent can help alleviate the stress
people experience in these situations, especially in cases where users do not
receive comforting responses from their human peers. As a first step to analyze
the requirements for such a system, a pilot study was performed based on the
CrowdFlower platform.

Based on the pilot study, we gained useful insight into the types of personal
situations people typically share via social media, as well as the types of support
they receive from their friends. The findings have been summarized in terms of
a number of hypotheses about online peer support. In the next phase of our
research, these hypotheses may function as requirements for the design of the
support agent. For instance, to support people who share stressful situations in
the category ‘death’, general emotional support seems to be the most appropriate
method.

However, before the hypotheses can be considered actual requirements, more
data is needed, to confirm if the correlations found so far are statistically sig-
nificant. To this end, we will apply the same method as used in the pilot study,
but this time with a much larger group of participants. While doing that, we
will also try to minimize the number of ‘useless’ responses received via Crowd-
Flower, for instance by providing more detailed instructions about the input that
is expected from the participants.

Additionally, a conceptual framework was put forward that describes the
functioning of the proposed support agent. The main idea is to process incoming
messages in online social networks in three steps: analysis of the incoming mes-
sage, selection of a support strategy, and generation of support messages. This
approach makes it possible to generate personalized messages that are based
on generic knowledge about support strategies, yet being sufficiently specific to
address each individual case separately.

It should be noted that the presented approach focuses on simple interactions
consisting of one incoming message and one response message. Nevertheless, it
would be interesting to extend it to more complex types of interaction, eventually
resulting in entire human-agent conversations. To do so, part of the approach
put forward in [18] could be used. This paper distinguishes five conversation
phases in so-called ‘comforting conversations’, namely welcome, gather informa-
tion, determine conversation objective, work out objective, and round off. The
current algorithm can be seen as a concrete instantiation of the work out objec-
tive phase, but in principle it can be combined with modules to address the other
phases. In a similar direction, another extension would be to allow the agent to
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apply multiple support strategies, (e.g., to switch to the second-best option in
case the best option does not work).

Finally, once the support agent is actually developed, the next step will be
a systematic evaluation. Even though human peer support has already shown
to be beneficial in various situations, such an evaluation is crucial to test the
assumption that an agent providing such support also has an added value. This
will be done both through usability studies (to investigate how users perceive
the added value of the agent) and on the longer term, by actually measuring the
effectiveness of the system in reducing people’s experienced stress.
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Abstract. Every individual possess a set of Basic Human Values such
as self-direction, power, and hedonism. These values drive an individ-
ual to commit actions in various situations in her daily lives. Values
represent one’s attitudes, opinions, thoughts and goals in life, and can
regulate a variety of human behaviors and manners that an individual
shows in the society. In this paper, we identify five higher-level values
from social media interactions by analyzing two types of contents: user
generated and user supported. More importantly, we identify which type
of content can better predict which human values in different scenarios,
which ultimately helps us to predict human values for both silent and
active users. We also build a combined value prediction model by inte-
grating different types of interaction features, which can more accurately
capture the human values than that of a single feature based model. We
also build separate models for silent and active users of SNS to effectively
predict values for different types of SNS users. Finally, we compare the
strength of different types of models to predict values from social media
usage effectively.

1 Introduction

In recent times, Social Networking Sites (SNS) have become a major platform
of communications for users in the web. These SNS allow a user to share ideas,
thoughts, and opinions with her friends, family and acquaintances by using dif-
ferent types of interactions such as statuses, page-likes, link-sharing and com-
ments. Among all the existing SNS, in the recent years, Facebook has gained
tremendous popularity due to its wide variations of interaction features. The
contents of these interactions in SNS provide a rich platform for the researchers
to develop different applications that include identifying cognitive and psycho-
logical attributes such as values [5], personality [12,21,22], preferences [27], and
emotion [2] of involved users. In this paper, we are the first to identify human
values of Facebook users from different types of interaction features.

c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 454–470, 2016.
DOI: 10.1007/978-3-319-47874-6 31
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Basic human values represent a set of criteria such as conservation, hedonism,
etc. that are used by individuals to take different actions in their daily lives. Val-
ues can be categorized into five higher-level dimensions: self-transcendence, self-
enhancement, conservation, openness-to-change and hedonism [30]. These values
provide predictive and descriptive power in the analysis of opinions and actions
of people’s lives. Thus identifying basic human values has many potential real-
life applications that include selection of career paths, prediction of customers’
buying behaviors, and detection of life style changes such as fashion and trend.

Since interactions of users in SNS resemblance their real-world charectirstics,
these interactions facilitate us with the contents that can be used for identifying
Basic human values. We can categorize the contents of SNS based on social
networking activities into two types: user generated (UG) and user supported
(US) contents1. When a user creates or writes a content by himself, we define
the content as a user generated content, e.g., statuses and comments of a user.
In contrast, when a user expresses her positive association with a content by a
particular social network activity such as page-likes and link-sharing, we term
the content as a user supported content.

A recent study [5] identifies five higher-level values from a user’s pattern of
word use collected from her statuses and comments (UG content) in Reddit.
In [5], authors do not consider US contents such as shares and up-votes, while
identifying values of a user. Hsieh et al. [15] show the correlation between a
user’s reading interest and her value scores from tweets. None of these techniques
consider both UG and US contents while identifying Basic human values. This
limits the applicability of existing techniques in many scenarios, particularly
for the silent users who do not generate contents themselves. For example, in
Facebook, many people are not interested in generating contents such as statuses
and comments due to (i) privacy and safety issues, and (ii) shyness of generating
contents in public [13,26]. However, we observe that most of these people interact
in Facebook using other interaction features such as page-likes and shared-links.
In a psychology study [32], author observes that people generally like in Facebook
because it is quick, easy and wordless interaction feature. In another study [34],
author finds that 37 % people share to let other know what they believe and 29 %
people share why they support a cause, organization and belief. Thus, US content
can play an important role to identify the values of such users. We consider both
UG and US contents to identify values for all types of users in Facebook.

The motivation of our work comes from a key observation that different types
of social media contents contribute differently in identifying different human val-
ues. Authors in [1,16] showed that some psychological attributes such as neurotic
and conscientiousness personality traits, of users are difficult to predict from
UG content in social network. In another study [17] authors successfully pre-
dicted highly sensitive personal attributes such as ethnic origin, political views,
religion, and substances use (e.g., alcohol) from Facebook likes (i.e., US con-
tent). Facebook likes also express users positive association with online contents

1 For the sake of simplicity, we would refer UG and US for “user generated” and “user
supported” respectively throughout the paper.
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such as product, restaurant, sports or music. In a study [13], authors defined
users as lurkers or silent users who generate a little content, and prefer to con-
sume other users’ content in SNS. Understanding lurkers is important for rec-
ommender systems and targeted advertisement. In Facebook, it is observed that
such users (lurkers) mostly interact with other by US content rather than UG
content. Hence, we need to consider both UG and US contents to predict values
accurately.

In this paper, we propose a technique to identify values by analyzing three
types of interaction features: statuses, page-likes and shared-links, of 567 Face-
book users. First, we compute correlation between users’ word use in Facebook
by Linguistic Inquiry and Word Count (LIWC) [25] tool and portrait value
questionnaire (PVQ) [28] test result of these Facebook users. Then, we predict
five higher-level values using linear regression models from different types of
contents. We also apply different linear classification models to predict human
values and find out the suitable classification model for each type of content.
Next, we construct a weighted linear ensemble model to build a unified value
score by integrating the models of both UG and US contents, which can better
predict human values than that of models built from individual contents.

In this paper, we model silent users who give less status updates (i.e.,
2–3 times in every two months time interval), but interact with others by liking
pages and sharing links frequently (i.e., 3–5 times in a week). In particular, we
build separate models of values by using different types of contents for silent
and active users. Our experimental results show that we can build better value
models of Facebook silent users by using US contents than that of active users.

In summary, we have the following contributions:

– We are the first to consider different types of Facebook interaction features,
i.e., user generated and user supported contents to compute five higher-level
values.

– We compare strength of the models that are built from different types of
contents and show which features can best predict which values.

– We build an integrated model that combines different types of interaction
features through a weighted linear ensemble technique, which improves the
prediction accuracy significantly.

– We compare the strength of value models between silent and active users, and
show which features can be effectively used for which models.

2 Preliminaries and Related Work

2.1 Basic Human Values

Our goals, actions, beliefs and behaviors depend on our values. Our values
define who we are and what we do. Values signifies the importance of differ-
ent aspects such as power, security, tradition, success, happiness, social status,
etc., in our life. Society, culture, religion and life experiences shape up the prior-
ities of numerous values in individuals. The priorities differ from one individual
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to another, which results in diversities of an individual’s actions in different
situations. Schwartz et al. [29] present ten root-level values by analyzing data
collected from more than seventy countries with divergent cultures, languages,
and customs. They also portray the discrepancies and likenesses between these
values. We summarize the core ideas of these ten root-level values from the
writings of several theorists and researchers as follows:

1. Self-Direction signifies an individual as independent, innovative, confident,
deciding and controlling his own aims.

2. Stimulation characterizes one’s preference to challenges, excitements,
thrills and varieties in life.

3. Hedonism refers to the contentment, self-indulgence and satisfaction for
oneself.

4. Achievement represents a person’s interest to be socially recognized and
the motivation, talents and accomplishments for acquiring the recognition.

5. Power indicates one’s attraction for authority and social status, supremacy,
control over other humans and resources.

6. Security specifies reliability, safety and peacefulness of individuals, their
associations and the society.

7. Conformity denotes responsibility, loyalty, obedience towards others and
avoid actions that can harm others and the society.

8. Tradition symbolizes respect and reverence for norms and customs of soci-
ety, cultures or religions.

9. Benevolence means one’s concerns for others wellbeing and happiness with
whom he interacts most (e.g., family, friends, primary groups etc.).

10. Universalism stands for the indulgence, responsibility and accountability
regarding the safety and wellbeing of all the people in world.

Schwartz et al. [29] map ten root-level Basic Human Values into five higher-
level value dimensions. The five higher-level value dimensions can be obtained
from ten root-level values: self-transcendence includes benevolence and universal-
ism values, openness-to-change encompasses stimulation and self-direction val-
ues, self-enhancement encompasses achievement and power values. Conversation
includes security, conformity and tradition, and hedonism remains as it appears
in the root-level.

2.2 Related Works

A significant number of studies of different human attributes and cognitive
aspects such as personality [12], sentiment analysis [24], and emotion [2] have
been conducted from social networking sites such as Facebook and Twitter.
Golbeck et al. [12] predict Big5 personality scores from the users’ publicly avail-
able tweets in Twitter. The studies in [6,11,35] investigate the political alignment
of a person based on his tweets.

Chen et al. [5] identify five higher-level values from user’s patterns of word
usage in social media. Authors analyze the statuses and comments of Reddit,
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an online news sharing community, by analyzing words using LIWC tool. They
also conduct PVQ test among Reddit users. Later, authors compute pearson
correlation analysis between LIWC categories and PVQ scores. Authors predict
the value scores by computing the linear regression. To investigate the prediction
potential, authors also propose classification techniques. They do not consider
other interaction features such as page-likes. Boyd et al. [3] also identify values
from a crowd-sourced and a Facebook dataset using natural language processing
(NLP) technique. They consider user statuses while identifying values. They also
do not consider other interaction features in Facebook for computing values.
Hsieh et al. [15] find out relation between user’s reading interest and his values
by Twitter. They compute regression analysis for three different values, such as
universalism, achievement, and hedonism.

However, the above studies have the following limitations: (1) They do not
consider multiple interaction features in their works. To identify values from
different features, we find different subset of LIWC categories. Since LIWC cat-
egory subsets are different for each value, the linear regression models are also
different. We cannot apply their techniques, as different features attribute to
different value dimensions in different ways, (2) Silent users are significant part
of the total Facebook users. Authors in previous studies do not take into account
silent users during value computation, and thus suffer in lack of accuracy due to
ignoring silent users in their studies.

3 Data Collection

We have invited 645 users to collect Facebook data through posts on Facebook,
emails to relevant mailing lists, personal messages, and word of mouth com-
munication. We send invitation through different channels for collecting users’
Facebook data only. We create a Facebook application to access users’ time-lines.
Among 645 Facebook users, 582 users (male = 316, female = 266) authenticated
the application to read their time-lines. The rest 63 users have not shown interest
to share their time-lines through the application.

Among the 582 users, we identify 15 users as churners [13,23], who stoped
using Facebook for some reasons. We observe their pattern of Facebook usage.
We find that these users do not use Facebook for at least last 7 months (according
to the paper [13]). Thus, we discard the churners from our dataset. Finally, we
consider our dataset with a total of 567 (582-15) Facebook users. We collect
a total of 62902, 51066 and 17408 English statuses (tag: ”message”), page-likes
(tag: “about”) and shared-links (tag: “description”), respectively, as of December
20, 2015. Table 1 presents maximum, minimum and average word counts for each
type of content.

We have conducted 21-item PVQ test among these 567 users as the ground
truth data on the value scores. These users are the members of student and dif-
ferent professions (e.g., engineer, doctor, and banker), and aged between 20 and
55 years. Thus our dataset comprises different age groups, professions and gen-
der within same ethnicity. All users are asked to fill out the survey questionnaire
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Table 1. Maximum, minimum and average word counts for three different types of
contents.

Content type Maximum Minimum Average

Statuses 12168 7 751.33

Page-likes 1887 3 943.22

Shared-links 8949 2 347.15

via an experimental web page. In these questionnaire, a user is presented a set
of statements, where each statement corresponds to a single value dimension.
These statements identify the participant’s value dimensions without directly
asking him about a particular value [28].

Average survey scores for five higher-level values are ranged from 0.542 to
0.769 on a normalized scale of 0–1. We also calculate Cronbach’s alphas of PVQ
answers for five higher-level values that ranged from 0.428 to 0.553. Cronbach’s
alpha [7] estimates the internal consistency of reliability of test scores. Although
we find that some Cronbach’s alpha scores are low, these low scores are accept-
able according to the study of Schwartz [5,30].

4 Methodology

In this paper, we identify values from users’ pattern of word usage of different
types of interactions in Facebook. First, we extract users’ UG and US con-
tents through the Facebook application. Later we preprocess the emoticons and
remove noisy special characters. For each type of content, we find out LIWC [25]
category of words independently. Then, we find out best subset of LIWC cate-
gories (independent variables) and the scores of the 21-item PVQ test (dependent
variable) for each type of content separately.

Fig. 1. Predicting value models from different types of contents.

Next, we build linear regression models that predict value dimensions using
LIWC category of words from different types of contents. Figure 1 shows our
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methodology to build value models from different types of contents. We compare
the strength of different models that are built from different contents. To improve
the accuracy, we also combine all the models to compute a unified value score.
Different modules of our methodology are described as follows:

– Data Preprocessing. We extract users’ data of three interaction features
through Facebook application and discard irrelevant fields such as creation
time, user id, curly brackets (“{”), etc. For processing emoticons, we use the
technique of [36]. We find emoticons in the sentence level. We replace emoti-
cons with a corresponding text of emotional sense (e.g., happy, sad, angry,
haha, etc.).

– Linear regression models. In this module, we present the construction process
of different linear regression models for each type of content. We also compute
the strength of these models with the R2/adjusted-R2 measures.

– Ensemble of the models. In this module, we describe how to build a weighted
linear ensemble model to determine a unified value score from different types
of contents.

5 Building Models of Values

In this section, we build different types of value models from different interaction
features. First, we identify best subset of LIWC categories for each type of
content and for each human value. Later, we build regression models to identify
values for each type of content. Next, we investigate prediction potential of our
models using machine learning classification techniques.

5.1 Feature Selection

Users’ way of expressing thoughts and ideas in social network might be different.
Some may like to express their thoughts by writing statuses while others may
convey their thoughts through page-likes or link-sharing. It is difficult to predict
all value dimensions of a user from one type of interaction feature, as not every
type of interaction feature reveals every value dimension. Thus, we need to first
identify features from different types interactions that are suitable for predicting
different value dimensions.

In this section, we use PVQ scores of the 397 (70 % of the total dataset)
Facebook users as ground truth (dependent variable) data on value scores and
best subset of LIWC categories are used as independent variables. We first select
best subset of LIWC categories (predictors) using forward selection approach [8]
for each type of content using leaps [19] R package implementation. Leaps pack-
age performs an exhaustive search to find out best subset of LIWC categories
using an efficient branch-and-bound algorithm. For example, we find family,
affect, human, negemo, anx, feel, etc. LIWC categories of words for comput-
ing self-transcendence values from users’ statuses. Again, we find social, cog-
mech, insight, tentat, work, etc. LIWC categories of words to compute self-
transcendence values from users’ page-likes. We also find affect, posemo, bio,
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assent, etc. LIWC categories of words to compute self-transcendence values from
users’ shared-links. For each type of content and for each human value, we find
a total of 15 (3× 5 ) different subsets of LIWC categories using leaps R package
implementation.

5.2 Regression and Classification Models

We build linear regression models to predict the score of values from each type
of content. To build linear regression models, we consider 15 different subsets of
LIWC features as our independent variables that are identified in Subsect. 5.1.
We consider PVQ scores as our dependent variable. Figure 1 presents the tech-
nique of building linear regression models from different types of contents. For
each type of content and for each type of value, we have a total of 15 differ-
ent regression models. A potential problem arises when collinearity is found
between values and LIWC features. When there is a perfect linear relationship
exists among independent variables, the outcome for a regression model cannot
be unique. To remove collinearity among independent LIWC features, we have
computed lasso penalized linear regression using glmnet R package [5,14]. This
technique reduces the coefficients to a low value or zero, thus the model does
not get over fitted. Finally, for each content type, we perform a linear regres-
sion analysis with our best subsets of selected LIWC categories with a 10-fold
cross-validation with 10 iterations.

Table 2 shows the results of our regression analysis. The R2 and adjusted-
R2 of our models are reasonably moderate across all the values for each type
of content. These models show that self-transcendence and openness-to-change
values are predictable more accurately through UG content (i.e., status) than
US contents (i.e., page-likes). In contrast, hedonism, self-enhancement and con-
servation values can be predictable through US content than UG content more
accurately.

The above linear regression model suffers from the following limitation.
Sumner et al. [33] suggested that computing mean squared error (MAE) and
root mean squared error (RMSE) for error measure in regression analysis are
not adequate. In particular, when the majority of the individuals are around the
mean of unimodal distribution, these error measures can often mask large errors.

Since value dimensions have unimodal distributions, RMSE and MAE suffer
in lack of investigating strength of a prediction model. To overcome this limita-
tion, we apply different supervised binary machine learning algorithms on our
dataset. We classify above-median level as high class label and below-median as
low class label value dimension. We have experimented with several classifiers
that include Logistic Regression, Naive Bayesian, Adaboost, Random Forest and
RepTree classifiers. For each type of content (i.e., status, page-likes or shared-
links), we have applied these classifiers to understand the prediction performance
of different value dimensions.

Table 3 presents the best classifier, content type, its true positive rate (TPR),
true negative rate (TNR) and area under the ROC curve (AUC) for computing
each of the value dimensions [10]. TPR defines how many samples are correctly
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Table 2. Strength of the linear regression models for five higher level values.

Values Status (UG) Page-likes (US) Shared-links (US)

R2 Adjusted-R2 R2 Adjusted-R2 R2 Adjusted-R2

Self-Tran. 18.8 % 14.1 % 14.2 % 10.3 % 14.4 % 11.2 %

Openn. 22.7 % 18.9 % 16.8 % 12.7 % 17.8 % 14.1 %

Hedonism 13.3 % 10.09 % 13.6 % 11.1 % 12.3 % 8.7 %

Self-Enhan. 13.3 % 11.3 % 12.8 % 8.3 % 16.8 % 12.7 %

Conserv. 20.1 % 16.3 % 20.6 % 17.71 % 11.9 % 8.1 %

classified as positive among all positive samples and TNR defines how many
samples incorrectly classified as negative among all negative samples available
during the test. We conduct the performance of the classifiers using AUC values
under the 10-fold cross validation. Performance of the classifiers were conducted
using AUC values under the 10-fold cross validation. The curve is plotted the
TPR against the TNR at different threshold.

Table 3. Best classifiers of different types of contents.

Values Best classifying content Best classifier AUC TPR TNR

Self-Tran. status Adaboost 0.66 0.65 0.34

Open. status Naive Bayes 0.69 0.71 0.28

Hedonism page-like Naive Bayes 0.59 0.61 0.40

Self-Enhan. shared-link Naive Bayes 0.60 0.62 0.39

Conserv. page-like Logistic Reg 0.67 0.66 0.32

Tables 2 and 3 show the strength of the value models that are built from
different types of contents. We observe that our regression models achieve mod-
erate performance. We notice that our classifiers also achieve moderate improve-
ment over random chances. We find the best regression models and classifiers
for self-transcendence and openness-to-change values with the content type sta-
tuses. Again, we observe that regression models and classifiers for hedonism
and conservative values show the best performance with the content type page-
likes. We also notice that we get the best regression model and classifier for
self-enhancement value from the shared-link content type.

6 Ensemble of Models

In this section, we combine three different linear regression models (the mod-
els that we have described in Sect. 5) to increase the accuracy of our predic-
tion model. Among our built models, one feature may predict a better value
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score than the other. For example, predicting self-enhancement value dimension
(according to Table 2), shared-links show the strongest (the R2-16.8 %) and page-
likes show the weakest strength (the R2-12.8 %). Since every feature contributes
to the value score based on their strength (weaker or stronger), to find out final
value score, we combine all the relations obtained from the previous steps.

It is necessary to prioritize the features based on their importance, as we
compute value scores from multiple interaction features in Facebook. For exam-
ple, some may think that statuses can reveal a value of a person more accurately,
while other may emphasize on page-likes to determine the value score correctly.
Ordering among interaction features associates different weights to compute val-
ues. Weight signifies the relative importance of a particular feature/content type.
To build our ensemble model, we perform the following two steps: (1) comput-
ing weights of each content type using neural networks, and (2) combining the
models with a weighted linear ensemble technique. Figure 2 presents the archi-
tecture of our weighted average ensemble value model. From 30 % of our total
dataset, we learn the weights for each type of content and from the rest 70 % of
our total dataset, we build individual value models. Finally, we build an ensem-
ble of value models that are derived from different types of contents using their
corresponding weights.

Fig. 2. Ensemble of value scores derived from models of different types of contents.

6.1 Learning Weights from Neural Networks

In this subsection, we determine the weight of each content type to determine a
value dimension. To this end, we model a neural network using the data of 170
(30 % of the total dataset) Facebook users. The neural network builds regression
model to predict value from each content type. We model our network with
three types of contents and five types of values; we build in a total of 15 (3× 5 )
neural networks using R caret package implementation [18]. For a single neural



464 Md. S.H. Mukta et al.

network, we use nine input neurons in the input layer, five neurons in the first
hidden layer, three neurons in the second hidden layer and one output neuron in
the output layer. For each value, we take LIWC scores as input and gives a value
prediction score as output. We consider the strength (the R2) of the regression
model as the weight of the content type to determine a value dimension.

Table 4. Weights (the R2) derived from neural networks.

Values Status (UG) Page-likes (US) Shared-links (US)

R2 R2 R2

Self-Tran. 19.1 % 12.2 % 14.3 %

Openn. 20.7 % 15.0 % 13.8 %

Hedonism 14.7 % 15.1 % 9.07 %

Self-Enhan. 10.3 % 16.1 % 18.9 %

Conserv. 17.8 % 18.2 % 13.9 %

We first select the best subset of LIWC features for each content type and
value using R leaps package implementation [19] by forward selection approach.
Then, we normalize the LIWC scores in the interval [0,1] with max-min nor-
malization technique to get better precision. We keep 90 % (among data of 170
Facebook users) of the data in the training set and the rest are in the test set
using 10-fold cross validation with 10 iterations. For each content type and value,
we compute the strength of different models. Table 4 presents the strength (the
R2) of our neural network based linear regression models that will be used as
weights of our ensemble models in the next Subsect. 6.2.

6.2 Weighted Linear Ensemble

In this subsection, we build a weighted linear ensemble model from different
types of contents of 397 (70 % of the total dataset) Facebook users [31]. We
have already built different models from US and UG contents that are described
in Sect. 5. Since, we train different neural networks that produce weights, we
compute weighted linear ensemble score using the weights in Table 4. Finally,
we build our weighted linear ensemble model using the weights generated from
another dataset, thus our models do not get over-fitted.

Table 5 shows the R2 strength of weighted linear ensemble models by using
US content. We gain better result by ensembling US contents than that of a single
US content. We achieve self-transcendence and self-enhancement value scores as
the highest and the lowest R2 strength, respectively. We notice that people with
high self-transcendence values generally like pages for humanity such as Save
the Children or movie pages like The Revenant. On the other hand, people with
high self-enhancement values like pages and share links less frequently through
social network. They sometimes like pages and share links regarding technical
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Table 5. R2 strength of ensemble model by integrating different types contents.

Values Status (UG) Page-likes (US) Shared-links (US) Ensemble of

US Content

Ensemble of US

and UG Contents

R2 R2 R2 R2 R2

Self-Tran 18.1% 17.9% 16.7% 23.4% 24.6%

Openn 18.3% 16.1% 17.3% 21.9% 26.7%

Hedonism 12.9% 13.2% 11.5% 17.4% 18.9%

Self-Enhan 14.8% 15.4% 15.1% 17.2% 19.2%

Conserv 20.2% 20.9% 10.2% 22.8% 25.2%

tutorial, success stories, etc. We also observe the ensemble models by combining
three different types (both US and UG) of contents. We find highest strength
for all 5 different value dimensions by using ensemble models than that of single
content type or ensemble of US contents.

Table 6 presents the performance of the respective classifiers that are built
from both US and UG contents. We observe that our models obtain a substantial
improvement in prediction potential over single feature based value identification
models (according to the Table 2). Note that, we randomly split our dataset of
567 Facebook users into two parts, 30 % (170 Facebook users) of the dataset for
learning weights and 70 % (397 Facebook users) of the dataset for building the
ensembles. Splitting the dataset is somewhat similar to cross validation where
we learn from one dataset and apply on another dataset. If we learn weights (i.e.,
contribution of different content type) from 70 % dataset and then again apply
the ensemble on the same dataset, this would be like doing training/testing on
the same dataset. Thus, we keep the training and testing dataset separate while
building ensemble.

Table 6. Strength of ensemble model by integrating different interaction features.

Values Best classifier AUC TPR TNR

Self-trans. RepTree 0.71 0.70 0.29

Openness. Naive Bayes 0.78 0.77 0.25

Hedonism Naive Bayes 0.61 0.58 0.41

Self-enhance. RepTree 0.62 0.623 0.39

Conserv. Naive Bayes 0.74 0.735 0.26

7 Silent vs. Active Users

In this section, we compare active users (who give regular status updates) with
silent users (who give less updates through statuses) in Facebook. We show that
value scores of silent users are more predictable by US contents. We observe in
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our dataset that silent users update statuses on average 2/3 times during every
two months time interval. In contrast, they frequently like different Facebook
pages such as business, brand, organization and celebrity. They like pages on
average 3/5 times in a week. They also share links on average 2/3 times in
every two weeks. Though these silent users generate less content, they like pages
and share links regularly. Thus, page-likes and shared-links are vital interaction
features to identify the values of silent users effectively in Facebook.

Table 7. R2 strength of active and silent users for different values with different types
of contents.

Values statuses (UG) page-likes (US) shared-links (US)

active users silent users active users silent users active users silent users

Self-Tran. 16.5% 9.5% 15.3% 17.2% 12.1% 13.3%

Openn. 19.3% 13.1% 16.1% 18.5% 14.5% 15.1%

Hedonism 11.1% 7.1% 12.2% 16.9% 13.8% 13.7%

Self-Enhan 12.5% 10.5% 14.5% 15.1% 17.1% 17.7%

Conserv. 17.3% 13.7% 17.1% 19.7% 11.1% 12.5%

From our dataset of 567 Facebook users, we have a total of 155 silent users
who update statues irregularly. These users are regular in liking pages and shar-
ing links. We randomly pick 155 active Facebook users from the rest of 412
(567–155) Facebook users. Table 7 presents the strength of the models that are
built from the data of active and silent Facebook users. In the table, we present
the best result among several random trails of active 155 Facebook users. We
observe that active users achieve significant better strength of value models than
that of silent users by using UG contents. In contrast, silent users gain better
strengths in value prediction models than active users by using US contents.

8 Discussion

Our work is the first study to identify values from different types of contents
(i.e., UG and US) in Facebook. We observe in Table 3 that US contents such
as page-like and shared-link achieve better prediction potential than UG con-
tent (i.e., status) for hedonism, self-enhancement and conservation values. We
find that best classifiers for hedonism and conservation value dimensions can be
built from page-likes. Again, we notice that best classifier for self-enhancement
value can be built from shared-links. On the other hand, we can build better
prediction potential for self-transcendence and openness-to-change values from
user statuses. In this paper, we have demonstrated that strength of the value
prediction models could be improved (see Tables 2 and 5) by building ensem-
ble of the interaction features. In particular, the strength of self-transcendence,
openness-to-change and conservation values are increased by 32.22 %, 17.62 %
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and 22.33 %, respectively than that of the highest scoring model built from sin-
gle interaction features. We achieve slight improvement of prediction strength
for hedonism and self-enhancement values through ensemble technique.

From Tables 2 and 3, we again observe that people with particular high value
scores use particular type of interaction features (i.e., statuses, page-likes and
shared-links). Some people convey their thoughts regularly by updating sta-
tuses while some may express their opinion by liking pages or sharing links in
Facebook. Using a particular interaction feature depends on one’s selection and
satisfaction. Thus, we find better value models from those interaction features
that are used frequently. For example, it is likely that the users who write long
statuses, they tend to have high score in self-transcendence and openness-to-
change value scores. They usually write about public awareness (i.e., well-being)
and interesting insights from different observations. Again, people with high
hedonism scores usually like Facebook pages such as fashion, gadget, restau-
rants, sports, and music that largely represent fun, enjoyment and pursuit of
happiness in one’s life. Similarly, people with high conservation value score like
Facebook pages with heritage, religion and awareness (e.g., health tips). On the
other hand, people with high self-enhancement value score have less propensity to
share information in the social media through status updates frequently. Because
social media foster procrastination and distract from other activities [16]. But
they tend to share information (e.g., career counseling, IT tutorial) through
different links in Facebook.

In a previous study, it is shown that a moderate personality prediction
strength can be achieved from myPersonality [4] dataset (N = 250) with mini-
mum and average word count of 1 and 585.004, respectively. In another well cited
study [12], authors successfully predict personality from Facebook with a sample
size of 279 Facebook users. Therefore, the size (N = 567) of our dataset is suffi-
cient to predict value models from social media usage. In our experiment, we use
judgmental sampling technique [20], because we first identify most productive
Facebook friends who might response in our survey actively.

We ignore reading photo captions of users. Users’ may have photo captions
with two different types of photos: (1) self-tagged photos, and (2) tagged photos
by others. Photo captions that are tagged by other users may not be supported
(negatively associated) by the tagged user (the user who is being analyzed), since
a Facebook friend can tag by default to any of his friends without permission.
Thus, photo caption is such an interaction feature that may contain neither US
nor UG content. We cannot collect users’ comments. Users may write comments
on the objects such as photos and statuses of other users who have not authorized
their timeline through our Facebook application. However, we can compute more
fine-grained values using other interaction features (e.g., user comments and
replies if these were accessible completely).

Our approach has several limitations. We find limited prediction potential
strength according to Table 2 for few values and content type (e.g., hedonism
and conservation values by shared-link content). We overlook hashtags used
in users’ statuses, because people generally use random customized hashtags
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(e.g., #we dont care, #ramadan, etc.) in Facebook. Some of the hashtags also
contain local linguistic terms. Thus, it is difficult to harmonize and normalize a
diverse set of hashtags. Since we use LIWC to analyze our data, this approach
usually correlates text corpus with a fixed set of words whereas a lexicon based
(open vocabulary) [3] approach analyzes all the texts of user data.

9 Conclusion

In this paper, we are the first to identify five higher-level values from different
types of contents among Facebook users. We have demonstrated which types
of interaction contents can better predict which human values by using linear
regression models and a wide varieties of classification methods. We have also
built a unified prediction model by combining the values obtained from different
interaction features. To produce a unified prediction model, we have integrated
different linear regression models with a weighted linear ensemble technique and
showed that prediction potential can be improved significantly using our ensem-
ble technique. We have also shown that the value models of silent and active
users work differently and can be derived from different content types. In future,
we are interested in using Empath for deriving values from multiple interac-
tion features that generates on demand new lexical categories [9]. We also plan
to integrate our model with a real life application and scrutinize its usage in
physical world.
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Abstract. The paper presents a novel approach for creating computer adaptive
version of traditional psychological tests that uses the rule induction algorithm.
Currently used measures of the specific features (such as the intelligence) are
based on questionnaires. Their computer versions should be short and
non-repeatable. Because established methods for the computer adaptive tests
show drawbacks, there is the need to propose new approaches to solve them.
The proposed method uses the rule induction algorithm to generate rules for the
training data, which can then be used to determine the importance of subsequent
test items. They are then partitioned into groups, which allows for generating the
curtailed version of the questionnaire, avoiding its repeatability. Verification
results show that the proposed method significantly reduce the number of test
items (by about one fifth) with relatively little loss of diagnostic accuracy.

Keywords: Computer adaptive testing (CAT) � Rules induction � Features
reduction � Artificial intelligence (AI)

1 Introduction

Human-computer interaction (HCI) is a dynamically developing research area. As a
multidisciplinary field it combines achievements from such disciplines as psychology,
computer science and other social or technical domains. Considering the human factor
in the computer system design is not a trivial task. It is often impossible to obtain
explicit measures of users’ psychological characteristics. Therefore HCI researchers
often relay on measures applied traditionally in psychology, i.e. psychological tests and
questionnaires. Academic sources abound in examples of studies with psychological
questionnaires being a vital part of the experimental design. Personalization of online
systems design [1–4], analyzing and predicting people’s online behavior [5, 6],
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improving recommender systems [7], e-learning [8–11] or creating ambient intelligence
solutions [12] are examples of such studies.

Unfortunately, traditional psychological testing is time consuming. To ensure
acceptable measurement reliability, the tests contain multiple questions (test items).
During the personal contact with a psychologist it is easier to arouse and maintain
adequate respondent’s motivation level throughout the whole testing process. In the
virtual environment, this is more difficult. When a psychological test is implemented as
a part of the computer system it must be short to be usable. Therefore, traditional
psychological tests applied in HCI applications should be compressed. There are many
ways to do that, falling into the general category of computer adaptive testing.

The topic of the following paper is the rule induction-based approach to perform
measurements of the psychological. The experimental case is shortening the psycho-
logical test and increasing the chance of completing it by as many respondents as
possible. After simple modifications, our approach can also be used to analyze data
from psychological questionnaires that unlike psychological tests have no right or
wrong answers. Our idea is to analyze the structure of rules created during the machine
learning procedure and identify the most important test items. This allows for evalu-
ating the tested parameter (such as the intelligence quotient or the intensity of
depression) in the fastest way.

The paper structure is as follows. Section 2 presents the state of the art by providing
basic information on the methodology of the psychological tests construction, tradi-
tional approaches to the psychological tests curtailment and the concept of computer
adaptive testing. The idea of using rule-induction based approach for shortening psy-
chological tests is presented in Sect. 3, while Sect. 4 contains detailed information
about its application in the area of intelligence testing. Description of the analyzed
dataset is in Sect. 5. In Sect. 6 the obtained results are presented. The paper is con-
cluded with Sect. 7 containing ideas for the future works.

2 State of the Art

This section presents the traditional approaches for the generation and analysis of
computer adaptive testing. Two main approaches, i.e. CTT and IRT are briefly intro-
duced and their drawbacks iterated, justifying the application of the proposed method.

2.1 Test Construction Methodological Framework

Classical Test Theory (CTT). Classical Test Theory is the basic conceptual frame-
work for psychological test construction and test results analysis. The theory was
introduced and described in [13, 14].

Score obtained by a testee (a person taking a psychological test) is defined as the
sum of points assigned to answers given in the test according to the scoring key
developed by the test designer. Usually every test item is scored in the same manner -
regardless its difficulty or discriminating power (ability to distinguish between cate-
gories of testees).
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The assumption in the CTT is that a test score X is a sum of the factual psycho-
logical trait level (T; true score), which cannot be measured explicitly, and error (E).

X ¼ T þE ð1Þ

The error is assumed to be random and following the normal distribution. It is
expected to be invariant with the true score (T).

The advantages of CTT are that it can be easily applied to the paper-pencil versions
of psychological tests as calculating the score does not require any advanced
computations.

Item Response Theory (IRT). Item Response Theory is an alternative theoretical
framework to CTT. It is a probabilistic-based approach to the analysis of test results.
Points assigned for the correct answer to a test item reflect the conditional probability
that includes estimated testee psychological trait level (such as intelligence, personality
etc.) and difficulty of the test item. Different statistical models can be used to represent
the test item and testee characteristics. In two-parametric IRT model (2PL) the prob-
ability of giving the correct answer to an item qi is expressed by the following logistic
function:

Pðqi j hÞ ¼ 1
1þ eaiðh�biÞ ð2Þ

where h is testees’ estimated psychological trait level, ai is the item discrimination and
bi is the item difficulty. Test score in IRT is expressed on the standardized scale with
zero mean and standard deviation 1. The score above 1 is interpreted as high, below −1
as low while score in between that range is interpreted as average.

Themain drawbacks of IRT application in practice is the requirement of large datasets
necessary for parameter estimation. The measured psychological trait needs to follow the
assumption of unidimensionality –meaning that measured trait is homogenous. Multiple
measured characteristic can be seen from different aspects (called dimensions). The aim is
to focus on only one.

2.2 Traditional Approaches to Compress the Test Content

The most intuitive idea for psychological tests curtailment referring to CTT (item
reduction) was introduced in [15, 16]. It consists in taking every second or every third
item from the test. The final score is a respective multiplication of the score obtained in
the shortened version.

Other approaches for shortening psychological tests use statistical methods such as
regression, Factor Analysis (FA) or considering item difficulty (defined as the per-
centage of people who gave the correct answer) [17, 18]). The FA is especially popular,
usually used to construct tests and build various scales. It is possible to develop the
scheme using FA to shorten the test regarding its original content, similarly to the idea
proposed in this paper. The factor loadings, which are results of computations, can
point at the significance of each question and find redundancies between them, even in
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various scales. This way the questions may be grouped into subsets with similar
influence on the resulting parameter. This method can be used as the tool in our
approach. Contrary to the rules-based approach, it is not easily interpreted by the
human. Applying the rules generation we get the handy tool to explain, how the expert
system operates and why. This justifies our approach.

2.3 Computer Adaptive Testing (CAT)

Computer adaptive tests (CAT) have customized length and item selection to each
testee individually. Every CAT shares the same general structure. One of its basic
elements is an item bank (or item pool), being a large set of test items. CAT parameters
include algorithms for selecting starting item from the item bank, selecting the fol-
lowing items and test stopping criteria.

The most popular method for creating the CAT refers to the IRT framework
[19–21]. Such algorithms for the item selection are usually based on the Fisher [22],
Kullback-Leibler [23] or mutual information [24] criteria. The test stopping condition
in most times uses the cut-off score and confidence interval technique [25].

The drawback of the IRT-based CAT is that the data needs to meet rigorous
statistical assumptions. Large data samples are required to provide stable estimations of
IRT model parameters. That’s why new ideas for creating adaptive tests are required.

There have been attempts to apply artificial intelligence (AI) methods like Bayesian
networks to adaptive testing [26–28]. The latter was criticized for low efficiency in test
longer than 20 items [29]. The simulated annealing algorithm has also been applied to
CAT design [30] as well as tree-based approach [31, 32].

3 Proposed Methodology

The rule-based approaches are well established in the computational intelligence. Since
late seventies the most popular algorithms were proposed to solve multiple problems
requiring the expert knowledge. Next to the artificial neural networks, they were the
basis of the human-oriented expert systems, containing machine learning, decision
making and knowledge explanation procedure. Unlike other approaches, the rule-based
ones are popular because of the form of stored knowledge, easily readable and mod-
ifiable by the human being [33]. This is especially important in the questionnaire
analysis, where there is the need to explain, which test items are significant, leading to
the compressed test. In most cases the discrete data are processed by these methods,
which is the case in the problem presented here. The single rule is a dyad:

premises ! conclusions ð3Þ

where the premises part contains the set of questions (from the original set Q) and
answers required to fulfill all conditions to draw the corresponding conclusions. In the
presented case the former are answers to test items selected from the item pool, while
the latter are discrete category values, determining the intensity of the analyzed feature.
The rule example may be as follows:
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a1 q3ð Þ ^ a3 q7ð Þ ^ a2 q11ð Þ ! c2 ð4Þ

Here ai(qj) is the i–th answer a for the j-th question q, while ck is the k-th decision
category c. It is assumed that the set of answers for each question is discrete (usually 3
or 4 answer options are available). Therefore, the example above contains natural
numbers, being the numbers of answers for subsequent questions. If the testee gave
response No. 1 to the third question, No. 3 to the seventh question and No. 2 to the
eleventh question, the rule will be activated (fired), producing the category c2 as the
output of the system. The decision-making module contains the number of rules as
above, making the decisions after firing all rules fulfilling conditions defined in the
premises part.

In the presented problem, the aim is the rules generation itself, not their operation to
make the decision. This requires focusing on the machine learning, during which the
rules are created from the learning data set L. The latter has the form (5), containing
n examples (filled questionnaires), i.e. vectors of answers for subsequent questions with
the one of k categories describing the testee:

L ¼
a q1ð Þ � � � a qmð Þ c1
a q1ð Þ a qmð Þ c2
..
. . .

. ..
. ..

.

a q1ð Þ a qmð Þ ck

2

6664

3

7775
ð5Þ

Here it is assumed that each testee fills the complete questionnaire of m questions.
All entries in L are discrete. It is assumed that in the set L there is the redundancy,
which can be used by the learning algorithm to extract knowledge. Generation of rules
leads to selecting the most important questions, which are then processed. Depending
on the answers to these questions, the testees may be assigned to the particular cate-
gories. Because the same question may be present in multiple rules, the analysis of
premises leads to ordering them according to their frequency of occurrence.

The proposed approach is illustrated in Fig. 1, where the subsequent stages are
presented. The first step is to select a calibration sample (i.e. the training set L) form the
analyzed dataset. The sample contains answers given by a group of testees to all test
items. Every testee is assigned to one of the classification categories. The sample has
the form of the set (5).

Next, the rules induction algorithm is used to generate the collection of rules, which
will be processed to find out the importance of particular questions from L. Although
multiple approaches can be used for this purpose, the AQ algorithm [34] was applied
here. It is a relatively simple, but memory demanding and generates rules covering the
whole data set.

Questions contained in the generated rules are counted and sorted in the descending
order, according to the frequency of their occurrence. Subsequently, they can be
grouped into subsets, from which the test items will be selected to the shortened
questionnaire version. Each subset is generated independently for each category c,
which means to distinguish the particular characteristics different sets of items are
required. The redundant questions are eliminated, so that all subsets contain only one
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copy of the particular test item. Finally, the subsets are used for every testee to generate
the individual questionnaire.

The subsequent stages in Fig. 1 may be implemented using alternative approaches
to the ones proposed by us (for instance, FA can also be used to group questions
regarding their importance for describing the analyzed feature). This opens a possibility
to improve the scheme by selecting the method most suitable for the particular task.

The next step in implementing the methodology is related with its intense verifi-
cation. To do that, the measurement techniques must be implemented (checking for the
validity or internal consistency of the shortened test, according to [35, 36]).

4 Application of Rule Induction in the Intelligence Test
Compression

This section presents the application of the rules induction for generating the com-
pressed test. First the AQ algorithm is briefly introduced. Next, the analysis of the
rules’ set structure to generate the subsets and use them to generate the tests is
described.

The rules induction algorithm is based on the sequential covering scheme. The
training examples (rows) from L are processed iteratively to generate rules fitting for
the selected ones. In each iteration, one example (positive seed) is selected, for which
the rules will be generated. The premises (multiple sets of questions allowing to dis-
tinguish this example from all other) for it are then created. The process starts with the
most general premise, fitting this example, but also all other. The premise is then
specialized by introducing subsequent answered questions eliminating as many
examples belonging to other categories as possible. Finally, each premise should allow
for distinguishing as many examples belonging to the same category as the positive

Fig. 1. General scheme of the proposed method.
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seed as possible. Because for each example multiple combinations of questions are
possible, only one or multiple premises (and subsequently rules) can be selected. In the
presented case their number should be large, to allow for the statistical evaluation of the
test items in the knowledge structure. The process of creating rules for the set L is
concluded when for all examples such sets are generated. Example of three rules
created for examples belonging to one of three categories based on the processing of
two questions is in Fig. 2. Although it is possible to differentiate premises, preferring
some rules over others, in the presented work they are all treated equally, as the greatest
number of generated rules is beneficial.

After generating the complete set of rules R, they are analyzed to determine the
frequency of subsequent questions occurrence. This allows for sequencing them in the
descending order, which represents their importance for determining the category of
the testee. Because for each category in L different questions are important, the
ordering should be performed for each category separately. Therefore R is first divided
into the number of subsets, according to the number of categories, C = {c1, c2, …, ck}.
Next the ordering takes place in each subset separately. Because the rules (3) contain
various numbers of answered questions, the additional weighting is performed. The
counter (significance factor) for the i-th question |qi| is incremented as follows:

qij j ¼ qij j þ 1
qrj j ð6Þ

where |qr| is the number of questions in the premise of the rule r. Finally, questions are
ordered according to the values of the corresponding counters. The result is the
sequence:

Fig. 2. Illustration fro the rules-induction method result operating on the examples belonging to
three categories and distinguishable by two features (questions q1 and q2).
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oci1 Qð Þ; oci2 Qð Þ; . . .; ocim Qð Þ� � ð7Þ

where oi(Q) is the i-th position of the question from the set Q in the ordered sequence.
Because the counters can have different ranges for each category (depending on the
number of rules and their contents in each subset), normalization is performed. It
consists in dividing each counter by the maximum value obtained for the particular
category:

qij j ¼ qij j
max qj

�� �� : j ¼ 1; . . .;m
� � ð8Þ

The example of the ordered sequence for categories present in L is in Fig. 3.

After the ordering, from each sequence mc questions are selected to create the
compressed pool of questions for the CAT, from which the questionnaire will be
individually created. To have equal chances for determining each category, the number
of questions in each subset should be the same, leading to the overall number of test
items in the pool to k∙mc. The size of the pool is the algorithm parameter. To avoid
repeating questions in the subsets, each test item is unique for the whole pool.

The generation of the compressed test consists in randomly selecting ms question
sfrom each subset being part of the pool. To ensure the appropriate randomness in the
test (avoiding repeating the particular questions too often), it is required to have
ms << mc. For instance, if three categories are to be distinguished (c1, c2, c3), the
following subsets become the part of the pool:

oc11 Qð Þ; oc12 Qð Þ; . . .; oc1mc
Qð Þ

n o
: c1

oc21 Qð Þ; oc22 Qð Þ; . . .; oc2mc
Qð Þ

n o
: c2

oc31 Qð Þ; oc32 Qð Þ; . . .; oc3mc
Qð Þ

n o
: c3

ð9Þ

The usage of the compressed set requires scaling the overall score obtained by the
testee solving such a shorter version of the questionnaire. Results available for classical
IRT and CTT approaches must be comparable with our approach, therefore the

c1 c2 c31
0.8
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0.2

0

Test items
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Fig. 3. Ordered sequence for items assigned to c1, c2 and c3 categories
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outcome from the compressed questionnaire must be multiplied to ensure that the
maximum number of obtainable points is equal to the traditional methods. Therefore,
score sci obtained for questions from each subset (related with the category ci) from the
pool must be multiplied by various weights wi:

s ¼
X

i

wi � sci ð10Þ

The weights wi must be selected to ensure the proper maximal value of the overall
score s. For example, the test exploiting 20 percent of the overall number of rules
allowing for distinguishing between three categories (each represented by the same
number of test items) would be scaled as:

s ¼ 7 � sc1 þ 5 � sc2 þ 2 � sc3 ð11Þ

This means that half of the points from the test can be obtained after answering all
questions from subset c1, about 35 percent are given for answering questions from the
subset c2, and the rest is awarded for answering questions from the set c3.

The particular values of weights depend on the questionnaire to be analyzed. For
instance, in the intelligence test they would be related with the difficulty of the ques-
tion. This way the more difficult items would be rewarded higher values in points.

The final problem is the division of the available data into the training and testing
sets. The cross-validation allows for the repeated division of the data into both types of
subsets and implementing the presented method for them, to verify their generalization
abilities. In the presented research the simplest 50:50 partitioning was used, leading
always to training and testing sets of equal sizes.

5 Dataset Description

The dataset used for the presented analysis comes from the Polish normalization study
of the Culture Fair Intelligence Test (CFT-20R). The study was conducted in 2011 on
the representative sample of the Polish population. The complete sample consisted of
3196 testees whose age ranged from 7 to 59 y/o. The age of the testees is wide so the
test results are interpreted separately for different groups. To eliminate the effect of age
differences on the results, only a subset of the normalized dataset was used. The group
of 879 testees aged 15−19 y/o was selected for further computations. Female partici-
pants constituted 51 % of the subset, while male participants 49 %. Testees represented
different Polish geographical regions.

CFT-20R is an intelligence test, based on the non-verbal material, used in pro-
fessional psychological diagnostics. In every test item the testee needs to identify the
rule combining presented graphical elements and decide which of the available answer
options fits the rule and supplements the graphical sequence. The full test consists of
101 items. Every question has only one correct answer. The testee chooses the answer
out of five available answer options. All participants from the normalization study took
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the whole test in the standardized fully controlled testing conditions [36]. Omitted test
items were treated as incorrect and were assigned 0 points.

Every person taking part in the study was assigned the category based on their IQ
level, which is a standard measure used in psychological diagnostics. Testees assigned
to c1 category showed IQ lower than 85. The ones assigned to the c 2 category
demonstrated the IQ between 85 and 115. Testees assigned to the c3 category presented
IQ higher than 115.

6 Experimental Results

The experimental procedure was repeated 50 times for every analyzed test length
option. The score calculated after answering all test items was treated as a benchmark
for comparisons. Also, random item selection from the item pool was performed.

All experiments were calculated using R CRAN statistical software (version 3.3.1).
Package RoughSets [37] was used for the rule induction procedure.

Obtained results are illustrated on Figs. 4 and 5. As expected, the modulus dif-
ference between test scores obtained using answers to all test items and test scores
calculated using only subset of the item pool is systematically decreasing as the test
becomes longer. This is true for both IRT and CTT approach when random item
selection or the proposed rule-induction based method is implemented. In all analyzed
cases the proposed method for psychological test curtailment proves to be better than
the random item selection.

Scores obtained using IRT models are expressed on a standardized scale with zero
mean and standard deviation 1. This is why observed differences between are relatively
smaller than the differences observed for CTT score calculations. For the scores
obtained using CTT methodological framework maximal score in a test is 101 points.

It is also worth noticing that the standard deviation of the observed results is
significantly smaller for the scores obtained using proposed method. Shortening test by
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Fig. 4. Modulus difference between the test score calculated using proposed method (bins) or
items selected at random (rand) and the test score calculated after answering all questions using
IRT 2PL model. Continuous lines represent the mean from 50 iterations. Shaded area represents
standard deviation.
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one fifth (final test length equal 20 test items) differs from the test score calculated for
the whole test (101 test items) by only 15 points on average (± 6 points). However, the
choice of the optimal test length is not always obvious. In some applications even such
difference can be considered as too big.

In the analyzed case it can be seen that the 30- items test version gives more precise
total score estimation than the 20-item one with similar standard deviation values (see:
Fig. 5). Further extension of the test to 40 (up to 90) items does not significantly
change the average total score in 50 iterations. However, in longer versions of the test
the precision of measurement (reflected by the standard deviation) is better.

The analysis of the demographic groups within the tested data confirms the
well-known dependence between the intelligence quotient and the age of the testee.
This confirms the intelligence measured by the test depends on the age of tested people.
However, to confirm this trend, the additional work with larger data sets is required.

7 Conclusions and Future Work

Obtained results show that proposed method for psychological test-curtailment in
preparation of computer adaptive test has advantages over the already existing
approaches. The rule-induction based item selection gives significantly better results
than the random item selection. This difference is particularly evident in the case of
analyzing test results according to CTT. Such result is optimistic as statistical require-
ments concerning data in CTT are far less strict than the ones for the IRT. On the other
hand, IRT results also show the advantage of the proposed method over random item
selection.

bins rand
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Fig. 5. Modulus difference between the test score calculated using proposed method (bins) or
items selected at random (rand) and the test score calculated after answering all questions using
CTT methodology. Continuous lines represent the mean from 50 iterations. Shaded area
represents standard deviation.
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However, much work needs to be done. For example, more complex algorithm for
the item selection and test stopping rule need to be defined. Also, the impact of the
number of testee category on obtained results should be examined. The scheme is
generic enough to be used for the analysis of tests belonging to different domains.
However, it is important to verify, which parameters are universal and which must be
tuned individually. Additionally, other algorithms designed for rule induction should
be tested.

It is worth noticing that the presented results confirm the usefulness of the scheme
in shortening the test. To correctly measure its usefulness, especially for more generic
analysis (of other psychological traits), the typical quality measures must be considered
(such as validity or internal consistency). Such concepts were intensively studied in the
psychometrics field [38] and should be used to verify the correctness of our approach.

As the intelligence testing is a very specific research area, it would be interesting to
apply proposed method to psychological questionnaires where every answer option can
be interpreted separately.
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Abstract. One factor influencing human online connectivity, which only
recently has been receiving attention, is the language used by the user in
his activities. This paper uses Twitter (a popular online social network)
to shed light on the effect of language to the online connectivity of people.
Using techniques from Network Science, our work shows that Twitter
users have a stronger preference to connect to people who use a common
language, but more importantly, that this preference is stronger than
the trend of connecting to people with similar popularity. Furthermore,
we also show that the connecting patterns between users of different
languages vary considerably; we use the concept of entropy to measure
the degree of variation in the connecting patterns for each language.

Keywords: Assortativity · Social networks · Languages · Entropy

1 Introduction

Written language has allowed societies to thrive because information can be
passed with ease between generations; writing is probably one of the most impor-
tant human achievements [25]. The native language (mother tongue) of an indi-
vidual is of prime importance to group formation; in reality, language together
with religion and skin color has been shown to be of great significance to the
patterns of interactions within societies [9].

Social networks are a relatively new phenomena and thus far not much is
known about the effect of language to user associations (friendship formation)
in online social networks. Questions such as “Are there different patterns of
connectivity for users of different language?” or “Is the distribution of connec-
tions between users of different languages organized in some way?” are yet to be
answered. In order to move towards an understanding of language in the con-
text of online social networks, we studied the structure of the connectivity of
several users as a function of language they use on Twitter, a free online social
network site that connects approximately 320 million monthly registered users1.
Twitter defines the concept of followers as a passive connection in which a user

1 https://about.twitter.com/company.
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subscribes to receive posts (tweets) from another user. Twitter also offers a fea-
ture called retweet consisting of a tweet (a message) that a user can share from
another user hence forwarding it to his own followers. Features of users such as
gender, religion, and political views, play a role in the formation of connections;
people tend to link to others who share similar views, this is conceptualized as
assortativity or the so-called “birds of a feather fly together” phenomenon [16].
Assortativity can measure the extent of mixing in a network using the Pear-
son’s correlation between the properties of adjacent nodes [19]. It is therefore
not surprising if we find that people tend to connect to others who use the same
language on Twitter; language is expected to be a catalyst for the formation of
connection. Yet, to our knowledge, the extent of the role played by language in
connection formation has not received much attention in the context of online
social networks.

In addition to the idea of assortativity and in order to understand the charac-
teristic of the connections between users of specific languages, we looked into the
association patterns of users. We used the concept of entropy (Shannon entropy)
to quantify the organization among the users. Shannon entropy is a well-known
concept in Information Theory and is used to understand the disorder of the sys-
tem [2]. Using concepts from Network Science [3,6] and Information Theory, this
work delves into analyzing the social interactions of Twitter users as a function
of their languages.

We organize our study as follows: after some discussion on our motivation
and related work in Sect. 2, we describe our data collection approach as well
as network generation in Sect. 3. Given that our data is a sample of what is
available on Twitter, we demonstrate in Sect. 4, that our networks, even though
small, exhibit the characteristics of the real-world networks. We follow with
detailed analysis of our findings in Sect. 5. We have two main contributions in
this paper: first is to understand the regularities in connectivity of Twitter users
and second is to estimate the entropy of connection of users; both in the context
of languages and are supported by statistical evidences. We finish this paper
in Sect. 6, with a summary of our main contributions and hints about possible
future works.

2 Motivation and Related Work

Some works have been published on the topic of our research. If we start from
structural works, Kwak et al. argued that the follower-following network topol-
ogy exhibits a non-power-law distribution, a short diameter as well as low
reciprocity [15]. Myers et al. found that the Twitter follower network exhibits
the characteristics of both information network as well as social network [18].
Another study by Bild et al. showed that the retweet network is more assor-
tative in comparison to the follower network and display small-world proper-
ties [4]. Hence, the retweet network is a better representation of the real-world
relationships. Kang et al. found that Twitter users demonstrate some assorta-
tivity with respect to the topics of interests [13]. Users on Twitter also tend
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to group together according to their emotional states [5]; users who are happy
connect to others who also tend to be happy and the same is true for unhappy
users.

While there are several works that shed light on the characteristics of the
networks formed by the users, the analysis of Twitter users from the perspective
of their languages have only recently been explored by network scientists. Hong
et al. studied 62 million tweets to understand the distribution of languages on
Twitter. Almost half of the tweets were in English and rest of the tweets were
in other languages. The study found that there are differences among the ten
most popular languages, in terms of adopting Twitter features like hashtags,
URLs, mentions, replies and retweets [10]. Weerkamp observed that German
tweets are more likely to contain hashtags than any other language; one in every
four tweets in German have hashtags [29]. Japanese and Indonesian tweets are
unlikely to have hashtags; one in every twenty-five Japanese tweets contains a
hashtag. Poblete et al. studied the top ten countries in Twitter and the three
most common languages in each of the top countries [23]. English was found
to be the common language in all the countries. Mocanu et al. mapped the
world languages through Twitter. His work was focused on understanding the
linguistic homogeneity at scales ranging from country-level aggregation to city-
level neighborhoods [17]. Mocanu also found that the Twitter penetration in
countries is related to socio-economic factors and can give insight on the mobility
patterns of humans. Nguyen et al. studied the relation between language and
age of the Dutch users in Twitter. It was found that the use of capitalized words,
word length, tweet length, links and hashtags on Twitter can indicate the age of
the Dutch users [22]; the aforementioned user activities vary to a great extent
among the young users and quite stable among the old users. Java et al. showed
that language plays an important role in shaping the social networks of users.
Users from Japan and Spanish speaking world generally connect to others who
speak the same language [11]. Monolingual people cluster better than bilingual
people on Twitter [14]. Despite the language-related works above, it seems clear
that not much attention has been given to relations among the users and the
regularities that emerge from patterns of the languages used by these users.

In this paper we focus on two concepts that need to be defined in more
detailed: Assortativity and Entropy. These concepts form the basis of the findings
we describe in Sect. 5.

2.1 Assortativity

Assortativity is a concept in Network Science that describes the tendency of
individuals to associate to those who are similar to themselves [7,16,21]. In
directed networks, the mixing can be characterized by an asymmetric matrix
eij , which refers to the fraction of edges that connect vertex of type i (as in,
language type) to vertex of type j (also language type). The sum rules that are
being satisfied are,
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∑

j

eij = ai
∑

i

eij = bj
∑

ij

eij = 1,

where, ai and bi are the fraction of each type (language being used to measure
similarity) of end of an edge that is attached to vertices of type i. On undirected
graphs, the ends of edges are of same type and hence ai = bi. The assortativity
of a network can be quantified by the Pearson’s correlation between nodes that
are linked in the network and can be measured by the following equation:

r =
∑

i eii −
∑

i aibi
1 − ∑

i aibi
, (1)

The value of r ranges from −1 < r < 1, meaning dissasortative to assortative
respectively [20].

2.2 Entropy

In Information Theory, entropy measures the level of disorganization in the sys-
tem [2]. Although entropy can be quantified by many different ways, Shannon
entropy is one of the most commonly used metric [27]. The Shannon entropy of a
probability distribution pm that can be measured by the following equation [12]:

s = −
∑

m

pmln(pm), (2)

where the sum extends over all possible outcomes m. For a given pair of nodes
(i, j), pm can be expressed as the probability of m edges between i and j. Higher
entropy in our case indicates a more disorganized distribution between a specific
language and other, while a lower entropy indicates the distribution is more
organized (more predictable).

3 Data Collection and Network Generation

Unlike other social networks, Twitter does not require approval for a user to
follow another. Twitter enables the pulling of its data through an API. We used
the Twitter API to collect our data. Given that extracting the entire Twitter
data is a costly and time consuming procedure, we used one of the popular
network sampling strategies discussed by Hanneman et al., the ego-centric (with
alter connections) approach [8]. In the aforementioned network sampling, we
need to identify a few focal nodes or egos (people in the social network) and
collect their alters (or friends). In many cases, it is not possible to track down
all the alters of the egos, so we collect some of them randomly. In Sect. 4, we
describe the statistics of our sample network and show that it exhibits the real-
world network characteristics.
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3.1 Dataset 1: Follower Network

Indo-European languages were the first languages to spread throughout Europe
and many parts of the world. The Indo-European language family has the largest
number of speakers in the world (with over 2.6 billion people or 45 % of the world
population) as well as the widest dispersion around the world2. We chose to work
with English, German, Russian and Spanish as starting languages because they
have a large number of speakers from the Indo-European family. We selected
the top 20 famous people of each of the 4 languages (English, Spanish, Russian
and German) by using the Carousel feature of Google3, which is an extension to
Google’s knowledge graph [26] and displays results based on the reviews, pictures
and numerous other factors. Given that, 93.6 % of Twitter users have less than
100 followers4, we collected a random sample of up to 100 followers of every
famous person (1-step-neighborhood) and up to 100 followers of every follower
of a famous person (2-step-neighborhood). We chose to keep our number of
followers for every user consistent in both the neighborhoods so that the results
do not get biased based on the difference in the number of followers. Though
the famous people chose their Twitter profile language as one of the 4 languages
we started with, their followers may have different profile languages. When we
collected the languages of the followers, we were able to have a representation of
many languages currently available on Twitter (59 languages). For our work, 80
famous people (20 per language we studied) with up to 100 one-step followers
and up to 10,000 two-step followers had their profile language collected. We
generated an ego network for every famous person. We built 80 ego networks
with their one-step-neighborhood and two-step-neighborhood followers. In our
ego networks, every node represents a Twitter user and every edge represents a
follower relationship. We merged the ego networks to form a Twitter follower
network. Our follower network consists of 170,082 nodes and 237,588 edges. It is
to be noted that we did not generate our follower network based on the reciprocal
relationships, where egos and alters follow each other, unlike many previous
works. If any such relation happened to be in our network, we also included it
for our study. Since, in general, very few users have reciprocal relationships, we
decided to keep our network as a small representation of the Twitter network.
Figure 1 depicts a network of a few famous Russian people and their followers.
We colored the nodes based on their languages. The size of a node represents
the number of followers of the user.

3.2 Dataset 2: Retweet Network

We collected 10,663,736 tweets containing one or more of the last names (in
English) of leaders of the G-205, for a period of 30 days. The users who posted
2 http://aboutworldlanguages.com/indo-european-language-family.
3 https://searchenginewatch.com/sew/how-to/2299454/4-google-carousel-

optimization-tips.
4 https://sysomos.com/inside-twitter.
5 http://g20.org.

http://aboutworldlanguages.com/indo-european-language-family
https://searchenginewatch.com/sew/how-to/2299454/4-google-carousel-optimization-tips
https://searchenginewatch.com/sew/how-to/2299454/4-google-carousel-optimization-tips
https://sysomos.com/inside-twitter
http://g20.org
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Fig. 1. A small sample Twitter follower network of a few famous Russian (green nodes)
people. Colors of nodes represent languages and size of nodes represent degree. (Color
figure online)

the tweets were expected to be from different nations and users of different
languages. We collected the user of every retweet and the user of the original
tweet. We used the information to build a network called retweet network. We
also collected the language of the users on Twitter. Our retweet network consists
of 1,922,815 nodes and 4,131,866 edges. In this retweet network, every node
represents a user and every edge between the two users represents that they
have shared an information.

4 Network Validation

Considering our networks are smaller compared to the real Twitter network, we
made a few validations to be sure that the networks exhibited some character-
istics of a real network. In Table 1, we show that our networks are similar to
many other real-world networks (technological). We generated the in-degree and
the out-degree distributions of the Twitter networks, and assessed the goodness-
of-fit of the distributions using log-likelihood ratio [1]. We compared the degree
distributions with log-normal, power-law, truncated power law and exponential
distributions. The comparative study helps us to identify the best possible dis-
tribution. Tables 2 and 3 show the analysis of the degree distributions of our
follower network and retweet network respectively. The Candidate Distributions
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column shows the distributions that were tested to find out the best fit of our
data. The corresponding value of the fit is represented by a log-likelihood ratio
column with a significance value (p-value). The log-likelihood value is positive if
the data is more likely in the first distribution and negative if the data is more
likely in the second distribution. We found that the power-law is not the best fit
of the degree distributions as discussed by Kwak et al. [15]. In addition, we show
that the log-normal is a better fit of the degree distributions with a significance
level of p < 0.05. Significant research has been done on online social networks
that exhibit log-normal distributions [24,28].

Table 1. The characteristics of the networks are similar to the real-world networks.

Characteristic Follower network Retweet network

Nodes 170,082 1,922,815

Edges 237,588 4,131,866

Type Directed Directed

Transitivity 0.018 0.003

Mean degree 2.864 4.299

Average path length 3.356 9.953

Table 2. The log-likelihood comparative study shows that log-normal best describes
the in-degree and out-degree distributions of the follower network.

In-degree fitting Out-degree fitting

Candidate distributions (likelihood, p) Candidate distributions (likelihood, p)

(Power-law, Log-normal) (−358.22,
p < 0.05)

(Power law, Log-normal) (−2, 482.09,
p < 0.05)

(Power-law, Truncated
Power law)

(−152.59,
p < 0.05)

(Power law, Truncated
Power law)

(−2, 220.68,
p < 0.05)

(Power-law,
Exponential)

(17,046.39,
p < 0.05)

(Power law,
Exponential)

(−2, 324.18,
p < 0.05)

(Log-normal,
Exponential)

(17,404.61,
p < 0.05)

(Log-normal,
Exponential)

(157.90,
p < 0.05)

(Log-normal, Truncated
Power law)

(205.63,
p < 0.05)

(Log-normal, Truncated
Power law)

(261.41,
p < 0.05)

5 Experimental Results

5.1 Mixing Patterns in Twitter: Degree and Language

In this work, we first study the extent to which the users connect to each other
based on their degree (number of friends) and language. In high degree assortative
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Table 3. The log-likelihood comparative study shows that log-normal best describes
the in-degree and out-degree distributions of the retweet network.

In-degree fitting Out-degree fitting

Candidate distributions (likelihood, p) Candidate distributions (likelihood, p)

(Power law, Log-normal) (−739.49,
p < 0.05)

(Power law, Log-normal) (−1, 866.67,
p < 0.05)

(Power law, Truncated
Power law)

(−693.89, p <
0.05)

(Power law, Truncated
Power law)

(−11.29,
p < 0.05)

(Power law,
Exponential)

(388,404.99,
p < 0.05)

(Power law,
Exponential)

(767,937.82,
p < 0.05)

(Log-normal,
Exponential)

(389,144.48,
p < 0.05)

(Log-normal,
Exponential)

(769,804.49,
p < 0.05)

(Log-normal, Truncated
Power law)

(45.59,
p > 0.05)

(Log-normal, Truncated
Power law)

(1,855.38,
p < 0.05)

mixing networks, the userswhohave high degree connect to otherswith high degree
and the users who have low degree connect to others with low degree. Although
the degree assortativity of social networks is a widely studied subject, we mea-
sured it here because the expectation is that popular users are followed mostly by
unpopular users leading to low assortativity or even disasortativity. The degree
assortativity coefficient of our follower network is −0.18 while for the retweet net-
work is−0.06, which indicates that both the networks are disassortative by degree.
The negative assortativity confirms our expectation that the users in Twitter do
not connect to other users who have similar degrees. They usually tend to connect
to other users who are already popular on Twitter (have high degree). For exam-
ple, users usually follow their favorite celebrities to remain up-to-date about their
activities. On the other hand, celebrities do not connect to many other celebrities
probably due to some competition for followers between them.

It is human nature to connect to other people whom they think are similar
and there has been evidence that such propinquity to connect to alike may be
beneficial or detrimental depending on the particular situation [16]. Although
in today’s world, multilingualism has become very popular, language is still a
very important social drive to connect because a common language leads to
more efficient communication. Multilingual people collect information in one
language and may diffuse among the users of other languages, acting as bridges.
We collected the total number of users in every language in our datasets and
sorted in descending order by the number of users. Figure 2 shows the twenty
most popular languages in the follower and the retweet networks.

We found that the ten most popular languages in the follower network are
also the ten most popular languages in the retweet network (with the exception
of Arabic and Indonesian). However, the order of popularity of the languages
vary in both the networks. Arabic ranks eighth in the follower network and
eleventh in the retweet network. On the other hand, Indonesian ranks twelfth
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in the follower network and ninth in the retweet network. In both the networks,
English has the highest number of users, followed by Spanish. Other languages
such as German, Russian, French, Portuguese, Italian, Arabic, Turkish, Japanese
and Indonesian are also prominently used on Twitter and occupy intermediary
positions in the social network. It is important to note that our rankings of
languages do not reflect the ranking of the real-world or Twitter as reported by
Statista6 (perhaps because the time of our data collection is not same as the time
Statista made its analysis) and hence reflect a different time period on Twitter;
further analysis could be done to understand the dynamics of these language
distributions (how the distribution is changing), however, this falls outside the
scope of this work. Ethnologue reports that Chinese is the most spoken language
in the world7. Twitter penetration in the countries (usage among the users) is
one of the major reasons for the disparities. For example, Twitter is not very
popular in Russia and blocked in China. However, the disparities do not hinder
in extracting insights about the users in countries where Twitter is widely used.
It is also important to keep in mind that we are trying to derive regularities in
the user relations on Twitter social network, with a focus on language (Table 4).
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(b) Retweet Network

Fig. 2. The top 20 languages according to the percentage of Twitter users in the two
networks studied; that is, the popularity of the language is represented here.

To estimate the extent to which a user tends to connect to a friend who
uses his language, we used the pairwise connection of users in relation to the
languages they use on Twitter. We measured the assortativity coefficient of
the follower network and the retweet network according to the language they
declared in the user profile; the assumption is that the language they declare is
their preferred language. The language assortativity coefficient of the follower

6 http://www.statista.com/statistics/267129/most-used-languages-on-twitter/.
7 https://www.ethnologue.com/statistics/size.

http://www.statista.com/statistics/267129/most-used-languages-on-twitter/
https://www.ethnologue.com/statistics/size


494 P. Saha and R. Menezes

Table 4. The table below shows that the networks are disassortative by degree and
assortative by language.

Assortativity Follower network Retweet network

By degree −0.18 −0.06

By language 0.56 0.74

network is 0.56. The high positive coefficient in the follower network indicates
that Twitter users display a strong preference for people using the same lan-
guage as them. The assortativity coefficient of the retweet network is 0.74. The
high assortativity coefficient of the retweet network also shows that Twitter
users display strong association by languages while tweeting. Note however that
the difference between one and the other is quite significant and indicates that
despite the user’s preference to people with the same language, the preference
is stronger when we look at the information that is being transmitted (retweet).
Users are a lot more likely to pass on a tweet in the language they prefer than
just follow a person in that same language. In other words, a user may be will-
ing to receive information in another language but not as likely to pass this
information on (retweet the message).

Entropy of Language Associations. Although the assortativity coefficient
indicate that similar language users have a higher chance to connect and that
when it comes to transfer of information the chance is even more accentuated,
the number of languages connected to users of a particular language may also
influence the results. Hence, we studied the user connections for every language
separately. The questions we address here are: (i) if most of the English users
tend to connect to themselves, do users of other languages also have the same
tendency, given that there are more English users in the network? (ii) to what
extent can one be sure about the connecting patterns of users of the languages?
To answer the aforementioned questions we investigated the characteristics of
the networks with respect to the languages, a particular language connects to.

We created a vector of language exposure of every user in the network. For
example, if a network is formed by an English user A and his 3 friends who
use Spanish, 2 friends who use German, 3 friends who use English (let’s say B,
C and D) and 1 friend who uses Swahili, then A’s language exposure can be
represented by a vector,

VAEnglish
= [3, 2, 3, 1],

where A is exposed to 4 languages. We generated the language exposure vector
for every user in the network. Then we combined all the users of a particular
language to have the language exposure vector of the particular language in
the network. Considering the example above, let’s say, we generated VAEnglish

,
VBEnglish

, VCEnglish
and VDEnglish

to have a language exposure vector VEnglish

(for English) of the network. We normalized the vectors to have a unit vec-
tor of every language in the network. Our follower network has users who use
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(b) Retweet network

Fig. 3. The darker part of the column represents the total number of edges that connect
users who speak the same language (indicated in the x-axis). The lighter part of the
column represents the total number of edges in the network that connect the users who
speak other languages (different from the one in the x-axis).

59 different languages and our retweet network has users who use 51 different
languages. One may ask here, while combining the users to generate the lan-
guage exposure vector, the higher degree users may influence the lower degree
users. Note that it is unlikely to be the case in our study, because we limited
our number of followers to 100 people maximum in the follower network. At
first, we measured the extent of diversity of the languages in both of our net-
works. We measured the extent of diversity of a language by calculating the ratio
between the connections of the language to itself and the sum of its connections
to other languages, as extracted from the language exposure vector. Figure 3(a)
shows the diversity of languages in the follower network. We observe that some
languages are more uniform (have less edges to other languages), or in other
words, less diverse. Languages like English (en), Spanish (es) or Russian (ru)
usually exhibit strong preference to connect within themselves; in contrast to
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Georgian (ka), Urdu (ur) or Serbian (sr), which connect to other languages pri-
marily. In the retweet network, we found that language preference is even more
accentuated. Figure 3(b) shows that Turkish (tr), Italian (it) and English (en)
mostly connect among themselves in comparison to languages like Lithuanian
(lt), Serbian (sr) or Estonian (et). A language that primarily shows preference
for itself is much less diverse than a language that mostly connects to other
languages.

Next to investigate the diversity of the languages, we computed the entropy
of the language exposure vector of every language. Note that this is important
because we could have a language that connects to mostly others. For instance,
we could have a language which evenly connects to several other languages or we
could have a language which heavily connects to only one language. Although in
both the cases, the languages are considered diverse, the diversity of the former
language in the example is higher than the latter, or the association of the former
language to other languages is much more disordered than the latter.
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Fig. 4. The entropy of the languages in the networks.

In Fig. 4(a), we demonstrate the entropy of languages in the follower network.
Languages such as Greek (el) or French (fr) show high entropy, indicating that
their association with other languages are very disordered. According to the
French language exposure vector, French associates with itself as well as English
almost evenly; Greek exhibits connections with several languages such as English,
Spanish, Portuguese, German and others. On the other hand, a few languages
like Lithuanian (lt) or Malay (msa) have low entropy; meaning their association
patterns are less disordered. Neither Lithuanian nor Malay exhibit any preference
towards themselves, but Lithuanian shows a strong association with English and
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Malay shows a strong association with French. However, the retweeting and the
follow patterns of the languages vary. In the retweet network, as demonstrated
in Fig. 4(b), we observe that Malay (msa), Russian (ru) or Galician (gl) have
very high entropy, which means their connecting patterns are disordered. Malay
connects to several other languages such as Chinese, Japanese, English, Spanish
and French in a random fashion. On the other hand, languages with low entropy
like Hindi (hi), Turkish (tr), Italian (it) are less disordered in the network. Low
entropy of a language may have two explanations. First, languages like Turkish
and Italian show very high preference to retweet among themselves; hence, such
languages tend to not connect to other languages arbitrarily. Second, languages
like Hindi, associate strongly with English although it does not show preference
to connect with itself.

There could be many different explanations for the different connecting pat-
terns of the languages. We believe that (i) the language declared in the profile
may not necessarily be used as the de facto language in the tweet (further exper-
iment need to be performed to understand if this is the case), (ii) celebrities and
G-20 leaders in our case are popular in different areas; thus people with different
interests put extra effort to understand the information they are “broadcasting”
to the world, or (iii) the preference for who we follow is not transferred to the
preference of who we use the information (retweets).

6 Conclusion and Future Work

The aim of this work was to understand the social connectivity of users on
Twitter and the effect of language to the connectivity. Twitter is a good platform
to understand such user behavior because of its wide popularity, the number of
people registered on the platform, and the number of languages available for
these users. The task involved many theoretical and computational challenges.
Since we worked with the real-world data collected from Twitter, instead of
synthetic data, we believe our findings have interesting implications on the social
dynamics of the human beings.

In this paper, we show that the social connectivity of users in Twitter best
fits a log-normal distribution. The users usually like to connect to people who
are already popular on Twitter (based on their degree) and show strong con-
nectivity according to their languages both during following and retweeting.
The association pattern of the languages on Twitter vary. Some languages show
stronger association towards themselves, which may be because of the global
popularity of the languages; users of such languages do not need to understand
another language for information. Other language users show less association
among themselves; such language users need to understand another language in
order to receive information in the network. Due to the variation in the connec-
tion patterns, some languages are less disordered and some are more disordered
on Twitter.

Note that in our work, we found many interesting facts about the languages
of users on Twitter that we cannot confirm from a linguistic point of view as it
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falls outside our expertise. We hope to collaborate with linguists in the future
to search for explanation for several of our findings. Also, we intend to generate
our networks using different sampling methods to understand if our findings
are biased due to our data collection strategy (last names of some leaders are
very common terms in English, for example, Park). This also may shed light
on the sparsity of our networks. Connecting patterns of users can be used to
relate to the dynamics and evolution of social graphs. We also aim to compare
the Twitter language dependencies with the real-world to understand if such
association patterns are universal or are influenced by geographic proximity.

References

1. Alstott, J., Bullmore, E., Plenz, D.: powerlaw: a python package for analysis of
heavy-tailed distributions. PloS One 9(1), e85777 (2014)

2. Anand, K., Bianconi, G.: Entropy measures for networks: toward an information
theory of complex topologies. Phys. Rev. E 80(4), 045102 (2009)

3. Barabási, A.-L.: Network science. Philos. Trans. R. Soc. Lond. A Math. Phys. Eng.
Sci. 371(1987), 20120375 (2013)

4. Bild, D.R., Liu, Y., Dick, R.P., Mao, Z.M., Wallach, D.S.: Aggregate characteri-
zation of user behavior in twitter and analysis of the retweet graph. ACM Trans.
Internet Technol. (TOIT) 15(1), 4 (2015)
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Abstract. Regional prejudice is prevalent in Chinese cities where native
residents and migrants from other parts of China lack mutual trust.
Weibo users actively discuss and argue about the issue of migration,
which provides a good source of data to examine the communication
network regarding regional prejudice. We are interested in the posts and
reposts related to the topic on migrants. In a Weibo repost, one can add
new content in addition to the original post. Then both original and new
content as a whole can be read by others. In particular, we focus on the
reposts in response to native residents’ complaints about migrants. Based
on the sentiment (negative or non-negative) and the direction (native
resident→migrant or migrant→native resident), we classify the reposts
into four categories. We find evidence of homophily in regional prejudice
in the Weibo communication network: 72.7 % of the time, native resi-
dents’ complaints trigger more complaints from other native residents.
What interests us most are the socioeconomic factors that can reverse
the sentiment or direction of the original posts. A multinomial regression
model of the reposting patterns reveals that in a city with better hous-
ing security and a larger migrant population, migrant Weibo users are
much more likely to argue with native residents who hold a negative view
about migrants. One important implication from our findings is that a
secure socioeconomic environment facilitates the communication between
migrants and native residents and helps break the self-reinforcing loop
of regional prejudice.

Keywords: Weibo · Regional prejudice · Social network · Sentiment
analysis

1 Introduction

On New Year’s Eve of 2015, 49 people were injured and 36 died in a stam-
pede in Shanghai when more than a million visitors rushed to the observation
c© Springer International Publishing AG 2016
E. Spiro and Y.-Y. Ahn (Eds.): SocInfo 2016, Part II, LNCS 10047, pp. 500–513, 2016.
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deck nearby Chen Yi Square on the Bund. This accident caught great attention
from the public and triggered heated discussions on Weibo (a Chinese Twitter-
equivalent) – the topic was mentioned 559,120 times within 10 days1. Although
the criticisms were mostly cast toward local officials for their inadequate preven-
tive actions, many Shanghai natives blamed visitors from other regions. They
also complained that migrants brought a number of social problems to Shang-
hai. Shanghai, one of the most developed cities in China, is infamous for the
problem of regional prejudice. Regional prejudice is rooted in distrust and con-
flicts between native residents and migrants, which is also a problem prevalent
in Beijing and many other Chinese cities.

Using data from Sina Weibo, this study investigates regional prejudice among
Chinese people. As the most popular micro-blog in China, Weibo’s monthly
active users reached 222 million in September, 2015, with 100 million active
users on a daily average2. Like Twitter, Weibo allows users to publish short
and instant posts to share personal stories and exchange opinions on various
topics. With such valuable data of public opinion, we focus on Weibo posts that
are relevant to the topic of migrants in Chinese cities. Our previous work [2]
developed a machine learning algorithm to identify posts that express regional
prejudice. Based on these posts, we build a repost network among users who
publish posts on regional prejudice.

In this study, we investigate from Weibo data the spread of regional prejudice
and explore the factors associated with opinion change. Specifically, we intend
to answer the following three research questions:

– Regional prejudice can be detected by looking at three dimensions of Weibo
posts: Who publishes a post, a native resident or a migrant? Does this post talk
about migrants, native residents, or both? What is the sentiment of the post,
negative or not? Our first research question is to find the frequent patterns of
these three dimensions.

– One can include new content in a repost in addition to the reposted content.
When a Weibo post is reposted, will the direction and sentiment change? In
other words, will the reposter continue or reverse the original author’s opinion?

– What socioeconomic factors are likely to reverse the sentiment or the direction
of the original posts with regard to migrants?

The paper is organized as follows. The next section reviews related works on
Weibo. Then, we introduce a repost network regarding regional prejudice. We
proceed to explore the socioeconomic factors that are likely to affect the reposting
patterns. Finally, we conclude by summarizing and discussing our findings.

2 Related Works

Weibo has drawn much attention from researchers who study public opinion
[5,13,14,17]. Weibo posts are not independent because a post is likely to be
1 http://data.Weibo.com/report.
2 http://ir.Weibo.com/.

http://data.Weibo.com/report
http://ir.Weibo.com/
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triggered by another post from a friend, opinion leader, or organization. Previous
research has shown that opinion diffuses via Weibo users networks [4]. The mostly
studied type of social media networks is “follower-followee” network [6,15,20].
Other networks that have been well studied include bipartite networks of Weibo
users and posts [10] and “post-repost” network of bloggers [11]. One limit of these
studies is that they only focus on basic network attributes such as in/out degrees
and the number of follower/followees but ignore the rich content of Weibo posts.

Unlike Twitter, where only 35 percent of its posts are retweets, 65 percent
of Weibo are reposted contents [19]. Repost in Weibo allows a user to publish
a message up to 140 words. Including 140 words of the original post, 280 words
in total can be read by followers of the reposter as a new post. For better
understanding the spread of information on this platform, it is more reasonable
to study a post-based network. In other words, we hope to capture the path of
information flow by observing reposting behavior. Many studies have analyzed
the reposting behavior of Weibo users [15], but failed to consider the shift of
opinions in posts.

Beliefs vary with Weibo users’ demographic and socioeconomic backgrounds.
For example, in central and eastern China, higher socioeconomic status leads to
a larger number of active Weibo users than the other areas. Wang, Paul, and
Dredze [17] analyzed air-pollution-related Weibo posts from 74 cities, and found
that the number of pollution-related posts is significantly correlated with the
particle pollution rate reported by the local government.

Our study is the first one to explore the relationship between regional prej-
udice and socioeconomic status via Weibo data. Regional prejudice represents
unreasonable resentment and distrust towards people from a different place. It is
a widespread problem across Chinese cities. Analyzing data from Weibo provides
a valuable alternative to traditional social science research methods, such as sur-
veys and experiments, in studying prejudice and other public opinion questions.
People are more likely to convey their true opinions on Weibo than in a face-to-
face social settings. The concepts of prejudice, discrimination, and intolerance
are hard to be directly measured with good precision, because they are subject
to social desirability effects [8]. By contrast, Weibo users can post controversial
or provocative posts under an anonymous identity, so they are less restrained to
say what they truly believe.

3 Repost Network of Regional Prejudice

To investigate regional prejudice content and its diffusion pattern on Weibo, we
construct a network to capture information flow between individuals.

3.1 Data

To the best of our knowledge, there is no publicly available corpus for regional
prejudice. We compiled our own corpus. To gather Weibo posts and user infor-
mation, we built a Weibo webpage crawler. Based on 13 key phrases related to
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migrants: “native” , “permanent population” , “census regis-
ter” , “registered permanent residents” , “resident permit” ,
“floating population” , “settle in a new place” , “migrant work-
ers” , “non-native” , “coming from a different town” , “peo-
ple from other provinces” , “transient population” , and
“temporal residential permit” , we retrieved related posts over four
months from December 14, 2014 to April 15, 2015. These 13 key phrases can
be divided into two groups. One group of phrases, including “census register,”
“resident permit,” and “temporal residential permit,” are related to internal
migration policies. The other group are labels indicating residential status. It is
interesting that some of the labels, such as “permanent population,” “floating
population,” and “transient population,” were created by the Chinese govern-
ment. Other labels, such as “native,” “non-native,” and “migrant workers” are
common words when people mention migrants. We kept the posts that contained
at least 1 of the 13 key phrases. In total, we collected 4,641,398 Weibo posts.
To build a repost network, we only kept the reposts following other original
posts. As a result, we obtained 285,707 posts, including 34,187 original posts
and 251,520 reposts.

3.2 Detecting Regional Prejudice from Texts

Due to the high volume of data, we have to rely on automatic text classifica-
tion. We randomly selected 5,000 posts and asked five coders to annotate them
via Crowdsdom3, a Chinese annotation platform similar to Amazon Mechanical
Turk. The Kappa statistic of the labeling process was 0.63, indicating a reliable
result. In our previous paper [2], we proposed a new approach, Distributed Key-
word Vectors, to recognize polarity and direction of Weibo posts. Performance
and practicability of the sentiment classifier and direction recognition classifier
were elaborated in that paper. With the classifiers, we obtained three types of
labels for each post as follows:

– Owner Type (OT): Who published this post, native residents (NR) or migrants
(M)?

– Direction (DR): What is the direction of this post, towards migrants (M) or
native residents (NR)?

– Sentiment (SEN): What is the sentiment of this post, negative (Neg) or non-
negative (Non-neg)?

For each label, there is an “unknown” category. For example, a Weibo post
published by a government account talking about a new migration policy is
labeled as “unknown” for both OT and SEN. Some posts cut multiple categories.
For instance, a post aiming at both native residents and migrants has its DR
labeled as “NR&M”. We split such a post into two separate posts–one with DR
as NR and the other with DR as M. Table 1 offers 4 examples of post labels. The
distribution of assigned labels across different categories is shown in Table 2.
3 http://crowdsdom.com/.

http://crowdsdom.com/
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Table 1. Example of Weibo posts and their labels

Table 2. Distribution of posts across different categories

Labels Number of posts

OT NR 75,481

M 16,884

– 193,342

DR NR&M 13,987

NR 6,873

M 18,460

– 246,387

SEN Neg 114,477

Non-neg 171,230
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3.3 The Repost Network

To understand how information spreads on a social media platform, one way
is to build a directed user network and observe who replies or makes a repost.
Reposts appear in the feeds board and thus can also be seen by followers of the
reposter. The goal of our study is to discover the diffusion pattern of regional
prejudice on Weibo. The repost network is utilized for our analysis of regional
prejudice in Chinese cities.

Different from many previous studies that focus on users as vertices, we built
a “repost network.” This approach can rule out the impact of users’ versatility.
A user might have published multiple Weibo posts with different labels, but no
single post is able to represent the user’s general attitude. For example, a local
user in Beijing may show sympathy towards migrants in the Shanghai stampede
accident, but cast criticisms towards migrants in Beijing. In addition, we only
kept posts with complete labels in all three categories and removed those with
one or more “unknown” labels.

All the networks examined are ego-networks. We take an original Weibo post
as a focal vertex (ego), linked to one or more reposts (alters). Figure 1 is an exam-
ple of ego-network. In an ego-network, 1-hop neighbors are direct reposts, and
2-hop neighbors are reposts of 1-hop neighbors. Table 3 shows the attribute dis-
tribution of original posts, 1-hop reposts, and 2-hop reposts. Along with repost-
ing, negative sentiment becomes increasingly more prevalent: 81.54 percent of
the original posts contain a negative tone, while the percentage increases to 82.84
percent among the 1-hop reposts and 89.80 percent among the 2-hop reposts).
More than 80 percent of posts examined aim at migrants. Weibo users from dif-
ferent cities may repost posts of each other. Figure 2 illustrates the distribution
of the number of cities involved in a repost ego network. It shows that more than
75 percent of the repost ego networks cross multiple cities.

Fig. 1. Example of Ego-network (Green: Ego; Red: Alter) (Color figure online)
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Table 3. Total numbers of posts in each category

% OT (NR) DR (NR) DR (M) SEN (Neg)

Original – 69.01 % 69.23 % 83.96% 81.54 %

1-Hop – 73.30 % 56.19 % 88.83% 82.80 %

2-Hop 6 % 89.80 % 73.47 % 89.80% 89.80 %

Fig. 2. Distribution of ego-networks with different number of unique cities

4 Socioeconomic Environments and Regional Prejudice

4.1 Reposting Patterns

In this section, we analyze two dimensions of reposts – direction and sentiment.
Since prejudice is unreasonable mistrust between different social groups [1], we
are interested in the exchange of posts between native Weibo users and the users
who identify themselves as migrants, rather than the communication within a
single group. We focus on the original posts that are published by native resi-
dents with a negative attitude towards migrants. Such posts are closely related
to regional prejudice and most prevalent in our collected data. Furthermore,
we investigate how socioeconomic environments affect people’s attitudes toward
migrants and shift the patterns of online discussion on the issue of migration.
After being filtered, 909 pairs of posts and reposts remained in our sample.

Based on sentiment and direction, the reposts can be classified into four
types (Fig. 3): (1) a native resident complaints about migrants (NR→M, Neg);
(2) a native resident discusses migrants with a neutral or positive tone (NR→M,
Non-neg); (3) a migrant criticizes native residents (M→NR, Neg); (4) and a
migrant holds a neutral or positive view about native residents (M→NR, Non-
neg). The first type of reposts are consistent with the original posts and show a
clear pattern of regional prejudice. Such reposts are dominant, making up 72.7
percent in the filtered sample. Negative sentiment toward migrants is more likely
to be sustained than reversed, as the reversal type of reposts only constitutes 11.1
percent. Unfortunately, the discussion of migrants on Weibo lacks voices from
migrants. Among the filtered reposts, only 16.1 percent come from migrants,



Investigating Regional Prejudice in China Through the Lens of Weibo 507

Fig. 3. Regional prejudice patterns (Color figure online)

among which 1.5 percent contain a non-negative tone towards native residents
while 14.6 percent show regional resentment.

The exchange of migrant-related posts on Weibo supports previous research,
finding that the online community is highly polarized and segmented [12]. Com-
pared to face-to-face settings, the Internet provides many platforms where a
person can easily find a group that shares his or her beliefs and ideologies, and
block or avoid those with conflicting opinions. People have a tendency to seek
evidence that justifies their established opinions while neglecting challenging evi-
dence [9]. In the case of Weibo, homophily is a major mechanism underlying the
link formation of the repost network. Homophily refers to the tendency of indi-
viduals to bond with each other. On one hand, native residents’ complaints about
migrants often trigger more complaints from other native residents. On the other
hand, migrants and the native residents who get along well with migrants tend
to avoid arguments with those holding strong regional prejudice. In consequence,
regional prejudice becomes a self-reinforcing process.

Distrust between natives and migrants is likely to be a result of inadequate
communication. Previous research has shown that inter-group contact and com-
munication can help overcome racism [18] and cultural conflicts [16]. Although
most reposts retain native Weibo users’ criticisms of migrants, we are more inter-
ested in the reposts that alter either the sentiment or the direction of an original
post.

The reposting patterns reflect the dynamics of regional prejudice. We proceed
to identify the factors that can explain the different patterns of reposting. The
reposting pattern is thus the dependent variable in our explanatory model. Since
there are a very few reposts in which migrants speak positively about native
residents, these reposts are excluded, leaving 895 cases for analysis. These cases
are most relevant to our research interest on regional prejudice in an online
communication network.

We regard the reposting pattern as a nominal variable with three categories,
NR→M (Neg), NR→M (Non-neg), and M→NR (Neg). We model the three
reposting patterns using multinomial regressions. Naturally, NR→M (Neg) is
treated as the baseline category, because it is consistent with the original post.
Concerned with regional heterogeneity, in making statistical inferences, we rely
on standard errors clustered on the pairs of the locations of the original posts
and reposts.
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4.2 Socioeconomic Environment

Socioeconomic contexts have substantial impacts on the relationship between
different social groups. Interpersonal trust is likely to prevail in a wealthy soci-
ety where people have no worry about food, housing, and other basic needs for
survival [7]. Some economic resources are limited and indivisible, and the com-
petition for such resources resembles a zero-sum game. Therefore, when one’s
current political power or economic well-being is threatened, he or she is likely
to show hostility toward new competitors and out-group members. However,
increased presence of migrants does not necessarily lead to a more intense rela-
tionship between native residents and migrants. In a region with a good socioe-
conomic environment, when a large number of newcomers arrive, local people
may not feel insecure, but instead they may become more tolerant of diverse
social groups via frequent interactions.

In explaining the reposting patterns, the key independent variables capture
the differences in general socioeconomic status across Chinese cities. Socioeco-
nomic status means the social standing of an individual or group. We retrieve six
indicators of general socioeconomic status from the 2010 Census of China, the
most recent census. The first indicator is %urban that measures the percentage
of urban residents in a city. The level of educational attainment is measured by
%high school graduate and %college graduate. %unemployed measures the per-
centage of unemployed adults in the population that is over 16 years old. Two
separate indicators are used to measure the percentage of house owners, because
rural residents often build a house whereas urban residents often buy or rent
houses.

We collect Weibo authors’ profiling locations as their cities and compare the
indicators of socioeconomic status between the city where a repost was writ-
ten and the city where the original post was sent. Specifically, we construct an
independent variable by subtracting the latter city’s indicators from the former
city’s indicators. For the cases missing the city identifier, we use the provincial
indicators of socioeconomic status as a proxy for the city-level indicators.

The issue of regional prejudice is most salient in cities with a large
migrant population. Therefore, we control for the percentages of migrants in
the exploratory model. The 2010 Census distinguishes between two types of
migrants. Within-province migrants live in a new city but in their home province.
Cross-province migrants have left their home provinces to find a job. The two
types of migrants have similar impacts on the local economy and labor market.
However, due to distinct dialects, living styles, and even looks, cross-province
migrants are more likely to receive higher prejudice from native residents. In
addition, we control the distance between locations of posts and reposts using
three binary variables: same province, neighboring provinces, and non-contiguous
provinces.

We focus on the regional variations at the city level. In general, cross-city dif-
ferences outweigh within-city differences. Moreover, urban residents often travel
across districts in a city, and actual district boundaries are often not clear. Urban
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residents’ perceptions towards migrants are thus more likely to be based on the
migrant population at the city level instead of the district level.

4.3 Multinomial Regression Analysis of the Reposting Patterns

The multinomial regression model has the following functional form:

Pr(yi = k) =
exp(wT

k xi)
exp(wT

0 xi) + exp(wT
1 xi) + exp(wT

2 xi)
(1)

where k = 0, 1, 2. w0, w1, and w2 correspond to the coefficients for the reposting
patterns NR→M (Neg), NR→M (Non-neg), and M→NR (Neg), respectively. To
guarantee that w1 and w2 are identifiable, the constraint w0 = 0 is added to the
model.

Table 4 shows the results of the multinomial regression analysis. Among all
the indicators of general socioeconomic status, only Δ%House Built has a statis-
tically significant effect on the reposting pattern NR→M (Non-neg). The effect
of Δ%House Built, however, is in an unexpected direction: as this independent
variable increases, native residents are less likely to hold a neutral or positive
view of migrants.

With regard to the reposting pattern M→NR (Neg), urbanization level,
education level, and unemployment rate do not have a statistically significant
impact. But in a city with more secure housing, migrants are more likely to
criticize native residents in response to their negative posts about migrants. As
Table 4 shows, both Δ%House Built and Δ%House Bought raise the probability
of M→NR (Neg) in comparison to the probability of NR→M (Neg), and the
effects are statistically significant at the 95 % confidence level.

We find that migrants are empowered by their numbers. With regard to
M→NR (Neg), Δ%Within-Province Migrant and Δ%Cross-Province Migrant
are statistically significant at the 90 % confidence level. In cities with a larger
migrant population, migrant users become more engaged in the debate on Weibo
with local users who complain about migrants. The magnitudes of the coefficients
for the two migrant-related variables are fairly close. It appears that regardless of
their origins, migrants living in the same city form a common identity as opposed
to the native. We also find that resentful reposts toward native residents are most
likely to be sent by Weibo users in a neighboring province.

Table 4 presents the statistical significance of the independent variables which
shows whether the observed effects are systematic or largely by chance. But a
statistically significant effect may be trivial, only accounting for a tiny portion
of the variation in the dependent variable. Thus, it is also necessary to compare
the substantive significance, which refers to whether an observed effect is large
enough to be meaningful. There are multiple metrics for substantive significance,
such as first difference and marginal effect. Figure 4 compares the marginal effects
of each independent variable in the multinomial regression model. Margin effect
is defined as ∂Pr(y=k)

∂xj
. For a multinomial regression, a marginal effect is such

that it is dependent on the combination of the values of all the independent
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Table 4. Multinomial regression analysis of locations and the dynamics of regional
prejudice

NR→M M→NR

(Non-neg) (Neg)

Δ%Urban −0.06 0.05

(0.07) (0.09)

Δ%High School Graduate 0.09 −0.22

(0.10) (0.21)

Δ%College Graduate 0.01 0.04

(0.04) (0.06)

Δ%Unemployed 0.37 −0.53

(0.51) (0.60)

Δ%House Built −0.24* 0.28**

(0.14) (0.13)

Δ%House Bought −0.16 0.20**

(0.12) (0.10)

Δ%Within-Province Migrant −0.17 0.24*

(0.17) (0.13)

Δ%Cross-Province Migrant −0.18 0.20*

(0.14) (0.11)

Same Province (Baseline Category) Neighboring Province −0.06 1.58*

(1.63) (0.88)

Other Province −0.40 0.09

(0.34) (0.27)

Constant −1.82*** −1.79***

(0.08) (0.09)

N 895

Log-Likelihood -641.10

* p < 0.05, ** p < 0.01, *** p < 0.001

variables. Average marginal effect takes the average of the marginal effects at
all the data points. Therefore, we rely on average marginal effect to measure the
overall substantive effect of a variable.

In Fig. 4, the blue lines represent the confidence intervals of the average
marginal effects at the 90 % confidence levels; the vertical red line indicates
a zero average marginal effect. If the confidence interval is broken by the red
line, the corresponding average marginal effect is not statistically significant.
Marginal effect is meaningful only when it is systematic across random samples.
Here we focus on the four average marginal effects (Δ%House Built, Δ%House
Bought, Δ%Within-Province Migrant, and Δ%Cross-Province Migrant) with
regard to the reposting pattern NR→M (Neg). The average marginal effects
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Fig. 4. Average marginal effects of socioeconomic differences on reposting patterns

are approximately the same, with 0.036 for Δ%House Built, 0.027 for Δ%House
Bought, 0.031 for Δ%Within-Province Migrant, and 0.027 for Δ%Cross-Province
Migrant. On average, as the gap in one of these four socioeconomic indicators
increases by one percent, the probability of the reposting pattern NR→M (Neg)
rises by about 3 percent, which is substantial.
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5 Discussion and Conclusion

We are interested in understanding how Weibo users respond to the posts related
to regional prejudice. First, we show the evidence of regional prejudice expressed
in social media. In particular, we focus on the reposts of Weibo posts that contain
a clear tone of regional prejudice – native residents’ complaints about migrants.
These reposts are classified based on the direction (native resident→migrant or
migrant→native resident) and the sentiment (negative or non-negative). First,
we found that homophily is the major mechanism impacting users’ opinion in
the repost network. This finding is only limited to our observation of the repost
network, while cross-group and confrontational communications are more likely
to occur through communication activities such as directly replying [3].

Second, we discovered the frequent patterns of regional prejudice on Weibo:
native residents’ complaints about migrants lead to more negative posts about
migrants from other native residents, and only a few reposts changed the initial
direction by migrants who criticized native residents. Last but not least, we found
the sentiment and direction of posts about migrants are related to socioeconomic
status of the author’s location. Secure socioeconomic environments breed mutual
trust among different social groups. Specifically, in the regions with housing
security and a large migrant population, migrant Weibo users are much more
likely to get engaged in the argument with native residents who hold a negative
view about migrants.

In many cases, regional prejudice is a result from inadequate communication
between native and migrant residents. Regional prejudice is thus likely to be
weakened when both native residents and migrants get engaged in the debate
over the issue of migration. Further studies are needed to understand the factors
that encourage communication across different social groups. Moreover, public
opinion is dynamic and big social events often ignite heated online discussion.
We will continue to explore regional prejudice via Weibo and treat time as an
important factor.
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