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Preface

This volume contains the proceedings of the workshops associated with the 35th

International Conference on Conceptual Modelling (ER 2016) and one paper associated
with the Demonstration Session of ER 2016.

The International Conference on Conceptual Modelling (ER) is the leading inter-
national forum for presenting and discussing research and applications of conceptual
modelling. Topics of interest include foundations of conceptual models, theories of
concepts, ontology-driven conceptual modelling and analysis, methods and tools for
developing, communicating, consolidating, and evolving conceptual models, and
techniques for transforming conceptual models into effective implementations.

Continuing a long tradition, ER 2016 hosted seven workshops that were held in
conjunction with the main ER conference. The workshops served as an intensive
collaborative forum for exchanging innovative ideas about conceptual modelling and
for discovering new frontiers for its use. In addition, a demonstration session was
organized in which participants show-cased their latest tools for conceptual modelling.

After a Call for Workshops proposal, we finally accept seven high-quality work-
shops. Therefore, this volume contains articles from the following seven accepted
workshops:

– AHA 2016 – Conceptual Modelling for Ambient Assistance and Healthy Ageing
– MoBiD 2016 – Modelling and Management of Big Data
– MORE-BI 2016 – Modelling and Reasoning for Business Intelligence
– MReBA 2016 – Conceptual Modelling in Requirements and Business Analysis
– QMMQ 2016 – Quality of Modelling and Modelling of Quality
– SCME 2015 – Conceptual Modelling Education
– WM2SP 2016 – Models and Modelling on Security and Privacy

The volume also includes one of the four presented demonstration papers.
In its 2016 edition, the ER workshop series focused on the use of conceptual

modelling to increase end-user satisfaction by aligning technical systems to the goals of
a given domain. The MoBiD, MReBA, and MORE-BI workshops aimed at improving
our understanding of how better data management, requirements engineering, and
business intelligence lead to better organizational values. Similarly, the AHA workshop
aimed at designing and developing systems that ensure a better quality of life. More
generally, the QMMQ workshop addressed the issue of ensuring the quality of systems
and developing techniques to manage quality aspects. The impact of security and
privacy on conceptual modelling was discussed in the WM2SP workshop. The SCME
symposium examined methods of teaching and educating conceptual modelling to
research and industry communities.

The workshop program of ER 2016 provided a place for participants to discuss,
deliberate, and provoke, with the primary goal of setting an agenda for future research
in the areas of the workshops.



Across all workshop events, 52 papers were submitted from the following 16
countries: Belgium, Brazil, Colombia, Finland, France, Germany, Israel, Japan, New
Zealand, Poland, Russia, Spain, Sweden, The Netherlands, UK, and USA. Following
the rule of the ER workshops, the respective workshop Program Committees carried
out peer reviews and accepted a total number of 19 papers, resulting in an acceptance
rate of 36 %. Furthermore, three of the workshops featured a keynote talk, which
significantly enhanced the perspective and quality of the ER 2016 workshops.

We would like to express our sincere gratitude to all authors and reviewers of the
regular papers and keynotes, to the co-chairs of the individual workshops and other
events, and to the entire ER organization team for an unforgettable event in Gifu. Our
biggest thanks go to Motoshi Saeki, who was always there to help us with any
problems we put forward. Finally, we would like to thank the Springer team for
producing another memorable ER workshop volume.

November 2016 Sebastian Link
Juan C. Trujillo
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Managing and Exploring GPS Trajectories

Baihua Zheng

School of Information Systems, Singapore Management University
Stanford Road 80, Singapore 178902

bhzheng@smu.edu.sg

Abstract. In the era of big data, quantities of data reach almost incomprehen-
sible proportions. As we move forward, we're going to have more and more
huge data collections. The collection of GPS trajectories generated by moving
objects in urban spaces is just one example. What are the research opportunities
and the business values of the big collection of GPS trajectories? The keynote
answers the above question via several projects, including taxi sharing, trajec-
tory compression, map auto-updating, and single GPS point location.

Keywords: GPS trajectories • Map updating • Taxi sharing • Trajectory
compression



A Capability-Driven Development Approach
for Requirements and Business

Process Modeling

Oscar Pastor

Centro de I+D+i en Métodos de Producción de Software –PROS-Universitat
Politècnica de València

Camino de Vera s/n, 46022 València, Spain
opastor@dsic.upv.es

Abstract. Requirements modeling and business process modeling are two
essential activities in the earliest steps of any sound software production process.
A precise conceptual alignment between them is required in order to assess that
requirements are “operationalized” through an adequate set of processes.
Complementary, the trip from requirements to code should benefit from using a
precise model driven development connection, intended to characterize not only
the involved conceptual models, but also their corresponding model transfor-
mations. Selecting the most appropriate conceptual models for specifying the
different system perspective becomes a crucial task. This conceptual modeling-
based solution requires to use a holistic conceptual framework to determine
those modeling elements to be taken into account. Surprisingly, the link with
MDD approaches to provide a rigorous link with the software components of a
final software application has not been analyzed in a clear and convincing way.
Exploring the notion of capability, this keynote will present a capability driven
development approach together with its associated meta-model as the selected
conceptual framework. Additionally, it will be shown how this framework
facilitates the selection of the most appropriate method components in order to
design an effective software process and in order to make feasible a sound MDD
connection.



Grounding for Ontological Architecture Quality:
Metaphysical Choices

Chris Partridge1,2 and Sergio de Cesare1

1 Brunel University London, Uxbridge, UK
{chris.partridge, sergio.decesare}@brunel.ac.uk

2 BORO Solution Ltd., London, UK
partridgec@borogroup.co.uk

Keywords: Information grounding • Gargantuan systems • Ontological
architecture • Foundational ontology • Metaphysical choices • Criterion
of identity • BORO • Intersubjectively reliable criteria of identity •

Space-time maps
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Keynotes



A Capability-Driven Development Approach
for Requirements and Business Process Modeling

Oscar Pastor(✉)

Centro de I+D+i en Métodos de Producción de Software–PROS-Universitat Politècnica
de València, Camino de Vera s/n, 46022 València, Spain

opastor@dsic.upv.es

Abstract. Requirements modeling and business process modeling are two
essential activities in the earliest steps of any sound software production
process. A precise conceptual alignment between them is required in order to
assess that requirements are “operationalized” through an adequate set of
processes. Complementary, the trip from requirements to code should benefit
from using a precise model driven development connection, intended to char‐
acterize not only the involved conceptual models, but also their corresponding
model transformations. Selecting the most appropriate conceptual models for
specifying the different system perspective becomes a crucial task. This
conceptual modeling-based solution requires to use a holistic conceptual frame‐
work to determine those modeling elements to be taken into account. Surpris‐
ingly, the link with MDD approaches to provide a rigorous link with the soft‐
ware components of a final software application has not been analyzed in a
clear and convincing way. Exploring the notion of capability, this keynote will
present a capability driven development approach together with its associated
meta-model as the selected conceptual framework. Additionally, it will be
shown how this framework facilitates the selection of the most appropriate
method components in order to design an effective software process and in
order to make feasible a sound MDD connection.

1 Introduction

Requirements Engineering (RE) is widely accepted to be an essential initial step for any
successful software production process. Requirements must be correctly and precisely
specified, and they have to be properly aligned with the business processes that conform
any enterprise activity. If capturing the desired system functionality and qualities is such
an essential process, to model them adequately becomes a fundamental need. Too often,
the corresponding information is specified in natural language what appears to be clearly
insufficient. Conceptual modeling emerges as the right strategy for sharing a collabo‐
rative perception of requirements, to facilitate analysis, and to transform the designed
conceptual models into architecture design and code.

Additionally, in practical terms requirements activities often fall under the heading
of Business Analysis (BA), the goal being to create a Business Process Model (BPM)
that has to determine and specify the processes of an organization. The design of such
a BPM allows for an explicit consideration of the selected business strategy, providing

© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 3–8, 2016.
DOI: 10.1007/978-3-319-47717-6_1



a basic component for any method intended to operationalize it, always according and
compliant to the system requirements. The resultant BPM must then be conceptually
aligned with those system requirements that justify their existence. This can determine
how a business will make use of technology in order to provide a software product that
improves its operations and meet the business goals.

Being the MReBA workshop a very convenient forum for discussing the interplay
between RE, BPM and conceptual models, this keynote will develop the idea of using
the notion of capability in a conceptual modeling context. The main goal is to discuss
how capability-driven development (CDD) can be effectively used to link RE and BPM
under a unifying methodological perspective.

2 Why a CDD-Based Approach?

The first question to be answered is why selecting a CDD-based approach. Why using
a framework based on the notion of capability? In a business context, the notion of
capability mainly refers to the resources and expertise that an enterprise needs to offer
its functions. As pointed out by Zdravkovic et al. [1], it is a notion that has gained more
and more attention in the last years because it directs business investment focus, it can
be used as a baseline for business planning and it leads directly to service specification
and design. It has been intensively argued that capability-oriented enterprise modeling
can provide an effective and promising solution to face adequately well-known problems
related to how to select the most convenient enterprise architecture, how to link strategy,
context and operation, how to deal with changing business contexts and how to integrate
applications designed for different execution contexts that are part of a common business
process. This has an immediate application over our intention of providing a sound
conceptual modeling framework for modeling requirements and business processes,
using the most convenient method components and connecting with advanced model-
driven development (MDD) practices.

While capabilities have subsequently being used quite extensively in the context of
business architecture, enterprise modeling and enterprise architecture [2], the link with
MDD approaches to provide a rigorous link with the software components of a final
software application has not been analyzed in a clear and convincing way. In this
keynote, we will focus on the link of a CDD-based approach with the methodological
guidance required to design a sound software production process where the RE and BPM
perspectives are adequately included.

This work aims to explore this integration aspect by using an open framework to
model capabilities, assuming that different views require different modeling approaches.
The holistic framework should make possible to incorporate the most accurate techni‐
ques for modeling a particular component. Different conceptual models are needed to
specify a conceptual map to be used for building a global business model where the
relevant different views (i.e., strategy, process, information, organization…) are to be
properly integrated.
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3 The Methodological Approach

We start from the definition of capability used in the FP7 CaaS project [3], as “the ability
and capacity that enables an enterprise to achieve a business goal in a certain operational
context”. A capability meta-model (CMM) determines the main conceptual primitives
that conforms the approach. How to specify the different modeling perspectives that are
present in this CMM becomes the essential decision to instantiate it in a particular
method. Following the CaaS proposal, three main aspects are used to structure the CMM
(see Fig. 1): context, enterprise modelling, reuse and variability, each one requiring a
particular conceptual modeling approach, but without loosing the global, unified point
of view. These three aspects provides an effective conceptual coverage to face the RE -
BPM connection problem that we are exploring. To have an open architecture, it should
be possible to select different modeling proposals to cover those modeling perspectives
that are delimited with the meta-model. In this keynote, the idea is to provide an effective
capability-driven development method where the most accurate pieces for context,
enterprise modeling and reuse and variability could be selected according to the model‐
er’s choices. Based on this CMM, the open architecture assumption will have a precise
methodological support.

Fig. 1. The three main aspects of the capability meta-model

Concretely, we will focus on the enterprise modeling perspective (see Fig. 2), to
select the business process model meta-class. In the scope of the RE/BPM connection
that we are interested in, we use this figure as a starting point to determine how to use
a capability-based design to select the method components to be used in order to model

A Capability-Driven Development Approach 5



the relevant concepts. Assuming that the notion of process is the most relevant in the
Business Process Model context, we will consider that a process is a series of actions
that are performed in order to achieve a particular result, supporting goals and consuming
resources. We will use communicational analysis as the methodological approach to
describe processes. This decision is based on the fact that the concepts included in the
meta-model underlying communicational analysis [4] covers well the ones selected from
the presented capability meta-model. This use of communicational analysis in a CDD
environment is a significant part of the presented work.

Fig. 2. A starting point for capability design in an enterprise modeling scope.

With this objective in mind, this keynote will start by taking the CaaS architecture
as the selected architecture to design a capability-driven development method [4],
Exploring the “open” aspect of the framework from the RE/BPM perspective, it will be
analyzed how to develop the process meta-class component by using communicational
analysis as the selected methodological background. Once this relevant modeling
perspective is covered, we will also emphasize how to determine the goal and resources
connections that the CMM meta-model requires [5], using the methodological guidelines
that are represented in Fig. 2. In connection with the method engineering discipline, the
proposed framework provides an effective solution to design a sound MDD-based soft‐
ware process able to:

• Provide a holistic perspective for the different method components that are required
to go from requirements to code.
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• Materialize a concrete starting point for capability-based design in the scope of RM/
BPM by using as conceptual modeling strategy a communicational analysis-based
approach.

• Connect the selected conceptual models for performing the RM/BPM steps with the
model transformation properties of tools that can generate the final application code,
making true the MDD goal of going from requirements to code following a process
that is as much automated as possible [6, 7].

4 Conclusions

As the MReBA series of workshops precisely states, “in practice, requirements activities
often fall under the heading of Business Analysis (BA), determining how a business can
make use of technology in order to improve its operations, meet targets, and thrive in a
competitive economy”. To make this goal true, it is essential to have a concrete concep‐
tual framework that characterizes the basic conceptual models that are required to
specify a system from its different perspectives.

This keynote shows how the notion of capability can be used as a sound basis to
provide such a framework intended to cover the expressiveness that requirements
modeling and business process modeling requires. Having in mind that both perspectives
must be conceptually aligned in a precise way, a capability meta-model is used to deter‐
mine the basic notions to be covered by the selected conceptual modeling approach.
Using a method engineering-based approach, this meta-model guides the different
modeling components that have to be properly integrated to conform an efficient soft‐
ware product process capable to go from systems requirements and the business process
model that operationalize them, to the final software product that constitutes their repre‐
sentation in practice.

As an example, a method based on communication analysis can be used as the central
RE/BPM modeling strategy, taking advantage of its code generation capacity to design
a powerful MDD-based method, in order to show how the proposed approach, based on
capability driven development, can provide the desired conceptual modeling-based
framework for connecting requirements and business process modeling.
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1 Introduction

Information systems (IS) are getting larger and more complex, becoming ‘gargantuan’.
IS practices have not evolved in step to handle the development and maintenance of
these gargantuan systems, leading to a variety of quality issues. The community recog‐
nises that they need to develop an appropriate organising architecture and are making
significant efforts [1]. Examples include the System Engineering Modeling Language
(SysML), the Reference Model for Open Distributed Processing (RM-ODP) and 4 + 1
Architectural Blueprints [2]. Most of these follow IEEE 1471-2000’s [3] recommenda‐
tion to use view models.

We believe that these efforts are missing a key component – an information grounding
view. In this paper, we firstly describe this view. Then we suggest a way to provide an
architecture for it – foundational ontologies – and a way of assessing them – metaphys‐
ical choices. We illustrate how the metaphysical choices are made and how this can affect
information modelling.

2 Information Grounding

The basic elements of the information grounding view are not new. It can be linked to
the discussion of a ‘Universe of Discourse’ (UoD) found as far back as Boole’s 1854
Laws of Thought [4]. The underlying idea is much older; that given some discourse there
is a collection of things the discourse is about, i.e. its UoD. In the IS community the
terminology was adopted for a different purpose (see e.g. ISO/TR 9007:1987 [5]). In
this, a pre-existing system (discourse) is seen as containing a ‘Universe of Discourse
Description’ (UoDD) which describes the UoD. What this suggests is that the informa‐
tion component of a new, yet-to-be-built, system can be developed by starting with its
UoD and describing this, building the UoDD from the UoD. This suggests an attractive
symmetry with models of a system; where a system model is a description of the system.
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And so the system model contains a description of a description of the UoD – creating
a chain of descriptions.

For our purposes, we will talk about an ‘information grounding’ rather than a
describing relation, where the elements of information in a system are grounded by the
things the information is about (or expressed in the language of truthmakers [6, 7], one
can say by the things that make them true). From this new perspective, the UoD is more
naturally called the ‘information ground’ of the system. This raises questions about
exactly what the UoDD is. Is it the model of the information ground – the information
ground model? Or is it the information in the system – the system information – which
is grounded by the information ground? From a grounding perspective these are
different; in the following sections we clarify this distinction.

There is a literature on the confusions that can arise around information grounding
relations. Korzybski [8] talks of confusing the map with the territory. 20th century
analytic philosophy cautions against use-mention confusion [9]. Lewis Carroll illus‐
trates this in Through the Looking-Glass [10] with Alice’s confusion at the Knight’s
discussion of Haddocks’ Eyes (which uses a chain of information grounding levels). In
these cases, the typical confusion is mistaking one level for its neighbor.

In IS development, it is common to make a similar kind of mistake and talk of a
model at one time as if it modelled the system and another time as if it modelled the
information ground. The RM-ODP architecture appears to do this; the 4 + 1 architecture,
like many software focused approaches, appears to avoid consideration of the informa‐
tion ground almost entirely.

However, the problem goes deeper. Once the system is developed, the relationship
between the information ground, the system (information) and the system (information)
model is a clear case of an information grounding hierarchy. However, during devel‐
opment things are less clear. In the early stages, one works with design artefacts. One
builds the information ground model and uses this to build the system model. But what
legitimises this? The relation between the two cannot be simple grounding; the system
itself grounds the system model and the information ground model is a design artefact
– clearly not the system. The grounding relation is indirect, it is that the system infor‐
mation and the information ground model shared the same information ground, so are
in some way isomorphic. The information grounding view will need to account for this
kind of indirect isomorphic grounding.

There are other refinements that will be needed. For example, it is usual to represent
the information ground outside the system. However, there are many cases where they
overlap. (Davidson [11] makes a similar point about the use-mention distinction.)
Obvious cases are operating systems, where the objects of interest (for examples, files)
are clearly inside the system. Less obvious, but common, cases would be internet orders,
which are processed almost completely online. In these cases, the order is inside the
system. In these cases, the system information does not clearly map into a level in the
information grounding hierarchy. This leads to a requirement for a more intricate
mapping of the information grounding hierarchy onto the design models.
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3 First-Third Person Divergence

The original UoD/UoDD literature and subsequent work assumes a simple grounding
structure, where the UoDD inside the system is a simple model/description of the UoD
(in our terms, that the system information is just an information ground model).
However, the system is often an agent and as such the information content is not a simple
description – so more than simple grounding is at play. We discuss two ways it is less
simple: indexical and epistemic. There are others that need to be catered for, such as the
deontic and doxastic aspects.

In philosophy, particularly philosophy of mind there is much debate about the rela‐
tion between first and third person perspectives [12], and the reducibility of the first to
the third person. One aspect of these are the indexicals typically linked to the first person
(the most prominent being ‘I’, ‘here’ and ‘now’), whose meaning depends upon the
context of the utterance. These indexicals are also studied in philosophy of language,
where Perry [13] made a convincing argument that they are irreducible.

There seems to be a similar phenomenon in information systems. Statements giving
a person’s age are linked to the ‘now’ time of utterance – ‘Boris Johnson is 52 (now)’
is true at the time of writing, but will be false when read in a few years. A typical
information design manoeuvre is to talk about a static date of birth rather than dynamic
age. This merely pushes back the need for the ‘now’ indexical; in order to recover the
age, one needs to calculate the time between the date of birth and now. So it is no surprise
that programming languages cater for this; C#’s DateTime.Now property being an
example. In an analogous way, one may convert a mobile phone’s dynamic ‘here’ loca‐
tion into static coordinates, but one still needs the equivalent of ‘here’ to find one’s
current location.

A business application often has a requirement for designed blindness – a restriction
on its information about its domain. A topical example is name and age blindness in a
curriculum vitae register – to avoid discrimination. We call what the system knows a
‘first person epistemology’ here – it is what the application as agent is designed to know.
In [14] this is called just ‘epistemology’ and the designed blindness ‘epistemic divergence’.

Hopefully the preceding discussion has both clarified what information grounding
is and the kind of attention to detail needed to expose the underlying structure. We have
developed a view that this exemplifies a wider problem of a lack of attention to funda‐
mental meta-ontological issues that become particularly acute in gargantuan systems. It
is a common theme among metaphysicians that metaphysics is unavoidable; that most
positions involve an array of metaphysical assumptions [15, 16]. And that if one does
not make the effort to understand the choices one has made, then it is likely that they
will be uninformed, often ill-formed. This view suggests a way forward.

4 Information Grounding Architectural Framework

The way forward is to use a framework in which these metaphysical issues, including
information grounding, are explicitly addressed. One such framework is a founda‐
tional ontology; where this “defines a range of top-level domain-independent
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ontological categories, which form a general foundation for more elaborated domain-
specific ontologies” [17].

However, the mere adoption of a foundational ontology in itself is insufficient to
ensure the right level of quality. One also needs a framework from within which one
can assess the metaphysical quality; whether and how the issues have been dealt with.

Within philosophy, there is not a consensus on the ‘right’ ontology. But there is a
reasonable consensus on ways a particular ontology can be characterised. One is its
position on ontological topics such as identity or space and time. These are useful head‐
ings under which to understand an individual foundational ontology. There is also a
reasonable consensus on the range of metaphysical choices one can make. These can be
helpful when deciding between foundational ontologies, as they can help to characterise
commonalties and differences.

We have been developing a range of choices for a while. The choices (listed in
Table 1) were first published in [18], and subsequently in [19–21]. They have been
discussed in [22]. Together these texts contain a quite detailed explanation of these
choices, which we will not repeat here. There are undoubtedly refinements and additions
that could (and should) be made to this list, but we have found it a useful starting point.

Table 1. Metaphysical Choices (BORO choices highlighted)

Choice 1 Choice 2 Related Topics

Endurantism Perdurantism Existence. Change.
Eternalism Presentism Existence. Change.
Single Space-Time
Continuum

Separate Space and 
Time Continua

Change.

Modally Extended Modally Flat Modality/Possibility. Counterparts.
First Order 
Universals Only

Higher Order 
Universals

Existence.

Universals –
Metaphysical 
Realism

Universals –
Nominalism

Identity. Can two different 
universals have the same extension?

Particulars –
Extensional Identity

Particulars -
Coincident

Identity. 
Incudes mereology.

Materialism Non-Materialism 
(Abstract)

Existence. 

Branching Time Linear Time Existence. Possibility.

We now provide an example of how to characterise a foundational ontology using
metaphysical choices, using one we are familiar with – the BORO ontology (for an
example of how one could use the choices to compare two ontologies see [23]). It is
useful to understand the external drivers for the choices. One way to frame these is in
terms of concerns, topics and choices – we provide two examples below.

Reproducibility is key to science, one expects different scientists to be able to get
the same results when reproducing experiments. Unfortunately, in the practice of domain
modelling, there is little reproducibility of models, as expert domain modellers often
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have fundamental disagreements. This is a result, in large part, of a lack of criteria of
identity, mechanisms for understanding identity and difference.

A more stringent (and potentially more useful) desideratum is intersubjectively reli‐
able criteria of identity; a mechanism that different people can use to reliably arrive at
and agree upon the same result. This is not a new idea. Quine worried about this relia‐
bility question and this motivated his metaphysical choices. Decock [24] explores this
in some detail. BORO makes similar choices to Quine for similar reasons (BORO’s
choices are highlighted in Table 1). For example, Quine (like BORO) selects materialism
to avoid abstract objects which are notoriously difficult to agree on. Like Quine, BORO
settles on a four-dimensional spatio-temporal extensional criterion of identity. Unlike
Quine (but like Lewis) BORO chooses modally flat possible worlds. Like Quine,
BORO’s types are extensional. So this single concern has motivated most of the choices.

One way to appreciate how the choices shape the foundational ontology is looking
at the tools and techniques they enable. The space-time maps used in BORO analysis
(an example in Table 1) provide a good example. Given that four-dimensional spatio-
temporal extent is a criterion of identity for particulars, then this kind of map of spatio-
temporal extents is a way of characterising their identity (Fig. 1).

Fig. 1. An example of a BORO space-time map

This provides a clear way of visualising the ontological commitment, though one
only available within a foundational ontology that has made these specific choices. Each
object will occupy an area on the map (while objects can overlap no two objects can
occupy the same exact area) – so one can unequivocally count the objects. One can also
visualise mereological relations – overlaps and containments are clearly visible. This is
analogous to the way Venn and Euler diagrams diagrammatically reason [25] over
extensional sets, the way the spatial arrangement captures the identity criteria. Given
BORO’s space-time maps work with similar extensional identity criteria, then they could
also be seen as a form of diagrammatical reasoning (see also Casati and Varzi’s [26]
Chapter 11 for the semantics of maps – though these are only spatial, they share some
extensional characteristics).

5 Summary

We have highlighted the need for an information grounding view in IS architectures
when working with gargantuan systems. We showed how this view reveals intricacies
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central to the structure of the IS development process that are missed by contemporary
efforts. We have proposed foundational ontologies as architectures for the information
grounding approach and shown how metaphysical choices can be used to assess them.

Acknowledgements. The authors would like to thank the UK Engineering and Physical Sciences
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“Health, demographic change and wellbeing” is not only a designated “Grand Chal-
lenge” of the European Union but an upcoming challenge of the entire world.
Endeavors are made in various directions to meet that challenge, amongst which the
fields of “Active and Assisted Living (AAL)” and “Healthy Ageing (HA)” are rather
prominent.

The design of innovative and beneficial IT solutions in these domains recommends
“thinking out of the box”, i.e. looking beyond current ways of living in the older age.
For innovation to work, it is also important to get various stakeholders of future
assistance systems involved in time, i.e. to offer them comprehensible representations
of possible solutions that enable them to express their concerns and demands. There-
fore, the realization of advanced systems to support “Active and Assisted Living
(AAL)” and “Healthy Ageing (HA)” recommends powerful abstractions, or, in other
words, the design and use of conceptual models.

Although most projects dealing with AAL and HA use models in some way, only
few systematic approaches to modeling methods for these fields have been reported so
far. Therefore, the workshop “Conceptual Modeling for Ambient Assistance and
Healthy Ageing” was designed and firstly held at ER2015 to reveal the existing and
potential contributions, which can be made by the modeling community to AAL and
HA. A particular emphasis was on Conceptual Modeling within the context of
designing and developing systems for assisting humans in their everyday live and in
healthy ageing. A discussion at the end of the 2015 AHA instance came to the clear
conviction of all participants that this had been a successful begin and should be
continued in the next years as the model focused view of AHA will become increasing
importance.



Questions to be discussed at AHA2016 were, among others, which modeling
method might be useful for which purpose, how the requirements of the end users
could be met by using (conceptual) modeling techniques, and how to relate modeling
tools to common standards in the fields of Ambient Assistance, Ambient Assisted
Living and Healthy Ageing.

All submitted papers have been peer reviewed by members of the program com-
mittee. This chapter contains those papers, which have been accepted by the program
committee, and carefully revised following the reviewers’ comments.

The paper “A Model-Driven Engineering Approach for the Well-Being of Ageing
People” by Amanuel Koshima, Vincent Englebert, Moussa Amani, Abdelmounaim
Debieche and Amanuel Wakjira presents a model-driven framework for handling
high-level specifications of AAL concerns like being notified of events (e.g., a ringing
phone) or receiving adequate assistance (e.g., after a fall). The framework focuses on
the following aspects to be modeled explicitly: (1) agent’s goals that formally capture
users’ concerns, (2) abstract solutions, and (3) concrete solutions in terms of APIs or
various combination of APIs.

Bernhard Thalheim and Hannu Jaakkola address in their paper “The Cultural
Background and Support for Smart Web Information Systems” the challenge of
designing and implementing web information systems that are ‘smart’ in the sense that
they adapt to the user’s ‘culture’ independently on her/his age, abilities, habits and
environments. The authors propose a generic approach based on stereotypes reflecting
cultures.

We thank all authors for submitting to AHA2016 as well as the members of our
renowned program committee for their careful and intensive collaboration.
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Abstract. Ambient Assisted Living has been widely perceived as a
viable solution to mitigate the astronomical increase in the cost of health
care. In the context of our Geras Project, we propose a Model-Driven
Engineering framework for handling high-level specifications that cap-
ture the concerns of elderly people still living at home. These concerns
are related to concrete living issues, like being notified of a ringing phone
for a deaf people, or receiving adequate assistance after a fall. The frame-
work explicitly models three aspects: agent’s goals, formally capturing
users’ concerns; abstract solutions, defining a canvas for answering the
goal; and concrete solutions in terms of APIs or various combination of
APIs, for their operationalisation. We illustrate the usage of our frame-
work on two simple scenarios.

Keywords: Ambient assisting ageing people · Smart home · Model-
driven engineering · Goal elicitation · Software factory

1 Introduction

According to the World Health Organization report on ageing and health [12], the
life expectancy of people has improved and most people can expect to live into
their 60s and beyond. The increase in life expectancy augmented with low fer-
tility rates result in an uneven demographic composition in developed countries
[9,15]. For instance, the ages of 30 % of the European population are expected
to be 65 years or above in 2050 [8]. Ageing people are more susceptible to frailty,
chronic diseases, and increased multimorbidity, higher hospitalization rates and
prevalence of health risk [9]. The demographic change and inadequate number of
health care professionals will make the future costs of an ageing society unsus-
tainable in terms of health care and social services [15]. Ambient Assisted Living
(AAL) has been widely perceived as a viable solution to mitigate the astronomi-
cal increase in the cost of health care. Besides, it provides a new model of positive
ageing that empowers older adults to maintain independence, functionality, well-
being and higher quality of life in their residence [9].
c© Springer International Publishing AG 2016
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AAL is a residential setting equipped with embedded technologies (sensors,
actuators, cameras, and similar electronic devices) so as to support elderly peo-
ple in their daily life by monitoring themselves and their environments [15]. This
potential of smart home attracts industries and academia to provide different
smart home based solutions for elderly citizens. However, the interoperability of
different smart home solutions is far-fetched due to the fact that they address
a limited set of requirements and problems, and they are usually developed in
isolation and target different architectures and operating systems [13]. Model
Driven Engineering (MDE) approach is proven to address interoperability prob-
lems among heterogeneous software systems [6].

In the context of our project Geras, we present in this paper a theoretical
framework for handling high-level specifications aimed at capturing the concerns
of elderly people living at home, and assisting them by deploying concrete solu-
tions tailored to their home equipment, taking into account possibly conflicting
concerns of residents.

The rest of the paper is organized as follows: Sect. 2 presents the Geras Frame-
work. In Sect. 3, we demonstrate the running example to motivate our work.
Section 4 discuses related work, and Sect. 5 presents conclusion and future work.

2 Geras Framework

The Geras framework aims to be a software factory to assemble and gener-
ate concrete smart home solutions from high-level abstract specifications. Geras
adopts a Model Driven Engineering (MDE) approach.

MDE is a software engineering methodology that is adopted to deal with an
ever increasing complexity of software solutions. MDE raises the level of abstrac-
tions of software development from technological details (i.e., source codes and
underlying platforms) to the problem domain. In MDE, models are the principal
artifacts that give full descriptions of software systems and are used for analysis,
simulation, and source code generation of a software system [11]. Domain con-
cepts are defined using well-suited Domain Specific Modeling Languages (DSML)
at acceptable levels of abstraction [11].

MDE applies separation of concern principles that reduces complexity,
improves reusability, and ensures simpler evolution of modeling languages [11]. It
separates the domain knowledge from the underlying implementation details, as
a result, the business domain and the underlying smart home technologies could
evolve separately. These benefits of the MDE approach motivates the adoption
of MDE in the Geras framework.

The Geras framework uses DSML tool-chains to generate IoT-based smart
home solutions. Figure 1 demonstrates the general architecture of the Geras
framework. Although our concepts could be spread on several modeling lev-
els (i.e. Agent and AgentType in Fig. 2), we decided to present them at the
same level (M2) for sake of simplicity. A generic goal represents a high level user
concern (e.g. listening phone calls or having a quiet environment). Each goal
may be associated with related abstract solutions. An abstract solution (AS) is



An MDE Approach for the Well-Being of Ageing People 23

Fig. 1. General architecture of the Geras framework

akin to the concept of a patent, and does not provide much details about its
implementation. The user profiles (e.g. environment, constraints, etc.) are used
to tune the software generation process at design time. Besides, contextual infor-
mation can also be used at runtime to equip the framework with context-aware
capabilities.

In Geras, the mapping between a goal and an AS is performed in two steps.
The AS is firstly described using a feature model that captures the variability
of different product configurations (the technical solutions) [1]. Afterwards, the
goal is mapped to the feature model. One goal can be achieved by one or more
features of the solution. Apel et al. define a feature as “a characteristic or end-
user-visible behavior of a software system” [1]. Of course, users do not usually live
in isolation, therefore, the Geras framework should support social goal modeling
as well.

One of the main challenge in social goal modeling is to detect conflicting
goals automatically. In order to detect conflicts, we merge the feature selec-
tion of each user into one consolidated model. Afterwards, we use the feature
configurator to validate whether this is consistent or not, for instance, two goals
mapped to features that belong to a same parent and have an alternative (XOR)
relationship denote a conflict. This case can be illustrated with an example: a
husband who is deaf wants to listen a phone call, and this goal is mapped to
a high-volume feature in the feature model. On the other hand, his wife who
has a depressive character and wants to have a quiet environment. The quiet
environment goal is mapped to a low-volume feature. In the merged model,
both the high-volume and the low-volume features are selected, although they
have an XOR relationship in the feature model. Hence, the configurator auto-
matically detects this conflict.

The software factory is guided by a DSML that allows us to model both
the “problem” and the “technical” spaces. Figure 2 depicts the problem space
meta-model. Meta-models are defined with an Extented Entity Relationship
notation [7]. This meta-model specifies the knowledge about which kinds of
solutions, (AbstractSolution AS), are available to address certain kinds of goals
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(GenericGoal GG). An AS represents an idea about a possible solution that
solves problems encountered by users, where each user (Agent) may play a role
(Performance) depending on his nature (AgentType). An agent is described with
a set of AgentTypes and valued properties related to his/her types. An AS may
contribute to a GenericGoal either positively or negatively (e.g. a solution that
increases the volume of a TV may alter the goal quiet environment). The con-
dition of a performance denotes a statement on the agent, e.g. not deaf where
deaf would be a property.

Fig. 2. Metamodel of the problem space

The technical space meta-model (see Fig. 3) describes the available solutions
(considered here as a shelf of reusable technological assets — COTS). A Solu-
tion is considered as a prototypical assembly of services (Service), software com-
ponents (Soft Component), or hardware (Equipment). The role of each one is
defined as well as its possible occurrences (min-max ) by the usage relationship.
The equipment can be arbitrarily complex and have IO devices. IO Devices,
software components and services can have provided/required API. API can be
defined by an implementation or be defined in an ontological way, independently
from any provider’s constraint. If an API subsumes another one, then a wrapper
can be defined with a set of matching rules. A solution can denote a very sim-
ple assembly (a plug and its wireless switch) as well as more complex solutions
based on sensors, actuators, hubs, computers, software and cloud applications. A
solution can be defined as a composite of other solutions, where the assembling
mechanism is defined with a set of composition rules. A solution can be deployed
and customized for a set of agents identified by their role. This information can
be used to ensure that the safety preconditions are met.

These both meta-models are two facets of a global meta-model where the
solution concept is the hinge. This meta-model does not intend to be exhaus-
tive but rather to be a transversal backbone among several concerns and offers



An MDE Approach for the Well-Being of Ageing People 25

Fig. 3. Metamodel of the technical space

alignment to other modeling languages such as goal modeling languages (GRL
http://www.cs.toronto.edu/km/GRL, I� http://www.cs.toronto.edu/km/istar,
KAOS http://www.objectiver.com/index.php?id=25), architecture description
languages, other DSL for IoT for instance (ThingML1), or other languages
(SySML2). The DSML has been defined with three specific goals in mind: design-
ing user-centred AAL solutions by tuning or assembling existing solutions (i) at
the lowest cost (ii) and with a good ROI (iii) in order to have a viable business
model.

3 Running Example

We demonstrate the Geras framework with the following use case: Albert, 70,
and his wife Beth, 68, are a fictitious couple that lives in the country side of
Belgium. Both are capable of using a smart home solution. Albert is deaf and can
only hear sounds in a limited spectrum. Hence, he needs a smart home solution
that assists him to be notified when his phone rings. Beth has muscular problems
and needs to be assisted whenever she falls. This use case is captured in Fig. 4: it
proposes a concrete instance of the previous meta-models (Figs. 2 and 3). Albert
is an instance of the Agent with Deaf Person as AgentType: a deaf person is
characterized by the fact that they only hear a portion of the sound spectrum.
Agents’ properties detail their characteristics according to the property types
declared for their agent type. For example, Albert’s property able is set to
true, indicating his ability to assist other persons (moving and calling) in their
1 http://thingml.org/.
2 http://sysml.org/.

http://www.cs.toronto.edu/km/GRL
http://www.cs.toronto.edu/km/istar
http://www.objectiver.com/index.php?id=25
http://thingml.org/
http://sysml.org/
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daily life; and property spectrum is set to 600-3000Hz, indicating, for a deaf
person, which sound spectrum they can hear.

One of the goal of a deaf person, as an agent type, is to be notified of phone
calls when they occur: increase volume could be a potential abstract solution
to achieve this goal, which can be operationalized into the concrete solutions
shown in Fig. 4 (red icons). In the POPUP4Win solution, Popup and Monitor are
software components that are deployed resp. on PC and Raspberry Pi. The
Popup software component provides a technical API that lets its environment
notify Albert when the phone is ringing, whereas the Monitor software compo-
nent relies on a business API to notify other components when a call is detected.
When the required and provided API do not match, the framework may deliver a
wrapper to adapt the APIs. Other elements’ explanation is omitted here for the
sake of brevity, but they follow the same principles. When a solution is selected
for deployment (Deployed solution), it can be customized to meet the users’
constraints. The concretisation parameters of this deployment can then be
used by the factory to automatise the process.

Fig. 4. Use case (Color figure online)
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4 Related Work

The main challenge of IoT-based smart home solutions is an efficient manage-
ment of interconnected resource-constrained (i.e., low power, small size) devices.
The IoT reference architecture [2] eases the development of interoperable IoT
applications by providing a common structure and guidelines for dealing with
core aspects of developing, using and analyzing IoT systems. In [14], Pramu-
dianto et al. develop the IoTLink toolkit by adopting an MDE approach and
the IoT reference architecture. The MDE approach is used to ensure portability,
interoperability and reusability of applications through separation of concerns
[3]. The IoTLink is not a context-aware system. The context awareness capabil-
ity is crucial for a smart home solution in order to leverage information about
the end users and improves the quality of their interaction [16]. In [5], Fleurey
et al. use a model-driven approach to develop adaptive firmwares. However, their
work does not fully support the contextual information presented in [4].

The aforementioned work focus on using the MDE approach to ensure inter-
operability, but they provide little support for modeling the underlying motiva-
tion of the user in terms of stakeholder concerns and the high-level goals that
address these concerns. Massacci et al. present a goal-oriented access control
model for ambient assisted living [10], but their work has a limited scope and
it does not use goal modeling techniques to generate and refine smart home
solutions. In [15], Rafferty et al. adopt the goal oriented modeling approach to
develop a smart home. However, the authors do not apply the MDE approach in
their work that could ensure interoperability among heterogeneous smart home
applications.

5 Conclusion and Future Work

AAL appears to become a widely adopted solution to mitigate the increasing
costs of health care for elderly people. In this context, we propose a new frame-
work that aims at (i) capturing high-level concerns through abstract goals peo-
ple living in their smart home encounter in their daily life; (ii) associating these
concerns to abstract solutions that describe a way to overcome these concerns;
and (iii) operationalizing these solutions according to the equipment the smart
home possess. We proposed a conceptual meta-model capturing all aspects of our
framework, and demonstrated its use through two illustrating examples coming
from real-life situations.

We are currently focusing on two aspects. The first one targets interoper-
ability between the many devices a smart home can contain. In order for our
concrete solutions to work, independently of the APIs, protocols, manufactur-
ers or concrete capabilities the devices in the smart home present, we plan
to design a DSML targeting the centralized inter-communication of devices,
based on business rules that implement the requirements expressed by abstract
solutions.

At a earlier stage in our framework, the second aspect targets the capture of
high-level concerns through the elicitation of the residents’ concerns expressed
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as goals. This crucial step requires an explicit modeling of the user profiles,
the many contexts of an abstract solution, spanning from the devices’ network
to a lightweight description of the home’s environment. In turn, this explicit
representation should allow to analyze adequately the compliance of the pro-
posed abstract solutions, and the potential conflicts that will inevitably occur
throughout the use of our framework.
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Abstract. Applications and technical solutions change very quickly.
Societies change also change to certain extent. Users do not change in
the same manner. They want to use systems in a way they are used to.
So a systems should be smart in the sense that users may stay within
their habits, their way of working, their ways of accessing systems, and
their circumstances. We introduce a culture-based approach to smart
systems. Such smart systems may adapt to the current user indepen-
dently on her/his age, abilities, habits, environments, and collaborators
of them.

Keywords: Smart web information systems · Information system
development · Culture based approach

1 The HOME Approach to Systems

1.1 The Janus Head for Web Information System Development

Classical software engineering starts with a holistic approach to systems and
users of such systems. A web information system represents three facets in a
holistic manner: humans, tasks and information/communication systems. The
system supports the user according to the tasks the users has to resolve. There-
fore, software development approaches derive requirements to systems from the
task portfolio of users. Next, the system specification is developed. The spec-
ification can be based on some system architecture, e.g. on a separation into
the application interface, a technical system, and the technical infrastructure in
the QuASAR framework. The system should reflect all needs of the user. Com-
puter engineering thus assumed that users must become knowledgeable with the
system and must learn how a system behaves.

In reality there are however different requirements from different users, dif-
ferent approaches to task fulfillment, different technical environments, and dif-
ferent collaboration approaches for user communities [35]. With the advent of
c© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 30–45, 2016.
DOI: 10.1007/978-3-319-47717-6 4



The Cultural Background and Support for Smart Web Information Systems 31

web applications and web information systems it became apparent that the clas-
sical approach does not work. We have to separate two different viewpoints and
support these viewpoints in a different form during system development.

The social viewpoint reflects the environment of the user with
– the life cases (i.e. real life application cases) that are important for the
user,
– the tasks that must be solved by the user in order to overcome problems
of their daily life,
– the context of the user, e.g., cultural, language, and
– the collaboration with other users within a community of practice or
society depending on the organisational structure, the user information
space, and the user features.

The technical viewpoint is based on systems with a reflection of the applica-
tion logic and the needs of the user. Such systems may consist of

– a database system with the database and the database management
system,
– an ensemble of logical procedures that might be of use for the system
deployment, and
– supporting facilities such as analysis machines or data warehouses.

The mediating connector connects the two viewpoints based on views and
with functions that allow a user to act with the system.

Con-
text User

Life Case Task

Service Information

Feature

Service interface
Content Data-

base

ProcedureFunction

Fig. 1. Service architectures for web information systems

Figure 1 displays the ‘Janus’ head of socio-technical systems based on service
interfaces. The user world is driven by life cases, tasks and context. The infor-
mation system world is composed of a database system, on views defined on top
of the database, on procedures which are supported by the database manage-
ment system, and on functions which support the user work. A web information
system is a specific information system that additionally supports users by web
technology. Its flow of work can be represented by stories which are combined
into a story space on the based of a storyboard language [4]. The service interface
is the mediating connector that allows the user to satisfy his/her information and
activity demand. This demand depends on the support needed, e.g. for workplace
and workspace requested, for data consumed or produced by the user, and for
the environment and context of the user. The user is characterised by a profile,
e.g. the work profile, the education profile, and the personality profile.
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1.2 Towards Smart Systems Supporting Users with Their Life
Cases

Smart systems support different people in their way of system usage within their
contexts. They can make intelligent response to different kinds of needs, includ-
ing daily livelihood, environmental protection, public safety and city services,
industrial and commercial activities.

Modern information systems must support a large variety of users that have
different educational, work and personality profiles. These users perform tasks
in dependence on their life cases, their habits and abilities, and their flow of
work. Classical systems cannot meet such requirements due to the large variety
of flows of work, of viewpoints on data, and of collaborations among users. It
would require thousands of different variants of a system. It is thus infeasible to
develop them.

Users typically have their own background and history, their own experiences
and system usage approaches, their specific environment, their specific daily life
requirement at work and at home, and their specific system understanding. I.e.
users have their own culture of system usage. The half-life time of systems is
far shorter than the abilities of users to adapt their behaviour to systems. So,
systems must become freely customisable to any user, any age, any behaviour,
and any specific life circumstance.

We thus derive a super-requirement: adaptable [5] and easy to use systems
without any additional learning effort. Website development approaches used to
call such systems ‘grandmother-proof’ [29] or with ease of use: usable without
additional training, simple operating, obvious operating, simple for everybody,
straightforward, within expectation, with context-sensitive help, with adaptable
selection of wording, and with simple dialogues. Additionally, smart systems
must be of high utility, i.e. simple to remember, error robust, reliable, of high
quality. The HOME acronym combines the four quality characteristics of sys-
tems: H igh quality content, O ften updated, M inimal effort (, e.g. download and
processing time and space), and Ease of use.

Such systems must be supporting any user within his/her life cases and tasks.
At the same time, the system should meet the expectations of the user, should
stay within their normal habits, should also be robust against any specific treat-
ment of tasks, and might be adaptable to the current accomplishment of the
task.

Applications are becoming smart if they are S imple in any step of usage
that any user might request, are M otivational for any user independently on the
way of working of the given user, are Attainable for the goals the user has in
mind, tend to be Rewarding since they seem to be worthwhile, right time, match
efforts and needs, and are T ime-efficient within the limits and expectations of
users.

Ambient assistance and healthy aging systems are a specific kind of smart
systems. People want to stay within their habits, within the way of working,
within their traditions, and within their traditional life cases, i.e. within their
daily culture. Moreover, they do not want to pay a lot of attention to the way
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how systems work beside those they are used to. So, active and assisted living
requires highly adaptive systems.

1.3 Adaptation of Dynamic or Generic Systems

Classical static systems cannot be smart whenever users are different. Dynamic
systems [26] react to changes in its environment in a quick and flexible way.
They support process agility on the basis of product and service variability
and ensure business IT alignment. They are called process-aware information
systems (PAIS) since they might change the flow of action in dependence on some
parameters. The variability is based on parameters that are used for selection of
the most appropriate flow of action and provision of data. It turns however out
that the parameter instantiation results in a combinatorial explosion of variants
that might be selected. Moreover, such systems cannot yet support users in their
manifold.

Generic systems and generic functionality [2] might be a better solution. An
application can often be described in a general form. Handicraft education is
based on this approach. Craftsmen learn the general approaches and adaptation
of them to specific situations. We are not yet able to develop generic systems. We
might however specify specific systems for specific applications. These systems
may be then adapted to become specialised to the user. Such systems have
already be developed for advanced applications such as disaster management
[38,39].

We might try to build generic or dynamic systems on the logical or physi-
cal level. It turns out however that this becomes infeasible due to the variety
in applications, the velocity of changes, the variations we would need, and the
different viewpoints. So, a better way is to model this adaptability at the concep-
tual level. We thus need a general conceptual model of such systems which can
be adapted to users. If we know main general behavioural pattern of users and
some context then we can adapt systems on a basis of a conceptual generic model
with some adaptation model. The adaptation model is a governing strategic and
tactical model.

1.4 The Paper

This paper investigates one way of constructing smart web information systems.
These systems adapt to the culture of the user. We delineate the technological
support for such systems. The social space of users remains to be untouched. The
technical space provides adaptability. The mediator can become thus generic.

2 Cultures of System Users Matter

2.1 National and Regional Cultures of Users

G. Hofstede [7,8] defines culture as “a collective phenomenon, which is shared
with people who live or lived within the same social environment, which is where
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it was learned; culture consists of the unwritten rules of the social game; it is
the collective programming of the mind that separates the member of one group
or category of people from others.” Culture has different facets: National cul-
ture (language, educational tradition, religion, beliefs, attitudes, and social con-
text), regional cultures (as a specialisation of national cultures), organisational
(work) culture within an organisation, professional culture based on education
and adopted practices, and project culture or team culture. Hofstede and his fol-
lowers [27,28,36] characterise users based on parameters such as power distance
(PDI), individualism/collectivism (IDV), masculinity/femininity (MAS), uncer-
tainty avoidance (UIA), Long-term/short term orientation (LTO), and indul-
gence/restraint (IVR).

R. Lewis [16,17] recognises three basic stereotypes of cultures. Linear-active
culture is task-oriented and value is given to technical competence and facts.
They are cool, factual and decisive planners. Multi-active culture is extrovert
and human force is seen as an inspirational factor. They are warm, emotional,
loquacious and impulsive. Reactive culture is people-oriented and dominated by
knowledge, patience and silent control. They are courteous, amiable, accommo-
dating, compromisers and good listeners.

It seems to be infeasible to support all possible cultures for any user indepen-
dently on the application. Instead of providing a sophisticated, fully flexible and
completely adaptable system we base our approach on generic systems [2,38]
and develop a generalisation of cultural varieties and manifold.

2.2 Cultural Varieties and Their Way of System Usage

In this paper we concentrate on the cultural background of users and show how
users can be supported based on their culture. The user support for assistance
systems should incorporate these findings. Users prefer systems that behave in
a similar way as humans supporting them. With the advent of Web 2.0 (or more
challenging Web x.y) they request additional features according to their cir-
cumstances such as smart infrastructures, smart collaboration with other users,
smart governance, smart mobility, smart economy, smart lifestyle, smart technol-
ogy adaptation, smart service integration, and smart feedback response. There-
fore, our approach should be considered as a step towards smart web information
systems.

Lewis has collected the common traits of the three basic categories [16] (pp.
33–34). These categories result in different behavioural pattern. Table 1 sum-
marises the findings in [12].

It is not surprising that each of the stereotypes must be supported in a
different way. For instance, linear-active people prefer a well-structured website
that follows a linear activity pattern, that provides activity-oriented data on
place and continuously, that has high-quality content on hand, and that has the
right feedback also in cases of failures and errors. In a similar form we may derive
user data structures and functionality of web information systems in dependence
on the Hofstede stereotypes.
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Table 1. Characteristics of cultural stereotypes according to Lewis’ model, applied in
WIS context

Linear-active Multi-active Reactive

introvert extrovert introvert

patient impatient patient

plans ahead plans grand outline looks at general principles

does one thing at a
time

does several things at once reacts

punctual not punctual punctual

compartmentalises
activities

one activity influences another sees the whole picture

sticks to plans changes plans makes slight changes

sticks to facts juggles facts statements are promises

gets information from
official sources

prefers oral information information from official
and oral sources

follows correct
procedures

pulls strings networks

completes action
changes

completes human transactions react to partners

likes fixed agendas interrelates everything thoughtful

uses memos rarely writes memos plans slowly

dislikes losing face has ready excuses must not lose face

2.3 Cultural Stereotypes for Dynamic or Generic Systems

Cultural stereotypes help to understand common patterns typical to national
cultures. National culture is the basement of the personality and explains a lot
of the behavioural pattern of an individual. Each kind of culture brings in its
specific stereotype1. Since culture is a complex phenomenon and culture may be
overlayed by other cultures whenever a user changes its environment it seems
that the development of a general pattern is infeasible. In the past, workflow
and other systems have been enhanced by dynamic approaches.

The cultural variety of successful national websites has been analysed for
checkout procedures in [12]. We discovered that the variety is large and cannot
be supported by a singleton story although these procedures seem to follow
a common general confirm-pay story. It is not surprising that webshop users
prefer their culture-specific systems and thus webshops are adapted to the local

1 Stereotypes should satisfy at least five properties: (1) they must be accurate; (2)
the quality of the stereotype allows it to be used consciously; (3) they should be
descriptive, not evaluative; (4) they should be flexible so that they can be modified
from time to time; (5) they can be used as a first “best guess”.
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cultures. We will now combine our approaches [9,11–13] to a general framework
for smart web information systems.

2.4 User Stereotypes

Stereotypes of users can be combined into personae [22,30]. A personae is char-
acterised by an expressive name characterising the stereotype, by culture, by
nationality, by organisations or teams, by a bundle of projects the person might
be engaged in, by a profession, by intents, by typical technical equipment, by
behaviour pattern, by skills and profile, by disabilities, and by specific proper-
ties such as hobbies and habits. A personae is set into a task, personal, envi-
ronmental, social, temporal, regional etc. context. A personae is stereotype that
describes a typical individual, the context, the portfolio, and the profile. This
description can be extended by an identity with name, pictures, etc., by per-
sonal characteristics such as age, gender, location, and socio-economic status,
by a characterisation of reaction to possible users error, by specific observed
behaviour including skill sets, behavioural pattern, expertise and background,
and by specific relationships, requirements, and expectations. A typical stereo-
type is the German Jack-of-all-trades that represents a specific kind of a business
man in Germany.

User models can be developed based on three specific profiles: education,
work and personality profiles [11]. A portfolio of a user combines responsibilities
and a collection of tasks assigned to or intended by a user and for which s/he
has the authority and control, and a description of involvement within the task
solution [31].

A user stereotype thus is given by three dimensions: (1) personae, (2) user
model, and (3) user portfolio.

3 Support for Cultures

3.1 The Six Dimensions of Web Information Systems

It seems that the specification of web information systems is an overly difficult
task. We may however separate the following six different concerns [12]:
Intention: The intention aspect is a very general one, centered around a mission

statement for the system. The primary question is: what is the purpose of
the system? Which users will use the system? Which skills and capabilities
can be expected? What kind of support is needed? Users typically have their
own specific behavior.

Usage and the resulting story space: Once some clarity with respect to
the intentions of the web-based system has been obtained, the question arises
of how the system will be used and by whom? As web-based systems are
open systems, it is important to anticipate the behaviour of the users. We
model usage through storyboards that allow the specification of the stories
that users might use with the web information system. The story space is the
combination of all the stories supported.
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Content: The content aspect concerns the question: Which information should
be provided to which user at which stage of the work? It is coupled with the
problem of designing an adequate database. However, the organization of the
data presented to the user via a website is significantly different from the
organization of data in a database.

Functionality: The functionality aspect is coupled with the question of whether
the site should be passive or active. A passive site only allows a user to
navigate through the pages without any action or to search for corresponding
content. It can be combined with guidance and help support. In an active site,
input is also required from the user. Specific functions allow the processing of
user input and the provision of features such as searching, printing, marking,
and extraction.

Context: The context aspect deals with the context of the web information
system with respect to society, time, expected users, the history of utilisa-
tion, and the paths of these users through the system. One major element
of the context is culture in all its peculiarities, e.g. national and regional,
organisational, website provider, and work environment cultures.

Presentation: The presentation aspect concerns the final realisation in web
pages. The presentation can be separated into layout and playout. It follows
principles of screenography [21] and is based on principles of visuality such
as visual communication, visual cognition and visual design [34]. Design also
depends on the support of technical end-devices such as computer screens,
television, cell phones, etc., and the set layout preferences.

User and intention

Usage and story space

Functionality

Presentation

Content

Context

Web
information

system

Goal, application area,
user profile and portfolio,

personal culture,
information demand

Stories,
tasks,

choices of task flow

Interfaces
depending on the environment

Data,
objects,

knowledge

Navigation,
search,

guidance and help,
work

Culture,
infrastructure,
organisation,
system context

Fig. 2. The six concerns for web information system and the conceptual facilities

The concerns can directly be represented by separate conceptual structures.
For instance, the intention dimension can be specified on the basis of life cases
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[32] and solutions to them. It is typically combined with a user model that has a
profile describing the user properties and with a portfolio of tasks that the user
has to complete. Users can be stereotyped. The stereotype must then reflect the
specific personal culture of a group of users. Figure 2 displays the concerns with
their specific elements.

The adaptation possibilities discussed in [28] are: (1) information density,
(2) navigation, (3) accessibility of functions, (4) guidance, (5) structure, (6)
colourfulness, (7) saturation, and (8) support. Information density is a special
property of content; functionality must reflect (2), (3) (4), and (8); presentation
also considers (5), (6), and (7).

Our separation into six concerns goes beyond these adaptation facilities.
Depending on the given culture and on the given application, we can develop spe-
cific stereotypes that appropriately support the user and can be refined depend-
ing on the chosen system environment. The following section develops these
stereotypes.

3.2 Stereotypes as Generic Models

We concentrate on smart web information systems in this paper. In order to
be smart, a system must be adaptable to its users and the context of its users.
Therefore, we may assume that the context and users and their intention govern
the other four dimensions. In the case of context, we restrict our consideration
to the cultural context. The infrastructure, organisation and the systems are left
to an extended version of this paper. We also assume that users and culture
are given in a general form by stereotypes. These stereotypes can be refined to
pattern at the conceptual level and to templates at the logical level [1]. Therefore,
we may consider stereotypes as the linchpin for specification of generic stories in
the story space, for generic workflows for functionality, for generic content, and
for generic presentation.

Stereotypes can be understood as general solutions to a problem. Pattern
and templates are refinements. This refinement approach is known under differ-
ent notions: inverse modelling [18] with parameter instantiation, calibration and
optimisation of the model; generic models represent a parameter-based class of
more specific models [2,38]; represent a class of workflows with the same flow
of action in the same application area. model-driven architectures and universal
applications [33] use some kind of top-down technique for refinement of models;
universal applications [24] use generators for derivation of the specific applica-
tion; concept spaces [1] use generic elements or concepts for construction; data
mining and analysis starts with suppositions which model class might reflect
the current situation; pattern-based reasoning [1] uses generalised solutions for
a class of problems and adaptation resp. refinement methods; inductive learning
[40] starts with a supposition that a certain kind of explanation can be used;
patient modelling [15] starts with a very general model of combinations of sick-
nesses and adapts the patient-specific, individualised model in accordance to the
observations and data.
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In this paper we restrain from details of refinement (specialisation, adap-
tation, calibration, contextualisation, instantiation, reorganisation, augmenta-
tion/distorcion, amplification, and idealisation) for the triad stereotype-pattern-
template. We illustrate the path and the basics of stereotypes for the four con-
cerns of web information systems starting with contexts and users and the cor-
responding refinement in dependence on the culture stereotype.

3.3 Deploying the Culture Stereotypes for Story Space
Development

Storyboarding has been developed for website development. Stories of groups of
users with similar behavioural stereotypes (called actors) are combined in a story
space. A story has its structure and an adherence and cohesion among scenes
in a story, i.e. scene collections that are more dependent on each other than
all others. For instance, we observe in electronic commerce: (1) advertise and
quote; (2) request and response; (3) select and collect; (4) bargain and contract;
(5) requisition and order; (6) deliver and invoice; (7) pay or return. A mini-story
[6,37] typically captures a small, self-contained, tightly connected set of scenes
similar to a movie clip.

As in daily life, these mini-stories follow general stereotypes that follow the
same kind of behaviour. It turns out [12,23] that mini-stories can be parame-
terised on the basis of the W*H framework [3]. Typical parameters are: where-
fore, whereof, wherewith, worthiness, why, whereto, for when, for what reason,
by whom, to whom, whatever, wherein, where, for what, wherefrom, whence,
what, how, whereat, whereabouts, whither, when, why, what properties, what
scenario, which restrictions.

There are several refinement facilities of such mini-story collections:

Mini-story adaptation: The specific culture may be a refinement of the stereo-
type. In this case adaptation of mini-stories follows the culture refinement.

Adaptation of mini-story combination: Cultures - esp. multi-active ones
- may follow general multi-tasking, multi-facetted and concurrent flow of
activities. In this case, the combination of a given story from mini-stories
is correspondingly refined.

Meshing and twisting together: Cultures - esp. reactive and also multi-active
ones - may have their own specific stereotypes for activities. These stereotypes
are meshed with the mini-stories and then twisted again together. The result
is shuffle product of generic stories and culture-specific stories.

3.4 Deploying the Culture Stereotypes for Content Development

Web information systems are based on databases and a collection of views that
are derived from these databases. We assume generalised views in the sense of
[11] where a view is structured by its own database schema and is combined with
a bundle of queries for derivation of data. This local-as-view approach is centred
around the database system. It is not acceptable for any culture of the user.
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K. Reinecke and A. Bernstein [28] have shown that low PDI cultures do not
accept complex views. Low UIA cultures tend to accept confusing situations
and thus also content. Users within a certain culture may tolerate some ordering
of items, may request specific effects that support the work, and the layout
and playout of screens including the content. We can derive cultural guidelines
based on the principle of proper organisation depending on the user model, on
the principle of economy , e.g. non-redundancy of actions, on the principle of
collaboration depending on the skills and abilities of the user, and on system
design standards [11,23]. These guidelines can now be used for refinement of the
information system specification.

A given web information system specification may now be transformed
according to the user culture. The specification itself may also be categorised: (a)
strictly incremental constructions of database schema (e.g. eER schemata); (b)
local schemata with global integration; (c) strictly document-oriented or hier-
archal schemata; (d) classical global-as-view schema with local viewpoints; etc.
This categorisation may now be used to adapt the specification to the user cul-
ture. For instance, linear-active cultures tend to prefer the specification category
(b), especially within a high LTI or low IND value [12].

Therefore, we need at least the following refinement approaches for local-as-
view web information system content:

Restructuring global schemata: The global schema can be transformed by
infomorphisms, i.e. schema mappings that associate databases with equal
content but different schemata, e.g. classical eER schemata in the Salami
slice setting with those in the Venetian blind setting [14].

View derivation for content consumption: View schemata can also be a
source for another view schema. We may now build an incrementally defined
view tower [12] that reflects the specific cultures of users within their specific
tasks.

View representation schema reorganisation: View towers can also be used
to refine the schemata of users for direct representation of the their very
specific needs and demands. These view collections provide views for each of
the tasks a user performs.

Auxiliary database integration: Task portfolio may be more complex and
require also the integration of other database systems. This integration is
additionally driven by collaboration pattern [10]. It provides also information
on the quality of content due to foreign content.

Instead of concentrating on local-as-view approaches we may develop generic
specifications on the basis of parameterised schemata and view collections [12].

3.5 Deploying the Culture Stereotypes for Functionality
Development

Functionality development became important for web information systems since
main function families (search, import/export, navigation) must be properly
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supported for any kind of user and especially for those that cannot program
their specific requests. According to [7,8,16,17,27,28,36] and our research [9–
13], there is no unifiable functionality. Functionality differs in the same manner
as natural languages have their specific expressivity, their specific utterance style,
and their specific form of narration. Research on preferring Yahoo over Google
in some cultural setting results in the requirement of flexible and adaptable
functionality for users within their specific personal culture.

Genericity is then an appropriate approach for development of generic func-
tions [2] and of generic workflows based on these functions [38,39]. Search adap-
tation has been investigated in [13]. Let us illustrate refinement and adaptation
for navigation functionality. Navigation features are based on scenario trees or
graphs which are supported by navigation aids: thematic maps with weights,
site maps, etc. Users may use different paths, pre-fetching, side traps, actor-
controlled navigation, sub-sites, and shortcuts. There is redundant information
presentation and the non-redundant one. Typical navigation styles are position-
ing, escorting, pull down, navigation bars, breadcrumbs (instead of actor book-
mark), breadth versus depth, fisheye, and panorama (three-dimensional struc-
tures). Navigation is often based on different link types such as embedded links,
structural links (siblings, shortcuts, associative (might be of interest), selective/-
hierarchical linking, within-page links, outbound links, and incoming links. One
should avoid tunnelling and splash screens.

Navigation is however also driven by the culture (national culture, organi-
sational (work) culture, professional culture, project culture, team culture, and
personal habits) due to culture integration via personal adaption to the given
environment. Linear-active cultures have their segmented navigation agenda, try
to use this segmentation into issues, and need support for summarisation. Multi-
active cultures start with some support-seeking steps, use a breadth-oriented con-
current navigation, think of wide-ranging all-embracing seeking, and quit with
side reflections. Reactive cultures prefer to see the full picture, then converge
the opportunities, and finally merge all into one point. So, culture stereotypes
heavily influence the style of navigation.

Support for navigation may however been build based on the content struc-
ture and the story space. Which trace through the content and the story space is
preferred depends thus on the culture stereotype. Navigation thus combines dif-
ferent features beyond the manifold of linking in dependence on the stereotype,
e.g. the following ones:

Uni-directional navigation uses linear or almost linear flow of activities. Each
step determines the set of next potential steps.

Qualified navigation is based on qualifiers for simpler selection of the set of
next steps.

Navigation by generalization or specialisation is based on a tree-like organ-
isation. We may distinguish upward, downwards, or collection-oriented nav-
igation where the last one is based on combination of results into singleton
summary.
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Navigation toggling between explicit and content-based styles is based
on a user-driven combination of the workspace and the provided navigation.

Filtered navigation uses content for selection of the next item in the agenda.
Value-based navigation supports traverse based on specific values within the

content.

3.6 Deploying the Culture Stereotypes for Presentation
Development

K. Reinecke developed a workbench MOCCA for generation of various layout
and playout interfaces based on different cultures [27]. This approach extends
and can easily be combined with the screenography approach [19,21]. The Hof-
stede separation allows to derive, for instance, that users with low UAI prefer to
have complex interfaces with non-linear navigation and with colour, typography
and sound support [11,12,27,28]. Multi-active cultures should be supported by
colourful pages.

Culture stereotypes may now be used for derivation of general screenography
guidelines. Such guidelines include proposals such as the following ones:
– The web page is considered to be a the central exchange medium between

system and user.
– Pattern and grids for page layout for general placement, parqueting, colour-

ing, texturing, ... provide a holistic layout for a website.
– The website is based on principles such as

• visual communication (vision, cognition, and processing and memoriz-
ing characteristics) with specific visual features such as contrast, visual
analogies, presentation dramaturgy, reading direction, visual closeness,
symmetric presentation and space and movement;

• visual cognition (ordering , effect delivery, and visualisation) with spe-
cific decisions on layout organisation, layout economy , skills of users,
and standards;

• visual design based on optical vicinity , similarity , closeness, symmetry ,
conciseness, reading direction:

• style of consumption (shallow, deep, reasoning during)
• psychogenesis and psychognosis (“Fremdbilder”) especially for acceptance

and reception of layout and playout of web pages.
– The styles for for page composition include descriptions for collages, overlays,

floating elements, and tolerated elements.
– The website uses identity elements such as logos, icons, and backgrounds.

A general adaptation and refinement approach for culture-driven presentation is
still a matter of research [20,25].

4 Conclusion

Smart web information systems combine features of web information systems
with the social worlds and thus viewpoints of users. Users will encounter systems
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that meet their habits, their way of working and behaving, their way to live
within an environment, their collaborations, and their current lifestances.

Since a development of web information systems for any user in any culture
is infeasible, a generic approach is necessary that allows to adapt systems to
specific user groups within their culture. We generalise the approaches developed
in [9–13] to a stereotype approach. User cultures can be stereotyped. Four of the
six concerns of web information systems (story space, content, functionality,
presentation) can be refined in dependence on culture stereotypes.
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Modelling and Management of Big Data

Preface of the Fifth International Workshop
on Modeling and Management of Big Data

In the last decade, technology has advanced tremendously. Currently, a wide variety of
devices, including sensor-enabled smart devices, and all types of wearables, connect to
the Internet and power newly connected applications and solutions. On the one hand,
the cost of technology has sharply decreased, making it possible for everybody to
engage in sensing data. The vast amount of real time information can be accessed
across the Internet. Furthermore, some of the environments are just online, like social
media, where all the information is in the Cloud. As a result, new words as well as new
expressions have appeared such as Big Data, Cloud Computing or Internet of Things,
among others.

Due to all of these enormous amounts of data generated (Big Data), there is an
increasing interest in incorporating them into traditional applications. This new era
requires conceptualization and methods to effectively manage big data and accomplish
intended business goals. Thus, the objective of MoBiD’16 is to be an international
forum for exchanging ideas on the latest and best proposals for modeling and managing
big data in this new data-driven paradigm.

The workshop has been announced in the main announcement venues and attracted
papers from eight different countries distributed all over the world: USA, Colombia,
Germany, New Zealand, India, China, France, and Spain. We have finally received 7
papers and the Program Committee has selected 3 papers, making an acceptance rate of
43 %. We also have an invited keynote on “Managing and exploring GPS trajectories”
by Baihua Zheng.

The first paper by Yuan et al. presents a basket recommendation system. They
study shopping behaviors of Walmart online grocery customers. In contrast to tradi-
tional online shopping, grocery shopping demonstrates more repeated and frequent
purchases with large orders. The recommender is based on multi-level cobought
(co-purchase) models. The second paper by Ochoa et al. shows a feature modeling
metamodel and two automatic processes: (1) for representing domain and implemen-
tation alternative models, and (2) for searching optimal solutions considering a set of
optimization objectives, that solve specific problems of feature modeling. The last
paper by Hartmann et al. proposes an extension of the basic clustering algorithm Label



Propagation Algorithm (LPA) to allow overlaps between communities, since this is
more appropriate for (social) networks where vertices may belong to more than one
cluster.
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Abstract. Food is so personal. Each individual has her own shopping
characteristics. In this paper, we introduce personalization for Walmart
online grocery. Our contribution is twofold. First, we study shopping
behaviors of Walmart online grocery customers. In contrast to traditional
online shopping, grocery shopping demonstrates more repeated and fre-
quent purchases with large orders. Secondly, we present a multi-level bas-
ket recommendation system. In this system, unlike typical recommender
systems which usually concentrate on single item or bundle recommenda-
tions, we analyze a customer’s shopping basket holistically to understand
her shopping tasks. We then use multi-level cobought models to recom-
mend items for each of the purposes. At the stage of selecting particular
items, we incorporate both the customers’ general and subtle preferences
into decisions. We finally recommend the customer a series of items at
checkout. Offline experiments show our system can reach 11 % item hit
rate, 40 % subcategory hit rate and 70 % category hit rate. Online tests
show it can reach more than 25 % order hit rate.

1 Introduction

eCommerce has been hot for decades. Amazon.com provides diversified products
with convenient shipping. The retail giant, Walmart, started its online shopping
services years ago. Online grocery shopping, however, is an emerging field. It
is gaining a lot of interests, mostly from industry at the current stage. Sev-
eral major companies already entered the battlefield. Popular providers include
Walmart grocery home shopping [1], Amazon Fresh [2], and Instacart [3] to name
but a few. In academia, online grocery shopping remains an under-studied prob-
lem. Fewer recommender systems are designed specifically for grocery shopping,
compared to the large number of systems for traditional eCommerce.

Recommender systems, nevertheless, are key components to grocery websites.
They fundamentally change the way people explore products, by automatically
exposing them to new items. This would attract more traffic, explicitly or implic-
itly increasing sales and revenues. On the other hand, recommender systems help
people find items faster. Customers usually buy more than 20 items (Fig. 1) in
one trip. It is favorable if grocery websites can have certain “auto-completion”

c© Springer International Publishing AG 2016
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function, powered by recommender systems, in contrast to adding every single
item by time-consuming searching or browsing.

Tradition recommender systems focus more on single item recommendations.
It is true that most of their orders are for a single purpose and an individual
user (I buy a camera for myself). And focusing on one anchor item has its own
advantage in the sense that it makes recommendation algorithms more scal-
able. Though there are seemingly algorithms on bundle or package recommen-
dations [4–6], we neither predefine nor form bundles on the fly with alternative
prices. More importantly, grocery shopping is essentially different from tradi-
tional eCommerce in the following ways, making it hard to directly apply a
traditional recommender system in the grocery domain.

– Grocery shopping is multitasking (I purchase food while buying laundry deter-
gents), as well as “multi-people” (I buy grocery for the entire family). Grocery
thus has bigger orders. As a result, single-item or bundle recommender systems
are not directly applicable to grocery.

– Grocery sells consumables, while most of the traditional eCommerce websites
focus on durable goods or standardized products. That is why online grocery
contains more repeated and frequent purchases. It makes more sense, for gro-
cery, to track each item’s inter-purchase interval and make timely recommen-
dations for replenishment. Most of the traditional recommender systems do
not have such a feature. On the other hand, repeated purchases imply similar
orders. Grocery recommender systems thus need incorporate more dynamics,
otherwise customers may always see similar recommendations.

– Grocery is devoted to customers and their preferences. Grocery recommender
systems not only find customers the products (bananas, avocados or deli
meat), but also pick the right items (green vs yellow bananas, hard vs ripe
avocados, or thick vs thin sliced deli meat).

In a nutshell, we are facing a basket of items. We had better investigate shopping
activities holistically, understand customers’ needs and offer related recommen-
dations with a variety of coverage.

In order to tackle this challenge, we present a multi-level basket recommen-
dation system. Our contribution is twofold. First, we study shopping behaviors
of Walmart online grocery customers. In contrast to traditional online shop-
ping, grocery shopping demonstrates more repeated and frequent purchases with
large orders. Secondly, we present a multiple-level basket recommendation sys-
tem. By examining a customer’s shopping basket, we understand her shopping
tasks and identify items for each purpose. Utilizing a subcategory level cobought
(co-purchase) model, we first dig out the subcategories frequently purchased
together with the subcategories in the current basket. Subcategory level data is
more dense than item level data, resulting in more trustful insights. We then
use a more detailed item level cobought model and map the recommended sub-
categories to the most relevant items. During this step, we incorporate cus-
tomers’ preferences. General preferences include brand affinity, price range,
dietary needs, family size, package size, gluten free, organic food and so on. We
also consider subtle preferences, as mentioned before, green vs yellow bananas,
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hard vs ripe avocados, thick vs thin sliced deli meat, as well as estimated time
for the customer to buy the item again. Those features are learned incrementally
from both the customer’s shopping history and the real-time basket (especially
for new users). For example, if we detect that the cart has a lot of organic items,
the system would try to promote the organic choice of the recommended prod-
ucts. Finally, we present to the customer a series of recommendations, covering
her various needs. Offline experiments show our system can reach 11 % item hit
rate, 40 % subcategory hit rate and 70 % category hit rate. Online tests show it
can reach more than 25 % order hit rate, meaning more than one quarter of the
customers add at least one item from our recommendations in practice.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 investigates shopping behaviors of Walmart online grocery customers.
The algorithms and models are described in Sect. 4. We evaluate the system in
Sect. 5 and conclude in Sect. 6.

2 Related Work

Recommender systems are a important field in both academia and industry.
Various algorithms exist in the domain of traditional eCommerce, but there
are fewer works on grocery recommendations. Nevertheless, it is becoming an
interesting topic, as more and more people buy grocery online.

In [7], Li et al. described a recommender system for grocery shopping based
on basket-sensitive random walk. In their paper, they calculated similarities
between each pair of items. In [8], Wu et al. developed a new recommendation
scheme especially for online grocery shopping by incorporating two additional
considerations, product replenishment and product promotion. In both papers,
however, they did not look at the entire basket holistically and identify the
customer’s shopping tasks. They treated the problem like a traditional recom-
mendation problem but in a grocery context. There is an interesting paper on
shopping behaviors for online grocery. In [9], Hand et al. found the adoption
of online grocery shopping is an erratic process, driven by circumstances rather
than by a cognitive decision. Customers may therefore discontinue online grocery
shopping, when the triggering circumstances disappear. For example, a person
without a car may have to shop online. However, as long as she buys a car, she
could prefer those brick-and-mortar grocery stores again. This may explain why
there are a significant number of one-off customers in online grocery.

Underneath our basket recommendation algorithm, cobought models are
built to learn association rules or mine frequent item set. Many algorithms have
been presented in this field over time. The most well-known algorithms include
Apriori [10], Eclat [11], FP-growth [12] and so on. There is also a more advanced
algorithm for parallel item set mining [13]. Since we only need item sets of size
two, we basically use a simple yet efficient self join to mine frequent patterns in
our system.

Most commonly, recommender systems are classified into three categories:
collaborative filtering, content-based filtering and hybrid recommendation
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approaches. Collaborative filtering [14] [15] investigates users’ behaviors in the
past, typically by examining their purchase history or numerical ratings for cer-
tain products, along with similar decisions made by peer customers. The model
built after the above step is then used to predict those customers’ potential
interests in other items. Content-based filtering [16] employs a vector of dis-
crete features of a product in order to offer recommendations of new items with
similar characteristics. It tends to recommend similar products to those a cus-
tomer has liked or purchased in the past. Each recommender system has its
(dis)advantages. In the collaborative filtering papers mentioned above, most of
them need a large set of data in order to mine concrete information and make
accurate recommendations. This is also known as the cold start problem. Later,
we will see that our subcategory cobought model is proposed to overcome the
data sparsity problem at the item level. Dense data trains higher-quality models.
Content-based recommender systems usually require much less information to
start. This, however, limits its application scope, meaning it can only recom-
mend similar products to the anchor item. Therefore, hybrid recommendation
algorithms [17,18] were proposed.

As outlined before, online grocery shopping demonstrates significantly dif-
ferent characteristics from traditional eCommerce, so those algorithms are not
suitable to be directly applied in grocery domain. More specific algorithms need
to be designed to address the challenges in grocery.

3 Online Grocery Shopping Behaviors

eCommerce started with providing durable goods or standardized items, includ-
ing books, CDs and TVs to name but a few. Those products are easier for
logistics. In recent years, eCommerce has expended its domain to grocery, where
most products are soft goods or consumables with significantly shorter lifespan.
As a result, people buy these items frequently and repeatedly. In order to fulfill
their everyday needs, customers tend to place larger grocery orders with more
items.

Few reports were published on online grocery shopping behaviors. In the fol-
lowing studies, we utilize half-year (Feb to Jul, 2015) Walmart online grocery
data to analyze customer behaviors. This data set contains about 6 million trans-
actions in terms of (customer, item) pairs, meaning the customer bought the
item. In the transactions, there are 185 thousand orders, 40 thousand distinct
customers and 50 thousand distinct items.

It has been reported that Amazon.com has an average order size of 1.5, while
Walmart.com 2.3 [4]. In Walmart online grocery, however, the average order size
reaches 25.7 items per order, which is 17.1 times bigger than Amazon.com and
11.2 times larger than Walmart.com. Even if we count unique items, the average
order size is still 21.4. Below is a chart, Fig. 1, on the distribution of order sizes,
all items vs. unique items. Most of the customers had 20–30 items or 10–20
unique items in one order. The primary reason for grocery shopping, particularly
in North America, is stocking up with food for the week or a longer period of
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Fig. 1. Most customers had 20–30
items or 10–20 unique items per order.

Fig. 2. 67.6 % out of the at-least-one-
order customers placed multiple orders,
and 14.4 % of them are bi-weekly or
more frequent shoppers.

time, which results in large orders. Another reason for big orders is that there
is usually a minimum purchase threshold, like $50, for delivery. Since grocery
items are cheaper on average than general merchandise, customers need a lot
more items to achieve that minimum.

The large size of grocery orders suggests we consider each order or the cus-
tomer’s basket comprehensively. Each item in an order may only function well
with other items in that order. They, together, complete one shopping task. In
other words, a subset of the entire order satisfies one of the customer’s shopping
needs. We therefore had better analyze the entire shopping cart holistically to
offer high-quality basket recommendations, which, for example, could be an item
the customer might forget in this trip, a better substitute product but with a
lower price and so on.

We have seen frequent purchases, or small inter-purchase intervals, in the
data set. Namely, customers place orders periodically. They can potentially be
classified into weekly, biweekly, monthly shoppers. In Fig. 2, we show the cumu-
lative distribution on number of orders among customers who have shopped at
least once. The x-axis is the minimum number of orders customers have placed.
The y-axis shows the percentage. 67.6 % of them had multiple orders. 14.4 % of
them were at least bi-weekly shoppers, who have placed at least 12 orders in
6 months. Though the curve decays rapidly, the tail distribution flats. A next
purchase is more likely to happen with accumulation of past orders. Namely,
the number of orders from a customer increases, the loyalty of that customer
strengthens.

As mentioned above, traditional eCommerce sells more leisure products
with non-repeated purchases [7]. Grocery, however, fulfills our daily needs and
contains a significant number of repeated purchases. We found 28 % of the
transactions were repeated in the data. This suggests we build some form of
“easy reorder” or subscription services. We could provide customers with a pre-
populated personalized shopping list of items they have bought. In this list, the
items they are most likely to buy in this trip are at the top. Customers could
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then easily reorder the items from this list, instead of searching and browsing
them again. This would save a lot of their shopping time, making online grocery
even more convenient.

4 Basket Recommendations

After learning the online grocery shopping behaviors, we developed the follow-
ing recommendation system. The core algorithm, Basket Recommendation Algo-
rithm (Algorithm 1), is on top of the cobought models (Algorithm 2). Namely,
we mine the Walmart online grocery transaction data to count, for each pair of
items (itemA, itemB), the cases they were bought together in the same orders,
i.e. cocount. We then compute a cobought score based on that cocount, as well
as each item’s popularity. After the cobought models are built, the basket recom-
mendation algorithm consumes their data, incorporates customers’ preferences
and computes a series of recommended items. Our products have the following
taxonomy:

(item, subcategory, category, department, superdepartment).

4.1 Basket Recommendation Algorithm

On a high level, the algorithm works as follows:

– Given a shopping basket, investigate each item’s taxonomy (the item’s subcat-
egory and super department in particular), and its item cobought data. From
the super department distribution of the basket, we later proportionally select
recommendation items in each of those super departments. From the subcate-
gory distribution, we will select the most frequently cobought (co-purchased)
subcategories with those subcategories in the current basket. From the item
cobought data, we build a dictionary of the most frequently cobought items
with those basket items.

– For each super department presented in the basket, sort the basket subcate-
gories in that super department by its frequency. For each of the sorted basket
subcategories, fetch its subcategory cobought data. For each of the cobought
subcategories, check if there are items, in that cobought subcategory, in the
item cobought dictionary built in the previous step. Otherwise, backfill using
the popular items in that cobought subcategory. In both cases, apply the per-
sonal preference filters while selecting a particular item in the subcategory.
Loop until we find enough recommendation items for that super department.

– Merge the recommendation items from each super department and return.

The pseudo code of the basket recommendation algorithm is shown in
Algorithm 1.

This is a 3-step algorithm. We will detail how to build the item-cobought
model, subcategory-cobought model and subcategory popular item list later.
Let us first go through the algorithm by example. In step one, we analyze the
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basket and group items from a same super department (sdept) together. Items
from each super department typically serve for one shopping task. By grouping
them together, we can detect the customer’s shopping tasks. For each item in
the basket, we also get all its cobought items. The cobought item score is a
relevance score of this item to the anchor item, quantifying how likely those two
items are bought together. Later, we would introduce four methods to calculate
the cobought scores. After step 1, we have the basket’s sdept distribution in
basketSuperDeptDict, as well as subcategory distribution within each super
department in basketSuperDeptDict[sdept]. For example, suppose total 10 items
exist in the basket. After investigating their super departments, we find five are
from super department “produce”, three from “pets” and two from “household &
laundry”. Among the three pet items, we further find two are from subcategory
“wet cat food” and one from “dry cat food”. We also build a cobought item
dictionary subcatListDict. In that dictionary, key is a subcategory and value is
a list of cobought items, pointed from at least one item in the basket, in that
subcategory. A same cobought item can be pointed from multiple anchor items
in the basket. In that case, we sum up the cobought scores from all the anchor
items as in line 11 of the algorithm. Finally, sort each list of cobought items by
their accumulated scores in descending order.

In step 2, we start from the subcategory level and compute recommendations
for each super department proportionally. Still use the above example. If we
want to generate 6 final recommendations, we look for 6 ∗ (3/10) = 2 items
from pets. Wet cat food is the first anchor based on its subcategory frequency,
which is 2, compared to 1 for dry cat food. Suppose in its subcategory cobought
list, dry cat food is at the top. However, the customer already has dry cat
food in the basket. Skip and continue. Further suppose the second cobought
subcategory is cat treats. The customer does not have any cat treats item in
the basket. As a result, choose that subcategory and look into the sorted list of
subcatListDict[“cat treats”]. The first item is “xxx seafood medley flavor cat
treats”, whose flavor happens to meet the preferences of the customer’s cat. Add
it to recommended. If subcatListDict[“cat treats”] is null, we backfill one item
from the subcategory’s popular item list. The second recommended item for this
super department is generated in the same way. Repeat the above process for
the other super departments, until we finally generate 6 ∗ (5/10) = 3 items for
produce, 2 items for pets and 6∗ (2/10) = 1 item for household &laundry. Store
the 6 items in recommended.

Lastly in step 3, for each super department, sort the recommended items
by their scores accumulated in step 1. Merge and return. In the above
example, the final results will be: [1stItemFromProduce, 1stItemFromPets,
1stItemFromHouseholdAndLaundry, 2ndItemFromProduce, 2ndItemFromPets,
3rdItemFromProduce].
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Algorithm 1. Basket Recommendation
1: #Input: a list of items basket
2: #Output: a list of items recommended
3: #Step 1: analyze basket
4: Get each basket item’s cobought item list;
5: Go through each item with its cobought items and build the following dictionaries;
6: for each item i in basket do
7: basketSuperDeptDict[i.sdept][“count”] += 1;
8: basketSuperDeptDict[i.sdept][i.subcat] += 1;
9: for each item c in i.coboughtItemList do

10: Add c to list subcatListDict[c.subcat];
11: Accumulate c.score if c is already in subcatListDict[c.subcat];
12: end for
13: end for
14: Sort subcats in each basketSuperDeptDict[sdept] by subcats’ frequencies descend-

ingly;
15: Sort items in each subcatListDict[subcat] by score descendingly;
16: #Step 2: subcat cobought recommendations
17: According to basket’s sdept distribution gathered in step 1, proportionally get a

certain number of recommendation items from each sdept in the following way;
18: for each basket sdept do
19: while target number of recommendation items in sdept not met and cobought

subcats not exhausted do
20: for each sorted basket subcat in sdept do
21: Get its subcat cobought list subcatCoboughtList;
22: for each s in subcatCoboughtList do
23: Filter items in subcatListDict[s] by customer’s preferences and then test

each item;
24: if the item and s are not already in basket or recommended then
25: Add it to recommended and break;
26: end if
27: if subcatListDict[s] is null or no feasible candidates found then
28: Backfill one item from s’s popular item list filtered by customer’s pref-

erences and break;
29: end if
30: end for
31: end for
32: end while
33: end for
34: #Step 3: Sort recommended
35: for each sdept in recommended do
36: Sort its items by score descendingly;
37: end for
38: Merge the recommended items from each sdept so that the nth recommended items

from each sdept are grouped together before all the (n + 1)th items for each n;
39: Return recommended;
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4.2 Cobought Models

Our production data set is large. We therefore use MapReduce [19] to com-
pute the item cobought and subcategory cobought models as in Algorithm2.
The input to our cobought models is transaction data in the following format:
(orderID, itemID). Basically, once a customer places an order on N items, N
entries will be stored into our databases: (order1, item1), (order1, item2), ...,
(order1, itemN). Therefore, for any pair of items, if their order ID’s are the
same, they were bought together in the same order.

Algorithm 2. Cobought model
1: #Input: a table D of (order, item);
2: #Output: a table D11 of (item, coboughtItemList);
3: D1 = SELF JOIN D ON order;
4: D2 = D1 → (order, item1, item2);
5: D3 = GROUP D2 BY (item1, item2);
6: D4 = D3 → (item1, item2, cocount);
7: D5 = FILTER D4 BY (item1 == item2);
8: D6 = D5 → (item, count);
9: D7 = JOIN D4 and D6 ON item1 and item2 respectively;

10: D8 = D7 → (item1, item2, count1, count2, cocount);
11: D9 = D8 → (item1, item2, coboughtScore) BY scoreFunc();
12: D10 = GROUP D9 BY item1;
13: D11 = D10 → (item1, coboughtItemList);
14: STORE D11;

At line 11 of the algorithm, we use different scoring methods scoreFunc()
to compute a cobought score between item1, the anchor item, and item2, the
cobought item. The following four methods are used in this paper.

– Cocount
coboughtScore = cocount

In this case, we simply use the number of co-occurrences of item1 and item2
as the cobought score. For example, if item1 and item2 appeared in 900 same
orders, the score between them is 900. This is a symmetric score, meaning
item1’s cobought score to item2 is equal to item2’s cobought score to item1.

– IDF
coboughtScore =

cocount

popularity2

The first method may have the following issue: popular items are always at the
top. For instance, bananas are in most orders and a large set of items would
therefore point to bananas, because all these items could always have a high
cocount with bananas. That is why we discount the score by popularity2, the
number of occurrences of item2. This is an asymmetric score.
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– Square

coboughtScore =
cocount2

popularity2

In order to avoid discounting the cocount too much as in method 2, we boost
the cocount by a square operation on the nominator. This is an asymmetric
score.

– Jaccard

coboughtScore =
cocount

popularity1 + popularity2 − cocount

To make a symmetric score again, we divide the cocount by popularities of
both the anchor item and the cobought item. This is actually the Jaccard
index [20], a statistic commonly used for measuring similarity between finite
sample sets.

All the methods Cocount, IDF, Square and Jaccard try to adjust rankings
for cobought items in itemCobouhtList of a particular anchor item so that the
most relevant items are at the top. Once we mix the cobought items as in step
1 of Algorithm 1, the rankings change again because each cobought item could
accumulate scores and they would be compared across anchor items.

At a high level, Algorithm 2 first ingests the transaction data and makes a
self join. After that, it gets the cocount of each pair of items (line 6). If the
pair of items have the same item ID, the cocount is actually the popularity of
that item (line 7 and 8). At line 10, we have all the necessary features ready:
the popularity of the anchor item, the popularity of the cobought item and their
cocount. Finally, we can use any of the above methods to implement scoreFunc()
and calculate the cobought score. Each of the operation can be MapReduced,
making our model more scalable. The subcategory level cobought model can be
computed in a similar way, substituting the itemID with its subcategory.

In order to make relevant recommendations, we limit the subcategory
cobought model within each super department. As mentioned before, grocery
shopping is multitasking. Unrelated items may be bought in the same order. By
limiting the subcategory model within each super department, we can effectively
filter the noise. This logic is similar to what we use to identify a customer’s shop-
ping tasks in step 1 of Algorithm 1, where we group basket items by each super
department and look at each group respectively.

The subcategory popular item list for backfilling (line 28 of Algorithm 1) is
computed by counting the number of orders on each item in a particular subcat-
egory. The time window for the orders is set to one month. In this situation, we
get a bonus feature “seasonality”. That is, items are sorted by their “seasonal”
popularities. This is more favorable in practice. For example, Halloween can-
dies are only popular around October. If the popularities are computed based
on annual sales data, Halloween candies may never be able to make the top
positions in its subcategory. However, if the time window shrinks to one month,
Halloween candies would be bubbled up around October.
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Our basket algorithms have the following properties. On one hand, it is able
to identify shopping tasks and understand our customers: who have pets, who
prefer organic products or who is preparing dinner for a large family. On the
other hand, powered by the cobought models, it is capable to remind customers
of items they might forget or recommend to them related products. It helps
customers explore new products, starting from those which are most relevant to
what they are already buying.

5 Performance

5.1 Cobought Models

Cobought models are the heart of our recommendation. To train the models, we
use one year’s worth of data, which contains about 20 million transactions, 650
thousand orders, 115 thousand distinct customers, 70 thousand distinct items
and 4 thousand distinct subcategories. We limit our subcategory model within
each super department to enhance relevancy. We filter mutually exclusive sub-
categories to alleviate embarrassment. We do not impose super department con-
straints on the item cobought model for item varieties.

Table 1. Top cobought relations between subcategories

Rank Cocount IDF

1 (Frozen Poultry Meals, Frozen Beef Meals) (Mixed-3rd Foods, Meat-3rd Foods)

2 (Cold Cereal, Dry Pasta) (Frozen Poultry Meals, Poultry)

3 (Dry Pasta, Pasta & Pizza Sauces) (Meat & Seafood Soup, Stews)

4 (Classic Yogurt, Greek Yogurt) (Snacks-Toddler Food, Cereal-Toddler Food)

5 (Frozen Poultry Meals, Frozen Veggie Meals) (Mixed-3rd Foods, Cereal-3rd Foods)

Square Jaccard

1 (Frozen Poultry Meals, Frozen Beef Meals) (Fruit-1st Foods, Vegetable-1st Foods)

2 (Frozen Beef Meals, Frozen Poultry Meals) (Mixed-2nd Foods, Fruit-2nd Foods)

3 (Dry Pasta, Pasta & Pizza Sauces) (Mixed-2nd Foods, Vegetable-2nd Foods)

4 (Fruit-2nd Foods, Vegetable-2nd Foods) (Frozen Beef Meals, Frozen Poultry Meals)

5 (Frozen Poultry Meals, Frozen Veggie Meals) (Fruit-3rd Foods, Mixed-3rd Foods)

In Table 1, we show the top 5 strongest cobought relations between subcate-
gories identified by the four scoring methods. From the table, we can see (frozen
poultry meals, frozen beef meals), (dry pasta, pasta & pizza sauces), and a lot of
baby foods are strongly related. Overall, those relations identified by the algo-
rithms are good to use in practice already. A good property of the cobought
models we observed is that it can “automatically” find out the preferences of
customers. For example, we do not explicitly implement a method to ensure we
recommend baby foods within a certain age, but the model is already able to
get that bonus feature simply due to the fact that those products are frequently
bought together in reality. Similarly, we found this also works for organic food,
gluten free food and so on.
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Fig. 3. Top 100 strongest relations identified by subcategory cobought model: (cat
treats, wet cat food), (pasta, pasta sauces, canned tomatoes), and (tortilla chips, salsa).

In Fig. 3, we further plotted the top 100 strongest cobought relations among
subcategories. Different super departments are plotted in different colors. At
the bottom left of the red cluster, we can see pasta, pasta sauces and canned
tomatoes are frequently bought together. At the bottom, cat treats and wet cat
food are another strong cobought pair.

5.2 Basket Recommendation Algorithm: Offline Tests

In this section, we examine the basket algorithm and cobought models system-
atically. We evaluate our algorithms by testing and comparing the four different
score functions: Cocount, IDF , Square and Jaccard. We fetched real customer
orders from the transaction data. We then called our API with the set of items
in each order and collected the recommended items. We finally looked into the
transaction data to find out how many (customer, item) pairs appeared in orders
within 3 months, meaning the customer did buy the item we recommended
in his or her following orders. The same experiments were conducted on the
customer − subcategory level and customer − category level as well.

In each of the experiments, we tested 13,311 orders sampled from the trans-
action data. There are 370 thousand transactions with 9,911 distinct customers
and 32,135 distinct items. The average order size is 27.7 items. As mentioned
before, to train the models to be used by the basket algorithm, we utilized one
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Fig. 4. Jaccard, Square and Cocount
achieved item hit rates more than 11%,
while IDF only about 5%.

Fig. 5. Jaccard and Square had sub-
category hit rates of about 40 %, while
Cocount’s rates were close to 50 %.
However, IDF barely achieved 14%.

year’s worth of data before the testing data. The statistics of the training data set
was detailed at the beginning of the previous sub-section. We used the following
two performance metrics: all hit rate and unique hit rate. For every tested order,
we got back a series of (customer, recommendedItem) pairs. After gathering all
the results from the 13,311 orders, the pairs might not be unique. If a customer
placed two similar orders, the recommendations from those two orders could
overlap with each other a lot. As a result, we calculated (1) all hit rate, which
was the percentage of pairs (customer, recommendedItem) appeared in trans-
actions; and (2) unique hit rate, where we first got all the distinct (customer,
recommendedItem) pairs along with the unique (customer, item) transactions,
and computed the percentage thereafter.

Figure 4 shows the item level hit rates. All the Jaccard, Square and Cocount
can achieve 11 % hit rates. Namely, more than 1 item out of 10 recommended
would be purchased by the customer. Among them, a simple cocount model
performed the best, with almost 12 % all hit rate. IDF performed relatively
worse, with a hit rate around 5 %. In this case, the score was discounted too
much by the cobought item’s popularity, which potentially caused too many
unpopular items to bubble up in the recommendation list.

In terms of subcategory level performance, the rates for Jaccard, Square and
Cocount exceeded 40 % as shown in Fig. 5. In other words, the algorithms are
able to accurately predict the subcategories the customers want to shop. Items
in a subcategory are very similar. In most cases, they only differ in sizes, brands,
or flavors. This implies that if we could do the last step of Algorithm 1 better
when mapping subcategories back to items for recommendation, we would dra-
matically improve our item hit rates. That is, if we can more accurately predict
the customers’ preferences, we would achieve very high hit rates. However, IDF
still performed not that ideally, with hit rates under 15 %.

If we go one level up further to the category, all the four algorithms achieved
high hit rates, around 70 % (Fig. 6). There are not so many categories people



62 M. Yuan et al.

Fig. 6. All four algorithms accom-
plished high category hit rates: around
70 %.

Fig. 7. The system achieved more than
25 % order hit rate.

frequently shop. As a result, it is not that hard to predict the categories people
buy.

In summary, it is clear that IDF lost to the other three methods, but there
was no significant performance difference among the other three. In practice, we
chose Jaccard in the current running system after extensive manual evaluations,
where human evaluators gave scores to each recommended item and identified
embarrassing items.

5.3 Basket Recommendation Algorithm: Online Tests

The recommender system is now serving the Walmart online grocery website
[1]. When a customer finishes shopping and clicks checkout, she would see a
“stock up” page with at most 8 additional items recommended, generated by
our system.

In this experiment, we used the logs of the recommender system and the
transaction data of Walmart online grocery from 2015-11-30 to 2015-12-17 to
measure the performance of our system in reality. In the data set, there are
1,604,243 transactions, with 56,022 orders, 37,583 distinct customers, and 42,296
unique items. The Online tests show it reached more than 25 % order hit rate
(Fig. 7), meaning more than one quarter of the customers added at least one
item from our recommendations.

6 Conclusion

In this paper, we analyzed online grocery shopping behaviors. We found the
following features are significant: repeated purchases, large orders and frequent
purchases. We developed a basket recommendation algorithm based on multi-
level cobought models. Through offline evaluations, our system reached 11 %
item hit rate, 40 % subcategory hit rate and 70 % category hit rate. From online
tests, it achieved more than 25 % order hit rate.

Future work includes but is not limited to (1) improving cobought accuracy,
(2) accelerating API responses, (3) tuning systems using user feedback and so
on.
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Abstract. Feature modeling is a widely accepted variability modeling
technique for supporting decision-making scenarios, by representing deci-
sions as features. However, there are scenarios where domain concepts
have multiple implementation alternatives that have to be analyzed from
large-scale data sources. Therefore, a manual selection of an optimal
solution from within the alternatives space or even the complete repre-
sentation of the domain is an unsuitable task. To solve this issue, we
created a feature modeling metamodel and two specific processes to rep-
resent domain and implementation alternative models, and to search for
optimal solutions whilst considering a set of optimization objectives. We
applied this approach to a cloud computing case study and obtained an
optimal provider configuration for deploying a JEE application.

Keywords: Conceptual modeling · Big data · Cloud · Decision-making

1 Introduction

Variability modeling is used to represent common and variable characteristics of
a given domain [6]. Feature modeling is a variability modeling technique that rep-
resents the characteristics of domain concepts (e.g. decisions in decision-making
domains) as features and the constraints between them through a tree structure.
An example of this technique is presented in Sect. 2. Nevertheless, accessing and
analyzing a large amount of data from domain scenarios with multiple indepen-
dent implementation alternatives (e.g. cloud computing), is a complex modeling
task that requires a multi-dimensional variability modeling [10].

There are approaches that use the separation of concerns for decreasing mod-
eling complexity in general-purpose domains [1,5–7,10] and in concrete scenarios
of cloud computing [4,9,13]. However, there is a need to propose a consistent
and unified representation, and to make a clear differentiation between the mod-
eling of both domain and implementation alternative concepts. Furthermore, the
mapping between models is still not formalized, and the implemented strategies
for searching for optimal configurations lack the flexibility to define business
preferences (i.e. limits, optimization objectives). The non-automated search of a
c© Springer International Publishing AG 2016
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solution that fulfills a set of requirements and optimization objectives from the
stakeholders, is an unsustainable task.

This paper presents a unified modeling method to represent both, the domain
and implementation alternative concepts, and their dependencies and decisions
metadata (e.g. costs). This method is composed of a feature modeling meta-
model and two specific processes for supporting decision-making in domains
with large-scale data sources to be analyzed. The metamodel represents a set of
feature modeling concepts and solution constraints required during the search for
optimal solutions (i.e. optimization objectives definition [8]). The first process
provides a guide on how to model the mentioned scenarios by instantiating the
proposed metamodel. The second process enables the search for a set of optimal
solutions over the implementation alternatives space, while considering a set of
functional and non-functional requirements, including optimization objectives.

We used the Infrastructure as a Service (IaaS) service model of cloud com-
puting as a case study. This case study is suitable for applying our approach
due to the high variability and large-scale data sources managed by cloud
providers [4,9,13], as well as to the need for defining a set of cloud services,
irrespective of the provider’s implementation alternatives. We created feature
models that represent the IaaS domain and a subset of implementation alterna-
tives (i.e. IaaS providers). We managed complexity and readability in the con-
ceptual modeling through a modular representation of domain concerns. Then,
we applied a semi-automatic search for optimal configurations that fulfilled a set
of requirements for deploying an existing Java Enterprise Edition (JEE) appli-
cation to the cloud. We obtained one optimal provider configuration as a result.

The remainder of this paper is structured as follows. Section 2 introduces the
core terminology and a case study that explains the challenges of this research.
Section 3 and Sect. 4 present the proposed metamodel and the processes that
were used, respectively. In Sect. 5, we present the results of applying our approach
to the cloud computing case study. Finally, related work is presented in Sect. 6,
and conclusions and future work are consolidated in Sect. 7.

2 Context and Case Study

Feature modeling is the process of modeling both, the common and the variable
characteristics of a concept as features, whilst considering their dependencies [6].
A feature is a visible characteristic of a system that is relevant to a stakeholder [2].
A feature attribute refers to the metadata, usually a typed value (e.g. integer), that
is added to a set of features. A feature model defines a complete concept in a tree
structure, where the root feature represents the modeled concept, the remaining
features represent its properties, and the dependencies defined over the tree edges
represent tree constraints.

A configuration is a set of features, selected from the feature model, which
represents a particular product. There are four well-known types of tree con-
straints: mandatory relation, which determines the obligatory selection of a fea-
ture in any configuration; optional relation, which determines that the selection
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of a particular feature is not obligatory; alternative relation, which defines that
at most one feature should be selected from the involved features; and or rela-
tion, which defines that at least one feature should be selected from the involved
features. Finally, we can represent dependencies between non-connected features
through cross-tree constraints, which are specified as propositional formulas.

2.1 Case Study: Deploying a JEE Application in the Cloud

We present the deployment of a JEE stateless application in the cloud as a
case study. This application was developed by a Colombian software company
with several years of experience in designing and developing JEE applications.
The main goal of the application is to support business processes related to
the management of financial credits. This application was initially deployed on-
premise, however, the increasing demand of services resulted in the software
company deciding to guarantee elasticity while deploying it in the cloud.

Nonetheless, the JEE application has a set of features that hinder its deploy-
ment in the cloud. First, the application had a high dependency on the JBoss
application server, which is in turn supported on a few set of Platform as a Ser-
vice (PaaS) providers under an expensive fee. This situation forbids the usage
of this type of providers. Second, the company needs to guarantee elasticity
for database concurrency; however, few providers support an auto-scaling con-
figuration of the Oracle database used by the JEE application (not a scaling
configuration of the virtual machines). Therefore, we focused the analysis on the
comparison and selection of three IaaS providers, mainly Amazon Web Services
(AWS), Google Cloud (GC), and Microsoft Azure (cp. PaaS solutions are not
required). These providers were chosen based on their leadership in the market.

Considering the application requirements, we defined a set of services to be
offered by an IaaS provider: virtual machines with Linux operating system (OS)
and SSD block storage, an Oracle database, and a queue service for supporting
time consuming background jobs. The required auto-scaling process should be
executed according to a custom value of memory usage to control Java’s memory
consumption in the group of virtual machines. An alarm monitoring service is
also required to monitor the health state of the application. Moreover, in relation
to the monthly pay of the cloud resources, the company seeks the cheapest
solution that guarantees a minimum compute and memory capacity of 8 CPU
and 16 GB of RAM for the application and the database machines, respectively.

This information was obtained by interviewing two software architects and
two managers of the company under study. We identified the following challenges.

C1: Modeling decision scenarios in one variability model increases the com-
plexity of the representation, and decreases its readability and understanding
[6,10]. A unified variability modeling mechanism is needed to separate con-
cerns, and to have a modular representation of the domain and implementa-
tion alternative concepts. This mechanism must control the complexity when
modeling and analyzing large-scale data sources for a particular domain.
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C2: The automatic search for optimal solutions over the alternatives space is
required in order to minimize invested time and effort. In this case, domain
requirements and a set of solution constraints should induce the search for
alternative implementation solutions.

3 A Metamodel for Dimensional Variability Modeling

For the multi-dimensional variability modeling, we analyzed the usage of orthog-
onal models, decision models, and feature models to represent both, the com-
mon and variable aspects of a domain. We selected feature modeling due to its
visual representation, and its weak dependency on realization artifacts [3,11]. We
decided to define our own metamodel due to the need to express metadata, as
well as emerging feature modeling concepts (e.g. feature attributes, feature solu-
tion graphs) that few existing tools support. Figure 1 illustrates the metamodel
proposed to express the variability of decision scenarios in which the domain con-
cepts have multiple implementation alternatives. The key contributions of this
metamodel are the separation between the domain model and the implementa-
tion alternatives, and the definition of cross-model and solution constraints.

Fig. 1. A metamodel for decision-making on crosscutting variability models.

A Feature Solution Graph (FSG) is a structure that defines a set of con-
straints between features in different feature models [1]. We formalized the defini-
tion of a FSG as follows (cp. Definition 1). Each FeatureModel has a boolean vari-
able (cp. isDomain) that determines if the model represents a domain (i.e. true)
or an implementation alternative (i.e. false). Only one feature model can be
defined as the domain of the FSG. Moreover, each feature model can have one
or more Configurations, each one of them associated to a set of selected features.
In our approach, we defined only one configuration related to the domain model.
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Definition 1. A FSG = (FM, CMC, SC) where FM is the set of feature models
(FM �= ∅), CMC is the set of cross-model constraints, and SC is the set of
solution constraints (sc), where each sc is defined as:

– An inequality relation f(xi) operator f(xj), where operator stands for ≤, <,≥
, or >, f is a function in terms of an attribute type xi or xj, and i, j, n ∈ Z,
1 ≥ i, j ≥ n, i �= j.

– A one or multi-variable optimization model like minimization(f(x1, .., xn))
or maximization(f(x1, .., xn)), where f is a function in terms of a set of
attribute types x1, .., xn, and i, n ∈ Z, 1 ≥ i ≥ n.

On the other hand, each feature model contains exactly one root feature
and as many features as needed. Features are related through tree constraints
with mandatory, optional, or, and alternative type (cp. TreeConstraint). Each
feature can contain more than one tree constraint, and it is mandatory that
each tree constraint contains at least one child feature. In addition, a feature
can contain a set of FeatureAttributes, which represent metadata related to a
previously defined AttributeType [8]. For example, we can define an attribute
type with the name “Costs”, and with an “integer” data type. Then, a feature
could contain a feature attribute related to this type with a value of “100” USD.

We follow the structure defined in the XSD of the feature-oriented frame-
work FeatureIDE [12] to express cross-tree constraints. Accordingly, each feature
model must contain one or more CrossTreeConstraints. Each cross-tree con-
straint contains one direct cross-tree constraint expression (cp. CTCExpression)
in order to represent propositional formulas as p operator q, where p and q are
logic propositions. Additionally, the operator specifies if the child expressions are
contained in a logical and, or, not, or implies operation. Cross-tree constraint
expressions that are located in the deepest recursive level must have one or more
related features, which define a correct propositional formula.

Similarly, we use the CrossModelConstraint entity [1,7] to define constraints
between features of different models. This concept has the same possible opera-
tions and structure of the cross-tree constraint entity; the main difference is that
cross-model constraints are contained in the FSG entity. These type of associa-
tions can only be made if there are at least two features contained in two different
feature models. In the addressed decision scenarios, a cross-model constraint is
defined as an implication that has a set of features in the domain model as a
predecessor, and a set of features in the alternatives space as a consequence.

Finally, we propose the usage of SolutionConstraints (cp. SC in Definition 1)
—which were previously presented by Ochoa et al. [8]— as decision rules. We can
represent two types of hard constraints by using this concept: (i) HardLimitSC
for defining limits (cp. HLSCExpression) over the feature attributes related to a
particular attribute type (e.g. used to define budget boundaries: the total budget
is between 1.000 and 5.000 USD); and (ii) OptimizationSC for minimizing or
maximizing a set of feature attributes of the same type (e.g. used to look for
the cheapest solution). The detailed description of these constraints is out of the
scope of this paper and can be reviewed in the corresponding reference.
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Fig. 2. Decision scenario modeling and configuration processes.

4 Processes for Searching for Optimal Configurations

Figure 2 illustrates two processes that instantiate the proposed metamodel. The
first process allows modeling the target decision-making scenario. The second
process eases the search for optimal solutions within the alternative models
space, according to a set of functional and non-functional requirements.

A developer executes the modeling process for setting-up the FSG
(cp. Fig. 2a). This task includes the instantiation of the metamodel, which is
represented as an Ecore file using the Eclipse Modeling Framework, and the
definition of the required attribute types that are specified with CoCo Domain-
specific Language (DSL) [8]. There are two tasks where the domain and the set
of alternative feature models are instantiated both as XMI and FeatureIDE files.
A semi-automated approach is needed for the alternative models to extract infor-
mation from large-scale data sources (e.g. scraper). Then, the modeler defines a
set of cross-model constraints between the domain and the alternative models.

Each decision-maker executes the search process for defining a configuration
over the domain model. Afterwards, decision-makers define a set of solution
constraints (non-functional requirements) using CoCo DSL. Then, the complete
FSG is transformed into a problem for a given solver, and executed to perform an
automatic exhaustive search for a set of optimal configurations in the alternatives
space. In [8], we presented a transformation to a CSP, however, other techniques
such as evolutionary algorithms or linear programming can be used. The team
decides if the obtained results meet the project’s needs, or if they have to define
a new set of solution constraints in order to improve the results. In our case, the
FSG transformation was implemented using Epsilon Languages.

5 Application to the Cloud Computing Case Study

Applying the Modeling Process. We defined three different attribute types
for the FSG instantiation: costs, memory, and compute. Then, we created four
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feature models: one domain feature model representing a set of cloud services,
and three alternative feature models representing the corresponding services
offered by AWS, GC, and Azure. Three scrapers were built to gather the IaaS
provider services information. Each model was included in the instantiated FSG
and we manually defined a set of cross-model constraints to relate the domain
and the alternative models. In addition, we specified a set of feature attributes
related to the previously defined attribute types, considering that all values were
calculated for a monthly expenditure.

Fig. 3. FSG subset for the cloud computing case study.

The cloud model represents a subset of services: the compute service that has
a variability related to Windows and Linux OS; the storage service that includes
block storage, object storage, SQL and No-SQL databases and cache offers; a set
of application services like queues, mailing, notifications, and autoscaling ; net-
work services such as Content Delivery Network (CDN ), Domain Name System
(DNS ), and load balancing ; and, finally, monitoring services that offer alarms,
dashboards, and other different types of metrics. This subset of services was
modeled for each cloud provider1.

Figure 3 presents a small subset of elements of the instantiated FSG. There,
we have represented four application services of the cloud model, as well as their
corresponding services in the alternative models. For instance, the cloud model
(cp. Fig. 3.a) has application services as an optional feature. This feature has an
or relation with the queues, mailing, notifications, and autoscaling features. In
the case of alternative models, the AWS feature model (cp. Fig. 3b) presents four
services that are also related through an or relation: the Simple Queue Service
(SQS ), the Simple Email Service (SES ), the Simple Notification Service (SNS ),
and the auto scaling capacity. The Azure (cp. Fig. 3c) and GC (cp. Fig. 3d)
1 These models can be found at https://github.com/CoCoResearch/FSGCLoud.

https://github.com/CoCoResearch/FSGCLoud
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Fig. 4. FSG configurations and solution constraints.

feature models present their own services in a similar manner. We also present
four cross-model constraints as propositional formulas (cp. Fig. 3). For example,
constraint 1 states that if the cloud queues service is selected, then the AWS
SQS service or the Azure queues service should also be selected. The dotted
lines show a graphical representation of this cross-model constraint.

Applying the Searching Process and Obtaining an Optimal Solution.
Once we had modeled the FSG, we created a cloud domain configuration aligned
to the JEE application requirements. We also represented the three solution
constraints that had been contemplated: (i) the minimization of the costs type
attribute; the definition of hard limits over the (ii) compute (i.e. more than 8
CPU per machine) and the (iii) memory (i.e. more than 16 GB per machine)
types in order to guarantee the computational capacity of the application and
the database machines. Figure 4a illustrates both, the domain configuration and
the set of solution constraints.

Finally, we transformed the FSG to a CSP implementation in order to auto-
mate the searching process. The resulting configuration suggested the selection
of AWS as cloud provider. The suggested features are also shown in Fig. 4b.
Assuming the constant usage of two virtual machines (application and data-
base), the estimated total monthly cost of this solution is $2.496 USD, with
a total compute capacity of 8 CPU and 32 GB of memory per machine. The
selected services respond to functional and non-functional requirements.

6 Related Work

Approaches to Modular Modeling. Kang et al. [6] proposed the separation
of the problem and the solution space in the variability model. Each space has its
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own viewpoints. Rosenmüller et al. [10] use propositional formulas to model the
domain independently from the implementation variability dimensions. Metzger
et al. [7] proposed a separation between the concerns of the product line and
the modeling of software artifacts. Technical realizability is represented with
feature models and product line representation with orthogonal models. They
are related through cross-model links. Similarly, Holl et al. [5] represent multiple
systems that collaborate as a System of Systems (SoS) in independent variability
models. A set of emerging dependencies are defined during product configuration.
Chavarriaga et al. [1] represent different domains in independent feature models,
in which their dependencies are defined as forces and prohibits constraints.

Although all of these approaches propose a separation of concerns to decrease
complexity issues, there is no consistency or coordination between them. Some
of them lack a concrete representation that guides their practical use. Moreover,
the mapping between models is still not formalized.

Cloud Computing Variability Modeling. Garćıa-Galán et al. [4] studied
the decision process of migrating on-premise systems to the cloud. The approach
was supported on an extended and cardinality-based feature model. They also
searched for a solution based on a cost optimization function. Wittern et al. [13]
presented Cloud Feature Models (CFMs) and defined a Cloud Service Selection
Process (CSSP). CFMs contemplate the definition of a domain model that is
instantiated in requirement models and service models. A cloud configuration is
obtained through a CSP search. On the other hand, Quinton et al. [9] identified
the complexity of selecting a PaaS or IaaS provider for the deployment of an
application. They rely on the Domain Knowledge Model (DKM), an ontology
model that represents a domain, a metamodel that represents cloud provider
feature models, and a mapping metamodel that defines the relations between
them. The resulting configuration is generated by a solver search with a cost
objective function.

These approaches were considered in order to improve our modeling solu-
tion, especially when relating domain and alternative models. Furthermore, our
searching strategy considers additional user preferences (e.g. hard limits and
multi-variable optimization) that delivered a better cloud configuration. We uni-
fied these heterogeneous structures and concepts to obtain a consistent view.

7 Discussion

The proposed metamodel comprises multiple domain and implementation fea-
ture models. It also represents the cross-model and solution constraints that
are used during the search for optimal solutions in the alternatives space. Our
approach was applied to the selection of an IaaS provider configuration based
on the set of functional and non-functional requirements of a JEE application.
With this objective in mind, we modeled an independent set of IaaS services in
the domain model, and a subset of AWS, GC, and Azure services in independent
alternative models. We related the involved models through a set of cross-model
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and solution constraints. Finally, we automatically generated a CSP solver imple-
mentation to search for optimal solutions. The resulting cloud configuration is
an AWS solution with an estimated monthly cost of $2.496 USD; it fulfills the
requirements of the project, as well as three defined solutions constraints related
to cost minimization, and compute and memory capacity assurance.

The presented processes are not a rule of thumb; they integrate different
solutions to facilitate their applicability. The proposed metamodel, exhaustive
search, user preferences, and even the solver implementation encoding could
affect the resulting solutions. Therefore, our approach must be validated in mul-
tiple domains and variability scenarios to generalize its applicability. Moreover,
we plan to test the performance and scalability of our solution when including
more crosscutting models and a higher quantity of features.
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8. Ochoa, L., Rojas, O.G., Thüm, T.: Using decision rules for solving conflicts in
extended feature models. In: 8th International Conference on Software Language
Engineering, pp. 149–160. ACM, Pittsburgh (2015)

9. Quinton, C., Romero, D., Duchien, L.: SALOON: a platform for selecting and
configuring cloud environments. Softw. Pract. Exper. 46, 55–78 (2016)
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Abstract. Label propagation is a very popular, simple and fast algo-
rithm for detecting communities in a graph such as a social network.
However, it known to be non-deterministic, unstable and not very accu-
rate. These shortcoming have attracted much attention by the research
community, and many improvements have been suggested. In this paper
we propose an new approach for computing preference to stabilize label
propagation. The idea is to exploit the structure of the graph at study
and use the link density to determine the preference of nodes. Our app-
roach do not require any input parameter aside from the input graph
itself. The complexity of propagation-based is slightly increased, but the
stabilization and determinism are almost reached. Furthermore, we also
propose a fuzzy version of our approach that allows one to detect over-
lapping communities as common in social networks. We have tested our
algorithms with various real-world social networks.

Keywords: Network · Graph · Community · Cluster · Label
propagation

1 Introduction

With the increasing volume of data collected in various domains, e.g., marketing,
biology, economics, computer science and politics, analyzing data and networks,
and detecting patterns in them to reveal valuable information can help with
decision making and improving services, cf. [18]. For example, we might try to
group people or customers of a shop depending on their habits, preferences and
interests, in order to make a more efficient marketing by better recommendations
of articles and products. This leads to the problem of finding communities in
social networks.

In the last decade a range of methods has been proposed to compute commu-
nities (also called clusters) from collected data that are represented as graphs.
However, existing methods often suffer some deficiencies that hamper their suc-
cessful application in real-world situation. For example, some information about
the social network at study might be needed that is unknown a priori, or too
many input parameters are required that are hard to retrieve and maintain,
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S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 76–85, 2016.
DOI: 10.1007/978-3-319-47717-6 7



A Link-Density-Based Algorithm for Finding Communities 77

or execution takes to much time or does not scale well for large networks, or
the outcomes produced are of low quality or even meaningless for the partic-
ular application domain. For a thorough discussion we refer to survey papers
[2,17,18] on the subject.

Organization. The remaining of the paper is organized as follows. We first
assemble some preliminaries on social networks and their communities in Sect. 2.
Then Sect. 3 recalls relevant related work on label propagation. In Sect. 4 we
present a new variation of the label propagation approach to partition a net-
work into communities without overlaps, and in Sect. 5 we extend our approach
to the detection of overlapping communities. In Sect. 6 we present the results
of an experimental evaluation of our approach. Section 7 provides a critical dis-
cussion of our approach. Finally, we conclude our work and suggest some future
directions in Sect. 8.

2 Communities in Social Networks

Social networks are commonly represented as graphs, where nodes correspond
to individuals or subjects, and edges correspond to links between them. We
briefly introduce some graph notation to be used later on. A graph G is a pair
(V,E) consisting of a finite set V of nodes and a finite set E of edges. Each edge
connects a pair of nodes u and v. The number of nodes and edges are denoted by
n = |V | and m = |E|, respectively. When nodes are connected by an edge we call
them neighbors. The set of neighbors of a node v is called its neighborhood and
denoted by Γv. The number of neighbors of v is called its degree and denoted
by degv = |Γv|.

The successful application of computational methods to the problem of
detecting communities in social networks requires some basic assumptions about
the structure of a community. For a thorough discussion we refer the interested
reader to [2,17,18]. A community could be regarded as a part of a (big) net-
work system, which is more or less “isolated” from the others, i.e., with very
few links to the rest of the system. Some people could also regard a community
as a separate entity with its own autonomy. It is then natural to consider them
independently of the graph as a whole. This gives rise to local criteria for defin-
ing a community which focus on the particular subgraph, including possibly its
immediate neighborhood, but neglecting the rest of the graph. In a very strict
sense, a community could even be defined as a subgroup whose members are all
“friends” to each other, cf. [2].

On the other hand, a community could also be defined by taking into account
the graph as a whole. This is more appropriate in those cases in which clusters are
crucial parts of the graph, which cannot be removed without seriously impacting
the functioning of the whole. The literature offers several global criteria for
defining a community. Often they are indirect criteria, in which some global
properties of the graph are used in an algorithm that outputs communities at
the end. Many of these criteria are based on the idea that a network has a
community structure if it is sufficiently different from a random graph, cf. [2].
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The choice of a suitable definition of a community frequently depends on the
application domain at hand. Once this assumption has been made, some methods
are needed for detecting communities. In the literature two main approaches have
been suggested for determining a good clustering of a graph into communities,
cf. [2], namely

– values-based methods where some values are computed for the nodes, and
then the nodes are assigned into clusters based on the values obtained; and

– fitness-based methods where a fitness measure is used over the set of possible
clusters, and then one (or more) is selected among the set of cluster candidates
whose fitness is good, if not best.

Graph databases show their advantages of storing, maintaining and analyzing
graph data such as social networks. First, it has index-free adjacency property,
which means each node stores information about its neighbors only and no global
index of the connections between nodes exists. Secondly, graph databases stores
data by means of multi-graph, or property graph, where each node and each
edge is associated with a set of key-value pairs, called properties. Thirdly, data
is queried using path traversal operations expressed in some graph-based query
language, e.g., Cypher [1].

3 Related Work on Label Propagation

One of the most popular values-based methods for graph clustering is the Label
Propagation Algorithm (LPA) [16]. Major advantages of LPA are its conceptual
simplicity and its computational efficiency. It is merely based on the intrinsic
structure of the graph, and does not require any advanced linear algebra, cf.
[2,14]. As described in [11,16,18], LPA works with the following steps. First,
each node vi is labeled with a unique label �i. Then, at each iteration the node
adopts the label that is shared by the majority of its neighbors. If there is no
unique majority, one of the majority labels is selected randomly.

After a few iterations, this process converges quickly to form clusters that are
just sets made up of nodes with the same label. The algorithm converges if during
an iteration no label is changed anymore. All nodes with label �j will be assigned
to the same cluster Cj . The advantage of this approach lies at its computational
efficiency. Each iteration is processed in O(m) time, and the number of iterations
to convergence grows very slowly (O(log(m)) for many applications) or is even
independent of the size of the graph, cf. [2,10,16,18].

Unfortunately, LPA has some severe disadvantages, too. As labels are selected
randomly in case of ties between two or more majority labels, LPA turns out to be
non-deterministic and very unstable. The communities obtained from different
runs of LPA may differ considerably. It may even produce an output with one
cluster made up of all nodes, which may not be adequate in practice. Much
research has been devoted to investigate the disadvantages of the basic label
propagation approach and to propose improved versions of LPA that overcome
these shortcomings. For example, to avoid issues with the oscillation of labels,
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[16] proposed to inspect nodes in each iteration in a random order when updating
their labels. However, this encroaches on the robustness of the algorithm, and
consequently also the stability of the detected community structure.

To avoid ties between multiple majority labels, one can assign a preference
to each node to reflect its relevance and force the clustering process towards a
more desirable partition. Preferences may be computed, for example, based on
the degree centrality, betweenness centrality, or clustering coefficient centrality
of a node, cf. [18]. In some of the cases, however, the computation of preferences
may be expensive, thus affecting the overall efficiency of the label propagation
approach.

4 Link-Density-Based Preferential Attachment

In this section we present a new approach for computing preferences that is rela-
tively efficient and that may be used to avoid ties among multiple majority labels.
Our approach, named Link-Density-based Preferential Attachment (LDPA), is
based on the assumption that a node “tends” more to belong to a cluster con-
taining one or some of its neighbors with the most dense neighborhood.

More formally, for a subset U of the node set V of G let GU denote the
subgraph of G spanned by U . Its node set is just U , and it contains all edges of
G that connect a pair of nodes in U . Let mU the number of edges in GU . We
define the strength suv of link uv as the number of edges within the neighborhood
Γv \ {u} of v, increased by 1 (accounting for the edge uv itself), see Eq. (1a).
It may be considered as the attraction strength of node u towards node v. For
technical reasons, our approach uses the normalized strength of link uv within
the neighborhood Γu, see Eq. (1b), as the preference of u towards v.

suv = 1 + mΓv\{u}, (1a)

buv =
suv∑

w∈Γu\{u} suw
(1b)

Note that the strengths of all links could be computed in the pre-processing
phase of a label propagation methods such as LPA or its variations. For each node
u we have to consider the links to all its neighbors v. This pre-processing takes
O(n · degG) time where degG denotes the maximum degree of the nodes in G.
Thus, for sparse graphs, it takes near-linear time. In fact, the computation could
even be parallelized during implementation. Therefore, the global execution time
of LDPA will be increased only slightly compared to the basic LPA.

5 Fuzzy Label Propagation for Detecting Overlapping
Communities

Label propagation as discussed above results in a partition of the graph, that
is, communities may not overlap. This may be meaningful in certain application
domains, but in social networks overlapping communities are rather common. In
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this section we will present an extension of our proposed approach that is able
to detect overlapping communities, too.

The main idea of LPA is that a node is assigned to the same cluster shared
by the majority of its neighbors, while the others are grouped into different
clusters. But the node at study may also belong to these clusters with a certain
membership. That is the idea of the method that we called Fuzzy LPA. It allows
each node to belong to all clusters detected within its neighborhood.

Note that a similar approach, called Community Overlap PRopagation Algo-
rithm (COPRA) has been proposed in [5] which requires as input parameter the
maximal number of clusters that each node may belong to. In practice, however,
these numbers are unknown a priori and hard to estimate. We propose to over-
come this limitation. In our algorithm the maximum number of clusters for each
node is automatically obtained during runtime.

The extent to which a node vi belongs to a cluster Cj is called its membership
in this cluster and denoted by mi,j . We want the membership to reflect the ratio
γi,j of the number of its neighbors sharing label �j by the total number of its
neighbors plus 1 (for node vi itself), see Eq. (2a). The more neighbors of a
node belong in the same cluster, the more probable this node should belong to
this cluster. In this vein, we propose to consider at each iteration of LPA the
probability of presence of each node, and to compute the membership mi,j as
an ascending function in the ratio γi,j , as shown in Eq. (2b).

γi,j =
|Γi ∩ Cj |

deg(vi) + 1
, (2a)

μi,j = 1 − exp(−λ · γi,j) (2b)

Note that our algorithm requires a parameter λ ∈ [1;+∞[ which may be seen
as the growth factor of the membership of a node. Based on our experiments,
we recommend to use λ ∈ [1; 3].

The additional step to compute the memberships of each node u takes O(|Γu|)
time. Thus, for each iteration an extra O(n · |Γu|) time is needed. The mem-
berships need to be stored at each iteration. Consequently, the complexity is
O(n · nC), where nC is the number of clusters detected. Since the number of
clusters decreases at each iteration as certain labels vanish due to the domina-
tion by others, the memory space occupied also decreases.

An extension of the proposed approach to link-density-based preferences is
straightforward. In this case the ratio γi,j is obtained by the normalization of
the strengths of links within a detected cluster of its neighborhood. This gives
rise to a fuzzy version of LDPA, too.

6 Experimental Evaluation

Experimental Settings and Datasets. To evaluate our proposed approach
we have implemented the algorithms in a prototype systems, and tested them
thoroughly. We conducted our experiments on a computer with x64 bits Windows
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Table 1. Network datasets used for the experiments.

Network Description Number of nodes (n) Number of edges (m)

Zachary Friendships [3] 34 78

Dolphins Dolphins group [12] 62 159

Facebook ‘Circles’ [9] 4,039 88,234

Jazz Jazz musicians [4] 198 5,484

Science Co-authorships [15] 1,589 2,742

Books Politics books [8] 105 441

Power grid US Power grid [19] 4,941 6,594

8.1 operating system. The main specifications are: CPU Intel Pentium 2.40 GHz
and 3.88 GB of RAM. For testing we used several popular network datasets such
as Zachary Karate club, Dolphins, and Facebook Anonymized, Network of Jazz
Musicians, Co-authorship Network, Books about US Politics, and Power Grid,
see Table 1 for details. These real-world datasets have been used as benchmarks
before and are publicly available at [7,9,13].

We imported all the datasets into a graph database. We use Neo4j [1] because
it supports deep graph analytic and support for the Cypher declarative graph
query language.

Experimental Evaluation Results. We have conducted 100 runs of each
algorithm on each of the datasets. The average execution times till conversion
are shown in Table 2. For the fuzzy versions of the algorithms the memberships
of the nodes in the various clusters have been computed after each iteration. This
contributed to the overhead of their execution times compared to the respective
basic versions. But one could also choose to perform them only at the final step,
and the execution times for Fuzzy LPA (in column 3) and Fuzzy LDPA (in
column 5) would be quite smaller.

Table 2. Summary table showing the average execution times.

Network Average execution times (in ms)

LPA Fuzzy LPA LDPA Fuzzy LDPA

Zachary 4.65 13.71 108.1 112.33

Dolphins 11.4 17.91 112.67 125.66

Facebook 2016.47 5618.88 82034.15 82263.15

Jazz 49.55 368.85 368.85 481.24

Science 107.93 320.06 262.13 630.28

Books 12 30.47 117.63 144.24

Power grid 380.14 1406.52 944.7 3703.06
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The Link-Density-based Preferential Attachment (LDPA) approach performs
each node’ preference attachment based only on the structure of the network,
namely the density of edges. These values could be calculated once, since the
graph’s structure remains the same during the clustering. This improvement
increases the global complexity time by O(n · m) in the worst case, i.e. on dense
graphs. However, based on the inherent structure of the graph at study, the
computation of independent parts, i.e. links and neighborhoods, could be par-
allelized during the implementation phase. Therefore, the global execution time
of the whole clustering process would be slightly increased. Aside from keeping
in memory labels during the execution of the basic LPA, this method needs also
to store each link’s strength computed, which is equal to twice the number of
edges m on undirected graphs. Similarly to the policy with labels storage, as
this algorithm performs, less and less link’s strengths are needed. They could be
deleted and the memory space occupied will also decreases.

In addition to the execution time, we were also interested in accuracy and
stability of the proposed approach. To study this question for LDPA we analyzed
the community structure obtained as outcome of each of the 100 runs. Table 3
shows the smallest and largest number of communities detected.

Table 3. Minimum and maximum number of clusters detected during the 100 runs of
LDPA on each network dataset.

Network Number of clusters detected

Minimum Maximum

Zachary 1 2

Dolphins 2 3

Facebook 6 9

Jazz 1 2

Science 412 420

Books 2 2

Power grid 419 450

The outcomes are more stable and more accurate, since the number of
detected clusters is almost constant for each dataset. Apart from Power grid,
the number of detected communities does not differ significantly. For example,
with the Zachary club, 2 communities were detected in 94% of all runs, and each
of them partitioned the network into two disjoint subsets and assigned all the
nodes correctly. For Dolphins, for example, we obtained 3 clusters in more than
75% of the runs, always before reaching 10 iterations. For Jazz is split between
two parts, as the inherent structure.

For the Zachary club the Fuzzy LPA detected 2 communities in most of the
100 runs. The only notable exception was one case where the algorithm converged
already after four iterations and four communities were detected. Generally, the
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results obtained by our experiments are consistent with the logic of this dataset
[3], as they show up the “fuzziness” of nodes 2, 8, 9, 19, 30 and 31, while the
other nodes were assigned to their respective clusters with memberships greater
than 0.9.

7 Discussion

In this section, we will compare the proposed approach against the existing ones.
As first criteria, amongst the most important, is the determinism of method.
The main idea of LPA approach allows to obtain several results, depending on
the runtime. During the execution, a node may be swapped between different
clusters before the convergence. Although adjunction of node preferences may
reduce this effect, their precise values are hard to measure on real-world social
networks. We proposed above how to compute these values only based on intrin-
sic characteristics of graph at study. Talking about spectral methods, due to
the fact that they are mathematical laws-based, they can only be deterministic.
However, social behavior does not always follow theoretical and mathematical
laws. With regard to overlaps between clusters, this criteria depends strongly on
the main idea of a method, even though extensions are allowed in many cases.
For instance in the LPA, we kept tracks of changes during swapping of nodes
between clusters, and evaluate corresponding membership values, as the propor-
tion of the number of node’s neighbors with the same label at a given iteration.
This modification is essentially to view which clusters that nodes may belong to
are wrongly assigned.

Onemore usage of the fuzziness in clustering, particularly inmethods discussed
above, is the detection ofmediator or super nodes between communities. For exam-
ple, nodes that all their memberships values are below to a certain threshold (0.1
for example) are connected to at least 5 different communities without belonging
strongly to anyone. Such nodes may play an important role of mediation and lead
the relationships and exchanges between different communities they are connected
to. One the other hand, those with the greatest memberships values greater than
a certain value (0.9) may be considered as central nodes. They may have an impor-
tant function of control and stability within the community they belong to. These
two features are very important. The former is useful when we want to know how
a person may influence or have a certain impact within a subgroup, play a role as
intermediate between communities or more, optimally reduce the search time that
can be achieved by using them down to O(log[log(n)]) [6]. The latter, on the other
hand, is worthwhile as well in social network (“person(s) you may know” feature)
as in business world (“content(s) you may like”), just to mention few uses. This
could also help to obtain a hierarchy of subgroups in an organization, from the top
management down to interns.

Due to non-determinism of LPA, accuracy of the results it proposes could not
be good. One way to improve it is to use node preference as mentioned above. We
proposed a way to compute these preferences, LDPA, based only on the structure
of the graph. The main idea of our improvement is that, a node is attracted by
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the most link-dense group within its neighborhood. Advantages are the accuracy
and determinism of LPA are increased, highly dense groups are detected and the
approach can be parallelized to minimize the increase of the global execution time
in comparison to that of LPA. However, this enhancement suffers also from the
random selection of the node from which to start the propagation. That leads
(in some rare cases) to trivial results. Another drawback is that clusters with
more or less same link-density and separated by only one – or few nodes –, are
often merged together into only one (with nodes that are not strictly “similar”
to each other). More generally, graphs without a community structure, like very
dense ones may lead to trivial solution, since it is not easy to capture differences
between preferences. That is the main reason why the number of detected clusters
are sometimes less than expected.

With improvements we proposed, we can also obtain good and accurate clus-
tering results with propagation-based methods and with a wise interpretation
of them, more useful information become available, the axis of analysis of data
depends on the application domain.

8 Conclusion and Future Work

Computational methods for clustering graphs and analyzing their community
structure is a topic that is still attracting a lot of attention among researchers
and practitioners. In this paper we proposed a variation of the basic label prop-
agation that uses a new way of computing preferences of nodes based on the
link density. In addition, we have studied fuzzy versions of our approach, to
cope with overlapping communities. The accuracy of results obtained show that
the increase of the global execution time is worthwhile. Thus it can be used
on real-world network graphs with medium size or on large graphs with com-
putation parallelization. We also show how our improvement could be used as
pre-processing phase for many others existing algorithms. For instance in [10,18],
preferences could be performed based on (local) link-densities of the network at
study. To compare our approach to existing ones, we test it on some bench-
mark datasets. An analysis of results opens some inquisitiveness that worth the
detour. First, the number of detected communities per graph varies slightly and
the intrinsic structure is very well detected. The memberships computed dur-
ing the fuzzy approach may help to classify the nodes either as central, super
or simple. This function is till now mostly performed through linear algebra,
which is characterized as computational demanding. The usefulness of the two
former types of nodes is now well established in numerous domains such as busi-
ness world, organizational studies, social networks, social capital, diffusion of
innovations, economic sociology, just to mention a few.
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Abstract. Ubiquitous devices and applications generate data that
are naturally ordered by time. Thus elementary data items can form
sequences. The most popular way of analyzing sequences is searching for
patterns. To this end, sequential pattern discovery techniques were pro-
posed in some research contributions and implemented in a few database
systems, e.g., Oracle Database, Teradata Aster, Apache Hive. The goal
of this work is to assess the functionality of the systems and to evaluate
their performance with respect to pattern queries.

1 Introduction

Modern IT architectures include applications and devices that generate
sequences of data items (events). The order that exists in sequences implies
the existence of various patterns. By analyzing the patterns one can discover
additional pieces of information of a business value. Some typical domains, where
finding patterns in sequential data is of a business value include: stock exchange,
energy management, public transportation, workflow systems, e-commerce.

Example 1. An example dataset comes from a public transportation network
in the city of Poznań where commuters use intelligent cards. Card readers report
simple records including: cardID, stopID, tramNo, timestamp, and event type (in,
out, travel). Based on such records, clustered for a given cardID and ordered by
timestamp, one can represent passengers’ travels as sequences of events. For
example, the set of daily travels of a passenger identified by cardID=1100 can
be visualized as sequences shown in Fig. 1. In the example dataset, one may
be interested in finding the number of commuters whose travels fall into the
following pattern: getting in at stop ‘s7’, traveling n stops including ‘s10’, and
getting out at ‘s11’.

Sequential data are searched for patterns by means of pattern queries. Typ-
ically, the queries are expressed in SQL-like constructs that allow to form
sequences and to define patterns. Such extensions were proposed in the research
literature and implemented in a few database systems.
c© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 91–101, 2016.
DOI: 10.1007/978-3-319-47717-6 8
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Fig. 1. An example sequential data set on travels in a public transportation network

Example 2. Let us consider data stored in table called travels. A query shown
in Listing 1.1 searches for sequences (travels) that are composed of exactly 3
events, where attribute stopID of the first event (A) is equal to ‘s14’. Clause
CLUSTER BY indicates which attribute of an event is used to cluster events
to form sequences. SEQUENCE BY indicates an attribute used to order events
within every sequence. AS defines the pattern of elements in a sequence (the
syntax of SQL-TS [19]).

Listing 1.1. An example 3-element pattern query

SELECT A.stopID FROM travels
CLUSTER BY cardID SEQUENCE BY timestamp AS (A, B, C)

WHERE A.stopID = ‘s14’

Based on the literature, we identified the two most popular query patterns
in a transportation domain, namely: (1) an n-elements pattern query, and (2) at
least n-elements pattern query (both discussed in Sect. 3). In this paper we asses
the functionality of the most popular available database systems, i.e., Oracle
Database 12c, Teradata Aster 6.00.01, Apache Hive 0.13.0, and evaluate their
performance with respect to the aforementioned pattern queries (Section 4).

2 Related Work

Research on analyzing sequential data is focusing on: (1) mining sequential data
for discovering patterns, (2) analyzing sequential data in a traditional SQL-like
way and searching for given (known) patterns, (3) discovering patterns of events
in data streams, (4) developing models and techniques for warehousing sequential
data and analyzing them in an OLAP-like style. Only 4 production systems,
i.e., Oracle, Teradata Aster, Hive, and Spark, implement pattern queries. Since
mining sequential data is out of scope of this paper, we will not cover it here.

SQL-like support for pattern search. One of the first approaches to analyz-
ing database-stored sequences used an object-relational data model with unary
and aggregate operators [20]. The unary operators included a selection, projec-
tion, and offset within a sequence. The aggregate operators included aggregation
(for aggregating in an n-elements window) and compose (for combining/joining
two sequences). Another contribution, called the Sorted Relational Query Lan-
guage (SRQL) [18], was based on an extended relational algebra with operators
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for: (1) creating sequences out of relational data, (2) matching two tuples at
a given position in a sequence, (3) matching a tuple at a given position in a
sequence with tuples within a sequence window, and (4) aggregating sequences
within a given window. The extension of SRQL is Simple Query Language for
Time Series (SQL-TS) proposed in [19]. SQL-TS introduced operators for: (1)
clustering sequences, (2) sorting sequences, and (3) defining patterns. In [12],
to represent ordered data a data model based on one-dimensional arrays (called
arrables) was used. The proposed query language - AQuery offers selection, pro-
jection, join, grouping, and the possibility to apply a given function to an array
cell. In [24], the authors proposed another array-based model and query language
- SciQL that allows to manipulate arrays of sequences and perform SQL-like
selects on the arrays.

Discovering patterns in data streams. In the area of Complex Event
Processing [3,23], Stream Cube [9] and E-Cube [13,14] were developed to pro-
vide tools for OLAP analysis of stream data within a given time window. E-Cube
includes: a query language (called SEQ) - to query events of a given pattern, a
concept hierarchy - to compute coarser aggregates based on finer ones, a hierar-
chical storage with data sharing, and a query optimizer. SEQ enables grouping
events by means of attributes and computing basic aggregate functions.

Warehousing sequential data. In S-OLAP [15], the concept of a Sequence
Cuboid was proposed. It is based on the relational data model and storage. The
cuboid represents answers to the so-called Pattern-Based Aggregate queries. The
proposed data model defines a set of operators for the purpose of analyzing pat-
terns. The model was further extended in [5,6] with an algorithm for supporting
pattern-based aggregate queries.

[8] focused on warehousing RFID data. The authors proposed a few tech-
niques for: (1) reducing the size of RFID cuboids and (2) computing higher level
cuboids from lower level ones. They applied the relational data model to repre-
sent RFID data and their order. In [4], the authors provided a rough overview
of their contribution to constructing an RFID warehouse.

[22] proposed a process cube to store process instances. The process cube is
constructed based on: (1) a process cube structure that defines the “schema” of
the cube, (2) a process cube view that is analogous to a relational view, and (3)
a materialized process cube view that is the process cube view filled in with data
coming from an event repository. The process cube is organized by dimensions
that define the context of process mining. The author redefined typical OLAP
operators (slice, dice, roll-up, and drill-down) to work on the process cube.

In [2,10], the authors presented a data model for storing and processing time
point-based sequences. The model is based on the three fundamental compo-
nents, namely: an event, a sequence, and a dimension. A sequence is created from
events by clustering and ordering them. Sequences and events have measures
that can be analyzed in an OLAP-like manner in contexts set up by dimensions.
Based on the model, a query language implementation was presented in [1].

In [11], the authors proposed a whole data warehouse architecture for analyz-
ing sequences of events in workflow logs. The sequences are stored in a data struc-
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ture called Sequence Cube that organizes sequences by dimensions. The devel-
oped query language supports pattern matching and aggregations by dimensions.

[10] addresses the problem of analyzing sequences of intervals. It presents a
formal model of Interval OLAP (I-OLAP) and the set of low-level operations.
The sequences are organized by dimensions and are characterized by measures.
The latter are expressed by user-defined functions. A follow-up I-OLAP archi-
tecture was discussed in [16], where the authors outlined their query language,
called TidaQl, as an extension of SQL. Their roughly outlined select statement
works in a multidimensional data model with measures and hierarchical dimen-
sions.

Production systems. Oracle together with IBM defined an ANSI SQL stan-
dard for finding patterns within sequences stored in tables [17]. To this end, the
MATCH RECO-GNIZE clause was proposed and implemented in Oracle12c [7].
It allows to search for patterns, define patterns and pattern variables. Teradata
Aster implemented the nPath clause (up to version 6.00.01) [21] for analyzing
sequences and searching for patterns. Apache Hive (in versions from 0.11.0 to
0.13.0) also implemented the nPath clause. It was renamed as MATCHPATH
and removed in version 0.14.0. Hive 0.13.0 was included as the component of
Apache Spark 1.3.0. Microsoft StreamInsight is another system that allows to
discover patterns in a data stream. However, the discovery has to be implemented
in a procedural language.

3 Experimental Setup

In this section we present the prerequisites for the experimental evaluation, i.e.,:
(1) the structure of data generated by intelligent card readers, (2) basic queries
in the context of analyzing commuting patterns, and (3) the database systems
under test.

Data from card readers. Card readers generate data of the following structure:
(1) cardID (NUMBER) - a passenger’s intelligent card ID, (2) stopID (STRING)
- a tram stop at which a given event occurred (values: {‘s1’, ..., ‘s120’}), (3)
tramNo (STRING) - the number of a tram, (4) timestamp (DATETIME) - a
timestamp of an event, (5) card type (NUMBER) - passenger’s card type (values:
{0, 1, 2, 3}), (6) cost (NUMBER) - a cumulative cost of a travel, (7) event type
(STRING) - a type of an event: ‘in’, ‘out’, null (commuting).

Basic queries for analyzing commuting patterns. Based on the literature,
we identified the two most popular query patterns applicable to analyzing com-
muting patterns, namely: (1) an n-elements pattern query and (2) an at least
n-elements pattern query.

The n-elements pattern query includes exactly n elements in its pattern,
where an element represents a tram stop. An example of such a query, for n=5,
is shown in Listing 1.2. It searches for travels of every passenger identified by
cardID (CLUSTER BY cardID) that started at tram stop ‘s14’, went through
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stop ‘s15’, went through 2 other stops, and finished at the 5-th stop (E.event type
= ‘out’ ).

Listing 1.2. An example 5-element pattern query

SELECT A.stopID, B.stopID, C.stopID, D.stopID, E.stopID
FROM travels

CLUSTER BY cardID SEQUENCE BY timestamp AS (A, B, C, D, E)
WHERE A.stopID = ‘s14’ AND B.stopID = ‘s15’ AND A.event type = ‘in’ AND E.event type = ‘out’

The at least n-elements pattern query includes at least n pattern ele-
ments in its AS clause. An example query that searches for sequences composed
of at least 3 elements, defined as A, B, and C, is shown in Listing 1.3. *B in
the AS clause denotes that element B may appear in the pattern one or more
times, whereas elements A and C must appear exactly once. The WHERE clause
allows to define conditions that must be fulfilled by the values of: attribute cost
(of elements A and C) as well as attribute event type (of element A).

Listing 1.3. An example pattern query of at least 3 elements

SELECT A.stopID, B.stopID, C.stopID
FROM travels

CLUSTER BY cardID SEQUENCE BY timestamp AS (A, ∗B, C)
WHERE C.cost − A.cost > 3 AND C.cost − A.cost < 10 AND A.event type = ‘in’

Systems under test. Initially, we considered assessing the functionality and
performance of: Oracle Database 12c, Teradata Aster 6.00.01, Apache Hive
0.13.0, and Apache Spark 1.3.0. After a thorough investigation it turned out
that Apache Spark 1.3.0 couldn’t execute any pattern query due to a bug.
Pattern search in Oracle 12c and Teradata Aster 6.00.1 is supported by the
MATCH RECOGNIZE and NPATH clauses, respectively. Apache Hive 0.13.0
implements the NPATH clause, whose syntax is similar to the one of Tera-
data Aster. NPATH was available in Hive version 0.11.0, in version 0.12.0 it was
renamed to MATCHPATH, and became unavailable starting from version 0.14.0.
Due to space limits, we refer to technical documentations of the aforementioned
systems for further information on the clauses.

4 Experimental Evaluation

The goal of the experimental evaluation was twofold. First, to verify the func-
tionality of pattern queries offered by Oracle, Aster, and Hive. Second, to test
the performance of these systems w.r.t.: (1) the n-elements pattern query, (2) the
at least n-elements pattern query, and (3) pattern search for queries of various
selectivities.

In the experiments we used artificially generated sequential data, representing
passenger travels in the public transportation network of the city of Poznań,
which includes 120 tram stops. Artificial sequential data were obtained from a
generator that we implemented in C++. The generator allowed to parameterize
the distribution of travel lengths (the number of stops traveled) and card types.
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In the experiments, we used the Poisson distribution of travel lengths (median
equal to 7.6) and card types.

Elementary data items, from which sequences were built, were stored in
a table whose structure was outlined in Sect. 3. The average row size in this
table was equal to 30B. The number of data items stored in our database
was equal to: 24,055,341 (1 GB), 121,020,658 (5GB), 240,543,617 (10GB), and
480,057,689 (20 GB). Each experiment was repeated 6 times, and the charts
discussed below show average values and standard deviations. The experiments
were conducted on two workstations (equipped with Intel R CoreTM i7-4700MQ,
16GB DDR3 1600MHz CL9 RAM, HDD Seagate ST1000LM014-1EJ164), under
Linux Ubuntu 14.10.

4.1 n-Elements Pattern Query

In this experiment, queries were formulated to find sequences of 3, 5, 7, 9, and
11 elements. To prevent from retrieving sequences being sub-sequences of other
sequences, additional conditions were defined on: (1) the first element in the
sequence (i.e., event type = ‘in’ ) and (2) the last element in the sequence (i.e.,
event type = ‘out’ ). An example Oracle query finding 5-elements sequences is
shown in Listing 1.4.

Listing 1.4. An example 5-elements pattern query

SELECT stA, stB, stC, stD, stE, count(∗)
FROM (SELECT ∗ FROM travels

MATCH RECOGNIZE
(PARTITION BY cardID ORDER BY timestamp ASC
MEASURES a.stopID as stA, b.stopID as stB, c.stopID as stC, d.stopID as stD, e.stopID as stE
ONE ROW PER MATCH AFTER MATCH SKIP TO NEXT ROW PATTERN(a b c d e)
DEFINE a as a.event type = ‘in’, e as e.event type = ‘out’))

GROUP BY stA, stB, stC, stD, stE
ORDER BY 6 DESC

The obtained performance characteristics for 7, 9, and 11-elements queries
are shown in Fig. 2 (for 3- and 5-elements pattern queries, the characteristics are
similar). The chart reveals that: (1) in Teradata Aster, query execution times
are linearly dependent on a sequence length and on a data volume and (2) in
Oracle Database and Apache Hive, query execution times are linearly dependent
on a data volume and they do not depend much on a sequence length.

4.2 At Least n-Elements Pattern Query

In this experiment, the following three queries were executed. The first query
(labeled as As8 ∗ Bs5 ∗ Cs11) retrieves sequences (travels) that started, went
through, and ended at given tram stops. The following conditions are defined
for this query: (1) stopID = ‘s8’ for the first element, (2) stopID = ‘s11’ for the
last element, and (3) stopID = ‘s5’ for at least one element between the first
and the last one. For this query, sequence length is undefined. The second query
(labeled as A∗Blength≤11) searches for sequences with at most 11 elements. The
third query (labeled as Ain ∗ Bs8 ∗ Cout) searches for sequences (travels) of any
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Fig. 2. Execution times of n-elements pattern queries

length that went through a given tram stop. The following conditions are defined
for this query: (1) event type = ‘in’ for the first element, (2) event type = ‘out’
for the last element, and (3) stopID = ‘s8’ for at least one element between the
first and the last one.

Query As8 ∗Bs5 ∗Cs11 - finding at least 5-elements sequences, in the Oracle
and Aster syntax is shown in Listing 1.5 and Listing 1.6, respectively.

Listing 1.5. An example at least 5-element pattern query As8 ∗ Bs5 ∗ Cs11 - Oracle
syntax

SELECT count(∗)
FROM
(SELECT ∗ FROM travels

MATCH RECOGNIZE
(PARTITION BY cardID ORDER BY timestamp ASC
ONE ROW PER MATCH AFTER MATCH SKIP TO NEXT ROW PATTERN(a b∗ c d∗ e)
DEFINE a as stopID LIKE ‘s8’, c as stopID LIKE ‘s5’, e as stopID LIKE ‘s11’))

ORDER BY 1 DESC

Listing 1.6. An example at least 5-element pattern query As8 ∗ Bs5 ∗ Cs11 - Aster
syntax

SELECT count(∗)
FROM
NPATH (ON travels

PARTITION BY cardID ORDER BY timestamp ASC MODE(OVERLAPPING)
PATTERN(‘a.b∗.c.b∗.d’)
SYMBOLS (stopID=‘s8’ as a, stopID=‘s5’ as c, stopID=‘s11’ as d, true as b)
RESULT ( ACCUMULATE (station OF ANY(a,b,c,d)) AS path))

GROUP BY path

It turned out that Apache Hive does not allow to define queries with at least
n-elements patterns. Therefore, Fig. 3 presents time performance characteristics
for Oracle and Aster only. For both systems, the characteristics show a linear
dependency of the execution time on a data volume. We can also observe that
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Fig. 3. Execution times of at least n-elements pattern queries

the execution time of query A ∗ Blength≤11 is much higher than the other two
queries. It is because the systems under test had to first compute all possible
sequences and next eliminated sequences whose length was greater than 11.

4.3 Variable Selectivities of Pattern Queries

This experiment investigated the impact of query selectivity on the query exe-
cution time. Query selectivity is defined as RetSeq/AllSeq, where RetSeq is the
number of sequences returned by a test query and AllSeq is the total number of
sequences returned by a reference query. In our case, the reference query returned

Fig. 4. The performance of sequence searching under variable selectivities of pattern
queries
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all sequences composed of at least 2 elements where the first element fulfilled
condition event type = ‘in’ and the last element fulfilled condition event type =
‘out’, i.e., all at least 2-stops travels were included in the reference set.

The time performance characteristics of queries of selectivities from 6 % to
95 % are shown in Fig. 4. Unfortunately, it turned out that Hive does not allow
to define regular expressions with complex conjunction and alternatives. There-
fore, we were not able to express other selectivities than 6 % and 15 %. As we can
observe from the chart, a query selectivity has a minor impact on the query exe-
cution time. The reason for this behavior is that in order to construct sequences,
for each query, the systems under test had to perform a full table scan. Having
constructed the sequences, those that fulfilled the conditions were included into
the query result.

5 Conclusions and Future Work

Techniques for analyzing sequential data have been of interest of research and
business for several years. Multiple data models, algorithms, SQL-like languages,
and prototypes have been proposed by researchers. A few commercial and open-
source database systems included tools for sequential data analysis as well. In this
paper, we assessed the functionality of the most popular database systems avail-
able on the market (Oracle 12c, Teradata Aster 6.00.01, and Apache Hive 0.13.0)
and evaluated their performance with respect to sequential pattern queries.

The functionality assessment reveals that only Oracle and Aster offer SQL
syntax and implementation that are complex enough to support real pattern
queries. Apache Hive (in the evaluated version) revealed inability to define
queries with at least n-elements patterns and use regular expressions with com-
plex conjunction and alternatives.

The performance evaluation shows that typical pattern queries perform lin-
early w.r.t. a data volume, although the difference in performance can be sub-
stantial between the systems under test. Queries that cluster sequences based on
their length are typically costly in all the systems under test, since such queries
require full table scans. From our experiments, Oracle turned out to offer the
best performance.

This paper presents a piece of broader work leading to assessing languages,
systems, and architectures for storing and analyzing sequential data. Currently
we are experimenting with storage techniques for sequences (e.g., NoSQL, rela-
tional, graph, arrays). The next step will focus on analyzing the applicability
and performance of Spark and Hadoop as well as novel sequence databases (e.g.,
TSDB, InfluxDB).
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Abstract. This paper presents a comprehensive analysis of natural and
technogenic safety indicators of the Krasnoyarsk region in order to explore
geographical variations and patterns in occurrence of emergencies by applying
the multidimensional analysis techniques – principal component analysis and
cluster analysis – to data of the Territory Safety Passports. For data modelling,
two principal components are selected and interpreted taking account of the
contribution of the data attributes to the principal components. Data distribution
on the principal components is analysed at different levels of the territory detail:
municipal areas and settlements. Two- and three- cluster structures are con-
structed in multidimensional data space; the main clusters features are analyzed.
The results of this analysis have allowed to identify the high-risk municipal
areas and rank the territories according to danger degree of occurrence of the
natural and technogenic emergencies. It gives the basis for decision making and
makes it possible for authorities to allocate the forces and means for territory
protection more efficiently and develop a system of measures to prevent and
mitigate the consequences of emergencies in the large region.

Keywords: Comprehensive data analysis � Data mining � Principal component
analysis � Cluster analysis � Prevention of emergencies � Territorial
management � Decision making support

1 Introduction

Prevention of natural and technogenic emergencies is a one of the major tasks of the
territory management. Analytical support of decision-making processes based on
modern technologies and efficient methods of data analysis is a necessary condition for
improving the territorial safety system and management quality.

The Krasnoyarsk region is the second largest federal subject of Russia and the third
largest subnational governing body by area in the world. The Krasnoyarsk region lies
in the middle of Siberia and occupies an area of 2,339,700 km2, which is 13 % of the
country’s total territory. This territory is characterised by heightened level of natural
and technogenic emergencies which is determined by social-economic aspects, large
resource potential, geographical location and climatic conditions [1]. In order to
improve the population and territory safety, a lot of monitoring systems and control
tools for on-line observation and strategic planning are being actively introduced within
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the region [2–6]. The Ministry of Emergency has enacted the structure and order of
conducting the Territory Safety Passport, which defines a system of indicators to assess
the state of territory safety, the risk of emergencies and possible damages to create
efficient prevention and mitigation actions [7]. At present, there are massive data
collections about the state of controlled objects, occurred events and sources of
emergencies. However, we have to admit that the processing stored data, aimed at
obtaining the new and useful knowledge, is insufficient. The local databases remain
unused, while the reasonable decisions, comprehensive analysis and emergencies
prediction are sorely needed. Thus, identification of risk factors of emergencies based
on monitoring data and investigation of their impact on key indicators of human safety
are topical and important tasks in territorial management.

Data Mining, as the extraction of hidden predictive information from large data-
bases, is a powerful modern technology of intelligent data processing. Data mining
techniques provide the effective tool for discovering previously unknown, nontrivial,
practically useful and interpreted knowledge needed to make decisions [8, 9]. This
paper presents a comprehensive analysis of natural and technogenic safety indicators of
the Krasnoyarsk region in order to explore geographical variations and patterns in
occurrence of emergencies by applying the data mining techniques – principal com-
ponent analysis and cluster analysis – to data of the Territory Safety Passports.

The outline of this paper is as follows: Sect. 1 contains introduction. Section 2
describes the initial data. Section 3 presents the principal component analysis: identi-
fication and interpretation of principal components; analysis of data distribution on the
principal components at different levels of the territory detail. Section 4 presents the
cluster analysis: construction of two- and three-cluster structures in multidimensional
data space and analysis of their main features. Section 5 draws the conclusion.

2 Data Description

Analysis of natural and technogenic safety indicators is based on data of the Territory
Safety Passports of the Krasnoyarsk region for 2014 collected in Center of Emergency
Monitoring and Prediction (CEMP). Original dataset contains 1,690 objects, essentially
discrete settlements-level geographical entities of the Krasnoyarsk region, each with 12
measured attributes. Data attributes are listed in Table 1. One part of attributes char-
acterizes the sensitivity of the territory to the risk factors effects (e.g. population
density, the presence of industrial and engineering facilities) that is determined by the
number of objects located on the territory (i.e. number of potential sources of emer-
gencies), it is so-called “object attributes’’. The other part of attributes characterizes the
presence of potential factor that can damage the health of people, can cause irreversible
damage to the environment that is determined by the statistic of events occurred in the
territory (i.e. number of emergencies), it is so-called “event attributes’’.

The preliminary analysis of original data has shown a fairly strong correlation
between “object” and “event” attributes, therefore for further analysis we will consider
the attributes that characterize events and population. In addition, some reference
characteristics and identifiers are used for data visualization and interpretation.
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Within this research, the analysis and visualisation of multidimensional data are
conducted using the ViDaExpert [10]. Data visualization on geographical maps is
performed by applying the mapping tools «ArcGIS» [11].

3 Principal Component Analysis

Principal Component Analysis (PCA) is one of the most common techniques used to
describe patterns of variation within a multi-dimensional dataset, and is one of the
simplest and robust ways of doing dimensionality reduction. PCA is a mathematical
procedure that uses an orthogonal transformation to convert a set of observations of
possibly correlated variables into a set of values of linearly uncorrelated variables
called principal components [12]. The number of principal components is always less
than or equal to the number of original variables. This transformation is defined in such
a way that the first principal component has the largest possible variance and each
subsequent component, respectively, has the highest variance possible under the
constraint that it is orthogonal to the preceding components.

3.1 Contribution of the Data Attributes to the Principal Components

In general, the method allows to identify k components based on k initial attributes.
Table 2 shows the results of calculating the eigenvectors of the covariance matrix
arranged in order of descending eigenvalues.

Table 1. List of the data attributes of territory safety passports

No Attributes Description

1 Pop Population
2 Soc_object Number of important social facilities (e.g. educational, health, social,

cultural and sports facilities)
3 Water_object Number of dangerous water bodies
4 Indust_object Number of potentially dangerous industrial objects (e.g. plants,

factories, mines)
5 Oil_line Number of pipeline sectors in 5 km. radius from borders of settlement
6 Munic_object Number of municipal facilities (e.g. power supply, water supply and

heating facilities)
7 Flood_event Number of floods
8 NFire_event Number of natural fires
9 TFire_event Number of technogenic fires
10 Munic_event Number of accidents at municipal facilities
11 Nat_event Number of natural events (excluding natural fires and floods)
12 Tech_event Number of technogenic events (excluding technogenic fires and

accidents at municipal facilities)
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Based on combination of Kaiser’s rule and the Broken-stick model [14], two
principal components were identified (PC1 и PC2). The contribution of the reduced
data attributes to principal components is presented in Fig. 1.

From Fig. 1 we can see that the first principal component (PC1) is characterised by
the following attributes: a high level of population, high proportions of technogenic
fires, accidents at municipal facilities and other technogenic events, a low percentage of
natural events including natural fires and floods. In combination, these characteristics
present the big settlements (e.g. cities) with high levels of technogenic hazards. The
second principal component (PC2) is characterised by the following attributes: a low
level of population, high proportion of natural fires, strong negative correlation with the
percentage of natural events including floods and technogenic events including fires
and accidents at municipal facilities. In combination, these characteristics present rel-
atively small settlements (e.g. villages) with high levels of natural fires. This means that
in comparison with other types of emergencies the technogenic and natural fires are the
greatest threat for the Krasnoyarsk region.

Table 2. Results of principal components calculation

Components 1 2 3 4 5 6 7

Eigenvalues 0.404 0.249 0.141 0.116 0.075 0.010 0.005
Accumulated
dispersion

0.504 0.652 0.793 0.909 0.985 0.995 1

Pop 0.509 0.109 0.111 0.113 0.227 0.182 0.787
TFire_event 0.513 0.083 0.061 0.088 0.171 0.616 −0.557
NFire_event 0.060 0.439 −0.876 0.186 −0.022 −0.033 0.012
Munic_event 0.503 0.096 0.120 0.084 0.251 −0.764 −0.263
Flood_event 0.235 −0.314 −0.325 −0.853 0.109 −0.004 0.029
Nat_event 0.086 −0.822 −0.311 0.458 0.103 −0.015 0.010
Tech_event 0.397 −0.072 0.019 0.013 −0.913 −0.051 0.024

Fig. 1. Contribution of the data attributes to the first (PC1) and second (PC2) principal
components
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3.2 Data Distribution on the Principal Components

The visualisation of the projections on the first and second principal components on the
geographic map is displayed in Figs. 2 and 3. On these figures, the negative values in
range [−1, 0] correspond to Group 1 (blue), the highest positive values in range (0.5; 1]
correspond to Group 2 (red). The color intensity of municipal areas correspond to the
number of settlements in the group.

The lowest values of projections on the first principal component (Fig. 2, blue
points) are observed for such settlements as: Ust-Kamo, Shigashet, Kasovo,
Verhnekemskoe, Srednya Shilka, Komorowskiy, Noviy Satysh, Angutiha, Lebed. It
can be explained by the fact that these settlements are very small villages and, at
present, in these settlements there are no any socially significant objects and residents.
The complete absence of the economic activity in these settlements leads to the lowest
level (or absence) of technogenic fires. The highest values of the projections on the first
principal component (Fig. 2, red points) are observed for such large settlements as
Krasnoyarsk, Norilsk, Achinsk, Kansk, Minusinsk Lesosibirsk, Nazarovo, Emelya-
novo, Aban, Yeniseiysk, Berezovka. These settlements present the big cities of the
Krasnoyarsk region where the population and number of socially significant and
industrial facilities are above average level in region.

The lowest values of projections for the second principal component (Fig. 3, blue
points) are observed for such settlements as: Turuhansk, Cheremshanka, Tanzybey,

Fig. 2. Visualisation of the projections on the first principal component for municipal areas and
settlements (Color figure online)
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Emelyanovo, Ermakovskoe, Nizhniy Ingash, Velmo, Kuragino and Uzhur. Low levels
of natural fires can be explained by the following facts: the absence of vegetation as a
source of emergency in steppe areas (e.g. Western and Southern groups) and the
absence of settlements in forest zone (e.g. Evenk Autonomous Okrug, Yeniseiysk and
Turukhansky areas). The highest values of projections for the second principal com-
ponent (Fig. 3, red points) are observed for such settlements as: Startsevo, Tilichet,
Kuray, Baikal, Glinniy, Udzhey, Abalakovo and Protochniy. The high risk of natural
fires is observed in the large settlements that are located close to the forest zones. In
addition, there is probability of natural fires in the big cities where the forests constitute
the part of their territories.

4 Cluster Analysis

Cluster analysis is a tool for discovering and identifying associations and structure
within the data and typology development. Cluster analysis provides insight into the
data by dividing the dataset of objects into groups (clusters) of objects, such that objects
in a cluster are more similar to each other than to objects in other clusters. At present,
there are many various clustering algorithms which are categorized based on their
cluster model [13]. In this research, the centroid-based clustering method is used. K-
means is a well-known and widely used clustering method which aims to partition
objects based on attributes into k clusters. The k-means clustering is done by minimizing
the sum of squares of distances between data and the corresponding cluster centroid.

Fig. 3. Visualisation of the projections on the second principal component for municipal areas
and settlements (Color figure online)
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For the k-means clustering method the most important and difficult question is the
identification of the number of clusters that should be considered. In this case, in order
to determine the number of clusters the PCA technique was used: the number of
clusters being dependent upon the number of principal components. Thus, referring
back to the previous discussion, the first component forms two clusters, second
component forms three clusters. This means that the data has 2–3-cluster structures,
where k = 3, is the maximum number of informative clusters.

4.1 Two-Cluster Structure

In two-cluster structure (k = 2) Cluster 1 (blue) has 352 objects and Cluster 2 (red) has
1,338 objects. The difference between clusters is identified by the standard deviation of
cluster averages of attributes. Figure 4 shows the distribution of the clustered data on
the attributes in two-cluster structure.

As can be seen from Fig. 4, the two clusters differ significantly on such charac-
teristics as population and number of technogenic fires. In addition, Cluster 1 is
characterized by high proportions of accidents at municipal facilities, natural fires and
floods. Therefore Cluster 1 covers both large settlements with well-developed infras-
tructure that increases the risk of technogenic emergencies and large settlements with
rich natural environment (e.g. forests, water bodies etc.) that increases the risk of
natural emergencies. Cluster 2 combines small settlements with low risk of natural and
technogenic emergencies. The distribution of the clustered data on the territories in
two-cluster structure is represented in Fig. 5.

Representatives of Cluster 1 are the following biggest settlements: Krasnoyarsk,
Norilsk, Achinsk, Kansk, Zheleznogorsk, Zelenogorsk, Minusinsk, Lesosibirsk,
Sosnovoborsk and Nazarovo. Representatives of Cluster 2 are the following biggest
settlements: Novohayskiy, Solnechniy, Kozulka, Podgorniy, Krasnoturansk, Zykovo
and Krasnokamensk. A lot of industrial facilities and municipal facilities with high

Fig. 4. Distribution of the clustered data on the attributes in two-cluster structure in small-scale
(left) and large-scale (right) presentations (Color figure online)
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level of operation time in the big settlements lead to the high risk of technogenic
emergencies; a lot of water bodies on these territories lead to the high risk of floods.

4.2 Three-Cluster Structure

In the three-cluster structure (k = 3) Cluster 1 (blue) has 80 objects, Cluster 2 (red) has
720 objects and Cluster 3 (green) has 890 objects. Figure 6 shows the distribution of
the clustered data on the attributes in three-cluster structure.

As can be seen from Fig. 6, the Cluster 1 differs significantly from Cluster 2 and
Cluster 3 on such characteristics as population, number of technogenic fires, accidents
at municipal facilities and other technogenic events. In contrast, Cluster 2 and Cluster 3
are characterized by low level of population and low proportions of natural and
technogenic events in general but Cluster 3 demonstrates a trend to higher level of
natural fires. Therefore, Cluster 1 combines the large settlements with well-developed
infrastructure that increases the risk of technogenic emergencies. Cluster 2 combines
the settlements with minimal risk of natural emergencies. Cluster 3 combines settle-
ments where the basic threat is a natural fire.

The distribution of the clustered data on the territories in three-cluster structure is
represented in Fig. 7.

Representatives of Cluster 1 are the following biggest settlements: Achinsk, Kansk
Zelenogorsk Lesosibirsk, Minusinsk, Sharypovo, Nazarovo, Norilsk; representatives of
Cluster 2 are the following biggest settlements: Divnogorsk Kozulka, Severo-Yeniseisk,

Fig. 5. Two-cluster structure on the geographic coordinates
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Podgorny, Krasnoturansk, Kedroviy, Koshurnikova, Verhnepashino, Baykit; repre-
sentatives of Cluster 3 are the following biggest settlements: Krasnoyarsk, Zhelezno-
gorsk, Sosnovoborsk, Borodino, Shushenskoye, Kodinsk, Aginskoe. The high risk of
natural fires is observed in the small settlements that are located close to the forest zones
and in the large settlements where the forests are integral part of their territory.

Fig. 6. Distribution of the clustered data on the attributes in three-cluster structure in small-scale
(left) and large-scale (right) presentations (Color figure online)

Fig. 7. Three-cluster structure on the geographic coordinates
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5 Conclusion

The comprehensive analysis of natural and technogenic safety of the Krasnoyarsk
region in the context of settlements is carried out in this paper by applying the data
mining techniques – principal component analysis and cluster analysis – to data of the
Territory Safety Passports. The data analysis results show that the technogenic and
natural fires are the greatest threat for territory of the Krasnoyarsk region. The explored
geographical variations and patterns allow to identify the high-risk municipal areas and
particular settlements, rank the territories according to danger degree of occurrence of
the natural and technogenic emergencies. The results of this research make it possible
for specialists of CEMP to develop a system of measures to prevent and mitigate the
consequences of emergencies in the Krasnoyarsk region.

The reported study was funded by RFBR according to the research project
No. 16-37-00014.
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Abstract. The design of Spatial OLAP (SOLAP) applications consists of (i)
Spatial Data Warehouse (SDW) model design and (ii) SOLAP visualization defi‐
nition because a specific set of understandable and readable cartographic visual‐
izations corresponds to a particular type of SOLAP query. Unfortunately few
works investigate geovisualization issues in SOLAP systems and propose new
methodologies to visualize spatio-temporal data, and no works investigate tools
for readable SOLAP cartographic displays. Moreover, some works propose ad-
hoc methodologies for DWs and SDWs exclusively based on data and user anal‐
ysis requirements. Therefore, we present in this paper (i) a new geovisualization
methodology for SOLAP queries that yields readable maps and (ii) a new proto‐
typing design methodology for SOLAP applications that accounts for geovisu‐
alization requirements.

Keywords: Spatial data warehouse · Spatial OLAP · Geovisualization

1 Introduction

Spatial Data Warehouse (SDW) and Spatial OLAP (SOLAP) systems are first citizens
of GeoBusiness Intelligence technologies. A SOLAP system has been defined as “A
visual platform built especially to support rapid and easy spatio-temporal analysis and
exploration of data. It follows a multidimensional approach that is available in carto‐
graphic displays, as well as in tabular and diagram displays” [1]. SOLAP systems allow
for the analysis of huge volumes of geo-referenced data by simple interactive and online
data exploration operators (i.e., SOLAP operators). Decision-makers trigger SOLAP
operators through simple interactions with the visual components of SOLAP clients
(pivot tables and graphical and cartographic displays). Therefore, they can easily and
interactively explore spatial data, looking for unknown and/or unexpected spatial
patterns. The success of SOLAP rests on the geovisualization analytic paradigm. Geovi‐
sualization “integrates the techniques of scientific visualization, cartography, image
analysis, and data mining to provide a theory of methods and tools for the representation
and discovery of spatial knowledge” [14]. Semiology rules allow the good readability
of (spatial and alphanumeric) information displayed on a map. In the context of GISs,
several works provide semiology tools and frameworks for readable maps [4, 19]. These
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S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 113–123, 2016.
DOI: 10.1007/978-3-319-47717-6_10



rules depend on several factors, such as the number and type (i.e., numerical, ordinal,
etc.) of variables (i.e., represented information elements), and the type of geometry
(points, lines, etc.). An adequate visual variable must be used for each variable, for
example, for one numerical variable (e.g., the total products sold), the color visual vari‐
able (cloropeth map) can be safely used [13]. Contrary to GISs, SOLAP cartographic
displays are represented by interactive maps that are created online using SOLAP oper‐
ators. The choice of the correct visual variable is manually performed by decision-
makers during the analysis process, which represents an important limitation on effective
visual analysis for two reasons: it can delay the exploration process, and decision-makers
have to be geovisualization experts to choose the right visualization for the right data.
Therefore, we present in this paper a framework for the correct (readable) visualization
of the results of SOLAP queries.

Moreover, we have integrated it in a SOLAP prototyping methodology. The design
of SOLAP applications consists of (i) SDW model design [16] and (ii) SOLAP visual‐
ization configuration. Indeed, a set of understandable and readable cartographic visual‐
izations is needed for each particular spatial data set. Unluckily, some works propose
ad-hoc methodologies for SDWs based exclusively on data and user analysis require‐
ments [9, 16]. Therefore, we present a new prototyping design and implementation
methodology for SOLAP applications that takes into account (i) user analysis require‐
ments and (ii) geovisualization requirements. The proposed design methodology allows
decision-makers to rapidly implement their SDW model and deploy it on a web-based
SOLAP system [5] with well-suited cartographic visualizations. It extends the
ProtOLAP DW methodology [6] that allows for the prototyping of DW models using
the ICSOLAP UML profile for SDW [7]. Therefore, motivated by the relevance of
conceptual representations of complex data models in prototyping tools [16], we extend
ICSOLAP with various new conceptual representations of the geovisualization methods
for SOLAP, and we integrate it in the ProtOLAP methodology. Finally, we implement
our approach by extending our previous SOLAP tool presented in [5].

2 Related Work

Integration of spatial data in DW and OLAP systems leads to the concept of Spatial
OLAP (SOLAP) [1]. SOLAP introduces the concept of spatial dimension, which is a
classical dimension with geometrical attributes. Typically, SOLAP architectures are
multi-tier systems composed of a Spatial DBMS (database management system) to store
(spatial) data; a SOLAP server, which implements the SOLAP operators; and a SOLAP
client, which combines and synchronizes tabular, graphical, and interactive maps.
Existing academic and industrial systems propose the use of simple geographic visual‐
ization methods, such as cloropeth maps, thematic maps, and multimaps [5, 10, 15].
Indeed, only a few works suggest particular geovisualization methods (a survey can be
found in [5]). For example, [13] studied a new geovisualization method for trajectory
DWs. [3] added multimedia elements, such as photos, videos, etc., to spatial data ware‐
house data. Finally, [12] studied the usage of chorems to enrich visual variables of
SOLAP displays. To best of our knowledge, only [18] has investigated the readability
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of SOLAP maps, which it accomplished by providing clustering-based SOLAP visual‐
ization methods to avoid visual cluttering.

Several works provide frameworks for the creation of readable thematic maps
[1, 4]. However, apart from some simple rules based on “1 or more variables”, the
existing SOLAP systems do not implement these frameworks. Therefore, they still
provide decision-makers with unreadable maps and leave them to select the correct
visualization for each SOLAP query. Moreover, visual variable configuration (i.e., the
association of measures with visual variables) is usually conducted manually by the
SDW expert using wizards. These tools do not allow for the specification of configura‐
tions based on dimensions (for example, using animated maps on the temporal dimen‐
sion), and their use is quite long and tedious. Therefore, although visualization plays a
fundamental role in SOLAP visual analytics and consequently in SOLAP application
design, the configuration of the visual variables of SOLAP maps has yet to be included
in SDW prototyping methodologies. This represents an important limitation because the
success of a SOLAP project is usually related to the definition of a spatio-multidimen‐
sional model that fits users’ needs. For that reasons, several works propose DW design
methodologies based on data sources and/or user requirements [16]. Among them, some
rapid prototyping approaches, based on standard (e.g., ER, UML, etc.) and ad-hoc
formalisms, have been developed because they yield time and economic gains [6, 8].
Finally, dashboard design and prototyping have also been investigated in some works,
such as [17].

3 Motivation

In this section, using a SOLAP application developed in [12], we describe the motivation
of our work. The SDW is loaded using open-data of FAO (Food and Agriculture Organ‐
ization of the United Nations). It allows for analysis of the total agricultural cultivated
surface and the total production per year, country and crop. It presents a spatial hierarchy
grouping countries in areas and years by decade. In the remainder of the paper, we use
“nb” to denote the maximum number of cells (pieces of information) of the resulting
pivot table associated with each spatial member. For example, for the pivot table of
Fig. 1d, nb is 2. Using this SDW, it is possible to answer queries such as “What was the
total surface of wheat per country in 1990?” (Q1). The SOLAP query is visualized using
the cloropeth map shown in Fig. 1a.

Consider the following query, “What was the total production of wheat per country
per year (over the last 15 years)?” (Q2). The result counts 15 variables (the production
per year) per country (i.e., nb = 15). Therefore, a classical bar chart thematic map as
shown in Fig. 1b appears unreadable because it conveys too much information [4].
Therefore, some other geovisualization method, such as a dynamic map [11], should be
used. This problem exists because the number of visual variables that can be shown in
a map is smaller than the amount of readable information shown in a pivot table. Finally,
we consider another query “What was the total production of wheat and cultivated
surface per country in 1990?” (Q3). The results of this query can be shown using a bar
chart with two bars (left side of Fig. 1c). Although the map is readable in terms of visual

From Design to Visualization of Spatial OLAP Applications 115



variable number, it is not adequate for representing two different measures with different
numerical domains (hectares and tons). Therefore, the use of different visual variables
for different measures is recommended [12], as shown on the right side of Fig. 1c. This
means that decision-makers should be able to configure their cartographic displays
according to the semantics of the warehoused data [12].

4 Framework SOLAP Visualization

To avoid the manual configuration of SOLAP cartographic displays and to avoid read‐
ability issues related to the number of visual variables (nb), we propose a new geovi‐
sualization framework based on the “display rules”. First, it is necessary to define the
maximum number of pieces of information to display for one spatial member (nbmax).
Then, a set of rules can be specified. For each rule, we must define:

Preference: determines what rule must be used if several rules are applicable.

Conditions: determines when the rule should be utilized depending on nb. Several
conditions could specify:

• Range of nb: nb = [x1, x2],
• Range of the number of measures used in the SOLAP query: nMeasure = [x1M, x2M],
• Range of the number of members of each dimension (except the spatial dimension)

to which the rule will be applied: ndi = [x1di, x2di]

Actions: determines how information will be visualized on the map (cloropeth, bar chart,
dynamic map, etc.) if all conditions are achieved.

(a) Q1: one measure with one year (b) Q2: one measure with 15 years

(c) Q3: two measures with one year 

elpmaxeelbattoviP)d(

Fig. 1. SOLAP maps (Color figure online)
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Example: In the context of the FAO example, to avoid unreadable (see Fig. 1b) or
unsuitable (see the left side of Fig. 1c) geovisualization methods, we can define the rules
of Table 1. R1 imposes the use of a cloropeth map when only one piece of information
is to be displayed in a spatial member, which corresponds to Fig. 1a (nb = 1). If there
are two pieces of information, each for a different measure, then R2 imposes the display
of the ‘Production’ measure by cloropeth and the ‘Surface’ measure by circles, which
corresponds to the right side of Fig. 1c. If nb is between two and six, the information
can be displayed by bars (R3). R2 is preferred to R3 to prevent the geovisualization
method of the left side of Fig. 1c. If one measure is to be displayed for one crop over
several years, a dynamic map is used (R4); if several measures and/or several crops are
used, then multi-dynamic maps should be used (R5). Using ‘*’ in the condition means
that there is no limit. Let us note that these rules have been defined by SDW experts in
collaboration with decision-makers.

Table 1. Display rules for the FAO example

R1 R2 R3 R4 R5
Preference = 1
Conditions
nb =  [1]
Actions:
Cloropeth map

Preference = 2
Conditions
nb =  [2]
nMeasure =  [2]
Actions:
Production: clor‐
opeth
Surface: circles

Preference = 3
Conditions
nb =  [2, 6]
Actions:
Bars

Preference = 2
Conditions
nb = [2, *]
nMeasure =  [1]
nTime = [2, *]
nCrops =  [1]
Actions:
Dynamic map

Preference = 4
Conditions
nb = [2, *]
nTime = [2, *]
Actions:
Multi-dynamic
maps

Once the rules have been defined, taking into account the number of visual variables
to displays, the system has to guarantee that one visual display exists for each possible
pivot table display. In other words, we have to define a way to verify that the defined
rules allow for displaying all possible pivot tables. Therefore, for example, considering
that an nbmax of 15 is chosen, display rules should cover all possible analyses that corre‐
spond to this number. By using a multidimensional matrix (Fig. 2a), we can present the
number of pieces of information to display (nb) for each analysis according to the
number of measures and members of each non-spatial dimension. In our example,
nb = nMeasure × nTime × nCrops. In Fig. 2a, red cells correspond to the number of pieces of
information greater than nbmax, and therefore the display rules do not concern these cases
of analysis; contrariwise, they should cover all green cells that have a number smaller
than nbmax. To verify this, we use the algorithm below.

Fig. 2. Multidimensional matrix. (Color figure online)
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This algorithm takes as input the display rules (Table 1) and the multidimensional
matrix (Fig. 2a). It gives as results (i) a Boolean value indicating if the rules cover all
required cases or not and (ii) the multidimensional matrix with the display rules (Fig. 2b).
To accomplish this, the algorithm checks if each green cell (line 2) attains all conditions
(lines 5–7) for each rule (line 4). If so, the rule is added to the result table (T) (lines
8–9). If the algorithm cannot find a rule to apply for a cell, the resulting Boolean value
becomes ‘false’ (line 10), indicating that the rules do not cover all required cases.

The result of the application of this algorithm to our example (i.e., the display rules
of Table 1 and the multidimensional matrix of Fig. 2a) is shown in Fig. 2b. This result
shows that there is a case of analysis (grey cell) with nMeasure = 2, nTime = 1 and nCrops = 4
that is not covered by the rules. This requires either the addition of a new rule to cover
this case or a modification of the conditions of an existing rule to cover it.

Algorithm verification
Input:  Display Rules, the multidimensional matrix T
Output: T with rules, result
1: result = true 
2: for each green cell Ci in T: 
3: found_rule = false
4: for each Rule Rj in Display Rules: 
5: If (Ci.nb < nbmax and Ci.nb  Rj.nb) then applicable_rule = true;
6: for each dimension Dk of T: 
7: If (Ci.nDk  Rj.nDk) then applicable_rule = false;
8: found_rule = (found_rule OR applicable_rule) 
9: If applicable_rule then Ci.add(Rj);
10: result = (result and found_rule);

5 Prototyping Methodology

5.1 Background

ProtOLAP has already been successfully applied in some real DW projects. ProtOLAP
allows for rapid DW prototyping [6]. With ProtOLAP, decision-makers’ analysis
requirements are translated by DW experts into a UML model presented in [7]. Then,
this model is automatically translated into a relational model and its corresponding
OLAP server model. Then, ProtOLAP allows decision-makers to feed the DW some
sample data. Finally, decision-makers interact with a real OLAP client to validate the
multidimensional model.

Encouraged by time and important economic gains associated with the usage of
conceptual models (UML, ER, etc.), ProtOLAP is based on the ICSOLAP UML profile.
ICSOLAP allows a conceptual representation of spatio-multidimensional models using
UML stereotypes [7]. Indeed, a profile in the Unified Modeling Language (UML)
provides a generic extension mechanism for customizing UML models for particular
domains and platforms. Stereotypes, tagged values, and constraints are used to adapt
UML elements to a specific application. Finally, Object Constraint Language (OCL)
constraints are used to specify rules to verify the validity of a stereotype. UML profiles
can be easily implemented in computer-aided software engineering (CASE) tools, such
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as MagicDraw or Eclipse. ICSOLAP contains stereotypes for each spatio-multidimen‐
sional element. A ≪Fact≫ is composed of ≪Measure≫. An ≪AggLevel≫ is
composed of dimensional attributes and can be thematic, spatial or temporal. Moreover,
the stereotype ≪BasicIndicator≫ defines aggregation rules for a given measure (i.e.,
“aggregatedAttribute”). It indicates the functions used in the aggregation process along
dimensional hierarchies. ICSOLAP has been implemented in the commercial CASE tool
MagicDraw, and a tool for its automatic implementation in Postgres/Oracle and
Mondrian has also been developed. An example of ICSOLAP for our case study is shown
in Fig. 3.

Fig. 3. FAO Spatial Data Warehouse

5.2 SOLAP Prototyping Methodology

To take SOLAP geovisualization issues into account in a prototyping methodology, we
propose the following methodology extending ProtOLAP with steps 3, 4, 6 and 9.

1. Informal definition of indicators: Decision-makers define the analysis needs in
terms of dimensions and measures.

2. Conceptual design: DW experts translate decision-makers’ spatio-multidimen‐
sional needs from step 1 using ICSOLAP [7] (e.g., Fig. 3).

3. Informal definition of geovisualization methods: Decision-makers define how to
visualize their data using cartographic displays.

4. Extending the conceptual design: DW experts translate decision-makers’ geovisu‐
alization needs from step 3 into a UML model extending [7] (e.g., Figs. 4 and 5).

5. SDW implementation: The system automatically creates the DBMS and the OLAP
server schemata.

6. SOLAP visualization implementation: The system automatically creates the geovi‐
sualization schemata.

7. Domain feeding data: Decision-makers feed the SDW with sample data.
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8. OLAP-based indicator validation: Decision-makers validate the dimensions and
measures of the SDW. If the spatio-multidimensional model has not been validated,
go to step 1.

9. SOLAP-based geovisualization validation: Decision-makers validate the geovisu‐
alization methods for SOLAP query results. If the geovisualization methods have
not been validated, go to step 3.

10. ETL implementation: During this last step, the ETL is implemented to load the
SDW defined in step 5.

As described in step 4, our methodology uses an extension of ICSOLAP to concep‐
tually represent geovisualization methods and rules. This extension is described in the
remainder of the section.

A map (≪Map≫) is defined as an abstract class, and its implementations represent
the geovisualization methods implemented in the SOLAP system, as shown in Fig. 4a.
Here, the two stereotypes ≪Cloropeth≫ and ≪Circles≫ have been defined to represent
cloropeth and thematic maps with circles in a generic manner. A cloropeth map is
described by a color range (“color”), a number of color classes (“nbElements”) and a
distribution function. An example is shown in Fig. 4b, where a cloropeth map (i.e.,
map1Cloropeth) that uses 5 classes of the color red with a uniform distribution (e.g.,
Fig. 1a) is implemented.

(a) (b)

Fig. 4. UML profile for map representation: (a) meta-model, (b) example

(a) (b)

Fig. 5. UML profile for display rules: (a) meta-model, (b) example of R2
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To define display rules as defined in Sect. 4, we define some new stereotypes as
shown in Fig. 5a. A rule (defined as a ≪Rule≫ package) is composed of a set of condi‐
tions (≪Conditions≫) and actions (≪Actions≫). A condition is defined as a package
and presents the minimum and maximum number of elements (“nbMin” and “nbMax”);
a condition can be defined on measures (≪ConditionMeasures≫) and on dimensions
(≪ConditionDimension≫ presents a tagged value with the ICSOLAP ≪Dimen‐
sion≫ type). An example for rule R2 of Table 1 is shown in Fig. 5b. An action is defined
as a package containing a set of ≪mapping≫ classes (Fig. 5b). A mapping is a class
that contains two tagged values representing an ≪Indicator≫ ICSOLAP and a ≪Map≫,
and it is used to define what geovisualization method is used for each indicator. For
example Fig. 5b indicates that, when the conditions are verified, the two indicators
SumProduction and AggSurface of Fig. 3 are visualized with cloropeth maps. Our profile
has been implemented in MagicDraw.

6 Implementation

In this section, we present the implementation of our proposal.
Based on our previous work [5], the architecture of our prototype consists of three

tiers: the SDW tier, SOLAP Server and SOLAP Client. The SDW tier is implemented
using PostGIS, which is a spatial DBMS. This tier is responsible for storing alphanu‐
meric and spatial multidimensional data. The OLAP server used is Mondrian. The
SOLAP client tier is composed of the Pivot4 J OLAP client and OpenLayers GIS client.
OpenLayers has been integrated in the ProtOLAP architecture [6]. For the implemen‐
tation of the geovisualization methods represented by the ≪Map≫ stereotype, we have
defined a set of SLD (Styled Layer Descriptor) and GML (Geography Markup
Language) templates (more details in [5]). GML and SLD are XML-based representa‐
tions of spatial data with visualization. SLD and GML templates provide an implemen‐
tation of the geovisualization methods that is not dependent on the SOLAP client used.
Therefore, according to our prototyping methodology, the SLD and GML templates can
be automatically generated from UML diagrams.

Because [5] does not support display rules, we extend it by adding an XML repre‐
sentation of displays rules as described in Sect. 4. These rules have been integrated in
the SOLAP client and are automatically triggered during each SOLAP query. These
XML files correspond to the ≪Rule≫ packages previously described.

A video example of a SOLAP application with display rules is shown at https://
www.youtube.com/watch?v=ZHUTqVRtKu8. Decision-makers visualize their pivot
table and their associated bar thematic maps. Then, changing the pivot table by 2 meas‐
ures and one year, the cartographic visualization is automatically adapted using rule R2
as previously described.
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7 Conclusion

Motivated by the importance of geovisualization tools in SOLAP analysis, we present
a methodology for prototyping SOLAP applications. Our current work involves the
automatic implementation of the UML profile and the evaluation of the methodology
using the Goal Question Metric framework. Moreover, because decision-makers are not
always GIS experts, we will define a methodology to automatically derive maps and
display rules from the SDW schema.

Acknowledgement. This work is supported by the CAPTIVEN project of the ANR 11-
CNRT-0003 program “investissements d’Avenir - valorisation PME”.
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Conceptual Modeling in Requirements
and Business Analysis

Preface to MReBA 2016

Requirements Engineering (RE) aims to capture intended system functionality and
qualities. In practice, requirements activities often fall under the heading of Business
Analysis (BA), determining how a business can make use of technology in order to
improve its operations, meet targets, and thrive in a competitive economy. Use of
models in RE and BA allows for a shared perception of requirements and an explicit
consideration of business strategy. Models can ease the transformation towards design,
specification, and code, operationalizing strategies through socio-technical systems.

The third MReBA (Modelling in Requirements and Business Analysis) workshop
aims to provide a forum for discussing the interplay between requirements engineering,
business analysis and conceptual modeling. Of course, more than ever, we investigate
how goal approaches help in conceptualising purposeful systems. But also, we are
interested in all conceptual modelling issues in RE and BA contexts. What are the
unresolved open questions? What lessons are there to be learnt from industrial expe-
riences? What empirical data are there to support the cost-benefit analysis when
modelling requirements? Are there applications domains or types of project settings for
which conceptual modelling is particularly suitable or not suitable? What degree of
formalization, automation or interactivity is feasible and appropriate for what types of
participants during requirements engineering and business analysis?

MReBA builds on the success of the first and the second workshop with the
International Conference on Conceptual Modeling - 2014 in Atlanta and 2015 in
Stockholm, as well as an evolution of the previous RIGiM (Requirements Intentions
and Goals in Conceptual Modeling) Workshop (2007-9, 12–13). While RIGiM was
specifically dedicated to goal modelling and the use of intentional concepts in RE,
MReBa handles any kind of modelling notation or activity in the context of RE or BA.

This year, MReBA includes a keynote by Prof. Oscar Pastor on A
Capability-Driven Development Approach for Requirements and Business Process
Modeling. In addition, three high-quality full papers are presented.

Each of the eight submitted papers went through a thorough review process with at
least three reviews from our program committee. We thank authors and reviewers for
their valuable contributions.
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Jelena Zdravkovic
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Organization

Workshop Organizers

Takako Nakatani The Open University of Japan, Japan
Jelena Zdravkovic Stockholm University, Sweden
Jennifer Horkoff City University London, UK

Steering Committee

Colette Rolland Université Paris 1 Panthéon - Sorbonne, France
Eric Yu University of Toronto, Canada
Renata Guizzardi Universidade Federal do Espírito Santo (UFES), Brazil

Table of Contents

Keynote: A Capability-Driven Development Approach for Requirements and Business
Process Modeling

• Speaker: Oscar Pastor, Polytechnic University of Valencia

Full Papers

• Yves Wautelet, Samedi Heng, Diana Hintea, Manuel Kolp and Stephan Poelmans.
Bridging User Story Sets with the Use Case Model

• Julia Kaidalova, Dan Ionita, Alexandr Vasenev and Roel Wieringa. A study on
tangible participative enterprise modelling

• Mikio Aoyama. Bridging the Requirements Engineering and Business Analysis
toward a Unified Knowledge Framework

126 Conceptual Modeling in Requirements and Business Analysis



Bridging User Story Sets
with the Use Case Model

Yves Wautelet1(B), Samedi Heng2, Diana Hintea3,
Manuel Kolp2, and Stephan Poelmans1

1 KU Leuven, Leuven, Belgium
{yves.wautelet,stephan.poelmans}@kuleuven.be
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Abstract. User Stories (US) are mostly used as basis for representing
requirements in agile development. Written in a direct manner, US fail
in producing a visual representation of the main system-to-be functions.
A Use-Case Diagram (UCD), on the other hand, intends to provide such
a view. Approaches that map US sets to a UCD have been proposed;
they however consider every US as a Use Case (UC). Nevertheless, a
valid UC should not be an atomic task or a sub-process but enclose an
entire scenario of the system use instead. A unified model of US tem-
plates to tag US sets was previously build. Within functional elements,
it notably distinguishes granularity levels. In this paper, we propose to
transform specific elements of a US set into a UCD using the granularity
information obtained through tagging. In practice, such a transforma-
tion involves continuous round-tripping between the US and UC views;
a CASE-tool supports this.

Keywords: User Story · UML · Agile development · XP · SCRUM

1 Introduction

Following [3], User stories are short, simple descriptions of a feature told from the
perspective of the person who desires the new capability, usually a user or cus-
tomer of the system. [19] acknowledged that no unification is provided in User
Story (US ) templates. Indeed, the general pattern relates a WHO, a WHAT and
possibly a WHY dimension (examples are provided in Sect. 4), but in practice
different keywords are used to describe these dimensions (e.g. Mike Cohn’s As a
< type of user >, I want < some goal > so that < some reason > [3]). Moreover,
in the literature, no semantics are ever associated to these keywords. This is why,
[19] conducted research to find the majority of templates used in practice, sort
them and associate semantics to each keyword. These semantics were derived from
several sources and frameworks (by order of importance [5,11,17,23]); some of
these are derived from Goal-Oriented Requirements Engineering (GORE, see [8]).
c© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 127–138, 2016.
DOI: 10.1007/978-3-319-47717-6 11
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After performing a redundancy analysis, a first selection of keywords with asso-
ciated semantics was performed. Then, applying them on large test sets led to a
sub-selection of keywords forming a unified model. In the end, most of the seman-
tics adopted for the remaining keywords were selected from the i* framework (i-
star [4,22,24]); this is due to the research design that favored adopting elements of
i* to higher the internal consistency of the unified US templates model (see [19]).
Note that it is not the i* framework that is fully rebuilt for tagging US since con-
cepts like the resource, the agent, etc. are not included in the unified model. The
capability, a concept non-existent in i*, has been included in the unified model
(see [19] and Sect. 3).

One may question the utility of such a model; why should US be “tagged”
to a certain template and not simply be expressed using the WHO/WHAT and
WHY pattern. The main advantage is that, if the tagging respects the semantics
associated to the concepts, it provides information about both the nature and
the granularity of the US element. Such information could possibly be used at
a further stage for software analysis: structuring the problem and its solution,
identifying missing requirements, etc. [9]. Visual GORE models were envisaged
for graphical representation in [20]; the paper showed that GORE models are
very well adapted for the purpose of US sets representation. Nevertheless, since
GORE models are not an industry adopted practice, we explore in this paper an
independent representation with the far more used Unified Modeling Language
(UML [12]), Use Case Model. An instance of the latter produces a Use Case
Diagram (UCD). A Use Case (UC ) is a list of actions or event steps, typically
defining the interactions between a role and a system in order to achieve a goal.

Facing the definition of US and UC, we can notice that there is a possible mis-
match between the two concepts - the US can indeed include (very) fine-grained
elements and the UC should be a coarse-grained element describing the software
problem encompassing a set of fine-grained actions. When sorting is applied
within US elements, a transformation process can generate a UCD. This is why,
in this paper, we envisage the representation of problem domain coarse-
grained US elements as UC. To this end, we map the elements defined in the
UCM – i.e. the Actor, the UC and the relationships between use cases – with
the elements defined in the unified US template model of [19].

In practice it is sometimes discouraged to use US and UCD concurrently
because if not kept mutually up to date they can be inconsistent (see e.g. [6]).
We therefore propose keeping US sets and the UCD consistent by auto-updating
each change performed to one in the other through the use of a CASE-tool. They
are considered here as two complementary views. We identify three primary ben-
efits of our transformation approach: (1) a graphical high-level (coarse-grained)
representation of requirements through the UCD; (2) multi-dimensional struc-
turing of requirements and US dependencies at UCD level (not possible with US
Maps); (3) identification of missing requirements (not expressed in the current
US set) and the elimination of redundant US.
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2 Related Work and Positioning

The CASE-Tool Visual Paradigm [13] (VP) already proposes to transform US
into a UCD. In their approach, the actor expressed in the WHO dimension
becomes an actor of the UCD and the element in the WHAT dimension becomes
a UC without any selection based on granularity. The rule is simple - a US with
a WHAT element becomes a UC in the UC diagram. Nevertheless, UML points
to the use of UC as elements representing an entire process rather than fine-
grained (or atomic) elements as US can be. This does not mean that a US
cannot include elements adequately describing UC, but that a sorting process is
required in order to only include relevant elements as UC. The approach of VP
can thus be said to be “naive” because including elements not relevant as UC.

Structuring US is often performed using the User Story Mapping (USM )
technique (see [14]); the latter uses Story Maps which are difficult to maintain
and read. Building a UCD from a set of US could be compared to USM. In
our approach, we split a US in 2 or 3 dimensions and we use the graphical
representation of the UCD for relevant elements. Our aim is to obtain:

– an easy to read graphical representation of requirements. Story Maps remain
limited to post-its on a board or even on the ground;

– an advanced structuring of requirements where we can overview the dependen-
cies of coarse-grained elements to one another with the use of <<include>>
and << extend >> relationships. Fine-grained elements are not part of the
UCD but can be represented under the scope of particular UC for example
in workflows (UML activity diagrams or BPMN Diagrams, etc.). The latter is
outside the present scope;

– an identification of gaps in requirements and elimination of redundant US
elements from the graphical representation. By limiting the graphical UCD
representation to solely coarse-grained elements we can obtain a high-level
representation of the system-to-be. This allows to overview if, at an operational
level, all aspects required to solve the software problem have been taken into
account; if not they can be added to the US set. Similarly, elements appearing
to be redundant because appearing in several US of the US set can lead to
remove US from the set.

AgileModeling [2] emphasizes the usage of models for better understanding
of the system-to-be and argues that it is useful to produce at least some mod-
els including a UML UCD and class diagram for the very first iteration called
iteration zero. No transformation process is nevertheless provided.

3 Unified-Model of User Stories’ Descriptive Concepts

As evoked, [19] propose to build a unified model for designing US templates.
The overall approach is further structured in [20]; this structure is also valid for
the present research. Figure 1 represents the meta-model of US templates in the
form of a class diagram. The instance of one of these classes is a US element in
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itself from a concrete US. A US template can be designed taking an element from
the WHO, WHAT and possibly WHY dimensions. The link between the classes
conceptually represents the link from one dimension to the other. Specifically,
the unidirectional association from the Role to one of the Capability, Task or
Goal classes implies that the target class instantiates an element of the WHAT
dimension (always tagged as wants/wants to/needs/can/would like in the model).
Then, the unidirectional association from one of these classes instantiating the
WHAT dimension to one of the classes instantiating the WHY dimension (always
tagged as so that into the model) implies that the target class can instantiate
an element of the WHY dimension. The following is a US template supported
by our model: As a <Role>, I would like <Task> so that <Hard-goal>.

Soft_Goal
dimension : Enum{WHAT,WHY}
name : String

Hard_Goal
dimension : Enum{WHAT,WHY}
name : String

0..n0..n 0..n0..n

so that

Capability
name : String
dimension : String = WHAT

Role
name : String
dimension : String = WHO

0..n

1..n

0..n

1..n

wants/wants to/needs/can/would like

Task
name : String
dimension : Enum{WHAT,WHY}0..n1..n 0..n1..n

wants/wants to/needs/can/would like

0..n

0..n

0..n

0..n

so that

0..n
0..n

0..n so that 0..n

Goal

0..n

0..n

0..n

0..n

so that

0..n

1..n

0..n

1..n

wants/wants to/needs/can/would like

0..n0..n 0..n0..n

so that

Fig. 1. Unified model for user story descriptive concepts

Each concept is associated with a particular syntax (identical to the name of
the class in Fig. 1) and a semantic. Due to a lack of space we do not depict the
semantic associated to each of the concepts here; it can be found in [19,20].

For granularity evaluation for functional elements, a few more explanations
are required to distinguish the Hard-goal, Task and Capability elements.

The Hard-goal is the most abstract element; there is no defined way to attain
it and several ways could be followed in practice. It is indeed part of the problem
domain. The Task represents an operational way to attain a Hard-goal. It is
thus part of the solution domain. An example of a Hard-goal could be to Be
transported from Brussels to Paris; it can be the Hard-goal of a traveler but
there are several ways to attain this Hard-goal (by train, by car, etc.).

The Task and the Capability represent more concrete and operational ele-
ments but these two need to be distinguished. The Capability does in fact rep-
resent a Task but the Capability has more properties than the former since it
is expressed as a direct intention from a role. In order to avoid ambiguities in
interpretation, we point to the use of the Capability element only for an atomic
Task (i.e., a task that is not refined into other elements but is located at the
lowest level of hierarchy). A Task could then be Move from Brussels to Paris by
car and a Capability would be Sit in the car.
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4 Running Example

Our proposal will be illustrated using a running example about carpooling. Car-
pooling deals with sharing car journeys so that more than one person travels
within a car. In this context, it becomes increasingly important to save gas,
reduce traffic, save driving time and control pollution. ClubCar [15] is a multi-
channel application available as an Android application, SMS service and IVR
system. Users of ClubCar are riders and/or drivers that can register by SMS,
voice or through an Android app. Roughly speaking, the software allows drivers
to propose rides and submit their details with dates, times, sources and destina-
tions while riders can search for available rides.

As shown in Table 1, we have taken a sample of the US of the ClubCar
application to illustrate the research developed in this paper. Some of these US
contain elements to be transformed in UC and elements that are not relevant
as UC (see Sect. 5). The first column depicts the Dimension of US Descrip-
tive Concept (D C ), the second column describes the element itself and the last
column provides the type of the D C 1.

Table 1. US sample of the ClubCar application development

Dimension Element D C Type

WHO As a DRIVER Role

WHAT I want to register to the service Task

WHY So that I can propose a ride to go from A
to B

Hard-goal

WHO As a DRIVER Role

WHAT I want to propose a ride from A to B
with the price location and time of
departure, and number of seats available

Task

WHO As a DRIVER Role

WHAT I want to log in to the platform Capability

WHY So that I can register to the service Task

WHO As a RIDER Role

WHAT I want to be transported from A to B Hard-goal

WHO As a DRIVER Role

WHAT I want to confirm the proposal Capability

WHO As a DRIVER Role

WHAT I want the RIDER to be satisfied of my
service

Soft-goal

1 Note that, when there were several possibilities, a choice ensuring the consistency of
the entire set has been made.
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5 User Stories Integration Through a Use-Case Diagram

5.1 The Role

A Role within a US can be forwarded to an Actor in the UCD. The UCD Actor is
indeed the only structure defined to represent the WHO dimension (see Fig. 2).

5.2 Hard-Goal, Task and Capability

Three functional elements – the Hard-goal, the Task and the Capability – can be
found in the unified model. The Capability is located on a fine level of granular-
ity and thus non relevant for inclusion in the UCD. The Hard-goal and the Task
elements are aimed to contain coarse-grained elements thus relevant for inclusion
as UC.

Hard-goal and Task elements can be distinguished by their nature (i.e. their
formulation) rather than by their grain level. Both are indeed intended to rep-
resent coarse-grained elements. The Hard-goal is the most abstract element and
the Task is its counterpart expressed in an operational manner. This means that
the Task represents a way of fulfilling the Hard-goal (entirely or parts of it); the
Task is thus the counterpart of the Hard-goal in the solution domain while the
Hard-goal belongs to the problem domain.

In line with UML, the use case does not necessarily explicit HOW the problem
should be solved (this can be documented within on a workflow containing fine-
grained elements) but rather WHAT should be achieved. US elements tagged
as Hard-goals should thus necessarily be represented as use cases since
they depict WHAT problem should be solved. The tricky question is then to deter-
mine if Task elements must also be represented as UC. Since Tasks are part of
the solution domain, if they are represented as UC they should be linked to the
Hard-goals they furnish part of a solution to; this means that we can make their
relationship explicit. This is something useful when different US elements repre-
sented as Hard-goals make use of the same US elements represented as Tasks. It
indeed allows to show that some behavior can be reused in several situations. This
is what<<include>> and<<extend>> dependency relationships are intended
to model in a UCD. We can then link the UC corresponding to a Hard-goal ele-
ment with the one corresponding to a Task element using an <<include>> and
<< extend >> dependency in function of the particular situation. If no behav-
ior is recycled, we do not point to the representation of the US element tagged as
Task in the UCD because this would lead to several UC that do not need to be
externalized (leading to lots of <<include>> and <<extend>> dependencies)
and are only sub-processes of the UC. Moreover, we want to make clear that we
do not point to use these dependencies to depict means-end relationships between
Hard-goals and Tasks. We point to keep the UCD as simple as possible and leave
the description of solutions to the Hard-goal in other views (e.g. workflows). In a
phrase, only decompositions of Hard-goals in Tasks where the Tasks are used in
multiple Hard-goals are represented as UC in the UCD.
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There is thus no universal answer to the representation of US elements tagged
as Tasks in the UCD; as evoked it may be interesting to highlight the reuse
of more special behavior but some Tasks are just subprocesses of the Hard-
goal elements and should then not be represented as UC. These need to be
documented for example in workflows depicting the realization scenario(s) of
the Hard-goal (thus UC).

Let’s finally note that UC transformed from Hard-goal elements can also
be linked with other UC transformed from Hard-goal elements through an
<< include >> relationship. In our context this shows that some Hard-goals
are possibly needed for the realization of other Hard-goals. We do not consider
<<extend>> relationships among Hard-goals because such elements do have a
possible stand-alone realization.

Concretely, in Fig. 2, the Task is linked with the UC representing the Hard-
goal with an << include >> dependency relationship from the Hard-goal to
the Task. This is illustrated in the left side of Fig. 2 in a canonical form and
instantiated on the Carpooling example in the right side of the same figure.

Representing both elements in the UCD is thus in some cases a way of explic-
itly linking the problem and solution domains where system behavior can be
recycled in multiple use cases (thus Hard-goals).

5.3 The Soft-Goal

A Soft-goal is a condition or state of affairs in the world that the actor would
like to achieve [22]. For a Soft-goal there are no clear-cut criteria for whether
the condition is achieved ; it cannot be represented as such into an element of a
standard UCD. In a standard UML UCD there is no element for the representa-
tion of softgoals but a refinement of the UCD is included in the Rational Unified
Process (RUP, see [7]) and known as the RUP/UML Business Use Case Model
(see [16]). A representation in the UCD would allow us to trace which functional
requirement (in the form of a Hard-goal or a Task) supports the realization of a
Soft-goal. [21] suggests to map the Soft-goal with the RUP/UML Goal because
a semantic analysis of both definitions concludes that those represent the same
type (or at least closely related) elements. This solution is relevant for us since it
allows a graphical representation of Soft-goals in the UCD as well as a potential
support analysis (by highlighting which UC contributes to the satisfaction of the
represented Soft-goal). Consequently and even though it is not standard UML,
we map the Soft-goal elements from the US set to the graphical representation
of the business Goal element. As shown in Fig. 2, we can have:

– The Soft-goal in the WHAT dimension. Then, in the UCD, we immediately
relate the Actor (Role in the US WHO dimension) to a Business Goal (Soft-
goal in the US WHAT dimension) and a simple link is used;

– The Soft-goal in the WHY dimension. Then, in the UCD, if the element in
the WHAT dimension leads to a UC (Hard-goal or a Task in the US), it can
be linked to the Business Goal (Soft-goal in the US WHAT dimension) using
a << support >> dependency relationship. This link visually expresses that
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Fig. 2. Use case diagram: Canonical Form and Carpooling Example

the functional element contributes to the realization of the Soft-goal within
the software implementation.

6 Automating the Approach and Round-Tripping
Between Views

In order to support the approach, we have built an add-on to the cloud version
of the Descartes Architect CASE-Tool [1] that, for the present purpose, allows
multiple views:

– the User Story View (USV ) to edit US through virtual US cards. Each US
element in a dimension must be tagged with a concept of the unified model;

– the Use-Case View (UCV ) to edit a UCD. The UCD is automatically trans-
formed from the US set defined in the USV. When changes are made to UC or
Actors in the UCV, the corresponding elements are automatically updated in
the USV and vice-versa. These indeed are the same logical element represented
in multiple views;

– the Class, Sequence and Activity Diagram Views (outside the scope of this
paper).

The CASE-Tool immediately build elements in the UCV, when elements are
built in the USV following the rules given in this paper and summarized in
Table 2.

The editing process is continuous over the requirements analysis stage and
over the entire project life cycle. In practice, US elements are re-tagged several
times when they analyzed and structured. Consistency among views is ensured
by separating the conceptual element in the CASE-tool memory from its repre-
sentation in a view (Fig. 3).
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Table 2. Mapping a US set with the UCD

US Set Element UCD Element

Role Actor

Hard-goal Use Case; several Use Cases transformed from Hard-goals can be
linked through <<include>> dependencies

Task (Possible) Use Case; the Use Case transformed form a Task
should be linked through <<include>> or <<extend>>
dependencies with Use Cases transformed from Hard-goals

Capability No possible transformation

Soft-goal RUP/UML Business Goal

(a) User Story View (b) Use-Case View (c) Class Diagram View

Fig. 3. The supporting CASE-Tool.

7 Impact on Produced Software: Future Work

Two types of impacts will be evaluated in future work:

– What is the impact on the software design of using our approach versus using
another one? Since we aim to transform coarse-grained US elements in UC,
the produced UC are likely to become the scope elements for which realization
scenarios will be build. Also, sets of US are expressed in a fined-grained way
only or parts of the requirements are not expressed. In order to fill the gap,
one or more UC can then be added; US are then automatically generated
accordingly. Fine-grained elements can also be omitted from the US set and
be identified through the approach. Finally, identifying and representing soft-
goals in the UCD may lead to better take them into account in the design.
These aspects need further investigation;

– What will be the variability in the UCD produced from the same US set by
different modelers? Various modelers applying the transformation will not
produce exactly the same model. They are indeed likely to interpret elements
differently and consequently tag them differently. Analysis activities occurring
after the initial transformation often lead to reconsider some of the associated
tags (granularity of US elements is thus not set once and for all but refined
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through the requirements elicitation). This variability needs to be studied and
evaluated.

8 Validity and Threats to the Validity: Future Work

As already evoked, the prerequisite to the use of our approach is to tag the US
when setting them up. In terms of time, the investment for disposing of first
input models is limited to the tagging and encoding in the CASE-tool. A few
threats to the validity will also be highlighted; these should be clarified in later
validation of the work:

– The accuracy in US tags. [18] studies the perception of US elements’ granular-
ity using the unified model. The study distinguished different groups of users
from students to software development professionals. The models produced
by experienced modelers where more accurate, but identifying granularity did
not lead to major issues in any group with the condition that the set of US
was taken as a consistent whole. A new experiment with the UML UCD will
be performed;

– The accuracy of the UCD with respect to the system-to-be. In order to asses
the validity of the UCD, we will proceed to the following experience. At first,
subjects (part of 3 groups: researchers, students and business analysts) will
be informed about a case and asked to carefully read and tag a set of US.
Secondly, these same subjects will be asked to rank their perceived relevancy
of 3 UCD: (UCD1) generated from their own US set tagging (from the first
part); (UCD2) generated from an internally validated solution; and (UCD3)
randomly generated out of the US set. The perceived relevancy of the UCD
will then be evaluated by the subjects.

Future work also includes the application of the full validation of the tech-
nique on real-life projects. We will notably proceed to a statistical analysis of
the stakeholders perception of the relevancy of the UC model for a project they
have worked on in the past. Moreover, they will be interviewed about the value
of a consistent UCD complimentary to the US sets. Finally, the application of
the technique on large sets of US will allow us to precisely determine the contri-
bution of the method in terms of scalability. Other metrics for the evaluation of
UCD will also be envisaged in line with quality elements for US defined by [10].

9 Conclusion

Agile methods use very simple requirements descriptions in the form of US. These
are easy to read but difficult to structure leading to the need of visual require-
ments representations to sort them, understand the system-to-be, dialogue with
stakeholders, etc. We have consequently suggested to structure coarse-grained
elements found in US sets in a UML UCD. The UCD view is aimed to remain
consistent with the set of US, encompassing changing requirements to furnish
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the possibility of UC driven development in methods where US sets are the
firstly expressed requirement artifact. This work is complementary to previous
work focusing on the representation of US sets with GORE models; further
work includes the evaluation of the benefits of the integrated use of the UCD
and GORE views.
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3 University of Twente, Services, Cybersecurity and Safety Group,

Drienerlolaan 5, 7522 Enschede, NB, The Netherlands
{d.ionita,a.vasenev,r.j.wieringa}@utwente.nl

http://scs.ewi.utwente.nl/

Abstract. Enterprise modelling (EM) is concerned with discovering,
structuring and representing domain knowledge pertaining to different
aspects of an organization. Participative EM, in particular, is a useful
approach to eliciting this knowledge from domain experts with different
backgrounds. In related work, tangible modelling – modelling with phys-
ical objects – has been identified as beneficial for group modelling.

This study investigates effects of introducing tangible modelling as
part of participative enterprise modelling sessions. Our findings suggest
that tangible modelling facilitates participation. While this can make
reaching an agreement more time-consuming, the resulting models tend
to be of higher quality than those created using a computer. Also, tangi-
ble models are easier to use and promote learnability. We discuss possible
explanations of and generalizations from these observations.

Keywords: Enterprise modelling · Tangible modelling · Participative
modelling · Empirical study

1 Introduction

Enterprise modelling (EM) may serve a variety of purposes: developing or
improving the organizational strategy, (re-)structuring business processes, elic-
iting requirements for information systems, promoting awareness of procedures
and commitment to goals and decisions, etc. [16]. All these application scenarios
require the involvement of a multitude of domain experts with different back-
ground knowledge [22]. It is therefore a challenge to express an enterprise model
in a way equally well understood by all domain experts [11]. Limited under-
standing of the EM by stakeholders may result in low quality of the model and
low commitment by stakeholders.

c© Springer International Publishing AG 2016
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Traditional EM approaches involve an enterprise modelling expert who con-
structs an EM by interviewing domain experts, analyzing documentation and
observing current practice, and validates the resulting model with stakeholders.
Models constructed by such a consultative approach tend to exhibit low quality
and poor commitment [21].

Recently, practitioners and researchers have advocated the potential of par-
ticipative EM approaches, both in terms of promoting stakeholder agreement
and commitment, as well as in producing higher quality models [1,4] In other
studies, tangible modelling approaches – in which physical tokens represent con-
ceptual models – were found to be faster, easier and more interactive compared
to a computer-supported approaches, where diagrams on a screen were manip-
ulated [5,8,10]. In this paper we extend studies on tangible modelling to the
EM domain by combining participative EM and tangible modeling in a hybrid
approach.

We report on an empirical study in a graduate EM course in which we com-
pared the effect of using a tangible modelling set with the use of computerized
tools. The results were encouraging, as the tangible modelling groups showed a
higher level of collaboration, produced better results, and scored higher on post-
tests. On the other hand, they felt that it took longer to produce models and
reported slightly lower levels of agreement. We discuss possible explanations and
implications of these results. and indicate several avenues for further research.

In the next section, we summarize background and related work on enterprise
modeling. Section 3 describes our research design; Sect. 4 presents our observa-
tions and measurements, and discusses possible explanations and generalizations;
Sect. 5 discusses implications for practice and for research.

2 Background

In our experiment we use 4EM, which consists of an EM language, as well as
guidelines regarding the EM process and recommendations for involving stake-
holders in moderated workshops. [19]. 4EM sub-models includes Goals, Business
Rules, Concepts, Business Process, Actors and Resources and Technical Com-
ponents and Requirements models.

Participative EM, where modeling sessions in groups are led by EM prac-
titioners, has been established as a practical approach to deal with organiza-
tional design problems. This relies on dedicated sessions where stakeholders cre-
ate models collaboratively [21]. Participative EM process includes three general
activities that can be performed iteratively: (1) extracting information about the
enterprise, (2) transforming information into models, (3) using enterprise models
(after mutual agreement on models is achieved) [11]. Participative EM attempts
to alleviate the burden of analyzing numerous intra and inter-organizational
processes, which makes the traditional consultative approach hard to apply [22].

With the EM practitioner serving as a facilitator during participative mod-
elling sessions, the way participants interact is a crucial factor for EM suc-
cess. Stirna et al. [21] claim that active involvement of workshop participants
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into modelling allows to generate models of a better quality and also increase
understanding and commitment to the created models among the participants.
Barjis [1] provides evidence that participation and interaction among stakehold-
ers enables more effective and efficient model derivation and increases the validity
of models. Front et al. [6] points out that a participative approach enables more
efficient data acquisition and better understanding of enterprise processes.

Tangible modelling is a modelling process where components of the model
can be grasped and moved by the participants [10]. Tangible modelling implies
synchronicity: participants can perform changes to the model in parallel [9],
making it suitable for participative modelling sessions [20]. In this way, tangible
modelling is different from computer-based modelling, where models are often
created by one person operating the modelling tool. There is evidence that tan-
gible modelling sessions with domain experts can produce more accurate mod-
els and result in higher levels of collaboration as well as increased stakeholder
engagement and agreement [5,8,10]. Related work has also found that the inter-
active nature of tangible modelling increases usability [20], while its resemblance
to board games can make the modelling activity more fun [7]. Tangible process
modelling, for instance, was found to provide better engagement [13], increase
comprehensibility of the result [26] and promote higher consensus and more self-
corrections while helping stakeholders involved in the tangible modelling sessions
remember more details [3]. Similarly, some EM practitioners recommend using
plastic cards as a means of improving the quality of models resulting from par-
ticipative sessions [15,19]. Advantages of tangible modelling can be related to
evolutionary capabilities of human beings with regard to interacting with their
physical surroundings. Psychological research has shown that by reducing cog-
nitive load [14,23] and improving cognitive fit [25], physical representations are
easier to understand and manipulate [1]. This agrees with constructivist theories
of learning, which maintain that learning takes place in project-based learning
rather than in one-way communication, and that this is most effective when
people create tangible objects in the real world [2].

3 Research Design

The research goal of this paper is to study effects of employing a tangible
approach to EM compared to conducting computer-based modelling sessions.
This section describes our research design following the checklist provided by
Wieringa [27]. We translate our research goal in the following research question:

What are the effects of introducing tangible modelling as part of partici-
pative EM sessions?

The effects we concentrate on are the quality of the models, as well as the dif-
ficulty, degree of collaboration, and efficiency of the modelling process. Further-
more, we are interested in the educational value, namely the relative learnability
with regard to 4EM. Measurement design is presented later in Table 1.
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3.1 Object of Study (OoS)

Our experiment with tangible enterprise modeling was carried out with graduate
students of an enterprise modeling course at Jönköping University. Students
were asked to form groups no larger than five members. Although all sessions
were supervised, the supervisor did not lead the sessions (as an EM practitioner
would do), but just observed and provided feedback with regard to the correct
application of the 4EM method. Therefore, objects of study, i.e. the entities about
which we collect data, are EM sessions performed by students. The population
to which we wish to generalize, consists of enterprise modeling sessions carried
out by domain experts.

OoS validity. The objects of study have both similarities and differences to the
target of generalization. Similarities include general cognitive and social mecha-
nisms that are present in both our objects of study and in the population, such
as evolutionary capabilities of grasping physical objects and the role of con-
struction and participation in group work in learning. We also recognize several
differences: the students have no shared experience in the organization being
modeled and the supervisor did not lead the modeling session as a real-world
enterprise modeling facilitator would do. Furthermore, the student groups were
self-formed and so, while some groups may consist of very conscientious stu-
dents, others could contain uninterested ones. Besides, some students may be
shy and thus could collaborate less with their group. Nevertheless, as all of these
phenomena may exist in the real world as well, these aspects (arguably) also
make our lab experiment more realistic in terms of external validity. To take
these possible confounding factors into account, we tried to make the presence
of these phenomena visible by performing most measurements on an individuals
instead of on groups and by observing group behavior, dynamics and outliers.

3.2 Treatment Design

Participants were first presented with a description of a real-world anonymized
case of a sports retailer company. Each group was then given five weeks to per-
form a business diagnosis of the retailer by constructing three out of the six
4EM sub-models, namely the goal, concepts and business process viewpoints.
The groups were instructed to perform as much of the modelling as possi-
ble together, during weekly, dedicated modelling sessions (4 h session a week).
Treatment was self-allocated: Groups were allowed to choose between tangible
or computer-based modelling sessions, as long as there was an even split. The
tangible modelling groups were given a large plastic sheet, colored paper cards
and pens to create the models. Different colors of paper cards were representing
different types of elements—goals, problems, concepts and processes, similar to
Fig. 5.1 of [19]. Cards could be easily attached to the plastic sheet and moved if
necessary. These groups were instructed to make use of the cards when collabo-
ratively building the models, and create digital versions of models after that. By
contrast, the computer-based modelling groups (allowed to use a diagram tool
of their choice) started working directly on a computer.
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Treatment validity. While in real-life situations, the modelling technique
might sometimes be prescribed, it was noted that free choice of the preferred
notation to be used in EM activities and its effects on ease-of-use and under-
standability is desirable and worth investigating [26]. Our experiment is similar
to situations where modellers have the freedom to choose their tools, and dissimi-
lar to situations where the modelling technique is prescribed to them. Noticeably,
the choosing of tools may hamper external validity of this study. In addition,
internal validity may be threatened by the fact that participants were informed
about both available treatments. This may cause an observer-expectancy effect,
where participants change their behavior based on what they think the expecta-
tions of the experimenter are. In an attempt to mitigate this, we did not inform
participants about the goal of the research nor of the measurements.

3.3 Measurement Design

We are interested in comparing the effects of tangible modelling versus computer-
supported modelling on the quality of the result, on the modelling process, and
in connection to their educational potential.

Table 1. Operationalized indicators and measurement scales

Factor Indicator Type Scale

Result Model quality Semantic quality Group 1(poor) - 5 (excellent)

Syntactic quality Group 1(poor) - 5 (excellent)

Process Difficulty Perceived difficulty Individual 1(very easy) - 5(very dif-lt)

Collaboration Observed collaboration Group 1(very low) - 5 (very high)

Perceived agreement Individual 1(none) - 5 (very much)

Task efficiency Observed pace Group 1(very slow) - 5 (very fast)

Perceived duration Individual 5/10/15/20/>20 h

Edu.value Learnabilty Exam questions on 4EM Individual 0-15

Final report grade Group F (fail) - A (excellent)

The quality of a conceptual model is commonly defined on three dimen-
sions: syntax (adhering to language rules), semantics (meaning, completeness,
and representing the domain) and aesthetics (or comprehensibility) [12,24]. In
this study we measured the semantic quality and syntactic quality of the result-
ing model and omitted measuring aesthetics due to its highly subjective nature.
Both semantic and syntactic quality were estimated by the supervisor on a 5-
point semantic difference scale by comparing the final models with the case
description and 4EM syntax, respectively.

With regard to the modelling process, relevant factors are difficulty, amount of
collaboration, as well as the overall task efficiency. Difficulty is a purely subjective
measure [18] and was therefore measured as perceived difficulty via individual on-
line questionnaires distributed at the end of the course. The questions (available at
https://surfdrive.surf.nl/files/index.php/s/ixW4JlmtXma6OlE) were linked to a

https://surfdrive.surf.nl/files/index.php/s/ixW4JlmtXma6OlE
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semantic difference scale, and provided room for optional free-text explanations.
Collaboration—the amount in interaction between group members—is crucial for
creating a shared understanding of a representation [17]. We indirectly measured
collaboration by means of two indicators: observed collaboration (estimated by the
supervisor throughout the five sessions) and perceived agreement (measured the
same on-line questionnaire). Task efficiency is the amount of time to produce the
final, digital model. In our case, because the task was spread across several weeks
and groups may have worked at home, we could not directly measure the time
groups spent. Therefore, we operationalize task efficiency in terms of perceived
duration (measured via the online questionnaire) and observed pace (progress
achieved during the dedicated modelling sessions, as estimated by the supervisor).

Finally, to evaluate the educational value of a tangible modelling approach,
we looked at the final results of the students. As indicators we use final report
grades and students’ performance on two exam questions on 4EM. The final
report grade was decided by the supervisors and lecturer together, while exams
were graded by the course lecturer, who otherwise did not take part in this study.

Measurement validity. Potential issues with measurement validity might
occur due to the qualitative and self-reported nature of the data (internal causes),
as well as the loosely controlled environment (contextual causes). Potentially, dif-
ferent in scales (e.g. ‘1’ can correspond to ’poor’ in one case on ’very easy’ in
another) could confuse the respondents. The fact that model quality, collabo-
ration (observed collaboration), task efficiency (observed pace) and learnability
(final report grade) were assessed by one of the authors of the paper, who was one
also the supervisor of the modelling sessions, is related to the self-reported nature
of data and might influence validity. The person aimed at doing the assessments
objectively, however still could have been biased or made mistakes. The way
students formed groups (not randomly) and that they were allowed to choose
a diagram tool might also be noted. To preserve construct validity, we tried to
reduce mono-operation bias by operationalizing each concept in terms of two dif-
ferent indicators (where possible). We also attempted to minimize mono-method
bias by using both self-reported and observed values where possible.

4 Results

Measurements included data on work of 38 students from Information Engi-
neering and Management (School of Engineering) and IT, Management and
Innovation (School of Business), who formed eight groups of three to five stu-
dents. Although self-assigned, exactly half of the groups opted for “physical”
(i.e. tangible) modelling. Every group submitted a report containing final, dig-
ital versions of their model (constructed in a tool of their choice), as well as
justifications of their design decisions. No student dropped out of the modelling
sessions, but only 23 filled in the questionnaire and 26 were in the exam1.

1 Full anonymized results available at: https://docs.google.com/spreadsheets/d/
1RB74Gk1O-G43Wv2WdR4c3a-XCwb1E8-5KqhCqRlcKQo

https://docs.google.com/spreadsheets/d/1RB74Gk1O-G43Wv2WdR4c3a-XCwb1E8-5KqhCqRlcKQo
https://docs.google.com/spreadsheets/d/1RB74Gk1O-G43Wv2WdR4c3a-XCwb1E8-5KqhCqRlcKQo
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Table 2. Group measurements, aggregated per group type

Group type Count MEASURED OBSERVED

Semantic quality Syntactic quality Final report grade Pace Collaboration

Tangible 4 4(σ0.82) 3.75(σ0.5) see Fig. 1(a) 4(σ2) 4(σ1.41)

Non-tang 4 3.5(σ0.57) 4.25(σ0.5) see Fig. 1(a) 3 (σ0.8) 2.75(σ1.25)

Table 3. Individual measurements, aggregated respondent group type

Respondent
group type

Count MEASURED SELF REPORTED

Exam questions on
4EM

Perceived difficulty Perceived agreement Perceived duration

Tangible 12 8.76(σ4) 3.08(σ1.08) 3.83(σ1.03) see Fig. 1(b)

Non-tang 11 8.15 (σ3.86) 3.55 (σ0.82) 3.91 (σ0.54) see Fig. 1(b)

Results per group (Table 2) show a higher degree of collaboration and a
faster pace of the tangible groups. We observed that these groups tended to
communicate more and make better use of the dedicated modelling sessions,
while computer-based groups tended to divide tasks and occasionally skip ses-
sions. Also, tangible groups produced models with slightly less syntactic quality
but with a higher level of content correctness. Individually (Table 3), partic-
ipants from tangible groups reported slightly lower perceived agreement (by
2 %) and lower difficulty (down 13 %). Furthermore, such participants some-
times reported of longer durations than their peers from groups using only a
computer. Figure 1(b) shows that more tangible modelling participants than
computer-based modelling participants perceived duration as being more than
20 h. Regarding the educational effect of using tangible models, we have noticed
a significant improvement on both measured indicators of learnability. The
reports submitted tangible groups were scored consistently higher than others
(see Figure 1(a)). Furthermore, tangible modelling students obtained, on aver-
age, 7.5 % higher on questions related to the 4EM method and its application.

(a) Distribution of final report grades (b) Distribution of perceived duration

Fig. 1. Final report grades and perceived duration

Discussion. We cannot exclude the possibility that all differences between tan-
gible and computer-based groups are random fluctuations explained by chance
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alone. Also, since our sample and treatments were not formed and allocated ran-
domly, we refrain from using statistical inference to generalize. However, plausi-
ble explanations to interpret the noted differences can be offered.

First, the reduced syntactic quality of tangible models can be explained by
the fact that tangible modelling does not constrain the syntax of models as
strictly as computers do. Thus, some students might have used this freedom to
construct models that are not syntactically correct.

Second, our explanation for the higher semantic quality of tangible models
is that the tangible groups interacted more (without dividing tasks) and seemed
to work harder (higher pace and longer perceived duration). This can be that
tangible modelling supported participation by providing the fun-factor. The per-
ceived duration might have also been influenced by the fact that after completion
of tangible models, the students had to enter them into a software tool.

Third, the lower perception of difficulty and better exam results of tangible
groups can be explained by the theory of constructivism, which says that learning
is most effective when people jointly create tangible objects in groups.

Finally, the slightly lower perceived agreement within tangible groups may
be explained by higher levels of collaboration. Due to less subdivision of tasks,
tangible modelling forced groups to promptly discuss disagreements. It is also
possible that the computer-based groups had lower actual levels of agreement
without noticing this. Since they divided tasks among members and discussed
less than the tangible groups, they may have overlooked some disagreements
or misinterpretations. While our data do not exclude this possibility, it do not
support it either. More research is needed to test this hypothesis.

Generalizability. Given available data, this study employs generalization by
analogy: “If an observation is explained by a general theory, then this observation
may also occur in other cases where this general theory is applicable” [27]. Since
social or psychological mechanisms can explain the observed phenomena using
constructs such as synchronicity, cognitive load, cognitive fit, gamification, and
constructive learning (see Sect. 2), we can expect similarities in practice.

5 Conclusions and Future Work

Implications for research. Our results are consistent with earlier research that
showing that tangible modelling promotes collaboration because of synchronicity,
manipulability of physical tokens, and increased fun, while leading to better
results due to the joint construction of physical models [10]. At the same time, the
perception of increased duration contradicts our earlier research, where tangible
modelling was observed to be faster than computer-based modelling. Results also
show that collaborative modelling may increase the effort required for modelling,
contrary to [1,6]. One explanation of this is that our earlier results [10] used
iconic physical tokens, i.e. objects that resemble the entities being modelled,
which made them easier to understand. To test this explanation, we need to
compare tangible modelling with iconic tokens and with plastic cards in future
research. Also needed is a similar real-world experiment with EM practitioners,
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to verify the external validity of our results. Another interesting direction for
further investigation are computer-based participative modelling tools (such as
using smart boards and touch screens).

Implications for practice. Our results suggest that tangible enterprise mod-
elling could be a useful tool for building consensus of stakeholders with diverse
backgrounds and little EM experience. This is particularly useful on the early
stages of enterprise modelling, when the goal is to improve the quality of the
business [10,21]. Our results also suggest that tangible EM has a positive edu-
cational effect by providing higher understandability and improved learnability.
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Abstract. Several similar but different disciplines have evolved in the arena of
requirements engineering and business analysis, including business analysis,
BPM (Business Process Management), and business architecture. Yet, they are
forming bodies of knowledges in each discipline. Each discipline has its raison
d’etre. However, such diversity of the bodies of knowledge causes a confusion.
This article is intended to review the bodies of knowledge, and proposes a unified
knowledge framework of the bodies of knowledge across the disciplines.

Keywords: Requirements engineering · Business analysis · Business process
management · Business architecture · Body of knowledge

1 Introduction

The motivation for writing this article is an apparent confusion of similar, but might be
different, concepts related to business analysis: business process management, business
architecture management, business model generation/innovation. These concepts
evolved from different communities, gaining momentum, and forming a body of knowl‐
edge. We can see several BOK(Body Of Knowledge)s including BABOK (Business
Analysis Body Of Knowledge) [16], BIZBOK (Business Architecture Body of Knowl‐
edge) [5], BPM CBOK (Business Process Management Common Body Of Knowledge)
[3]. On requirements engineering, Software Requirements in SWEBOK (Software
Engineering Body Of Knowledge) [4] and REBOK (Requirements Engineering Body
Of Knowledge) [19] provide the foundation. Besides those BOKs, there are many books
which provide techniques from the authors’ own viewpoints.

This article is intended to review the literature on the RE (Requirements Engi‐
neering), BA (Business Analysis), and related disciplines, and propose a unified frame‐
work to understand the techniques of them. To meet the goal, the author sets the
following research questions.

RQ1: Which scope spanning from the business to software those disciplines deal
with?

RQ2: What are the commonality and variability in terms of the process and techni‐
ques those disciplines employ?

RQ3: How to visualize the scope and process/techniques in a uniform framework?

© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 149–160, 2016.
DOI: 10.1007/978-3-319-47717-6_13



2 Related Works

There is a large number of literature on the techniques within each discipline. However,
very few works on the analysis of knowledge between different disciplines and bodies
of knowledges. Each discipline differs by the techniques, scope of subject, and scope of
lifecycle to be covered. However, the things become more complicated by introducing
the roles of professions. For example, from the business analyst’s perspective, Haas and
Rubin argued the similarity in the techniques, but the difference in the roles, that is
requirements engineer and business analyst, between RE and BA [14, 33].

To establish a common ground among the disciplines, REO (Requirements Engi‐
neering Ontology) proposed a common ontology of REBOK, SWEBOK, and BABOK,
and analyzed the differences of those BOKs [34]. However, the analysis is limited to
three BOKs, and did not discuss the relationships to other related disciplines.

There are some works to bridge the different disciplines. For example, Decreus, et al.
proposed an alignment of the RE lifecycle and the BPM lifecycle [8]. However, the
proposed technique is limited to transforming an artifact of RE to BPM, say RE2BPM,
and does not discuss the commonality and difference between the two disciplines. An
experience of integrating RE and BA suggested that the integration level is higher if the
project team had a clear view to of the use of business analysis [12].

3 Approach

The author takes an approach which we call “perspective-based review of BOKs”. It
consists of the following two ideas.

(1) Use BOKs and Major Textbooks as the Source of Knowledge of the Disciplines

The author use BOKs or textbooks as the source of the review since, in each disci‐
pline, there are certain accumulation of knowledge in the form of either BOK or text
books. We are interested in to explore the similarity and difference of techniques between
the different disciplines. Therefore, it is necessary to review the techniques at a certain
depth, which is different from the approach taken by systematic literature review. To
avoid the potential bias of the knowledge source, the author set a policy to refer at least
two documents of high reputation on a discipline.

(2) Perspective-Based Review

To analyze the literature, the author employs perspective-based reading, a technique
used for code inspection [35], to identify certain knowledge through common perspec‐
tive across the multiple disciplines. Perspective-based approach is necessary since BOKs
and textbooks generally compile diverse knowledge and techniques interwoven.

In this article, we set the following two orthogonal perspectives for review:

(1) Scope: Which Part of the business requirements should be dealt with
(2) Technique/Process Perspective: What should be done in the discipline with which

techniques at the process
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From reading the BOKs and documents based on the two perspectives, we can
generate a knowledge framework across the disciplines.

4 Perspective-Based Review of BOKs and Literature

4.1 Summary of Review

The author conducted the perspective-based review of the BOKs and textbooks listed
in Table 1. In the followings, the author describes a summary of findings.

Table 1. List of documents reviewed

Discipline Documents
RE (Requirements Engineering) REBOK [19], SWEBOK [4], ISO/IEC/IEEE 29148 [17]
BA (Business Analysis) BABOK [16], BCS BA Text Book [26]
BPM (Business Process Management) BPM CBOK [3], BPM Text Book [10, 18, 32]
Business Architecture and BAM BIZBOK [5], Business Architecture Text Book [36, 37]

4.2 RE (Requirements Engineering)

(1) Summary of the State of RE

RE evolved from software engineering. The body of knowledge of RE has been
developed by the software engineering community. The SWEBOK (Software Engi‐
neering Body Of Knowledge) is a BOK of software engineering [4], and its Chapter 1
defined BOK of software requirements, that is, RE in software engineering context.
REBOK (Requirements Engineering Body Ok Knowledge) is a BOK dedicated to RE
[2, 19]. As illustrated in Fig. 1, the knowledge structure of REBOK is an extension of
that of “Software Requirements” in SWEBOK. REBOK adds a new KA of “Require‐
ments Planning and Management”. The knowledge structure of REBOK is also consis‐
tent with ISO/IEC/IEEE 29148 [17].

Fig. 1. Structure of knowledge areas of REBOK [19]
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(2) Scope of RE

A well-known survey on requirements engineering states that RE is “discovering the
purpose, by identifying stakeholders and their needs”, and “documenting these in a form
that is amenable to analysis, communication, and subsequent implementation” [24].

The design of REBOK is intended to cover all three layers of requirements from
business requirements, system requirements, and software requirements as illustrated in
Fig. 2. The requirements scope model of three layers indicates that the system require‐
ments should be derived from the business requirements, and the software requirements
from the system requirements. Therefore, REBOK is a common BOK across the three
layers of requirements. However, techniques employed at each layer might be different.

Fig. 2. Three layers of requirements scope of REBOK [19]

(3) Techniques/Processes of RE

Figure 3 illustrates the basic RE process defined by REBOK. The process is struc‐
tured in an iterative way from elicitation, analysis, specification, verification, validation,
and evaluation. The whole process is incrementally conducted to three layers of require‐
ments from business, system, and software, which are illustrated in as Fig. 2. The incre‐
mental and iterative structure of the RE process conforms closely to ISO/IEC/IEEE
29148:2011, which is an international standard of the RE process [17]. Therefore, the
process in Fig. 3 is considered as a generic process model of RE.

Fig. 3. RE process of REBOK [19]
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4.3 BA (Business Analysis)

(1) Summary of the State of BA

BA has been used as an umbrella term to cover a wide range of techniques to
“analyze” business [6, 14]. One of the well-received BOK for BA is BABOK (Business
Analysis Body Of Knowledge), which has been developed by IIBA (The International
Institute of Business Analysis) founded in 2003. Since its first version published in 2005,
the BABOK has evolved to the latest BABOK V3.0 published in 2015 [16].

The knowledge structure of BABOK is illustrated in Fig. 4. Comparing BABOK
with REBOK, “Strategy Analysis” is unique to business analysis.

Fig. 4. Structure of knowledge areas of BABOK [16]

There is a textbook on BA compiled by the British Informatics Society, BCS Book
hereafter, first published in 2006. It was revised for the second edition in 2010 [26]. As
illustrated in Fig. 5, the BCS Book defines BA with a bit more concrete activities of
“investigating business situations”, “identifying and evaluating options for improving
business systems”, and “defining requirements and ensuring the effective use of infor‐
mation systems in meeting the needs of the business”.

Fig. 5. Structure of knowledge areas of BA in the BCS book [26]

(2) Scope of BA

BABOK 3.0 defines BA with two activities of “defining needs” and “recommending
solutions that deliver value to stakeholders” [16], which is intended to enable change of
the enterprise. It is clear that the similar but slightly different definitions on BA are
essentially same to that of RE. It might be said that BA is a part of RE at the level of
business requirements. However, as BABOK and BCS Book illustrate their own set of
KA (Knowledge Area), BA include some unique techniques due to the wide scope and
its diverse characteristics of business requirements.
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(3) Techniques/Processes of BA

The representation methods of the BABOK and part of BCS Book, are both process-
oriented in the sense that each process is defined with input, detailed processes, and
output. The descriptive style of BABOK and BCS Book is different from that of
SWEBOK and REBOK, which defined knowledge in a declarative way. However, the
fundamental techniques in both BABOK and BCS Book are same to those of REBOK,
and textbooks on the requirements engineering [21, 28, 39, 40].

4.4 BPM (Business Process Management)

(1) Summary of the State of BPM

The concept of business process is articulated by seminal books [7, 13], and is
supported by the research on workflow [1]. BPM is characterized by the following two
aspects:

(1) Focus on business process, and,
(2) Span of entire lifecycle of business process, instead of just requirements.

BPM lifecycle is a foundation of BPM, as illustrated in Fig. 6 [10, 20, 31]. It encom‐
passes its technical scope from modeling, analysis, design, performance measurement,
and transformation of business identification, discovery, analysis, redesign, implemen‐
tation, monitoring and controlling of business process. Therefore, technical scope of
BPM is similar to software engineering, if the business process is considered as software,
and is beyond RE.

Fig. 6. BPM lifecycle model [10]

ABPMP (Association of Business Process management Professionals) published the
BPM CBOK (Common Body Of Knowledge) in 2009, which evolved to version 3.0 in
2013 [3]. Figure 7 illustrates the structure of knowledge areas of BPM CBOK. However,
it is not as popular as BABOK yet. There are many textbooks, which offer a slightly
different set of techniques [10, 18]. For example, a comprehensive framework of BPM
is represented as “BPM house” [18].
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Fig. 7. Structure of knowledge areas of BPM CBOK [3]

(2) Scope of BPM

Scope of BPM is mainly limited to business process. However, to improve business
process, it is naturally extended to business strategy upwardly, and to information
system, namely BPMS (BPM Systems), downwardly.

(3) Techniques/Processes of BPM

As stated BPM covers the entire lifecycle of business process. Therefore, the tech‐
niques of BPM include not only of requirements to business process, but also (re)design,
implementation, and monitoring/controlling.

4.5 Business Architecture and BAM (Business Architecture Management)

(1) Summary of the State of Business Architecture

Business architecture is not a new term. It is the application of the concept of archi‐
tecture to business, where business is considered as a system comprised of process,
technology, and people [29]. It is also known as the top layer of EA (Enterprise Archi‐
tecture), and bridge the business strategy/business model for information systems
[22, 38]. However, it emerged as a sub-discipline in the BA arena as the BIZBOK
(Business Architecture Body Ok Knowledge) is newly developed by the Business
Architecture Guild, which is founded in 2010 [5].

According to BIZBOK, business architecture is “a blueprint of the enterprise and is
used to align strategic objectives and tactical demands” [5].

BIZBOK defines four fundamental perspectives, including capability, information,
organization, and value stream. Figure 8 illustrates part of the value stream. It represents
a process to create and deliver the value to the stakeholders. Therefore, the value stream
is considered as a process in the context of business architecture.

BAM (Business Architecture Management) is similar, but a slightly different disci‐
pline [36]. It is based on the Business Motivation, Business Model, and Business Execu‐
tion developed by OMG.

(2) Scope of Business Architecture and BAM

Although the term Business Architecture is very generic, the BIZBOK claims that
the primary blueprint is value stream, which is a higher abstraction to business process
[9]. This definition might not be generally accepted. BAM claims three entities. One of
them, Business Execution includes business process and organizational units, which are
subject of BPM. Therefore, at this moment, the notion of business architecture is not yet
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commonly defined. However, since the BIZBOK, the primary knowledge source of this
discipline, claims, the author employ the definition of business architecture from
BIZBOK.

(3) Techniques/Processes of Business Architecture and BAM

As illustrated in Fig. 8, the range of value stream processes defined by BIZBOK
covers similar to those of BPM in Fig. 7. It also includes activities on the implementation
level, e.g. “Business-Driven IT Architecture Definition”. It is not intended to encompass
to entire software solution, but emphasizes the importance of alignment of business to
IT architecture [5, 30].

5 A Unified Knowledge Framework

From the perspective-based review of BOKs and literatures in four disciplines, the
author generated two instances of unified knowledge framework according to the two
perspectives of scope and techniques/processes. The Unified Knowledge Framework
proposed here is a simple table illustrating the distribution and dependencies of the
knowledge areas with respect to specific perspective.

(1) Unified Knowledge Framework for Scope

Figure 9 illustrates the scope of five disciplines with respect to the levels of abstrac‐
tions of business and the span in lifecycle processes. The six rows define hierarchical
levels from business strategy to software systems. It extends the business requirements
layer into three layers, which reflects the recent advancement of research and practice
in BA, Business Architecture and BMI (Business Model Innovation)/BMD (Business
Model Design) [11, 25]. However, there is no agreed model of the hierarchical classi‐
fication of the business requirements. Therefore, the author adopted a coarse grained
layer for the purpose of scoping the disciplines.

Fig. 8. Business architecture value stream of BIZBOK (Part)
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Fig. 9. A unified knowledge framework: scope perspective

Figure 9 gives a holistic view to the span of the scope of the five disciplines. Although
it is not so precise, it can help to understand the position of the each discipline with
respect to related disciplines.

(2) Unified Knowledge Framework on Techniques and Processes

Figure 10 illustrates the Unified Knowledge Framework on the techniques and
processes with respect to six BOKs and textbooks. The framework illustrates a refine‐
ment of Fig. 9 with the distribution of knowledge units of each discipline. The framework
indicates that the process and techniques of BA, BPM, and business architecture are
very analogous and overlapping in their scopes, which causes some confusions to espe‐
cially practitioners [6, 8]. Similarly, there is also discussion on the confusion between
RE and BA, and how to integrate them [12, 33].
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Fig. 10. A unified knowledge framework: techniques/process perspective
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6 Discussions

The bodies of knowledge of RE, BA, BPM, and related area have been evolved within
each discipline, and BOKs and many text books have been published. However, there
have been claims on the confusion of those disciplines, partly because few works have
been conducted to clarify the relationships of the scope and techniques of the discipline.
As the Unified Knowledge Framework illustrated, this article contributes to under‐
standing those disciplines from a broader perspective, and initiate the discussions.

The BOK is definitely important to provide a foundation of knowledge [27].
However, it also faces a risk of the gap to the evolution of technology, which is partic‐
ularly notable in IT. For example, BMI (Business Model Innovation) is an emerging
discipline on top of business architecture and processes [11, 25]. It may bring another
confusion to the RE and BA arena. However, it is also necessary to align the business
process and information system to its business model [15]. Further research is necessary.

7 Conclusions

This article contributes to clarify the relationship of RE, BA, BPM, and business archi‐
tecture by reviewing their BOKs and literatures with a common perspective, and create
a uniform knowledge framework to understand the related disciplines. The proposed
framework is still in its early stage. Further research is necessary.
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Quality of Models and Models of Quality
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The third edition of the Quality of Models and Models of Quality workshop aims to
continue promoting efforts in the development of methods and frameworks for
assessing, managing and maintaining quality of artefacts and deliverable through their
conceptual models. Data and information in general need to be of high quality to be
valuable. However, this quality, to be ensured, requires reliable IS that can only be
designed with a precise ontological commitment. Moreover, in the Internet age, we are
witnessing the emergence of a new practices such as collaborative designs, user gen-
erated contents, crowdsourcing information systems and other non-traditional methods
based Information systems. Consequently, a new challenge facing the researchers as
well as practitioners is: “how to ensure the quality of such systems?”. We believe that
research on quality needs more contributions based on experimentation to provide
empirical evidences of successful IS design.

This positions the research on quality at the intersection of a variety of disciplines
such as Conceptual Modeling (CM), Software Engineering (SE), Web Semantics,
Process Engineering etc. This active research encompasses theoretical aspects includ-
ing quality frameworks and standards as well as practical/empirical aspects as tools,
case studies and empirical research. Quality is also a cross-domain concern involving
contribution from academic and practical fields such as universities, medical structures,
commercial or governmental organizations.

Our aim within this workshop is to offer an opportunity to cross-fertilization of
ideas, research directions and methods by gathering researchers and practitioners from
several disciplines and business domains. This should lead to envision new perspec-
tives to the problem of evaluating quality in IS.

The workshop includes a keynote by C. Partridge and S. de Cesare on Grounding
for Ontological Architecture Quality, three paper presentations and a discussion
session.

Out of 9 high quality papers submitted, the workshop international committee
se-lected three papers for presentation and publication with an acceptance rate of 33 %.
The accepted papers authors come from Belgium, Dominican Republic, Spain and UK.



We would like to thank all authors, presenters and reviewers for their valuable
work. We are also grateful to the 2016 ER workshop chairs for giving us the oppor-
tunity to organize this workshop.

Samira Si-Said Cherfi CEDRIC - Conservatoire National des Arts et Métiers, France
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An Exploratory Analysis on the Comprehension of 3D
and 4D Ontology-Driven Conceptual Models

Michaël Verdonck(✉) and Frederik Gailly

Faculty of Economics and Business Administration, Ghent University, Ghent, Belgium
{michael.verdonck,frederik.gailly}@ugent.be

Abstract. In this paper, we perform an exploratory analysis to investigate the
impact of adopting a 3D and a 4D foundational ontology on the quality of a
conceptual model. More specifically, we determine the impact of the metaphys‐
ical characteristics of an ontology on the comprehension and understandability
of the ontology-driven models by its users. The contributions of this research are:
(1) while much effort in ODCM has been devoted into the syntactic and semantic
aspects of models for improving their overall quality, this research focuses on the
pragmatic aspect of a model; and (2) since little empirical research has yet been
performed in this area, we formulated several hypotheses that are derived from
the results and observations from our exploratory analysis. These hypotheses can
then serve as a testing ground for future empirical research in order to investigate
the fundamental differences between 3D and 4D ontology-driven models.

1 Introduction

According to Lindland et al. [1], the quality of a model can be defined into three aspects:
syntactic quality, semantic quality and pragmatic quality. While syntactic quality of a
model corresponds to how well the representation equals the language’s statements and
constructs, the semantic quality of a model relates to the validity and completeness of a
conceptual model. The last aspect, pragmatic quality concerns the comprehension of
conceptual models. The better a model is understood, the higher the pragmatic quality
of the model, and hence the higher the overall quality of the conceptual model. Since
the beginning on the nineties, ontologies have been often applied for improving the
quality of conceptual models. Ontologies provide a foundational theory, which articu‐
lates and formalizes the conceptual modeling grammars needed to describe the structure
and behavior of the modeled domain [2]. In particular, foundational ontologies are
frequently applied since they describe general concepts like space, time and matter, and
are independent of a particular problem or domain. In this paper we refer to all techniques
where ontologies are applied (e.g. evaluation, analysis or theoretical foundation) to
improve either the quality of the conceptual modeling process or the quality of the
conceptual model, as ontology-driven conceptual modeling (ODCM). Although prior
research has focused much on the semantic quality of models, there has been little
research examining the pragmatic quality of these models [3, 4].
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Since ontological theories form the foundations of ODCM, consequently the meta‐
physical characteristics of a particular ontology (i.e. its philosophical concepts and
structures) influence the conceptualizations that are produced. Moreover, because many
different kinds of ontologies exist, their choice should be well motivated. For example,
based upon the endurantism-perdurantism paradigm, we can distinguish between 3D
and 4D ontologies. 3D ontologies view individual objects as three-dimensional, having
only spatial parts, and wholly exist at each moment of their existence. 4D ontologies on
the contrary, see individual objects as four-dimensional, having spatial and temporal
parts, and exist immutably in space-time [5]. The relevance between applying these
different paradigms has been demonstrated in several research efforts. For example, in
the theoretical research of [6], the 3D object-role modeling (ORM) paradigm was
analytically compared to the 4D object paradigm (OP). The conducted comparison
reveals that the OP paradigm can provide semantically richer representations of
phenomena than the ORM paradigm. Also [7, 8] theoretically examined the way in
which a 3D foundational ontology (UFO) and a 4D foundational ontology (BORO)
represent temporal changes, concluding that each of the ontologies can lead to different
representations and interpretations.

Therefore, in this paper, we intend to investigate the impact of adopting a 3D and
4D ontology on the quality of a conceptualization. More specifically, we regard the
pragmatic quality of the model, by determining the influence of the ontology on the
comprehension and understandability of the model by its users. Because little empirical
research has yet been performed on this topic [3, 4], we intend to conduct an empirical
comparison. Further, since it’s the goal of this paper to gain more insight on the compre‐
hension of the models generated by these foundational ontologies, and not to test if one
is better than the other, we conduct an exploratory analysis. In summary, we can formu‐
late the research question of this paper as: which are the differences in comprehension
between adopting either a 3D or 4D ontology for the representation of conceptual
models?

In Sect. 2, we will explain how the exploratory research will be conducted and which
ontologies have been selected for the comparison. Section 3 presents the results of our
empirical comparison. Section 4 formulates several hypotheses for further empirical
research based upon the outcome and interpretation of the results. Finally, Sect. 5
presents our conclusion.

2 Design of Empirical Comparison

Every foundational ontology has their own metaphysical characteristics that define how
they describe general concepts such as space, time, matter, object, event, action, etc. [9].
Based upon these characteristics, we can distinguish different kind of foundational
ontologies, which represents real world phenomena in their specific way. The main
differences between 3D and 4D ontologies depend on how they define spatio-temporal
entities, their locations in space-time, and their different modes of persistence. More
specifically, these differences can be translated in their ontological interpretation of the
following metaphysical characteristics: (1) The notion of identity and essence defining

164 M. Verdonck and F. Gailly



properties: defines how the ontology assigns a principle of identity to its entities and
how it deals with temporary entities such as roles, states and phases. (2) The perception
and endurance of time: defines how entities begin and cease to exist over time, and how
they perceive events and changes. (3) The formation of relations: describes how entities
form relationships and how they can become part of each other or be separated from one
another. Since we intend to investigate the influence of a 3D and a 4D ontology-driven
model on the comprehension by its users, we will develop our empirical comparison on
these metaphysical characteristics, highlighting their ontological differences. We will
thus compare a specific 3D and a 4D ontology and identify the impact of the differences
in their metaphysical characteristics on the interpretation of the ontology-driven models.

The ontologies that will be compared are UFO (Unified Foundational Ontology) [10]
and BORO (Business Object Reference Ontology) [11]. While UFO is a 3D ontology,
having a focus on endurants, BORO was developed as an ontology of perdurants, i.e. a
4D ontology. They are both foundational ontologies, which are frequently applied in the
domain of conceptual modeling. We will not cover all the concepts of both ontologies
in this paper. Instead, for a more detailed reading of these ontologies, we refer the reader
for UFO to [10, 12] and for BORO to [7, 11].

To perform our comparison, we follow the approaches as defined in [13, 14]. Akin
to our purpose, these papers compared the comprehension of different models that were
constructed with different techniques. The comprehension of the models was compared
through two kinds of questions: comprehension questions (CQ) and problem-solving
questions (PQ). While the CQs assess the basic level of understanding, the PQs are more
challenging and target a deeper level of understanding. Similarly, we developed three
ontology-driven models of both BORO and UFO, where every model emphasizes one
of the metaphysical characteristics as described above. Every one of these models has
been presented to, and approved by, an expert of the respective ontology. We created
two treatments or groups of each six subjects where one group of subjects was given the
UFO-driven models while the other group was given the BORO-driven models. All
subjects had prior experience and education in the domain of conceptual modeling, and
were either completing their Masters or PhD degree at the University of Ghent. None
of the subjects had former knowledge of the ontology they had to use.

During the experiment, our subjects were required to first interpret the ontology-
driven model, and then answer the CQs and PQs that assessed their level of under‐
standing. To closely follow the comprehension process from our subjects, we examined
their progress in the form of a protocol analysis, as performed by [14]. The data obtained
from a protocol analysis method reveals the mental processes taking place as individuals
work on the interpretation of the models. Subjects are required to verbalize their thought
processes and strategies, as well verbalize their answers to the CQs and PQs. In line with
other protocol analysis studies [15, 16], the number of subjects was small (12 subjects),
as a large volume of data is generated even with this small sample size. The interpretation
of the models by the subject is evaluated according to the correctness of the answers.
Both the outcome of the protocol analysis and the correctness scores of the subjects’
answers are then combined to assess the differences in interpretation between the UFO
and BORO models. The comparison of the models was conducted as follows:

1. Familiarization with the ontology & Interpretation of the models.
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Depending on the treatment, subjects are familiarized with either UFO or BORO.
The ontology and its syntax are explained by the aid of a description of the ontology
and several modeling examples. For both treatments, we have used the syntax in which
they are normally expressed. For UFO we relied on the OntoUML language, a UML
profile that reflects the ontological distinctions prescribed by UFO [10], while for BORO
we constructed the models in space-time maps as is often employed in the associated
BORO literature [11]. Each subject could take as much time as needed to read and
understand the description. Overall, there were no issues reported with the misunder‐
standing of the description of the ontologies or their syntax.

After the subjects were familiarized with the respective ontology, they were given
three assignments, each containing a model and a set of CQs and PQs. Each assignment
was given without any additional explanation. All models in UFO and BORO were the
informational equivalents of each other and represented an identical scenario. The
difference between these models originated from the metaphysical characteristics of the
respective ontology. Of course it is unattainable to have one scenario deal with solely
one metaphysical property. Instead the models and their associated questions were
designed so they would focus on a certain characteristic:

• Assignment 1: focused on the notion of identity and essence defining properties,
where the model represents a scenario where a person ‘John’ is a customer of a
company ‘4Energy’.

• Assignment 2: highlighted the perception and endurance of time. The model repre‐
sents a scenario where two chemical substances (Zinc and Sulphate) are fused
together by an industrial process into a new chemical substance (Zinc Sulphate).

• Assignment 3: focused on the formation of relations between entities, where the
model represents a scenario of an engine that is first owned by the company ‘4Energy’
but changes ownership after a transaction to the company ‘Tesla’, where it becomes
part of the car ‘Model S’.

2. Comprehension Questions

After the subjects interpreted the model, they had to answer a set of CQs to assess
their interpretation. The CQs serve two purposes: first they aim to evaluate if a subject
fully understood what kind of scenario the model was representing. Second, they
assessed if the subject could identify every concept in the model to the correct concept
of the ontology. A score was given based upon their comprehension and the correct
identification of the appropriate constructs of the model to the proper concepts in the
ontology. The CQs allowed us to evaluate if subjects not only correctly interpreted the
ontology-driven model, but also understood the underlying structure and meaning of the
concepts. As an example, the CQs that were asked during the first assignment are the
following:

• CQ1: Explain the scenario that is being represented by the model;
• CQ2: Assign the correct model construct to the concept in [UFO/BORO].

Depending on the structure of the model, all CQs were the same for both the UFO
assignments as for the BORO assignments, except for individual differences in the model
constructs between BORO and UFO. During the experiment, the time was measured
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that the subjects needed to complete the CQs. This allowed us to better estimate the
difficulty subjects had to complete the questions, and to compare the time difference
between the assignments.

3. Problem-solving questions

After the subjects completed the CQs, they had to answer several PQs. The PQs
assess a deeper level of understanding, by letting the subjects make modifications and
apply new concepts and relationships to the ontology-driven models. Again, a score was
assigned to every answer, depending on the correct modifications in the model. The time
each subject needed was measured to estimate the difficulty in completing the PQs, and
to compare the time difference between the assignments. During the experiment, all
subjects were asked to draw their modifications onto the existing models. This allowed
us to better estimate their full understanding of the model and the ontology in answering
the PQs. The PQs were identical for both the UFO and BORO assignments. As an
example, the PQs for the first assignment were:

• PQ1: Consider a competitor of the company 4Energy, named Pearson, which offers
electricity utilities to its customers. How would Pearson be represented?

• PQ2: If John would end its contract with 4Energy, and start a new contract with
Pearson, how would this affect the current model?

4. Post Test Questions

A post test question was asked at the end of every assignment to assess if the CQs
or the PQs were perceived as most difficult. After all three assignments were completed,
a final post test question was asked where the subjects had to indicate which assignment
was perceived as the most intensive to solve, for either the UFO or BORO-driven
models. As such, we could link the difficulty of solving the assignments to the meta‐
physical characteristics of an ontology and how they are expressed in a model.

3 Results

Our results suggest that there are meaningful differences in the comprehension of the
ontology-driven models. As a first indicator, we consider the average time needed for
all subjects to solve each assignment. The time differences are displayed in Table 1 and
are expressed in minutes and seconds. The UFO subjects needed more time to solve the
assignments, whereas the third assignment is the exception. When considering their
feedback, this is caused by the numerous concepts that exist in UFO and their rather
complex hierarchy. Practically every subject reported after reading the description that
the ontology was somewhat overwhelming. Several subjects also pointed out that the
naming of certain terms in UFO (rigid, sortal etc.) did not have any familiar meaning to
the subjects, making it more difficult to remember and apply these concepts. Further,
when solving the assignments, we noticed there was often doubt which concepts of a
model was associated to which concept in UFO, especially in the beginning of the
experiment. On the contrary, since the BORO ontology exists out of only a few concepts,
subjects reported the ontology as clear and accessible to comprehend.
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Table 1. Average time differences between BORO and UFO for solving the assignments (A)

A1 A2 A3
BORO 09:10 14:00 15:20
UFO 15:20 17:15 12:58

Similar observations can be found regarding the CQs of every assignment. In general
for both UFO and BORO, most of the subjects had no real difficulties in answering CQ1
and were able to correctly explain what every model was trying to represent. However,
when the subjects had to complete CQ2, we noticed explicit differences between both
ontologies. In Table 2, we display the average results, on a total of 10, for the identifi‐
cation of the appropriate concepts in CQ2 of every assignment. Subjects scored consid‐
erably less in assigning the correct UFO concepts (6.7) compared to assigning the correct
BORO concepts (7.7). Especially in the first and second assignments, subjects struggled
to find the correct UFO terms. Regarding their feedback, we noticed a great deal of
confusion associated with the concepts Role, Kind, SubKind, RoleMixin and Individual.
Most of the difficulties can be related to the different kind of identity criteria that UFO
dictates, i.e. the principle of application, the principle of identity and the notion of
rigidity. Most of the confusion in the second assignment was due to the concepts Relator
and Event. Because a Relator can for instance be named as ‘Manufacturing’, often they
were associated as Events, or vice versa, Events that were mistaken as Relators. Several
subjects also commented that the structure of the Relator concept, was peculiar, in the
sense that the material relationship was deemed unnecessary since the Relator already
described what the nature of the relationship between two concepts was. However, when
subjects moved to the third assignment, we noticed a growing understanding in the
concepts of UFO. Fewer difficulties were reported and we could clearly observe that the
subjects became more familiar with these concepts and their meaning.

Table 2. Average results (on 10) of CQ2 between BORO and UFO for every assignment (A)

A1 A2 A3 Average Results
BORO 8.1 7.3 7.7 7.7
UFO 6.5 5.5 8.0 6.7

Concerning the CQ2 of BORO, we noticed that most of the faults arose from
confusing States with Elements or incorrectly interpreting Temporal and Whole Parts
as Elements. We further noticed that subjects slightly experienced more trouble in
comprehending the second assignment. Even in the third assignment, there was still
often doubt between States and Temporal/Whole part relations, indicating that a full
comprehension of these concepts was still lacking. This observation is confirmed when
looking at the results and feedback of the PQs.

Table 3 displays the average results, on a total of 10, of the PQs for every assignment
of the BORO and UFO-driven models. Contrary to the results of the CQs, subjects scored
meaningfully lower on the PQs for the BORO-driven models (6.5) compared to the
UFO-driven models (8.2). When completing the PQs related to BORO, again, most of
the confusion arose from applying a State or an Element to a new concept. Also
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modifying the Temporal or Whole part relationships were often perceived as complex.
Additionally, the PQs revealed that the subjects experienced difficulty understanding
the spatial-temporal extensions of Elements, a specific characterization of 4D ontolo‐
gies. Our subjects reported it as unnatural that the spatial extension of an element can
expand or diminish, with for example the formation or ending of temporal part rela‐
tionships. Similarly, complications arose when dealing with the time extensions of
Elements or States. An often-heard remark was how space can be scaled on an axis in
an objective matter.

Table 3. Average results (on 10) of PQs between BORO and UFO for every assignment (A)

A1 A2 A3 Average Results
BORO 7.9 5.4 6.2 6.5
UFO 9.6 6.7 8.3 8.2

As for the PQs associated to UFO, it seemed that the difficulties experienced during
the CQs, increased the subjects’ understanding of the concepts and made them think
more thoroughly about the structure of the model. Most of the mistakes that were
reported during the PQs could be related to the confusion of identity between Kinds,
SubKinds or Roles, and the Relator and Event concepts.

Finally, when considering the post-test questions results, we notice that they are in
line with the difficulties experienced in the assignments. Table 4 displays the number of
subjects that assigned either the CQs or the PQs as most difficult to complete. We observe
that subjects of the BORO group experienced more difficulties with solving the PQs
compared with the CQs. Subjects had no real difficulties in relating the concepts in the
model to the concepts in BORO. When this knowledge however had to be administered
in the PQs, it seems that applying the principles and characteristics of BORO were less
straightforward. On the opposite, subjects dealing with UFO struggled more with the
CQs and identifying the correct concepts in the model. However, because the subjects
had spent considerable time in investigating the model when completing the CQs, the
PQs became easier to solve.

Table 4. Number of subjects per post-test questions for every assignment (A)

A1 A2 A3
CQ PQ CQ PQ CQ PQ

BORO 2 4 1 5 3 3
UFO 6 0 3 3 3 3

Considering the final post-test question, for the BORO treatment, four of the subjects
appointed the third assignment as the most difficult to solve, while two subjects
appointed the second assignment as the hardest to complete. As for the UFO subjects,
three appointed the first assignment; two subjects indicated the second assignment and
one subject appointed the third assignment as most difficult.
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4 Discussion

The results of our exploratory analysis demonstrate that the conceptualizations that are
realized by two different ontologies have a considerable impact on the understanding
and comprehension of its users. Our results suggest that depending on the metaphysical
characteristics of an ontology, some ontology-driven models are perceived as more easy
or difficult to comprehend. Consequently, these metaphysical characteristics determine
the quality of the conceptualizations. Since little empirical research has yet been
performed in this area, we will formulate several hypotheses that are derived from the
results and observations from our exploratory analysis. These hypotheses can then serve
as a testing ground for future empirical research in order to investigate the fundamental
differences between 3D and 4D ontology-driven models.

Hypothesis 1: The notion of identity and essence defining properties is more difficult
to comprehend with 3D ontology-driven models than with 4D ontology-driven models.
As our results indicate, subjects dealing with the 3D ontology-driven models appointed
the assignment that focused on identity and essence defining properties as the most
difficult to comprehend. This hypothesis is further confirmed when regarding the
answers to the post-test questions, where all of our subjects acknowledged that the CQs
of the first assignment were the most difficult. Much of the feedback reported that
subjects experienced difficulties in distinguishing the many types of identity criteria that
are needed to identify the concepts of the ontology-driven models.

Hypothesis 2: The formation of relations between entities is more difficult to compre‐
hend with 4D ontology-driven models than with 3D ontology-driven models. Our second
hypothesis is derived from the observation that most of the subjects of the 4D ontology
appointed the third assignment, focusing on the formation of relations between entities,
as most difficult. Also, the time needed to solve this assignment was the highest
compared to the other assignments. Feedback reported that several concepts were diffi‐
cult to comprehend and felt unnatural to several of our subjects.

Hypothesis 3: The learning curve in understanding 4D ontology-driven models is
higher than for 3D ontology-driven models. As regards to the comments of our subjects
of the 3D ontology, we observe a pattern, where initially the ontology was experienced
as complex to understand. However, after the completion of every assignment, subjects
reported that they could better comprehend the underlying concepts and structures. For
example, the highest score of the CQs is achieved in the last assignment. Further because
most of the subjects experienced rather some difficulty in solving the CQs, it made them
think more thoroughly about the model. As a consequence, the PQs were easier to
complete and achieved higher scores. The opposite tendency was observed for the
comprehension of the 4D ontology-driven models. Initially, many subjects reported the
ontology as easy to comprehend. When completing the CQs, more doubt could be
observed from our subjects. The real difficulties however were experienced during the
PQs, where subjects had to append new concepts or modify existing elements. We
noticed that a true understanding of the ontology was still lacking. As a result, the
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subjects scored less on the PQs compared to the CQs. Concerning the post-test questions,
the PQs were rated as more difficult to complete. It would thus seem that 3D ontology-
driven models are more quickly understood over time in comparison to 4D ontology-
driven models.

Hypothesis 4: There is no clear difference in comprehension between the representa‐
tion of time in 3D or 4D ontology-driven models. Contrary to what is sometimes claimed
[6, 8], we did not observe any considerable differences in the comprehension of models
representing time with a 3D or 4D ontology. Subjects of both the 3D and 4D treatment
experienced a similar amount of difficulties with completing the second assignment,
which focuses on the metaphysical characteristic of time and change. Both groups
received the lowest scores in this assignment, for both the CQs as well as for the PQs.
Further, an equal number of subjects from the 3D ontology and the 4D ontology
acknowledged the second assignment as the most difficult to complete. We can therefore
not deduce from our exploratory study that 4D ontology-driven models are better at
representing time scenarios than 3D ontology-driven models.

5 Conclusion

This research performed an exploratory analysis on the differences in comprehension
and understanding of 3D and 4D ontology-driven models. The results of our exploratory
analysis revealed that the conceptualizations that are realized by the 3D or 4D ontology
have a considerable impact on the understanding and comprehension of its users.
Depending on the metaphysical characteristics of an ontology, some ontology-driven
models were perceived as more easy or difficult to comprehend. These results therefore
indicate that the metaphysical characteristics of a particular ontology influence the
quality of the conceptualizations that are produced. Since little empirical research has
yet been performed in this area, we formulated several hypotheses that are derived from
the results of our exploratory analysis to serve as a testing ground for future empirical
research on this topic.

Threats to validity. Due to the low number of participants participating in the explor‐
atory study validity is threatened, as recognized by the authors. Additionally, more
ontologies can be further compared to identify the differences between 3D and 4D
ontologies. Therefore, it is the authors’ intention to conduct further validation in the
form of a full experimental comparison.
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Abstract. Due to the complexity of genomic information and the broad
amount of data produced every day, the genomic information accessible
on the web has become very difficult to integrate, which hinders the
research process. Using the knowledge from the Data Quality field and
after a specific study of a set of genomic databases we have found prob-
lems related to six Data Quality dimensions. The aim of this paper is
to highlight the problems that bioinformaticians have to face when they
integrate information from different genomic databases. The contribu-
tion of this paper is to identify and characterize those problems in order
to understand which ones hinder the research process, increasing the
time-waste that this task means for researchers.

Keywords: Data quality · Data integration · Genomic databases

1 Introduction

To gather and integrate data from multiple databases is a problem that has to be
faced every day in multiple domains: business, private enterprises, public health-
care, etc. but probably genomic information is much more difficult to handle due
to its complexity and heterogeneity. The knowledge is evolving every day and
Next Generation Sequencing (NGS) technology allows researchers to sequence
DNA and RNA quicker and cheaper than before. All this information is uploaded
and spread to online databases in order to be accessible to the research commu-
nity. A complex part of the research process involves to be able to manage in
an unified and holistic way all this complex information. Conceptually speaking,
it is essential to gather this wide-spread data under a single information per-
spective without loosing quality. The lack of standards and strict enough quality
controls to submit information to databases drive to an inefficient management
of multiple genome databases and a time-consuming for scientists. In this con-
text, the main contribution of this paper is (i) to select a set of data quality
dimensions to be used for assessing quality of genome data, and (ii) to apply
them to a set of genomic databases to have a perspective of how difficult the
integration among them could be.

To achieve these goals the rest of the paper is structured as follows. In Sect. 2
the concept of Data Quality (DQ) is introduced and it is also highlighted its
c© Springer International Publishing AG 2016
S. Link and J.C. Trujillo (Eds.): ER 2016 Workshops, LNCS 9975, pp. 173–182, 2016.
DOI: 10.1007/978-3-319-47717-6 15



174 A. León et al.

importance when dealing with genomic information. Next, in Sect. 3 we propose
a set of data quality dimensions and how they could be measured, which are
interesting in the DQ assessment of genomic databases. In Sect. 4 a set of quality
errors found in common genomic databases are shown, classified by dimension
and explained with specific examples. Finally, Sect. 5 contains the conclusions
and future work.

2 Data Quality in Genomics - State of the Art

The great amount of genomic information produced every day requires specific
ways of analysing, storing and assuring the quality of data in order to take
advantage of the generated knowledge. But what does Data Quality (DQ) mean?

Wang et al. [29] have defined DQ as data that are “fitness for use”, i.e. data
that are useful for the purpose it was created for. DQ is a multidimensional
concept where a data quality dimension is defined as a set of attributes, that
can be assessed in order to get a quantitative measure representing the quality
of the data that are being managed.

Even though DQ has been studied for decades it has been mainly applied
to the business field. DQ in genomics is an emerging field, which is getting
very close to the Big Data field. The great amount of data and the diversity of
data sources brings abundant data types and complex data structures, which
increases the difficulty of data integration. Besides, genomic information is very
complex and the current knowledge is changing every day to be adapted to the
new discoveries. Some ISO standards have been developed to assess data quality:
ISO-8000 is the international standard for Data Quality (under development),
ISO-9000 is an standard for quality management systems and ISO-9126-1 has
been developed for assessing software product quality. But there is a lack of
standards in DQ assessment when using big data and genomic information.

3 Materials and Methods

A large list of DQDs proposed to assess DQ can be found in literature. For
example, Wang identified four categories containing fifteen DQDs [29]. Because
of the characteristics of the genomic domain, not all of them are useful for
our purpose. Based on some relevant studies in DQ [1,14,28] a set of DQDs,
useful for Data Quality assessment in genomic databases, has been gathered
along with their definitions and measures. Once the DQDs have been selected,
different types of genomic databases where analysed in order to determine the
most common quality errors.

3.1 Data Quality Dimensions

There is not consensus in the number, importance and definition of the dimen-
sions needed to assess data quality. But there is a set of common dimensions,
proposed by Askham, which can be applied to genomic databases [1]:
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– Accuracy: Data correspond to real-world values and are correct.
– Completeness: The extent to which data is not missing and all necessary

values are represented.
– Consistency: Data must be consistent between systems and represented in

the same format.
– Uniqueness: The database won’t have redundant data or duplicate records.
– Currency: The extent to which data is sufficiently up-to-date for the task at

hand.
– Reliability: The extent to which data is regarded as true and credible.

There is an important difference between two time-related data quality
dimensions - currency and timeliness. As Loshin explains in [10] currency refers
to how up-to-date data is, and whether it is correct, despite the possibility of
modifications or changes that impact time and date values. Meanwhile, timeli-
ness refers to the time between when data is expected and when it is readily
available for use. We have considered that currency dimension fits our purposes
better than timeliness dimension.

The dimensions mentioned above are related to each other. For example,
consistency errors lead to accuracy and uniqueness problems: if the information
are not standardized and does not have rules to store data properly it means
that erroneous or duplicated data can be submitted to the database. Besides, if
the information is incomplete or obsolete it cannot be considered as reliable. In
the same way, if the database is difficult to be maintained there will be more
probabilities of having obsolete or erroneous data.

3.2 Application to Genomic Databases

In order to gather the most frequent data quality errors affecting to genomic
databases, a literature review and specific queries, based on previous studies and
personal knowledge, were performed in different databases. Once the errors have
been identified, they were classified according to the DQDs previously defined.

The analysed genomic databases belong to different domains:

– Sequence databases: RefSeq, Ensembl and GenBank.
– Protein databases: BioGrid, UniProt (UniProtKB, UniRef and UniParc).
– Mutation databases: HGMD, dbSNP and ClinVar.
– Other databases: UCSC, Alzforum Mutation and Niagads.

This heterogeneous set of databases allows us to determine the concrete qual-
ity problems which affects to each type.

4 Results

In the following subsections we present the most common errors found by dimen-
sion, cause and percentage in which the database is currently affected.
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4.1 Accuracy

Accuracy is a dimension that mainly affects to primary databases. These data-
bases are warehouses where raw genome sequences are submitted by researchers
and not reviewed by external experts. This means that they only store data and
they can have duplicated information and errors.

Sequence errors: Krawetz et al. determined in [9] the Error Rate (ER) of
nucleic acid sequence data interpretation by assessing and quantifying the dis-
crepancies reported in the version 55 of GenBank database. His study revealed
that the ER was 2.887 errors per 1000 bases. The highest ER was observed in the
RNA (structural RNA) with 48.8 errors per 1000 bases. Nowadays, the advances
in sequencing procedures and quality checks performed on every sequence sub-
mitted to GenBank maintained the error rate <1 in 10,000 bases for the Human
Genome Project [2]. Based on the study performed by Krawetz in [9], we have
used the suggested keywords to find the well-defined and documented discrep-
ancies (conflict, revision, corrections, differences, error or unsure). In the current
version of GenBank database (release 213) only 0.8 % of sequences present docu-
mented discrepancies. Attending only to homo sapiens organism, the percentage
is 0.5 %. This analysis does not consider entries without a reported discrepancy,
correct or incorrect. It means that the percentage of erroneous sequences must
be at least 0.8 % but it cannot be established for sure. As Moran highlights
in [11], GenBank is full of sequences that are known to be incorrect but the
corrections are not always made: “Most of the authors were unwilling to allow
changes’cause they weren’t aware of the fact that there was a conflict between
their sequences and the aligned sequence database. They didn’t even know that
others had sequenced the same gene and gotten a different sequence.

Attending to protein databases, SwissProt is the reviewed section of the
UniProtKB database. Once the sequences are reviewed by experts, any sequence
conflict is annotated. Using this knowledge, we have made an analysis of human
protein sequences in current release 2016 6. The analysis results indicates that
86.98 % of the reviewed sequences have errors: 54 % of them were sequence con-
flicts and 23 % were problems in the sequence initiation.

Taxonomical errors: Accuracy of taxonomic identifications is crucial because
these data serve as basis for large scale analysis of macroecological and bio-
geographic patterns, and to document environmental changes over time [16].
However, especially for fungi, about 20 % of sequence entries, including approxi-
mately 700,000 ITS barcoding sequences, have been estimated to be incorrectly
labelled.

Curation errors: The information that describes the function of sequences is
very important to researchers to do their laboratory investigations and when they
are making computational inferences. However, public protein databases have a
high-error rate, depending on the method used to annotate the sequences. A
study made by Schnoes et al. about the miss-annotation levels for molecular
function in four public protein sequence databases [15], reveals that those which
use computational prediction for molecular functions have more errors than those
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which use manual annotations. SwissProt uses manual annotation and the error
percentage is almost 0 %, but other databases such as GenBank NR, TrEMBL
and KEGG, which use automatic annotations, presents even over 60 % rate of
errors. In another study made by Jones in the Gene Ontology database [7], it was
estimated that up to 49 % of computationally annotate sequences using sequence
similarity methodology ISS are miss-annotated.

We have performed a study of the current state of TrEMBL release 2016 06
(the not reviewed database of UniProtKB). We have chosen a dataset of 134,236
human sequences. The analysis performed have indicated that 35 % of sequences
have been marked with a caution annotation, which means that the sequences
have been derived and they should be considered as preliminary data. With
regard to function, only 9 % of sequences have been annotated but almost 100 %
of them have been automatically annotated so, based on Schnoes et al. study in
[15] 60 % of these annotations may be erroneous. Corrections to these errors may
never occur so new annotations may be based on erroneous miss-annotations,
and so on. Such error chains can lead to the progressive increase in annotation
error rates.

Even though accuracy errors in primary databases are frequently mentioned
in the literature we have found that there is a lack of updated studies about
the impact of this kind of errors. The advances in sequencing technologies have
increased the number of submitted sequences to databases, making the analysis
difficult to perform. But these technologies are supposed to increase quality too.
The taxonomic errors (mainly for plants) and functional curation errors (mainly
in automatic curation for proteins) stand out among the others, so these are the
type of errors that must be taken into account when trying to assess accuracy.
However, proper studies about the real impact of sequence errors must be per-
formed because our results show a high percentage of errors in manually reviewed
protein sequences. Due to the increase of cross-references among databases errors
can be quickly propagated.

4.2 Completeness

There are several ways to assess completeness in a genomic database, such as
checking for missing values. To assess the percentage of missing values we have
looked for human proteins and their function in the SwissProt database 2016 06.
From 20,200 entries, only 23,6 % have information about protein function.

UniProtKB also allows users to know how complete the information of an
entry is, by consulting a field called “Annotation score”. The annotation score
provides a heuristic measure of the annotation content of a UniProtKB entry
or proteome. It is a number in the range 1 to 5 which help users to get a quick
idea of the relative level of annotation of the entries in a search results [22].
Entries which belong to a manually annotated database, like SwissProt, have a
higher level of annotations (60 % of entries with annotation score = 5) than those
belonging to automatically annotated databases, like TrEMBL (almost 90 % of
entries with annotation score = 1). According to the results, SwissProt can be
considered much more complete than TrEMBL.
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In regard to completeness we have found that a common problem is the
one related to missing values. Manually annotated databases are more accurate
than automatically curated ones but, because of their cost of maintenance, their
number of registers is lower.

4.3 Reliability

The reliability of the information stored in a database is very important, par-
ticularly when trying to get conclusions from data that are not well supported
by published research. For example, genes can be characterized in direct experi-
ments or by transfer of information from the few characterized sequences on the
basis of sequence similarity.

UniProtKB provides information about the type of evidence that sup-
ports the existence of a protein [27]. A comparison of the distribution of evi-
dence in UniProtKB database have been made. According to the results, 54 %
sequences from SwissProt and 93 % sequences from TrEMBL provides experi-
mental evidence. In the same way, 46 % sequences of SwissProt and only 7 %
sequences from TrEMBL doesn’t have experimental evidence. There is a signif-
icant difference in the % of sequences without experimental evidence between
SwissProt and TrEMBL. As mentioned before, SwissProt is manually curated
and most of the sequences are inherited from TrEMBL. This suggests that maybe
most of the sequences annotated as having experimental evidence don’t have it
really. Regarding to the results, SwissProt can be considered more reliable than
TrEMBL.

In databases based on genotype-phenotype relationships like ClinVar, reli-
ability measurement can be done by checking the level of review supporting
the assertion of clinical significance, or the type of reports associated to each
variation.

Using a dataset for human variations, 94 % of entries do not have assertion
criteria to the provided clinical significance. In the same way, the reliability of
variations can be measured by checking the type of reports associated to each
variation. Using a dataset for Alzheimer’s disease, only 4.8 % of sequences are
supported for clinical testing reports, 3.2 % are supported for research reports
and 92 % are supported by literature only.

Reliability is very important to infer proper conclusions from the information
collected, but most of the databases have a lack of experimental evidences. Most
of them are derived from other evidences based on similarity sequences.

4.4 Consistency

In order to obtain results more biologically meaningful, it is important to incor-
porate information from different biological repositories into the analysis. If
data structures were consistent between systems, the integration from differ-
ent resources would be easy. But genomic databases are very diverse, making
extremely laborious to perform even simple queries across databases. Most of
genomic databases provides all their data, or part of them, within text files in
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different formats, including flat, tabular, XML and RDF formats. Changes in
data file structure are frequent and they can produce errors when importing
or integrating data. For example, a study made by Soh in pathway databases
highlights that the level of consistency for genes in similar pathways across data-
bases ranges from 0 % to 88 % [17]. The corresponding level of consistency for
interacting genes pairs is 0 %–61 %.

Following, some specific examples of consistency problems are presented:

– To represent the information related to the type of variation, Ensembl uses the
attribute “Class attr id” which references a list of 21 types based on Sequence
Ontology, dbSNP uses the attribute “Variation Class” based on 8 types of
variations and UCSC uses the attribute “snpType” where only 3 types are
referenced. The most common types of variations are Insertion, Deletion and
Substitution, but based on the types mentioned above the problem is that
each database uses its own term:
• Ensembl: Insertion, Deletion and Substitution.
• dbSNP: DIV (Insertion/Deletion Variation) and none for Substitution.
• UCSC: I (Insertion), D (Deletion) and S (Substitution).

– Sometimes, the problem is the format in which the information is represented.
ClinVar represents the chromosome only with the number and Niagads uses
the format chr+number (i.e. chr1).

Consistency errors mean that a previous understanding and normalization
step is required, which is complicated because of the genomic information com-
plexity. Each database stores information on its own format and without a proper
standard, which means that integration becomes a laborious process.

4.5 Uniqueness

The number of entries in genomic databases has grown exponentially in the last
few years and this increase was accompanied by a high level of redundancy.
One of the affected databases was the not reviewed UniProtKB (TrEMBL),
specially for bacterial species. In a publication made in their official web page
[23] they hinder that it was becoming a noteworthy problem so, since UniProt
release 2015 04, a Proteome Redundancy Detector was used in order to discard
entries belonging to redundant proteomes of bacterial species in the not reviewed
UniProtKB (TrEMBL) set. After applying the method for the first time 46.9
million entries were removed from UniProtKB.

4.6 Currency

Currency dimension is related to accuracy and reliability because obsolete data
can’t be considered as accurate and reliable. It is very common to find cross
references among biological databases to complete and improve the informa-
tion stored. When records are updated, merged or deleted in one database,
the reference usually gets obsolete in the others. This situation decreases the
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data quality of the information. For example, as of September 2016, the integer
sequence identifiers known as “GIs” will no longer be included in the GenBank,
GenPept, and FASTA formats supported by the NCBI for sequence records [12].
This means that all databases with “GI” references will have to use “acces-
sion.version” identifiers instead. If the information stored is not updated, the
reference of all affected records will be obsolete.

Another example of currency issues is that proteins may exist in different
source databases and in multiple copies in the same database. UniParc [21]
avoids such redundancy by storing each unique sequence only once and giving it
a unique identifier (UPI). Among the information provided by UniParc it is the
UniProtKB references describing each protein. Some of these entries are marked
as obsolete which means that they are not active. UniParc version “2016 06”
stores 120,721,825 protein sequences with 9,351,506 UniProtKB references and
396,331 of them are marked as obsolete (4.23 %).

To know how old the information are in UniProtKB 2016 06, we performed
a search for all active homo sapiens protein sequences. The result was a set of
153,653 entries. Using the fields “Date of creation” and “Date of last sequence
modification”, several conclusions for the currency were made. The mean age of
the sequences are 7 years and 1 % were created 25 years ago at least. We have
also found that 2.1 % sequences haven’t been modified in the last 20 years and
most of sequences have been modified 4–5 years ago.

UniProtKB is an active database, which is updated frequently. The percent-
age of obsolete and old entries are low so, it can be considered a trustworthy
database regarding to currency.

Currency of information is important because of the evolution of knowledge.
Even though the number of sequences which are over 25 years old is low, the
age of the information should be taken into account too. To measure currency,
information about date of sequence creation and modification is needed, but not
all databases provide this type of data.

5 Conclusions

Biology system databases are becoming quite relevant in finding relationships
among the biological information by integrating data from multiple databases.
The lack of proper standards for data quality assessment in Big Data and
Genomic Data fields, means that each integration system must develop its own
quality assessment method. Based on the results of our study, we think that
genomic databases should focus in assessing, solving and providing information
about (i) taxonomic and functional curation accuracy (ii) completeness, (iii)
evidence reliability, (iv) redundancy, (v) data currency and (vi) the use of stan-
dards to assure information consistency. This would increase the efficiency of
the process, assuring the quality of the information gathered. Besides, it would
decrease the time that genomic researchers have to spend, analysing and veri-
fying quality information among crossed databases. This means that they could
focus in the core of their research and not in data management.
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The refinement of the data quality dimensions proposed, by defining proper
attributes and measures adapted to genomic databases, would provide the base
to define a framework to assess data quality as a future work.
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Abstract. The creation of value is an important concern in organizations.
However, current Enterprise Modeling languages all interprete value differently,
which has a negative impact on the semantic quality of the model instantiations.
This issue need to be solved to increase the relevance of these instantiations for
business stakeholders. Therefore, the goal of this paper is the development of a
sound Core Value Ontology. In order to do that, we employ a pattern-based
ontology engineering approach, which employs the Unified Foundational
Ontology.

Keywords: Value � Core ontology � UFO � Ontology patterns

1 Introduction

Creating value is an important purpose of the economic activities that are performed by
companies to sustain their long-term viability. Therefore, the concept has been studied
by a wide range of Enterprise Modeling languages. ArchiMate, which is oriented
towards Enterprise Architecture, defines value as what a party gets by selling or
making available some product or service, or it may apply to what a party gets by
buying or obtaining access to it [16]. In the context of Business Model Design, the
Value Delivery Modeling Language (VDML) specifies value as a measurable benefit
delivered to a recipient in association with a deliverable [11]. On an aggregated level,
the values that are associated with a deliverable are embodied in a value proposition
[11]. A similar idea is adopted in Requirements Engineering by e3-value [4], which
uses a value proposition to describe the creation of value in a constellation of multiple
actors. This concept is specified as something that is offered by a party for consider-
ation or acceptance by another party [4]. These examples show that a general semantic
agreement is currently still missing for the Value domain [5], which endangers the
semantic quality of resulting model instantiations. Solving this issue is important, as
models with a bad semantic quality are not corresponding with the targeted problem
domain, which lowers their relevance for business experts [8].
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Semantic agreement about the notion of Value can be realized by the development
of a core ontology. A core ontology provides a semantic characterization of the core
terms used in a specific field that spans different application domains, with the purpose
of minimizing ambiguities and misunderstandings [10]. In this context, a core ontology
should combine the following characteristics: axiomatization and formal precision,
modularity, extensibility, reusability, and separation of concerns [15]. These charac-
teristics can be supported by making sure that the developed ontology: (i) is based on a
foundational ontology, (ii) follows a pattern-oriented design approach, and (iii) is
applicable in arbitrary application domains.

Although a sound core ontology was previously developed in the domain of ser-
vices [10], it is currently still missing for the Value concept. To this end, the goal of this
paper is the development of a Core Value Ontology, which is (i) grounded in the
Unified Foundational Ontology (UFO). Furthermore, the development of the ontology
will be guided by an engineering approach, which (ii) is explicitly oriented towards
supporting reuse by systematically using ontology patterns [13]. Finally, the use of the
Core Value Ontology is demonstrated (iii) by applying it on an existing healthcare case.

2 Methodology

The Core Value Ontology is developed by following the ontology engineering
approach proposed by Ruy et al. [13]. This approach makes use of ontology design
patterns, which describe particular recurring modeling problems that arise in specific
ontology development contexts and present a well-proven solution for this problem [2].
Specific for the approach of Ruy et al. is that a distinction is made between founda-
tional ontology patterns (FOPs) and domain-related ontology patterns (DROPs).
A FOP is a fragment of a foundational reference ontology, which spans across many
fields and models the very basic and general concepts and relations that make up the
world [6]. In contrast, a DROP is a fragment of a core ontology, which captures the
core knowledge related to a domain. The ontology engineering process that is followed
within this paper also recognizes that DROPs of related core ontologies can be reused
while developing a new core ontology. This ontology engineering process consists of
three steps, of which the results can be consulted in Sect. 4:

1. First, a set of FOPs are extracted from the UFO foundational ontology. UFO is
useful for creating a Core Value Ontology because it comprises a number of notions
that fundamentally explain the notion of value including the notions of goals,
capabilities, actions, and intentions. As discussed in [13], the FOPs extracted from
UFO are considered as the relevant building blocks for the Core Value Ontology
and will be either reused during the development of the Core Value Ontology or
will be used to analyze existing DROPs of related core ontologies;

2. Second, a set of DROPs is extracted from related core ontologies and existing
enterprise modeling languages. For every DROP, it should also be clear how this
DROP reuses a FOP that was extracted in the previous step.

3. In the final step, the Core Value Ontology will be constructed by integrating the
identified DROPs. This integration is founded on generally accepted domain
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knowledge about the Value concept. Moreover, it makes use of the FOPs identified
in the previous steps to connect the different DROPs.

3 Building the Core Value Ontology

Foundational Ontology Patterns. UFO consists of three main modules: UFO-A,
UFO-B and UFO-C. UFO-A describes Endurants and their ties. In a nutshell,
Endurants are entities that persist through time, possibly changing qualitatively while
maintaining their identity [7]. UFO-B describes Perdurants or Events. UFO-C uses
UFO-A and UFO-B to define a foundational ontology for social entities, which is very
relevant for defining enterprise concepts.

Figure 1 depicts the Endurant FOP. These Endurants can be divided into Sub-
stantials and Moments. Substantials are existentially independent individuals and can
be further specialized in Objects, Agents and Situations. Agents are substantials that can
bear special types of moments, named Intentional Moments (see Agent FOP). Objects
and Situations are non-agentive substantial individuals. Objects are Endurants that are
existentially independent (e.g., a Person, a Car, an Organization); Moments, in contrast,
are individuals that can only exist in other individuals, and are thus existentially
dependent on other individuals (e.g., an electric charge in a conductor, John’s head-
ache). Moments can be further specialized in Relators and Intrinsic Moments. Intrinsic
Moments are moments that inhere in one single individual. Relators are further
explained by FOP 2. Situations are complex entities that are constituted by possibly
many Endurants (including other situations). Situations are taken here to be synony-
mous to what is named a state of affairs in the literature, i.e., a portion of reality that
can be comprehended as a whole. Examples include “John having fever and influenza”,
“John being in the same location as Paul, while Mary is in the same location as David”,
and “Mary being married to Paul who works for Ghent University”.

In Fig. 2, Relators are considered as Moments that are existentially dependent on
two or more Endurants. When mediated by a Relator, an Endurant plays a role in a
certain context.

Fig. 1. Endurant FOP
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Figure 3 further specifies the Agent concept, which is defined as a specialization of
a Substantial. As such, an Agent represents an entity that is capable of bearing
Intentional Moments, such as Beliefs, Desires, and Intentions. Every Intentional
Moment has an associated Proposition, which is called the propositional content of the
Moment. The propositional content of an Intentional Moment can be satisfied by
Situations in reality.

Dispositions are Intrinsic Moments that are only manifested in particular Situations,
but that can also fail to be manifested (see Fig. 4). When manifested, they are mani-
fested through an occurrence of Events.

In the Intention FOP of Fig. 5, the propositional content of an Intention is termed a
Goal. Actions are intentional Events, i.e., events with the specific purpose of satisfying
(the propositional content of) some Intention of an Agent.

Fig. 2. Relator FOP

Fig. 3. Agent FOP

Fig. 4. Disposition FOP
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Domain-related Ontology Patterns. Extraction of relevant DROPs for the develop-
ment of the Core Value Ontology is less straightforward because of the limited avail-
ability of related core ontologies (with exception of UFO-S, which is a core ontology for
services). In this paper, three relevant DROPs are created by looking at the reference
ontologies that were used to develop some well-know enterprise modelling languages
(e.g., the Business Model Ontology (BMO) [12], the TOVE ontological framework [4],
e3-value [5], the Service Science discipline [9], ArchiMate [1] and ARIS [14]). Some of
these sources explicitely define a reference ontology which can be used to extraxt the
DROPS’s. Others implicitly use a reference ontology to define the concepts of the
enterprise modelling language or to analyze the semantics of the modeling language. In
the next paragraphs, the DROPs that are extracted from the reference ontologies (see
Figs. 6, 7, 8) are described in more detail. Additionally, the UML stereotype mechanism
will be used to indicate how these DROPs are related to the previously selected FOPs.

The first DROP focuses on the Value Proposition concept. This concept has its
origin in the BMO, Service Science, and e3-value. Within the BMO, the concept is
defined as an overall view of a company’s bundle of products and services that are of
value to the customer [12]. This view is shared within Service Science who consider
the concept as the potential value that is offered to a customer [17]. A last important
aspect of the Value Proposition concept is stressed within e3-value, within which this
concept is specified as follows: something that is offered by a party for consideration or
acceptance by another party [4]. The condition of acceptance is important here as it
differentiates the Value Proposition from the actual value co-creation between a
company and its customers (see DROP 2). In Fig. 6, a Value Proposition is identified
as an UFO Relator, which connects the Recipient and Provider as two Agents that are
because of their connection with the Value Proposition Relator also Roles.

The second DROP is oriented towards value co-creation. The Service Science
discipline agrees with the fact that value is always the result of a co-creation between
the company (i.e., the Provider) and its customers (i.e., the Recipient) [17]. Both parties
are considered as a dynamic configuration of resources, which apply Capabilities

Fig. 5. Intention FOP

Fig. 6. Value proposition DROP
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during the value co-creation process [17]. According to the BMO, a Capability is the
ability to execute a repeatable pattern of Actions that is necessary in order to create
value for the customer [12]. Based on TOVE [3], the role of the Action can be further
refined. When Actions are performed, the world changes from one situation to another.
A Caused state defines what is true of the world once the activity has been completed.
The modeling of this pattern and its grounding in UFO is based on the research in [1],
which analyzes Capabilities as defined in ArchiMate.

The third DROP focuses on value measurement. Defining appropriate value mea-
sures is important as value is not transferred between a recipient and a provider but is
uniquely determined by the customer [17]. In this respect, the measurement is based on
their level of satisfaction with a particular value [11]. More specifically, this Satis-
faction Level is determined by the customer’s perception of the solution of a problem in
a given situation [3]. The Satisfaction Level is a UFO Belief that is by means of its
Proposition connected to the Goal of a Recipient (i.e., the propositional content of an
Intention) and a particular Situation that is the result of an action.

Fig. 7. Value co-creation DROP

Fig. 8. Value measurement DROP
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Core Value Ontology. The Core Value Ontology that is proposed in this paragraph is
the result of an integration of the previously defined FOPs and DROPs (see Fig. 9).
Central in the Core Value Ontology is the Recipient concept, which is common to the
three important value aspects: (i) value proposition (see Fig. 6), (ii) value co-creation
(see Fig. 7), and (iii) value measurement (see Fig. 8). While the Provider also plays an
import role in the offering of the value proposition and in the co-creation of value, this
is not the case for the actual value measurement. Furthermore, the Caused State (as an
instantiation of a UFO Situation) appears in both the value co-creation (i.e., DROP 2)
and value measurement (i.e., DROP 3) patterns. This can be explained as there is a
clear relation between these two aspects. Indeed, the outcome of the Actions that are
performed during the value co-creation will impact the perceptions of the Recipient
about the Problem Solution and its resulting Satisfaction Level.

4 Healthcare Use Case Illustration

The healthcare case is a case that studies the value of remote monitoring of high-risk
pregnancies, which was originally developed to illustrate the VDML meta-model and
notation. In this paper, the description of the case is limited to those concepts that are
relevant in the context of the developed ontology1.

The illustration of the Core Value Ontology by the healthcare use case can be found
in Fig. 10. In the context of a high-risk pregnancy, it is not straightforward for a
hospital to provide valuable maternity care to a pregnant client. Although the future
mother bears the intention to obtain maternity care by having frequent examinations,
these trips to the doctor’s office pose a possible risk for the unborn child. This problem
can have a serious impact on the satisfaction level of the pregnant client with the
maternity care service, which is measured by four distinct criteria: (i) the cost of care,
(ii) the total duration of the hospitalization, (iii) the risk of death of the mother, and
(iv) the risk of death of the child. To better satisfy these conflicting goals, the hospital
wants to use new monitoring devices. These devices are lent by the hospital to
high-risk pregnant clients as they possess the capability of remote monitoring of the
future mother and unborn child by creating and sending automatic health reports. These
reports can subsequently be analyzed by the doctor who is responsible for monitoring
the high-risk patient. These actions will result in a situation where high-risk patients
receive a continuous follow-up by doing limited physical efforts. While the limited
physical efforts support the client’s goal of minimizing their visits to the doctor’s office,
the continuous follow-up satisfies the need of having frequent examinations in case of a
high-risk pregnancy. This should increase the value of the maternity care that is
received by these patients.

1 The interested reader can consult the VDML healthcare use case via: http://files.modelbased.net/
vdml/12-11-11.pdf.
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Besides the illustration of the Core Value Ontology, we also want to show how it
relates to Enterprise Modeling fragments that are oriented towards the Value concept.
Therefore, illustrative fragments can be found for e3-value (see Fig. 11), ArchiMate
(see Fig. 12), and VDML values (see Fig. 13). The focus of the e3-value fragment is on
the exchange of the maternity care services (i.e., a value object) between the hospital
(i.e., an actor) and the high-risk pregnant client (i.e., a market segment). As a com-
pensation for these services, the client will pay money to the hospital. Furthermore, the
responsibility of the hospital for executing the activity of monitoring the high-risk
patients is also incorporated. This activity is the end of a scenario path, which starts
with the need of the future mother to obtain maternity care (see dotted lines).

Within the ArchiMate Business Layer, several constructs comply with the devel-
oped Core Value Ontology. Furthermore, the relations between the different concepts
can be instantiated as general association relationships. As such, the maternity care
services are considered as a business service that is exchanged between the hospital and
the high-risk pregnant client (i.e., two actors). Furthermore, the monitoring device can
be modeled as a business object that has the function of creating automatic health
reports. This business function is manifested by the business event of monitoring the
high-risk patient, which results in a situation that determines the maternity care value
(i.e., an ArchiMate value). This value refers to two goals of the future mother: (i) have
frequent examinations and (ii) minimize visits to doctor’s office. These goals are part of

Fig. 9. Core Value Ontology

190 F. Gailly et al.



the Motivation Extension within ArchiMate. The VDML values fragment focuses on
the specific criteria that determine the value of the maternity care service. These criteria
are: (i) the duration of hospitalization, (ii) the cost of care, (iii) the risk of death of the
mother, and (iv) the risk of death of the child. The negative impact on the resulting
value is depicted by the minus sign inside the hexagons.

Fig. 10. Core Value Ontology illustration

Fig. 11. e3-value fragment
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5 Conclusion and Discussion

In this paper, a Core Value Ontology is built to realize semantic agreement about the
Value concept. This ontology combines the following characteristics: axiomatization
and formal precision, modularity, extensibility, reusability, and separation of concerns.
In this respect, the Core Value Ontology was built on UFO, which is a foundational
ontology that has been developed based on theories from Formal Ontology, Philosophy
of Language, Linguistics and Cognitive Psychology. As such, we ensured the
axiomatization and formal precision of the Core Value Ontology [15], which supports
its further validation in future research. The modularity of the proposed ontology was
realized by the identification of three relevant DROPs that originate from related
enterprise domain ontologies and the analysis of enterprise modeling semantics. This
modularization is important to ensure the extensibility and reusability of the proposed
ontology [15]. Reusability can be further realized by using the Core Value Ontology to
analyze and integrate Enterprise Modeling languages that focus on value. The focus of
this analysis is on using the Core Value Ontology to better understand the semantics of
these languages with the aim of linking them with related techniques, which focus on
business concepts as capabilities, goals, resources, and services. In future research the
Core Value Ontology will be formalized in order to improve the formal precision of the
proposed ontology.

Fig. 12. ArchiMate fragment

Fig. 13. VDML values fragment [11]
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Conceptual Modelling Education

Preface to the 4th Symposium on Conceptual
Modeling Education (SCME 2016)

The 4th Symposium on Conceptual Modeling Education (SCME 2016) provides a
forum for discussing the education and teaching of concepts related to conceptual
modeling, methods and tools for developing and communicating conceptual models,
techniques for transforming conceptual models into effective implementations, case
studies of interesting projects, and pedagogies of modeling education for our next
generation.

We received 7 papers in response to the call for papers, each of which went through
a thorough review process from a team of 7 reviewers. Three of the submissions were
selected for inclusion in the workshop proceedings:

• “YASQLT – Yet Another SQL Tutor: A Tool for Learning by Failing”, Ilia Bider
and David Rogers

• “Human Factors in the Adoption of Model-driven Engineering: An Educator’s
Perspective”, Jordi Cabot and Dimitris Kolovos

• “Learning Pros and Cons of Model-driven in a Practical Teaching Experience”,
Oscar Pastor Lopez, Sergio España Cubillo and José Ignacio Panach Navarrete

We would like to thank all of the authors who submitted papers to SCME 2016 for
their efforts in promoting education in conceptual modeling. We thank the program
committee for their thoughtful and timely reviews of the papers. Finally, we are grateful
to the ER General Chairs, Shuichiro Yamamoto and Motoshi Saeki, and to the ER
Workshop Chairs, Juan C. Trujillo and Sebastien Link, for their help in organizing the
Symposium.

We hope that the interesting contributions of SCME 2016 will contribute to the
reader’s teaching and practice of conceptual modeling and will foster contributions to
future editions of the SCME.

Karen C. Davis
Xavier Franch



YASQLT – Yet Another SQL Tutor

A Pragmatic Approach

Ilia Bider(✉) and David Rogers

Department of Computer and Systems Sciences (DSV),
Stockholm University, Stockholm, Sweden

ilia@dsv.su.se, jeffrachov@gmail.com

Abstract. The paper describes an ongoing project of creating an automated
assessment tool to help novice students learning SQL in a frame of an introductory
database course. In difference to other tools of this kind, the project has chosen a
pragmatic approach of focusing on catching common semantic errors, leaving
syntax control to professional DBMS. Using agile system development, the
project successfully completed two iterations, both of which were tested in prac‐
tice with satisfactory results. The students appreciated the tool and would like to
have similar tools for other subjects, including Relational Algebra, and Concep‐
tual Modeling. The latter is planned for implementation in the near future. The
tool is considered to be appropriate for Learning by Failure in the situation of
large size classes and short courses.

Keywords: Database · Technology enhanced learning · SQL · Assessment

1 Introduction

Relational databases have a long history starting from the Codd’s work in 1970s [1].
Structured Query Language (SQL), which appeared commercially in 1979, remains the
mostly widespread language used for defining structure and manipulating data in the
databases. Teaching/learning SQL is more or less mandatory for all IT related disci‐
plines, e.g. Computer Science, Software Engineering and Information Systems.

As SQL is an artificial language to be understood by computers, using assistance
from the computers in teaching/learning this language seems only natural. Indeed, there
is a substantial body of literature devoted to this topic, see, for example, [2–5]. However,
when faced with a task of finding appropriate technology for a specific database course,
we found no ready-made solution for adoption. Appeal to the AISworld community gave
no result. Contacting colleagues who published articles on technology that could be
suitable for our course have not been successful, due to the tools they created were not
operational (most probably because of their developers where no longer around).

Effectively manage our introductory database course with three rounds a year and
large number of students in each round (up to 200) turned out to be difficult without
technological support. The main difficulty here was providing timely feedback on
students’ assignments in general, and assignments on SQL in particular. Having not
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found appropriate technology to adopt, we decided to develop our own. The main prin‐
ciple used in the development was pragmatism - create a system that provides the
students with timely feedback on common errors without guaranteeing all errors being
captured. Another pragmatic principle was to limit the development efforts as much as
possible by not trying to repeat functionality that was already present in the existing
Database Management Systems (DBMS).

The development of a new assessment tool, dubbed YASQLT (Yet Another SQL
Tutor), is being done in an agile manner. We do not use any formalized methodology
like Scrum, but directly employ agile principles [6] in interpretation of [7]. As soon as
some functionality is ready, the tool is set into operation to be used by the students
completing their assignments in the frame of the next round of the course. So far, two
iterations have been completed and the results are under evaluation. The quality of
submitted assignments has improved, and students appreciate help they get from the
new tool. What is more, they would appreciate getting similar tools for other parts of
the course, such as Relational Algebra and Conceptual Modeling.

In addition, the students use the tool not only for completing assignments, but also
for preparing for exams, and for learning more about SQL in general. Generalizing the
results achieved, we call YASQLT a tool for Learning by Failing, and we are planning
to extend the experience to other subjects, conceptual modeling in the first place.

The goal of this paper is to report on the progress achieved in the YASQLT project
and discuss other areas of Information Systems (IS) education, e.g. conceptual modeling,
where the approached used in this project could be of help. The rest of the paper is
structured as follows. In Sect. 2, we present the background of the project, giving a short
description of the context in which the project has been initiated. In Sect. 3, we described
our approach to building YASQLT, while in Sect. 4 we give a short summary of technical
architecture of the tool. Section 5 is devoted to results achieved so far, while Sect. 6
summarizes the results and discusses plans for the future.

2 Background

2.1 The Organization

The project was initiated in the Department of Computer and System Sciences, abbre‐
viated to DSV, at Stockholm University. The department is engaged in research and
undergraduate and graduate teaching of about 5400 students simultaneously. It runs
bachelor, master, and doctoral programs in the fields of Computer Science and Infor‐
mation Systems. The programs have various orientations, such as Game design, IT in
economics, Computer Science, Information Systems (IS). The department belongs to
the Faculty of Social Sciences, which is unusual for departments of the DSV type in
other universities. Such affiliation brings a social focus to the programs given at the
department.
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2.2 The Course

The course Introduction to DataBases (IDB) is given three times a year, once in the
autumn and twice in the spring for the first (in spring) and second year undergraduates.
There are around 400 students in total attending IDB on the yearly basis. The course
length is either 5 weeks, if the students study full time and do not have any other courses
in parallel, or 10 weeks, if the students study another course in parallel. The course gives
the students 7.5 ECTS points.

The subject of the course is one of the cornerstones in all programs of the department.
Most of the graduates will be dealing with databases in their professional life while
designing requirements on databases, designing and maintaining databases, program‐
ming interface to them, or simply using databases.

Though each course round is directed to a specific DSV program, the students are
allowed themselves to choose when they are attending the course, so the classes can be
mixed. The size of the classes varies from 50 to 200 students. The level of preparedness
also varies in both what is required for students to enroll for a specific program (for
example, some programs requires advance mathematics to be enrolled, others do not),
and what courses the students have attended before attending IDB. The audience is
diverse, and not always academically minded, which makes it impossible to introduce
the subject in a theoretical academic manner. Thus, teaching/learning is arranged around
project work in groups of (3−6 students) where the students complete a number of
assignments.

The course includes conceptual modeling for database design using UML, database
design based on the conceptual model, normalization, and query languages. The latter
includes SQL and Relational Algebra (RA). The projects the students complete include
assignments related to all this issues.

2.3 The Project Assignment Related to SQL

The project assignment related to SQL consists of a number of questions in natural
language, Swedish in our case, that the students need to convert to SQL. Some of the
questions, 5 from 17, they also need to reformulate as RA expressions. The database
scheme is predefined and it is the same for all students, see Fig. 1. The questions are
related to different themes, like simple select, join, complex conditions, union, group
by, etc. There are a number of different questions for each theme. These are randomly
packed in assignments, so that different groups get different sets of questions.

A typical example of questions is: Get the national Id, name and city of students who
have participated in at least three different courses. It belongs to the theme group by,
however, the students can use any other technique to formulate a corresponding SQL,
for example, self-join.

Currently, we use Microsoft ACESS as a tool for the students to test their SQL
translations. The choice is done based on pure administrative reasons - the students can
work offline, and then submit the results as an access file. To run tests, they get a database
filled with data in a way that they almost always get a non-empty result set on any
question of their assignments.
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2.4 Problems with Manual Assessment

As the students test their results in a DBMS, the results they submit are free from syntax
errors. However, the assignment they get is quite difficult for them and very few students
groups get pass on the project assignment without two or three round of corrections
based on the teachers’ feedback. The feedback consists of the teacher marking questions
that were translated incorrectly and giving some advice on how to make corrections.
The long cycle of assignment assessment leads to the following (negative) conse‐
quences:

1. The assessment becomes a long and tedious process. It is quite boring, as the students
make the same kind of errors in each course round.

2. As the calendar time of the course is quite short, the students are not getting the
feedback before the exams, thus they cannot use it for the exams preparation.

2.5 Project Initiation

A natural way of alleviating the two problems listed in the previous section is through
automating the assessment. As database courses in general, and SQL courses in partic‐
ular, were quite usual (if not mandatory) for IS education, we assumed that we could
adopt an automated assessment tool developed by somebody else. Having this in mind,
a request was sent to AISWorld mailing list that includes over 1000 academics in IS
discipline (the list, besides making announcements, is used for requests and discussions).
The posting dated 15th December 2014 is presented below:

“I wonder whether anybody has a tool in operation for automated assessment of
assignments in a database course. In particular, we would be interested to have such a
tool for assessing assignments related to SQL, though other tools like converting UML
into Relational scheme, or assessing assignments in the area of Relational Algebra
would be also good to have. In connection to SQL, assessing assignments connected to
learning SELECT has a priority. The tool does not need to make a sophisticated analysis
of SQL statements, and it does not need to insure 100 % correctness - it can miss some
incorrect statements, but shouldn’t mark as incorrect correct statements. The following
scheme would do. A database is created in some popular DBMS, like SQLserver, or
MySQL, or even Access. A teacher creates a textual question, and a corresponding SQL

Fig. 1. Database schema
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SELECT. The statement is run and the set of records it gives is saved. The students are
not allowed to change the content of the database. When a student creates his/her own
SELECT to answer the question, it is run against the same database and the set produced
is compared with the one stored when the teacher ran his/her version of SELECT. If the
data sets differ, the tool marks the student’s SELECT as incorrect. Any help in acquiring
such a tool would be much appreciated. As customary, a summary of responses will be
reported back to the list.”

The only response received was from a person with a similar problem who asked to
share with him any information we would get. As the request was unsuccessful, we
searched for and studied the available literature, such as [2–5] (due to the size limitations,
we cannot discuss all relevant literature here). Some tools reported in the literature
seemed suitable for our needs and we contacted the authors of these papers. Some
respondents did not answer, others informed us that their tools where no longer
supported. After a couple of unsuccessful tries, we decided to stop the search and develop
our own tool. The start of the development was delayed until Autumn 2015 when we
got resources to get started. Our department decided to invest in automation of exams,
which included assessment of project assignments. We applied with the YASQLT
proposal and got resources to start the project.

3 Main Ideas Behind YASQLT

The guiding principle of our project is pragmatism. This implies to define what we do
not do before deciding on what we do. In particular:

1. YASQLT is not meant as a self-sufficient platform for catching syntax as well as
semantics errors, as other tools try to do [2, 5]. The students are supposed to use a
standard DBMS to test their SQL queries and get rid of all syntax errors.

2. YASQLT is envisioned to be a tool for introductory courses only. Therefore, no deep
semantic analysis of SQL queries and no check of whether the students’ queries are
optimal or not is done. The main focus is on:
– checking whether the result of the query is correct and
– searching for the most common errors made by novices working with the type of

assignments that we have. These errors are known to us from our practice, and
they are also listed in the literature [8].

3. Only SELECT and CREATE VIEW statements are to be checked.
4. No generic methods for doing semantic analysis of computer languages in general,

and SQL in particular, are to be used1. Using an SQL parser is considered sufficient
to facilitate the development. Catching the common errors is programmed using an
ordinary programming language.

5. The tool development is done while following the agile principles [6, 7].

The tool is being built using some assumptions regarding SQL queries to be
composed by the students of an introductory course. The main ones are as follows:

1 An example of using general semantic analysis is presented in [3].
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• Students are using “classical” SQL without inner joins, though inner joins are not
prohibited.

• Tables listed in the FROM clause are to be joined by conditions in the WHERE clause,
no Cartesian products are expected.

• Tables are joined based on foreign key - primary key relationships, directly or indi‐
rectly (transitively). This means that all possible joins between two tables are known
in advance. In addition, self-join can be used based on one or several columns with
the same names.

The above assumptions would not hold for assignments in an advanced
Database/SQL course, but are not very restrictive as far as an introductory course is
concerned.

The first iteration of YASQLT development included only limited functionality:

1. Check whether the result returned by the student’s SQL query is correct. This is done
based on comparing the result set of rows from running the student’s query with the
one produced by a reference query composed by a teacher. This is a usual technique
used in other tools. However, we use the reference query only to compare the results
sets. No comparison between the student’s query and the reference query is done (as
is the case, for example, in [4, 5]).

2. If the result is not correct, a check for duplicate rows in the result set is done. If
duplicates are found a warning about them is issued. Forgetting DISTINCT is one
of the common errors made by our students.

The next iterations are gradually adding checks for common errors, such as2:

1. Disconnected tables, e.g. SELECT DISTINCT S.nationalidnumber FROM Student
AS S, Participation AS P WHERE P.course = ‘JAVA2’ – there is no connection
between the tables in the FROM clause. Note, that unconnected tables or groups of
tables do not always produce an erroneous result set; “hanging” tables could be used
neither in SELECT, nor in WHERE and thus do not matter.

2. Tables are not connected via Foreign key – Primary key relationships (directly or
indirectly). More specifically, when a primary key is segmented, our students quite
often define a connection between the tables based only on one segment. For
example, the following question against the database in Fig. 1: List national ID
numbers of students who have participated in a course in room Jupiter! is often
answered incorrectly as: SELECT DISTINCT student FROM Participation P, Cour‐
seround C, Room R WHERE P.course = C.course AND C.room = R.id AND
R.name = ‘Jupiter’. Students are forgetting to connect the tables through P.start‐
date = C.startdate.

2 The full list of errors to be caught by the tool is not presented due to the size limitation.
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4 Overview of Technical Architecture

YASQLT is being developed as a web-based tool. The students work with it by first
choosing a question group (number) and a question inside the group (letter), after which
a question in natural language (Swedish in our case) appears, see Fig. 2. After that, the
student writes or pastes his/her SQL and presses Send. The tool shows whether the result
is correct or not and issues warnings, where appropriate. To get warnings, the student
needs to check More detailed analysis, see Fig. 2. The students are also allowed to create
and save views. Some questions require creating views; for others, the students may
choose to use or not use views themselves.

Fig. 2. User interface of YASQLT
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The tool is realized as a server-based application under Linux (Debian) and Tomcat
8 webserver (from Apache) using Java as a programming language. A number of Open
Source components and libraries are used for facilitating the development, the guiding
principle being to use as much of available third party software as possible.

For connection to Microsoft Access files the UCanAcess library is used (from Marco
Amadei), which, in turn, rely on the following components: Jackcess (from Health
Market Science), HyperSQL (from The HSQL Development Group), Apache Commons
Lang (from Apache) and Apache Commons Logging (from Apache). For parsing SQL
sentences, the JSqlPArser library [9] is used.

For client development, the following languages and tools are used: HTML, CSS,
Javascript and jQuery (from jQuery Foundation).

The tool is being developed by the authors of this paper, the first authors being a
teacher of the database course, and the second author being an MS student having the
YASQLT development as part of his MS thesis work.

5 Evaluation of Results

So far, YASQLT was used in two course rounds - both in Spring 2016. In the first round,
only the initial functionality was implemented (checking whether the result produced
by the student’s SQL is correct, and checking for duplicates, see Sect. 3). As it was the
first release of YASQLT, it had a number of bugs and some performance issues. There‐
fore, using the tool was not mandatory for the students. Some of them used it intensively;
others did not use it at all.

In the second round, the bugs and performance issues were resolved and new func‐
tionality was added (check on disconnected tables and join relationships, see Sect. 3).
The usage of YASQLT was made mandatory in the second round. The students were
requested to include a screen dump from YASQLT when submitting their project work.

As the primary objective of the YASQLT project was to minimize teachers’
resources, the focus of evaluation was set on measuring time required for assessing
students’ submission. Here, we introduced two measurements: (1) percentage of
students groups (each consisting of 3–6 students dependent on the size of a class) getting
pass on the first submission, (2) average time for assessing one assignment (including
assessing corrections made by the students in several iterations and registering the
results).

As far as the first measure is concerned, the results are presented in Table 1. As far
as the second measure is concerned, so far, we have data from one teacher (who is not
the author of this paper) that compared the average time for assessing one submission
between the Autumn 2015 round (no YASQLT) and the first round of Spring 2016 (first
edition of YASQLT). His average time for assessing one submission went down from
46.5 min to 26 min – decrease of 46 %. We do not have full data on the second round
of Spring 2016, as the corrections are not fully assessed. However, we can see the
improvement indirectly. For example, errors related to segmented keys, which were
quite common before, have practically disappeared.
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Table 1. Numbers of group assignments that passed on the first submission

Course round Passed on first submission
Spring 2015 – 1st round. No YASQLT 17 % (5 of 30 groups)
Spring 2015 – 2nd round. No YASQLT 0 % (0 of 21 groups)
Autumn 2015. No YASQLT 0 % (0 of 11 groups)
Spring 2016 – 1st round. First edition of YASQLT 43 % (13 of 30 groups)
Spring 2016 – 2nd round. Second edition of YASQLT 48 % (13 of 27 groups)

Table 2. Students’ opinions on Likert scale (based on 30 answers)

YASQLT 5 - agree 4 3 2 1 - disagree
helped me to prepare for the
exams

20.0 % 26.7 % 36.7 % 0.0 % 16.7 %

helped me to learn SQL 46.7 % 26.7 % 13.3 % 6.7 % 6.7 %
motivated me to test more
SQL

33.3 % 26.7 % 13.3 20 % 6.7 %

The secondary objective of our project was providing the students with timely feed‐
back, and thus, affecting their learning. To evaluate the results, we use a questionnaire
among the students at the end of each round where we investigate: (a) for what purpose
they use YASQLT, (b) whether they found it useful, and (c) whether they would like to
have similar tools for studying other subjects. In addition, we plan an investigation of
whether the introduction of YASQLT have affected the results of the exams by
comparing the exam results from the rounds without YASQLT with the ones where
YASQLT has been introduced.

Below, we present a summary of answers from the students that used the second
edition of YASQLT.

The questions in the questionnaire where of two types: choosing an alternative and
assessing a statement on a Likert scale from 1 to 5. From the first type of questions, we
can conclude that 60 % (18/30) used YASQLT not only for completing the project, but
also for studying for the exams. Besides, 100 % (30/30) would like to have similar tools
for other subjects, especially for studying Relational Algebra. The summary of some of
the students answers based on Likert scale are presented in Table 2, where 5 means
totally agree, and 1 – totally disagree.

In comments, the students asked for more and diverse assignments and for more
feedback on what went wrong. From the answers to the questionnaire, we can conclude
that for some students, the value of YASQLT goes beyond helping in completing their
project assignments.

6 Conclusion

The YASQLT project has been started to solve practical problems in a database course
with many students and short calendar time. A pragmatic approach is being applied to
developing YASQLT, which consists of two principles: (1) aiming at detection of
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common errors, and (2) agile approach to system development. The first principle clearly
differentiates our approach from the works of others.

Two iterations of the development have been completed successfully. The results
achieved so far are encouraging, both in terms of diminishing teachers’ resources, and
providing timely feedback to the students. The students appreciate the tool and would
like to have similar tools for other subjects. The usage of the tool is not restricted to
completing project assignments; it is also used for learning SQL as such and preparing
for the exams. The latter usages might be more important than the official goal of the
project - to reduce the assessment time.

An approach that focuses on the common errors adopted for YASQLT development
could be helpful in implementing the pedagogical principle of Learning by Failing (LbF)
[10]. In LbF, students are encourage to try and learn via own failures, which requires
providing timely feedback. In large size classes and short calendar time, this is impos‐
sible without employing a tool of YASQLT type. Currently, we are looking to expand
our experience to other subjects, conceptual modeling being first in the line. This can
be started with capturing errors in multiplicity of associations between UML classes.
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Abstract. This paper complements previous empirical studies on teach-
ing Model-driven Engineering (MDE) by reporting on the authors’
attempt at introducing MDE to undergrad students. This is important
because: (1) today’s students are tomorrow’s professionals and indus-
trial adoption depends also on the availability of trained professionals
and (2) observing problems in the introduction of MDE in the more con-
trolled environment of a classroom setting allows us to identify additional
adoption factors, more at the individual level, to be taken into account
after in industrial settings. As we report herein, this attempt was largely
unsuccessful. We will analyze what went wrong, what we learned from
the process and the implications this has for both future endeavors of
introducing MDE in both educational and professional environments,
particularly regarding human/socio-technical factors to be considered.

Keywords: Education · Model-driven engineering · Code-generation ·
Empirical

1 Introduction

Model-driven engineering (MDE) has not been adopted by industry as exten-
sively as many expected. Stephen Mellor (creator of the Executable UML [17]
concept) is famously quoted saying that modeling will be commonplace in three
years time with the only but being that he has been giving the same prediction
since 1985. Many empirical studies have investigated this phenomenon (see [22]
for a recent overview), sometimes even with contradictory results and almost
always accompanied with heated discussions e.g. [19]. There is a consensus,
though, to point out to organizational and managerial reasons and not only tech-
nical concerns as key aspects of this limited adoption, as it has happened before
with other technologies [8]. Choosing the wrong project for a first MDE pilot,
not having enough internal support, the lack of expertise of the development
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team in MDE technologies are often given as examples, based on developers’
interviews and surveys.

An initial failure creates a resistance to try again in the future, further ham-
pering the adoption of MDE in industry. To overcome this situation we believe
it is important that this first MDE impression is given in a course part of com-
puter science/engineering degrees where the more controlled environment of a
classroom setting can be used to isolate students from the contextual problems
professionals have to face and maximize the chances to convince students of the
potential of MDE and (conceptual) modeling in general. This would also fix the
lack of expertise adoption challenge mentioned above.

At least, this was the idea. But (on two instances) such an attempt proved
largely unsuccessful. The goal of the paper is to describe how an attempt to intro-
duce MDE to undergraduate students by the first author at École des Mines de
Nantes failed and what lessons can be learnt from that. As discussed in the
sequel, most factors involve regarding the adoption of MDE as a socio-technical
problem where human factors/ergonomy aspects of the interaction with the tools
play an important role. This study offers a new perspective in this field by com-
plementing other empirical studies more focused on interviewing practitioners.
The lessons learned can be useful for any (not necessarily educational) institu-
tion or organization that would like to adopt MDE and also for tool vendors to
better understand how they can improve their tools.

The rest of the paper is structured as follows. The next section provides a
critical review of related studies, Sects. 3 and 4 describe the MDE courses and
the feedback students provided on them, Sect. 5 summarizes the lessons learned
from the experience, and Sect. 6 concludes the paper and discusses future work.

2 Related Work

Many research works have tried to develop insights on how model-driven engi-
neering (and software modeling) is used by practitioners. Some focus on specific
languages (mostly on UML [7,11,15,18,19]), specific phases in the development
process (like software maintenance [12,13]) or individual (types of) companies
or techniques [4,9], while some others aim at getting a more broader picture of
why MDE is (not) adopted by looking at a variety of organizations in different
domains and categories [14,22,23].

Sometimes these papers show inconsistent results and are often received with
heated discussions, as happened with one of the latest works [19]. It is therefore
important to continue this line of research by complementing existing empirical
studies with new observations, particularly in domains / areas that have not
been well-covered so far, as it is the case for this paper.

None of these previous works focuses on an experiment in a classroom setting
like the one we report here. Using students as subjects in empirical studies is
always controversial but in this context we believe it is valuable to analyze how to
improve the first impression of people exposed to MDE for the first time since (1)
today’s students are tomorrow’s professionals and industrial adoption depends
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also on the availability of trained professionals and (2) observing problems in
the introduction of MDE in a more controlled environment allows us to identify
additional adoption factors, at an individual level, to be taken into account in
industrial settings and that could have been missed when interviewing developers
in other studies due to the complex environment (organizational, managerial,...)
they work in.

The results we discuss below do not replace previous experiences but com-
plement them, contributing to this global effort in improving (or at least under-
standing) the role of MDE in general in the software engineering community.

3 Introductory MDE Course: Version 1

The first version of the introductory MDE course at École des Mines de Nantes
was taught as part of the 2012/13 academic year by the first author and was
aimed at providing undergrad students of the engineering degree (CS specializa-
tion) with a complete overview of all main MDE aspects using the Eclipse/EMF
[21] framework (the standard de facto in the community) as base platform to
illustrate those concepts with actual MDE tools. The idea was to show stu-
dents how to build the MDE artifacts (transformations, generation templates
and even DSLs) required to integrate MDE in their development process. Using
EMF across the course helped save time on the tooling aspects by providing
a uniform platform for the whole course. The total number of teaching hours
for the course was 45 h (this does not include personal time outside class to
work on the personal assignments), given by the first author in combination
with external lecturers invited to participate in specific sessions based on their
expertise. Students had taken previously an introductory course on UML and
design patterns.

The course comprised three sections: MDE Foundations (5 h), MDE Core
technologies (30 h), and Methodology and infrastructure (10 h). For each section
students were asked to complete a small exercise either individually on in small
groups of 2–3 students. These exercises always involved the development of a new
MDE artifact (a new model-to-model transformation, a new DSL ...) needed to
build a MDE process for the needs of a fictitious company, therefore, students
were playing the role of MDE developers during the course. To simplify the
assignments, in some cases, skeletons or initial versions of the artifacts to develop
were provided alongside the requirements. In a couple of cases, assignments had
to be simplified, or even the requirement to build a running product had to be
dropped, due to the lack of proper documentation from the tools chosen for the
course. No good tooling alternative was available that could be used to replace
those problematic tools.

This approach was tried for two consecutive years (2012/13 and 2013/14)
until we realized and learned the hard way that you cannot ask people to become
MDE developers if they are not first convinced and experienced MDE users
(which is what most of them will end up being, if anything). This realization
was not linked to poor students’ marks. In fact marks were not bad at all but it
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was because they managed to “fill the gaps” in the individual tasks even when
they were not really sure what they were doing (or why they were doing it).
By talking to them one could see they had no real understanding or coherent
view of MDE as a whole and just went in surviving mode from one tool and
assignment to the other until the end of the course. This message was not only
our perception as teachers but it was also conveyed by the students themselves
to the dean of studies as part of the feedback students are asked to provide about
all courses every year.

4 Introductory MDE Course: Version 2

After two largely unsuccessful editions of the course we realized that trying to
cover all aspects of building MDE artifacts was too much and there was no real
practical reason for that since the chances of students working professionally as
language designers or similar are rather small. Moreover, they were not convinced
about the benefits of MDE in the first place so their motivation was low as well.

Therefore we decided to shift the focus to a more “MDE as users” perspective.
The rationale was that this is a more reasonable goal for a first MDE course and
one that, if fulfilled, would achieve our goal of increasing the adoption of MDE
in software projects. We would like to train students to be at least open to use
MDE in their future professional projects, and thus, a course on basic MDE
principles from a user perspective seemed more appropriate and a better way to
motivate them.

We still wished to cover in the course all the main concepts and components
of MDE but now aiming at helping students to understand what each MDE
technique was useful for and how they could add it to their arsenal of software
tools (even if this could first imply hiring a MDE language designer to adapt
the tools to their own specific context before they can start developing software
with them). To avoid the too many too shallow problem we decided to devote
ample time to a couple of case studies, including a large one where students
would need to develop a web-based application using MDE techniques (mainly
code generation) with the hope this scenario would be a very illustrative and
convincing way to demonstrate the advantages MDE could bring to their daily
professional practice particularly in terms of productivity and quality gains.

With this new vision, the reshaped course syllabus evolved as follows (in bold
the parts that changed from the previous edition, including changes in content
and time distribution)

1. MDE Foundations (4 h)
2. MDE Core technologies (8 h)
3. Methodology and infrastructure (3 h)
4. Case Study 1: Model-driven Reverse Engineering with MoDisco

(8 h)
5. Case Study 2: Model-driven Software Development with WebRatio

(22 h)
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Note the drastic reduction in the core technologies section. Before, the time
devoted to this part included the assignments to develop several MDE artifacts.
In the revised syllabus students were only provided with an overview of those
techniques so they know why/how to use them but not necessarily how to develop
them (i.e. they understand the concept of model transformation and know how
they could use ATL [16] transformations in their projects and even read them
but we don’t ask them to write ATL transformations as part of the course).

The first case study was a reverse engineering scenario where students were
asked to use MoDisco [6] to reverse-engineer a Java application and write some
(OCL) queries at both the Java model and UML model (generated from the Java
one also using MoDisco’s built-in transformations) level to appreciate the power
of reverse engineering as a way to understand complex systems. This scenario
was important because this is probably one the most common uses of software
modeling in practice and, for instance, in the Nantes region, there are important
companies that offer this kind of model-based modernization services.

For the larger case study we chose the development of a CRUD-based web
application. That is, given a set of requirements regarding the data that a fic-
titious company needs to manage, students were asked to create all the forms
and reports needed to modify/visualize the data through a web application. This
scenario was intended to balance the complexity of modeling a web application
compared with the amount of code that could be automatically generated from
those models. More specifically, students were expected to specify the data model
of the application as a UML class diagram, and its navigation model (showing
the web pages of the application, the links between them and the actions/events
to execute when following a link) as a standard IFML diagram [5]. Given these
two models, the WebRatio tool1 would automatically generate and deploy a
fully-functional web application. WebRatio was not the only tool that could be
used on this scenario but was chosen because of its level of maturity and due
to strong links with the company and researchers behind the tool which would
enable us to ask for help – if at all needed. As studied before [2], tool support
seems to correlate with more effective MDE teaching.

And, sadly, we did need their help. The reshaping of the course didn’t work as
we expected and we even had to invite a WebRatio expert to assist the students
with the use of the tool (and to be honest, the feeling is that the same would
have happened if we had chosen a different tool). At the end of the course, many
students were convinced not to use MDE again, which was exactly the opposite
effect of what we intended. Thus, we did a postmortem analysis to understand
what had gone wrong (again), including a very small (but mandatory) survey
for the students to answer. In the following we report on the survey questions
and their results.

Q1 – How would you mark the experience of using the code-generation
tool?

1 http://www.webratio.com/.

http://www.webratio.com/
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Fig. 1. Answers to Q1 from 5 (very
satisfactory) to 1 (totally unaccept-
able). Total number of answers and cor-
responding percentages shown on the
right.

Fig. 2. Answers to Q2 from 5 (totally
sure) to 1 (no way I’m doing that).
Total number of answers and corre-
sponding percentages shown on the
right.

Figure 1 summarizes the results. Among the most cited (negative) reasons
we had: lots of installation and configuration problems (students were eventu-
ally allowed to work in pairs to make easier for them to have access to at least
one machine were the tool was working smoothly), lack of optimization of the
deployed application (in terms of the size of the generated files specially due to a
default set of generated infrastructure code, quite noticeable for a small applica-
tion like the one in the course), sudden crashes and corrupted projects, good for
prototyping but unsure if the method scales, lack of documentation and difficult
to customize the code. There were also some (but fewer) positive comments like I
think this is the tendency of the future but we always learn more from criticism.

Q2 - If you were working in a software company, how likely is it that
you would choose to use some kind of code-generation tool in your
next web development project ?

Not very likely according to the results shown in Fig. 2. Here a few students
mention that a MDD tool could be used to generate the back-end part and be a
great help for database management or a quick and dirty generation for a proto-
type but for the front-end part, I think it is a waste of time particularly because
they had the feeling they would need to end up modifying lots of the generated
code to polish the result since this kind of tool will never be as configurable (at
the model-level) as native HTML/CSS/JS code where one can precisely con-
figure every single graphical aspect of the front-end. A couple of students also
mentioned that for the kind of scenario they would find the tool useful (this
back-end admin-like generator) most programming frameworks nowadays can
already generate a simple scaffolding interface from only a database definition
which would be good enough and simpler to use. Clearly, this highlights the need
to find a sweet spot between language expressiveness and tool simplicity here.
Too complex and developers are concerned that they need to invest too much
time learning and modeling. Too simple and they will not perceive the benefits.
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Q3 – In your opinion, what would make MDD tools more useful and
attractive to programmers?

This open question produced good suggestions for some new features for
this class of tools, particularly related to having a better and more user-friendly
experience with them, like:

1. Being able to build your pages by drag and drop;
2. Ability to change the generated code in a manner that would revert back on

the model;
3. Having some common patterns already implemented by default (like login,

CRUD tasks, etc.);
4. Easier to build multi-language applications;
5. Requests for non-functional aspects like documentation and better compati-

bility (result of the problems reported in the first question).

The following comment from one of the students is a good summary of a
shared feeling among the cohort: The concept of generating code seems good in
itself. However, I had so many problems with the tool I didn’t even think I was
saving time. In the next section we discuss some measures that can be put in
place to alleviate this situation and ensure that students do not only think that
code generation is a good idea but that they are also convinced that it works in
practice. These measures will be directed towards addressing the socio-technical
factors that caused this perception.

5 Recommendations and Lessons Learned

Based on the previous results, private conversations with colleagues around the
world and popular online public discussions2 we present here a list of lessons
learned in the form of recommendations to both MDE instructors (useful for,
both, instructors working on companies or in universities and other teaching
institutions) and tool vendors to avoid the pitfalls reported earlier.

Recommendations mainly focus on the students perception and experience
when interacting with the tools, not on core technical aspects of those tools. For
instance, they perceived the tool as generating huge files at the end of the process.
This did not really cause any kind of objective efficiency problem when deploying
or running the application but they perceived it as a negative value of the tool
nonetheless. Therefore, dealing with the reported issues implies considering the

2 It is worth mentioning the discussion in the blog post http://modeling-languages.
com/failed-convince-students-benefits-code-generation/ explaining the first author’s
preliminary observations that ended up with over four thousand visits and
thirty comments (from people with different backgrounds like tool vendors: Meta-
Case, WebRatio, Softeam, consultants and end-users) and the submission of that
same post on reddit https://www.reddit.com/r/programming/comments/2vehhm/
i failed to convince my students about the/ that brought sixty-five additional com-
ments. Besides these two, additional discussions on these results took place in other
forums like a number of LinkedIn groups.

http://modeling-languages.com/failed-convince-students-benefits-code-generation/
http://modeling-languages.com/failed-convince-students-benefits-code-generation/
https://www.reddit.com/r/programming/comments/2vehhm/i_failed_to_convince_my_students_about_the/
https://www.reddit.com/r/programming/comments/2vehhm/i_failed_to_convince_my_students_about_the/
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sum of the user and the tool as a sociotechnical system that needs to be improved
together. Sometimes, we can improve the tool itself but many other times, we
need to change the way (the scenario, the conditions,..) students use the tool to
give them a more positive experience.

Recommendations for instructors

– Start with a very compelling development scenario. Our CRUD exercise was
good to generate a full-fledged working application without requiring com-
plex behavioral modeling but it was too small: the investment required to
learn the modeling language and corresponding tooling did not pay off during
the project. When exposing first-time learners to MDE, they must feel that
they save time thanks to MDE from the very beginning. Therefore we would
recommend avoiding toy examples and start with a larger one.

– Change the requirements during the development. Beyond making the exercise
more realistic, another way to make MDE more compelling would be to change
the requirements of the MDE scenario at the last minute. For instance, in the
code-generation case study, we could have asked students to adapt the web
application to a number of changes (in the names of the attributes, or their
types or even associations between classes) two or three days before the due
date. It would be very painful for them to implement those changes directly
at the code level (looking for all references to the modified classes anywhere in
the code) while doing this at the model level and re-generating should be much
easier. To make it even more complex, students could be asked to update not
their own projects but the project of another student (again, the goal would
be to demonstrate that models can be significantly more understandable and
maintainable than code)

– Use a repetitive scenario. It is known that MDE pays off in the mid-term due
to the initial learning curve [1,10]. Therefore, ideally, students should be asked
to complete several similar projects during the course, with the intention of
realizing how they their productivity improves at every iteration.

– Compile a set of examples and reference solutions students can refer to and
play with. Beyond toy examples, some more complex examples showing that
MDE can effectively model and generate non-trivial software should also be
provided. In particular, it would be nice to see models simulating popular
services like Facebook or Twitter. We believe there should be a community
effort to build and share such examples in a public repository. As a side-
effect, those same examples could be used as benchmarks to compare the
functionality and quality of various MDE tools.

– Keep in mind your target user profile. Introducing MDE to a group of develop-
ers in charge of building complex software can be very different than doing so
to a group of business users looking for quick – but prototype-level –solutions.
WebRatio may work for the former but a solution like Mendix3 would likely
be more appealing to the latter.

3 https://www.mendix.com/.

https://www.mendix.com/


Human Factors in the Adoption of Model-Driven Engineering 215

Recommendations for tool vendors

– Document, document, document and make sure that documentation is easy to
find. The (perceived) lack of proper documentation is what provoked the upris-
ing of students against Acceleo. They did not care whether the tool was the
only one properly implementing the OMG standard for model-to-code trans-
formations, they just wanted good documentation to complete the assignment
faster.

– Your goal is to hide all underlying technical details. When things go well this
is normally the case but, when errors occur in the generation process, tools
tend to present users with obscure error messages referencing internal code.
This makes finding and correcting the error a daunting task (often involving
extensive guesswork as most tools have poor debugging facilities). Even if this
happens rarely, when it does, it can cause frustration and disappointment with
the tool.

– Offer a well-packaged and standalone installation. For instance, Java-based
MDE tools usually ask for the Java environment to use during the installation
(even if they have one embedded). This is done to offer more flexibility in
the installation process but at the risk of creating unnecessary configuration
problems when choosing non-compatible environments. In our case, it turned
out that WebRatio was not compatible with the Java version most students
had installed as part of another course, so we ended up with over half of the
class with an installation of WebRatio they could not use, definitely not a
good start.

– Keep up with trends in the software industry. Most software today is an inte-
gration of APIs, social components and other kind of services. Students were
quickly trying to find components for Google login, Twitter sharing etc. This
may not be so relevant for business internal applications but it is for sure
something people are now used to find in any web application and will quickly
try to replicate when developing their own. Unfortunately, most MDE tools
do not offer these features.

– Favor trust in your tool over everything else. Make sure that your tool is
reliable and generates optimal code or at least code good enough that users
can trust. If the tool crashes regularly, there is no chance users will believe the
code that tool generates is good, they will just assume that a bad tool cannot
generate good code. It takes only one bad result to lose their trust.

All these recommendations will not fix by themselves one of the major prob-
lems when attempting to convince students about the importance of MDE: the
lack of job offers stating MDE as a requirement to apply for the position. Com-
pared to any popular programming language/platform, students feel that MDE
is unlikely to boost their employability prospects anywhere nearly as much as
becoming experts in, e.g. AngularJS would. This is kind of a chicken-egg problem
(increasing the adoption of MDE will create more job opportunities for MDE
experts and the other way round) but the previous measures should at least help
in moving the market in the right direction.
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6 Conclusions

Teaching MDE, and software modeling in general, is considered positive in itself
[18] but there is a lot to be done if we wish that teaching to give students a
more complete picture of what MDE can do for them in their future professional
life. As reported herein, succeeding in this goal requires a careful preparation of
a respective course to ensure students have a positive first experience. We have
presented a set of lessons learned, which we believe can help other educators
in emphasizing the human factors that come into play when preparing such a
course.

As further work we plan to replicate these experiments in other educational
institutions. In particular, in the near term, we will focus on the e-learning model
of the UOC’s (www.uoc.edu) Faculty of Computer Science, in charge of provid-
ing online university education in Information and Communication Technologies
since 1997 through its fully virtual campus [20]. Additional validation will be
done through collaborations with partners from the network of institutions that
teach MDE4. A more ambitious plan involves following up on some of the (con-
vinced) students to assess whether the experience made any difference in their
approach to software development once they started their professional career.
On this, the UOC environment can also help since many of the students are
already working professionals seeking additional qualifications.
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Abstract. Current teaching guides on Software Engineering degree focus mainly
on teaching programming languages from the first courses. Conceptual modeling
is a topic that is only taught in last courses, like master courses. At that point,
many students do not see the usefulness of conceptual modeling and most of them
have difficulty to reach the level of abstraction needed to work with them. In order
to make the learning of conceptual modeling more attractive, we have conducted
an experience where students compare a traditional development versus a devel‐
opment using conceptual models through a Model-Driven Development (MDD)
method. This way, students can check on their own pros and cons of working with
MDD in a practical environment. Comparison has been done in terms of Accu‐
racy, Effort, Productivity and Satisfaction. The contribution of this paper is
twofold: the description of the teaching methodology used throughout the whole
course; and the presentation of results and discussions of the comparison between
MDD and a traditional development method. Results show that Accuracy, Effort
and Productivity are better for MDD when the problem to solve is not easy. These
results are shown to students to promote a discussion in the classroom about the
use of MDD. According to this discussion, the most difficult part of using MDD
is the learnability and the best part is the automatic code generation.

Keywords: Model-Driven · Conceptual modeling · Teaching methodology

1 Introduction

We are three teachers of a subject in a master course from Universitat Politècnica de
València (Spain) called “Engineering of Information Systems”, which deals with the
topic of conceptual modelling within a Model-Driven Development (MDD) perspective.

This work was developed with the support of Generalitat Valenciana-funded IDEO project
(PROMETEOII/2014/039).
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The main goal of the master course is to teach how to abstractly represent system infor‐
mation through conceptual models (CMs) and how this CMs can be used to obtain the
final application in a Conceptual-Schema software development context [1]. The subject
has been prepared using an MDD tool (INTEGRANOVA [2]). This way, students can
focus all their efforts on building conceptual models, relegating the code generation to
automatic model to code transformation rules applied by the tool.

During several previous years we have noticed that, in general, the use of conceptual
models as a way to represent all system features is new for students. All previous subjects
in the software engineering degree were focused on building UML models that only
represent data persistence and part of the system behaviour. These UML models guide
the manual implementation of the code at best. Most students build UML models at first
stages of the software development but once they start to implement the code, these
models are forgotten and in most cases, they are not updated with all the characteristics
specified within the code. At the end, UML models are a type of heavy-obsolete docu‐
mentation that nobody (students and teachers) query, focusing on the implementation
and the developed system.

Within that context, the topic of conceptual modelling was not motivating for
students that are accustomed to focus on writing code and compiling it. In order to
motivate the students, we propose teaching conceptual modelling comparing MDD
versus a traditional software development method. This should help to wake up a critical
spirit in each student, drawing personal conclusions about the pros and cons of concep‐
tual modelling in practice. There are several works that have studied the advantages and
difficulties of MDD, such as [3, 4], but we aim to check whether students, which are not
familiar with conceptual modelling, perceived the usefulness of MDD. At the end of the
course, apart from teaching the students conceptual modelling, we have a set of empirical
data that we can use to compare MDD regarding a traditional development. The analysis
is based on the study of 4 variables: Accuracy, Effort, Productivity and Satisfaction. The
results of analyzing those data statistically are shown to the students as a starting point
for a general discussion about the pros and cons of MDD.

We have conducted this teaching experience during two years. The results of the
data extracted the first year have been published in [5]. Results showed that MDD obtains
better values than a traditional method only when the problem complexity of the system
to develop increases. Regarding Effort, Productivity and Satisfaction we did not identify
differences. In order to check the idea that the complexity of the problem can affect the
results, we increased the complexity of the problems in the second year.

The contribution of this paper is twofold: the description of the teaching method‐
ology used in both years and the summary of results and discussions obtained in the
second year. The description of the methodology aims to promote the adoption of future
replications in universities different from UPV. The methodology consists in starting
with the development of a web application using a traditional method. Next, we have
several classes dedicated to learn MDD. Next, students develop another system through
MDD. At the end of the course, we compare how much Accuracy, Effort, Productivity
and Satisfaction have been experienced by each subject in both treatments, and we
conduct a discussion in the classroom. Results of the second year show that when prob‐
lems to solve are complex, MDD obtains better results not only for Accuracy but also
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for Effort and Productivity. During the discussion, students claimed that the main cons
for using MDD is the high learning curve, while the main pros is the automatic code
generation from conceptual models.

The paper is organised as follows. Section 2 discusses related works. Section 3
describes the teaching methodology used during both years. Section 4 shows the results
after analyzing data of the second year. Section 5 shows the results of the discussions
in the classroom after showing the results to students. Finally, Sect. 6 presents the
conclusions.

2 Related Works

The topic of techniques to teach conceptual modeling to students has been tackled by
several researchers. Muller [6] has elaborated a list of current challenges to teach
conceptual modeling. These challenges refer to including conceptual modeling in a
multi-disciplinary world to teach that: building systems is an engineering task; customer
context and system context is not the same; a system is dynamic; it is important to
quantify; systems are not always well-defined; analysts need part of psychology to deal
with customers; analysts need a critical attitude. All these challenges show that there is
still much work to do in order to better teach conceptual modeling.

Several works explain their experience teaching modeling through Entity-Relation‐
ship (ER) schemas, such as Davis [7]. Davis describes that students learn ER models
with a combination of individual and team work, including instructor feedback as well
as peer interaction. The teacher gives an ER schema and the students must interpret the
meaning of constructs used in it; and given a description of requirements, students must
design an ER schema. Other similar work has been done by Keberle and Utkin [8], who
present a system called “Chen Worlds” to teach ER modeling. The proposal is based on
the idea of gaming the environment to accelerate the learning of conceptual models in
a course of database information systems. Chen Worlds is a software system for learning,
building, visualizing and validating conceptual models in ER notation.

There are other works that have dealt with conceptual models different from ER,
such as i*. In this line, Paja et al. [9] have reported their experience teaching i* in a
master course. The work concludes that i* analysis allows the students to better under‐
stand the activities they perform. This helps to refine models until they are more mean‐
ingful and more likely to fulfill their purpose. Other techniques are based on construc‐
tivism, such as Zhuoyi et al. [10]. These authors propose a constructive teaching model
in a database course where students must learn conceptual modeling under teachers’
guidance. Students explore and find knowledge, construct the meaning and learn to
cooperate and communicate with others. According to the authors, constructivism arises
enthusiasm of the students and improves the ability of solving problems.

Some works have compared two teaching techniques, such as Kung et al. [11] who
have compared top-down versus bottom-up approaches to build conceptual models.
Results show that with proper experience, students can do it better in a bottom-up design.
Sedrakyan et al. [12] define a proposal to build models and generate a prototype of
application using those models. The proposal has been compared with other traditional
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techniques that do not generate prototypes. The results show that the proposal improves
the understanding of students.

Some authors teach MDD in their courses, such as Akayama et al. [13], who teach
conceptual models through MDD. Akayama compared a development using MDD
versus another one without MDD. Results showed the effectiveness of MDD. Our
proposal is aligned with this idea, as next sections describe.

3 Teaching Methodology

This section describes the teaching methodology that combines MDD with a traditional
development (Fig. 1). Sessions took 2 h and there was 1 session per week, with a total
of 14 sessions. The course has been designed in such a way that all the students work
in pairs for logistic reasons. The three teachers participated at the same time during the
course to teach MDD and to report data to analyze the comparison between both
methods. Next, we describe each step of the methodology.
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Fig. 1. Schema of the teaching methodology

In step 1, students fill in a demographic questionnaire to check the level of experience
in a traditional development method and in MDD. The course presupposes that most of
the students already know how to develop a system through a traditional method but
they know nothing about MDD. We must check this idea with the demographic ques‐
tionnaire. In step 2, we propose a training problem to develop a web application as
homework. This training aims to ensure that students are capable of programming a
system from scratch. The time to develop the system is 15 days, students can use the
development framework for web applications that they better know and they can draw
in a paper any conceptual model that they complementary need. Half of the students
drew a UML class diagram and the others used no model. During these two weeks, the
teacher teaches the basics of MDD. There is not time inside the classroom to develop
the system since we assume that every student has enough knowledge to develop the
system on his own. Once the period of the training is over, the teacher evaluates the
training through a set of test cases on the system. At this point, we can ensure that all
the students have enough knowledge to develop a system with a traditional method.
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In step 3, students must develop another web application from scratch in a period of 4 h
in the classroom under the teacher supervision. In the same way as in the training,
students can choose the programming language and draw in a paper any conceptual
model they need. We used two problems to avoid that results were dependent on only
one problem. Problems were assigned randomly to pairs such a way they are balanced
among groups. At the end of this step, the teacher evaluates the developed problem and
students fills in a satisfaction questionnaire about the use of a traditional development
method.

Next, in step 4, the teacher explains MDD during 12 h using INTEGRANOVA [2]
as tool based on UML models that supports MDD. In step 5, we use a training problem
similar to the training problem used in step 2. The students have 15 days to develop the
problem as homework using INTEGRANOVA. We use 6 h in the classroom to support
this development. At the end of this development, the teacher evaluates the result running
test cases. At this point, we can ensure that students have enough knowledge to work
with MDD. In step 6, students have to develop a system from scratch using MDD without
any help from the teacher. We swap the problems used in step 3 such a way students do
not develop the same problem they developed manually. At the end, the teacher evaluates
the system running test cases and students fill in a satisfaction questionnaire about the
use of MDD.

Finally, the teachers analyze statistically the data obtained throughout all sessions
and show the results to students. In the last session, there is a discussion in the classroom
where, taking as starting point the results of the analysis, each student gives an opinion
about pros and cons of MDD according to this practical experience.

3.1 Design of the Practical Experience

Next, we describe the design used in the teaching methodology. In order to arise ideas
for and against MDD, we designed a practical experience based on four research ques‐
tions: (RQ1) Is software accuracy affected by MDD?; (RQ2) Is developer effort affected
by MDD?; (RQ3) Is developer productivity affected by MDD?; (RQ4) Is developer
satisfaction affected by MDD?. All these questions have been extracted from works that
claim MDD benefits, such as [14, 15]. The idea is that every student checks all these
claims on his own to extract conclusions about the use of MDD. The teacher collects
data throughout all the experience to answer the four research questions. At the end of
the course, results are shown to discuss in the classroom the pros and cons of MDD.

Research questions are written as null hypothesis that the teacher must check stat‐
istically: (H01) The software accuracy of a system built using MDD is similar to software
accuracy using a traditional method; (H02) The developer effort to build a system using
MDD is similar to effort using a traditional method; (H03) The developer productivity
using MDD to build a system is similar to productivity using a traditional method; (H04)
The developer satisfaction using MDD to build a system is similar to satisfaction using
a traditional method. We work with the factor Method, with two levels: MDD and a
traditional method; and 4 response variables: Accuracy, Effort, Productivity and Satis‐
faction. The developed problem is a block variable since we are not interested in studying
its effect.
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Next, we describe the metrics used to check the null hypotheses. We measure Accu‐
racy as the percentage of acceptance test cases that are successfully passed. We used 4
different metrics for Accuracy, from more restrictive to less restrictive:

• All or nothing (AN): we consider that a test case is satisfied only if every item is
passed.

• Relaxed all or nothing (RAN): we consider that a test case is satisfied when at least
75 % of items are passed.

• Weighted items (WI): we assign a weight to each test item depending on the
complexity of its functionality. When test cases are run, we add the weights of passed
items.

• Same weight for all items (SW): we assign the same weight to each item within a
test case (independently of complexity) in such a way that the addition of all the
weights of the items is 1 per test case. When test cases are run, we add the weights
of passed items.

Effort is measured as the time taken by each pair to develop the web applications
from scratch. Productivity is measured as the ratio Accuracy/Effort. Finally, satisfaction
is measured as the positive attitude towards the use of the development method through
a questionnaire based on a Likert scale. Metrics for Satisfaction are based on Moody’s
proposal: Perceived Usefulness (PU), Perceived Ease of Use (PEOU), and Intention to
Use (ITU) [16].

Problems used in the experience are a system to manage a company of electrical
appliance (Problem 1) and a system to manage a photography agency (Problem 2).
Complexity of both problems is similar, Problem 1 has 40 function points and Problem
2 has 35. Complexity of problems used in both training sessions is also similar to
complexity of Problems 1 and 2. Since training problems were not analyzed statistically,
we do not describe them.

The design is a paired design blocked by problems, since we apply both treatments
(MDD and a traditional development) to each subject and we are not interested in
studying the effect of the problem in the response variables.

We have conducted this experience during two courses. The results of the first course
(the baseline experience) was published in [5]. Results of that preliminary study showed
that MDD gets better Accuracy the more complex the problem to solve is. We did not
identify differences between Effort, Productivity and Satisfaction comparing both
methods. In order to study in depth the idea that MDD seems to be more robust to higher
complexities, we replicated the experience in a second course with the same procedure,
but in this case we used a more complex version of both problems (Problems 1 and 2).
Next sections focus on explaining the results obtained after analyzing response variables
and the discussion of students in the replication of the second course.

4 Results

This section describes the results from the data extracted through the experience. These
results were shared with the students to promote the critical thinking regarding MDD.
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The teachers have used a Mixed Model [17] to check whether null hypotheses can be
rejected or not. In those cases where null hypotheses are rejected, we have calculated
the effect size to know the degree of differences between both treatments. The effect size
has been calculated through Cohen’s Delta [18]. More than 0.8 is a large effect; between
0.79 and 0.5 is a moderate effect; between 0.49 and 0.2 is a small effect.

Table 1 shows the p-values and the effect size of our response variables. Accuracy
obtains significant results for the four metrics (AN, RAN, WI and SW) since all p-values
are less than 0.05. Since effect sizes are around 0.6, we can state that differences between
MDD and a traditional method are moderate. So, we can reject H01, which means that
software accuracy of a system built using MDD is not similar to software accuracy using
a traditional method. MDD obtains better averages in Accuracy than a traditional method
independently of the used metric.

Table 1. p-values and effect sizes.

Accuracy Efficiency Productivity Satisfaction
AN RAN WI SW AN RAN WI SW PEOU PU ITU

p-value .00 .01 .00 .00 0.00 .00 .02 .01 .01 .56 .27 .85
Effect size .66 0.6 .62 .61 0.77 .64 .58 .6 .59 – – –

Efficiency obtains also significant results, since p-value is less than 0.05. Effect size
is 0.77, which means that differences between MDD and a traditional method are
moderate. So, we can reject H02, which means that the developer effort to build a system
using MDD is not similar to effort using a traditional method. MDD obtains better aver‐
ages in Efficiency than a traditional method

Productivity obtains significant results considering the four metrics for Accuracy
(AN, RAN, WI and SW), since all p-values are less than 0.05. Effect sizes are around
0.6, which means that differences between MDD and a traditional method are moderate.
So, we can reject H03, which means that the developer productivity using MDD to build
a system is not similar to productivity using a traditional method. MDD obtains better
averages in Productivity than a traditional method.

Satisfaction does not obtain significant results in any of the three metrics (PEOU,
PU, and ITU), since p-values are higher than 0.05. So, effect sizes have not been calcu‐
lated. We cannot reject H04, which means that the developer satisfaction using MDD to
build a system is similar to satisfaction using a traditional method.

According to these results we can state that the problem complexity affects positively
MDD. In the baseline experience, we only got significant results for Accuracy when the
problem to solve was complex. In this replication, where problem complexity has been
increased regarding the baseline, we obtain better results for MDD in Accuracy, Effi‐
ciency and Productivity. This leads to think that the higher complexity we try to solve
with MDD, the better results we got. Note that even though problems were implemented
significantly better with MDD, students did not feel a better satisfaction. All these results
were shown to the student in the classroom for discussion.
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5 Discussion in the Classroom

The subsequent discussion performed in the classroom arose a set of significant
aspects. Figure 2 shows a summary of all the discussed aspects of MDD and the
number of students who supported them. The main “pros” are the code generation and
the quick software development; while the main “cons” are the difficult deployment
and the learnability.

PROS CONS

Fig. 2. Pros and Cons of MDD extracted from the discussion session

In the discussion there was a major agreement on a basic fact: the more complex a
problem is, the bigger MDD improvements become. Students understood that a “real”
conceptual-model compiler can provide a much more efficient and effective software
development environment, as capturing the problem complexity in a conceptual (higher-
level) model is easier than to do it at a pure (lower-level) programming level. To make
true that “the model is the code” instead of “the code is the model”, a conceptual
programming [19] environment must make possible to specify the full problem
complexity in a conceptual model, and this conceptual model must be executable. A
main challenge for industrial MDD tools is then to make real this conceptual model
compiler goal. The tool used in our experiment –INTEGRANOVA- is a very appropriate
example of such a kind of MDD tool.

Another interesting discussion thread was related to know why satisfaction did not
improve with MDD. It was again a major agreement in one relevant aspect: using MDD
is not at a simple task. It was somewhat assumed that modeling should be easier than
programming. The reality was that most of the students had serious problems to switch
to a conceptual modeling-based mental strategy to face the problem solution. Conceptual
modeling capabilities need to be prepared and to be practiced. While students clearly
showed to have a good programming profile, largely practiced during their undergrad‐
uate learning experience, their conceptual modeling profile was not at all so good.
Current Computer Science degrees mainly focus on programming, not on modeling.
Since conceptualizing is an essential task for a software engineer, this lack of conceptual
modeling expertise in many curriculas can be seen as a serious handicap to make MDD
practices become widely and correctly used.
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In any case, a final significant reflection was that after practicing programming for
years, practicing MDD only for a few weeks was enough to obtain even better results
in 3 of the 4 response variables, while for the fourth one the difference was not significant.
A final aspect that we want to explore in future experiments is how personal abilities of
the student correlate with the results. We suspect that student that outperform with
programing, also do it with modeling. Measuring what precise improvement is achieved
in these cases when using MDD will be part of our future analysis.

6 Conclusions

This paper proposes a teaching methodology to teach conceptual models comparing a
development from scratch using a traditional method versus a development from scratch
using MDD, which is based on conceptual modeling. This way, students can experience
on their own the pros and cons of working with MDD. Teachers report data about Accu‐
racy, Effort, Productivity and Satisfaction throughout all the classes. Results conclude
that Accuracy, Effort and Productivity are better working with MDD when the problem
to solve is complex. These results are shown to the students and a discussion is done in
the classroom. According to this discussion, the main “pros” is the quick code genera‐
tion, while the main “cons” of MDD is the learning curve. These results agree with a
previous baseline experience we conducted the previous year on the same subject.

Note importantly that there are some characteristics in our proposed teaching method
that might affect the results. First, the limitation of 4 h to the development of problems
results in a maximum level for Effort. So, we do not know whether differences in time
would have been higher without that limitation. Second, we use complex problems to
analyze variables, but these problems are still toy problems. Maybe, more differences
between MDD and a traditional method might have arisen if we had worked with real
complex problems. Third, all the students knew to develop a web application with a
traditional method, but the level of knowledge was not the same. Results might have
been different if we had worked with professionals.

As future work, we plan to conduct more replications of the same teaching method‐
ology during several years. It would be interesting to get more replications from different
universities with other MDD tools.
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Abstract. Routing control such as Internet routing is one of the most
popular topics that dram many researchers’ attention in recent years.
However, to the best of our knowledge, there are few works to deal with
their provable security, where the security can be mathematically proven
under some reasonable assumption. Although the provable security has
been discussed in the area of cryptography, we consider that such analysis
should also be done to conventional network systems in order to guar-
antee the security of their specifications. In this work, we aim to con-
struct such a provable framework, and particularly discuss formalization
of dynamic source routing (DSR) protocol which is a kernel protocol for
sensor networks. Our formalization can be easily extended into secure
routing protocols with cryptographic schemes such as digital signatures.

Keywords: Routing security · Formal method · Provable security ·
Dynamic source routing · Ad hoc networks

1 Introduction

1.1 Backgrounds

Many network services have been developed in recent years, and there are practi-
cal applications such as BitCoin or network configurations consisting of directly
connected things. Although managing path information via a routing protocol
is necessary in such communication, the security of the routing protocol has not
been well analyzed from a standpoint of the provable security. In general, the
security should be analyzed via mathematically well-defined formalization con-
sidering realistic threats and its mathematical proof. Meanwhile, such a proof
for a system specification is often difficult in comparison with proofs for the con-
ventional cryptographic schemes. This is because formalizing the system specifi-
cation is quite complicated. In this work, we challenge formalization of a routing
protocol towards their provable security.

Meanwhile, our challenge is mainly for formalizing a system specification of
some routing protocol. There are several existing works [3,25] ultimately for-
malizing system specifications towards true generalization. However, each rout-
ing protocol in the real world has aimed at each layer, devices and applications,
c© Springer International Publishing AG 2016
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and their constructions and design principles are drastically different from each
other. That is, extremely formalizing these specifications sometimes has a gap
from the realistic environments, and the resulting analysis under such formaliza-
tion may fall into being meaningless even if the security can be proven. We hence
consider that forwarding generalization is undesirable, and try to individually
formalize each routing protocol.

In particular, we hereafter discuss the dynamic source routing (DSR) [16]
protocol which is a major routing protocol for wireless sensor networks. When
each device sends data in DSR, its neighbor devices behave as routers to relay
the received data and forward it. Such a mechanism is known as multi-hop rout-
ing. The reasons why we focus on DSR are as follows. First, developments of
wireless sensor networks including Internet-of-Things (IoT) in recent years are
indispensable whereas an adversary can more easily attack the networks rather
than the conventional wired networks. For instance, the adversary can intrude in
the wireless networks by putting on its own malicious devices. Moreover, because
each device in DSR can exchange path information with neighbor devices as a
router, the adversary can inject false path information within the networks via
the malicious devices. Based on these reasons, we consider that the provable
security of DSR is quite important and thus formalize its specification.

1.2 Contributions

In this work, we formalize a specification of DSR as a routing protocol on sensor
networks. For this purpose, we also formalize a class of ad-hoc networks and a
topology-based routing. Our network definition consists of seven components,
i.e., nodes, links between nodes, identifiers, relations between identifiers and
nodes, destination, and cost evaluation. See Sect. 3 as more details. Based on
the network definition, we also define two functions of DSR, route discovery and
route maintenance. These definitions can also be extended into their security
extensions with cryptographic schemes. See Sect. 4. We also briefly describe the
existing secure routing protocols as instantiations of our definition. We leave as
an open problem to prove the security of these protocols.

1.3 Paper Organization

In this section, we described the motivation of this work and main contributions.
The rest parts of this paper are organized as follows. In the next section, we
briefly describe several related works with respect to formal analysis of routing
protocols. Next, we define a network configuration of ad-hoc networks in Sect. 3
and DSR in Sect. 4, respectively. In Sect. 5, we show the existing secure routing
protocols as further applications of our definition. Finally, we conclude in Sect. 6.

2 Related Works

There are two kinds of security analysis of routing protocols in the existing works,
i.e., proofs by black-box reduction by human and proofs by formal methods.
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In the former approach, Buttyán and Vajda [6] have defined the security
model of ad-hoc networks via a simulation-based definition. Their model dealt
with each device and a network itself as Turing machines, and an adversary can
put only a single malicious node in the network. Their model also assumes that
each device communicates with only the network in order to communicate with
other devices. In other words, the network behaves as a proxy of any devices.
However, we consider that a network should be a simply public channel and
hence their model seems to be strange. Although there are several works to
discus the security by black-box reduction [1,17,23], all of them have followed
the model by Buttyán and Vajda. The strangeness described above, therefore,
still exists.

Next, for proofs by formal methods, John and Marshall [15] have analyzed the
security of the secure routing protocol (SRP) [21] and Godskesen [9] has analyzed
that of the authenticated routing for ad hoc networks (ARAN) [22], respectively.
Nanz and Hankin [20] have formalized the network topology and its broadcast
communication toward formal analysis. These works do not discuss the black-
box reduction which is our main target. Arnaud et al. [2,3] then formalized these
protocols as a more generalized form. The most generalization has been done by
Zhang et al. [25], and their idea is to define any routing protocol consisting of
two entities, an origin and a path. Although these works are elegant, we consider
that they are still insufficient because they sometimes have gaps from realistic
environments due to too much generalization.

As more results in different layers, Boldyreva and Lychev [4] have proved
the security of the border-gateway protocol (BGP) and its security extension.
Next, Goldberg et al. [10] have analyzed the security of the next secure (NSEC)
in the domain name system security extensions (DNSSEC) to hide dependency
relations in domain name system (DNS) during guarantee of that between URL
and IP addresses. These works are the closest to our work, and finally we plan
to extend our work by following these results.

3 Definition of Network Configurations

In this section, we define ad hoc networks and topology-based routing to define
DSR later. The following definitions are parts of our contributions.

3.1 Definition of Ad Hoc Networks

To formalize DSR, we first define a configuration of networks and a class of a
topology-based routing protocol as its idealized class. In particular, we define
networks as (Node,Links, ID, IDforNode, Routeto,Dest,Cost).

G = (Node, Links) is a finite graph consisting of a set Node of nodes and
a connected function Links : Node × Node → {0, 1}. Here, each node V
included in Node corresponds to a network device, and an existence of an
edge between any two nodes V and V ′, i.e., a connection between V and V ′,
is defined as Links(V, V ′) outputs 1.
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ID is a set given by {0, 1}∗ and defines a unique identifier for any device.
IDforNode is a function represented by ID → Node. Given any identifier

ID ∈ ID as input, it returns a device node V ∈ Node.
Routeto represents a transitive binary relation between any two routes. In

particular, RoutetoV for each node V ∈ Node describes relations between
routes to an identifier ID corresponding to V .

Cost is a function defined by Node × Node → R, and outputs a cost in a
real number required for communication between two nodes (V, V ′) ∈ Node
given as input.

In this work, we define a route R as a permutation (Vn, · · · , V1) consisting
of n nodes for any n ∈ N and any node s(V1, · · · , Vn) ∈ Node. We call V1 in
the permutation (Vn, · · · , V1) as a source. Similarly, an index i ∈ [1, n] for each
node means a distance from the source. More precisely, for any i, the number
of hops for Vi from the source increases in proportion to the value of i. We say
a node V prefers R rather than R′ for any V ∈ Node and two routes (R,R′)
if R′RoutetoV R. We furthermore say R = (Vn−1, · · · , V1) for any ID ∈ ID
is the j-th preferred route to Vn for if there are j − 1 routes R′s such that
R′RoutetoVn

R holds. Similarly, we say that R is the most preferred route for
j = 1.

3.2 Topology-Based Routing Protocol

A topology-based routing protocol is an idealized protocol to deal with multiple
routing protocol for sensor networks, and DSR can be discussed in the topology-
based routing. As the details described in the next section, we briefly describe
capability of the topology-based routing. In this protocol, there are two steps,
the route discovery and the route maintenance. The route discovery is utilized to
find a route to a destination node when a source node sends data. The availability
of the found route can be checked via the route maintenance.

3.3 Route Discovery

Route Discovery is a function executed between multiple nodes. Each node
Vi is given (Vi,Neighbors(Vi), RoutetoVi

,Cost, {IDj}i−1
j=1) as input, where

Neighbors(Vi) is a set of nodes which are neighbors of Vi and {IDj}i−1
j=1 is a

set of identities whose nodes appear in a route from a source to Vi. Vi then send
a route request (Vi, Vj , R,D,C,W,Aux) to all Vj ∈ Neighbors(Vi), where R
is a route as described in the previous section, D is a unique identifier of its
destination defined in ID, C ∈ R is a whole cost on R, W ∈ {0, 1} is a disap-
pearance flag, and Aux is any auxiliary input to hold any additional input. For
instance, information about the global positioning system (GPS) for vehicular
ad hoc networks can be utilized as Aux. For any route request an error ⊥ only
if Vi can discard the request. We say Vi accepts a route request if Vi does not
discard the request.
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3.4 Route Maintenance

Route maintenance is a function executed between multiple nodes. Each node Vi

is given (Vi,Neighbors(Vi), RoutetoVi
,Cost, {IDj}i−1

j=1, N, s) as input, where
N is an expire date defined in an integer set N, s is state information defined
in N. Vi sends a route information (Vi, Vj , R,D,C,W,Aux) on a route R to all
Vj ∈ Neighbors(Vi), and then checks if Vj accepts the request. If so, Vi keeps the
route and resets s. Otherwise, Vi increments s as s = s + 1 and sends the route
information again until s ≤ N . For s > N , Vi discards the route information
and returns W = 1 to its source node as disappearance of the route.

4 Dynamic Source Routing Protocol

The dynamic source routing (DSR) protocol is a routing protocol on ad-hoc net-
works. It does not require network infrastructures but is able to autonomously
configure wireless networks. Algorithms of DSR are defined in the protocol
described in the previous section in general. In this section, we define a routing
table of DSR below and then describe functions extended from the definitions
in the previous section.

4.1 Routing Table

Each device node V owns a routing table TV to store route information. This
TV is defined as an bidimensional array TV [i][j] for any integers i, j ∈ N, where
each column i contains an identifier ID ∈ ID and each row j contains the j-th
preferred route to V .

4.2 Route Discovery

When any node V with an identifier ID starts with the route discovery, V
sends a route request (V, V ′, R = (ID), D, 0, 0, Aux) to Vj ∈ Neighbors(V ).
Given the request (V, V ′, R, D, 0, C,Aux) by V , Vj ∈ Neighbors(V ) checks
if R includes its own identifier IDj . If so, Vj discards the request and returns
nothing. Otherwise, Vj executes the following processes:

1. For D = ID′, return a route reply (R,W = 0, Aux) to a source.
2. For D �= ID′, set R = R ∪ {ID′} and C = C + Cost(V ). Then, for any

i, retrieve a cost Ci on the i-th preferred route to D from the routing table
TV ′ [D][i] and then compare it with C. If some i such that C > Ci, then store
the route request (V, V ′, R, D, 0, C,Aux) in TV ′ [D][i + 1] as the (i + 1)-th
preferred route. If there is a route in TV ′ [D][i + 1] already, then previously
set TV ′ [D][j + 1] = TV ′ [D][j] for any j ≥ i + 1.
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4.3 Route Maintenance

Each node V retrieves route information (V, Vj , R,D,C, 0, Aux) from a routing
table TV [D][i] for any destination D ∈ Node and any i ∈ N. Then, set state
information s = 0 and the route information to Vj ∈ Neighbors(V ) as a request.
If Vj accepts the request, then V resets s and keeps TV [D][i]. Otherwise, V sets
s = s + 1 and sends the request again until s ≤ N . For s > N , V sends
W = 1 as disappearance of the route to a source node, and then sets TV [D][i] =
TV [D][i + 1] for all i.

5 Application to Secure Routing Protocols

In this section, we briefly describe intuition that our formalization includes secure
routing protocols where the validity of routing information can be guaranteed by
cryptographic schemes [12,24]. We also describe several secure routing protocols
as instantiations.

5.1 Overview of Secure Routing Protocols

The overhead due to the use of cryptographic schemes is sometimes large, but
their guarantee of the security is quite useful. These cryptographic schemes are
able to provide the provable security under both reasonable assumptions and
their reduction proofs. In general, a secret key to generate message authentica-
tion codes (MAC) or digital signatures is unknown information except for a node
which generates route information. Hence, the validity of the route information
can be guaranteed by verification of these schemes.

Our formalization described in the previous section contains such secure rout-
ing protocols. In particular, each intermediate node v generates MAC or digital
signatures on (R,D,C) included in route information and then can append it
as a part of Aux. For the use of MAC, since a forwarding node shares a key
for MAC with its received node, the received node can verify the validity of the
information from the neighbor. For the use of digital signatures, a received node
can verify digital signatures whereby each intermediate node appends not only
their signatures but also public key identifiers in Aux. These constructions are
applicable to both the route discovery and the route maintenance although we
omit the detail due to the page limitation.

5.2 Instantiations of Secure Routing Protocols

Secure routing protocols are roughly classified into two constructions, MAC-
based construction and digital-signature-based construction. In the both con-
structions, the validity of routing information can be guaranteed because their
authenticators are generated. Since MAC are quite faster and need lower memo-
ries than digital signatures, the conventional secure routing protocols in wireless
sensor networks have adopted MAC [3,12,13,21,25]. In spite of this fact, many
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secure routing protocols with digital signatures have been proposed [7,8,17,22]
in more recent years. Indeed, European Telecommunications Standards Institute
(ETSI) has suggested the use of digital signatures for IoT services in order to
provide publicly verifiability [11].

We hereinafter describe several major protocols. Papadimitratos and
Haas [21] proposed the secure routing protocol (SRP). Next, Hu et al. [12,14]
have proposed Ariadne with both MAC and digital signatures. While SRP deals
with authentication for only a source and a destination, Ariadne enables inter-
mediate nodes to authenticate route information in order to prevent threats by
malicious intermediate nodes. As more recent results, Gosh and Datta [8] have
proposed the secure dynamic routing protocol (SDRP) via short signatures by
Boneh et al. [5]. These are mainly for DSR and thus become strict applications
of our definition. In particular, MAC and digital signatures for each protocol are
sequentially attended in a part of packets. They can be then embedded into Aux
of our definition as described above in a manner of Aux = Aux

⋃{(Ri,D,C, x)},
where (Ri,D,C) are parts of route information such that Ri = (Vi, · · · , V1) for
any i and x represents a set of MAC and/or digital signatures.

Meanwhile, as a furthermore application, our definition is extendibles to the
ad hoc on-demand distance vector (AODV), which utilizes sequence numbers
to strengthen the availability. In particular, the sequent numbers are utilized
to represent a unique identifier for each entry in a routing table, and then
can be embedded into Aux as a part of route information in a manner of
Aux = Aux

⋃{(Ri,D,C, Si)}, where Si is a sequence number related to Ri.
There are several secure routing protocols for AODV. For instance, Zapata and
Asokan proposed the secure ad hoc on-demand distance vector (SAODV) proto-
col with both MAC and digital signatures. Next, Sangiri et al. [22] pointed out
the vulnerability of SAODV and then proposed the authenticated routing for ad
hoc networks (ARAN) by utilizing public key cryptography. Gosh and Datta [7]
have proposed the identity-based secure ad hoc on-demand distance vector
(IDSAODV) from sequential aggregate signatures [18] to combine individual
signatures into a single signature. The most recent result is secure routing pro-
tocols by Muranaka et al. [19], which is closed to IDSAODV but is almost generic.
MAC and digital signatures in these schemes can be also embedded in a similar
manner of the secure protocols for DSR, i.e., Aux = Aux

⋃{(Ri,D,C, Si, x)}.
We leave as a future work to prove the security of these protocols.

6 Conclusion

In this work, we formalized a specification of DSR, which is a routing protocol
on sensor networks, towards the provable security. Although we focused on DSR,
our definition can be extended into a class of topology-based routing protocols
and ad-hoc networks. Meanwhile, our definition is far from routing protocols in
other network layers. This is consistent with our motivation, i.e., formalization
of specifications of existing protocols. Our future work is to prove the security
of the existing secure routing protocols.
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Progress in conceptual modelling is necessarily underpinned by model-ling and model
management tools. A session that affords the opportunity for researchers and practi-
tioners to demonstrate the latest in tool developments has been a long-standing feature
of the ER conference series.

All of the submissions to this session bear testimony to the vibrant and effective
community building tools in this space.

Of the 4 tools to be demonstrated at the ER-2016 Conference Tool Demonstration
session, one submission was selected for publication as a tool description paper.
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Abstract. Analyzing differences among software artifacts is beneficial in a
variety of scenarios, such as feasibility study, configuration management, and
software product line engineering. Currently variability analysis is mainly done
based on artifacts developed in a certain development phase (most notably,
requirements engineering). We will demonstrate a tool that utilizes both func-
tional requirements and test cases in order to analyze variability more com-
prehensively. The tool implements the ideas of SOVA R-TC method.

Keywords: Variability analysis � Feature diagrams � Natural language
processing � Ontology � Software product line engineering

1 Introduction: Research Background and Application
Context

Variability analysis aims at determining the degree of similarity of different software
artifacts belonging to the same development phase (e.g., requirement documents) [9].
Such an activity is important in a variety of scenarios, including feasibility study,
configuration management, and software product line engineering. The outcomes of
variability analysis are commonly represented in some visual way, most notably in
feature diagrams [6]. Those are trees or graphs whose nodes are features – user or
developer visible characteristics – and their edges are relations or dependencies among
features (e.g., mandatory and optional sub-features, alternatives, and OR-related fea-
tures). The inputs of variability analysis approaches are quite diverse: they can be
requirements, design artifacts, or even the code itself.

Due to the complexity and diversity of software, manually conducting variability
analysis is time consuming and error prone. Therefore, approaches have been suggested
to automate or semi-automate variability analysis (e.g., see [2] for a recent systematic
review of requirements-based variability analysis). These approaches concentrate on
single development phases and commonly use one source of inputs (e.g., requirements
in the studies reviewed in [2]).
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As artifacts of particular development phases may be incomplete or focus on a
certain view, our underlying hypothesis is that using artifacts from different, but related,
development phases may improve variability analysis and make it more comprehensive.
Particularly, concentrating on the two sides of the development process – requirements
engineering and testing, we developed a tool that automates variability analysis based on
functional requirements and their associated test cases. The tool implements the ideas of
SOVA R-TC method [11], which promotes comparing behaviors based on ontological
and semantical considerations.

2 Key Technologies and Technical Challenges

SOVA R-TC extends SOVA [5], which analyzes and presents variability based on
textual requirements only, and considers in addition test cases associated to the input
requirements. The four-phase process of SOVA R-TC is depicted in Fig. 1, while
screenshots from the supporting tool are provided in the appendix. The inputs of the
process are requirements and test cases (see examples in the appendix, Fig. 4). In the
first phase the (functional) requirements and test cases are parsed using a general pur-
pose ontology – of Bunge [3] – and NLP techniques (particularly a Sematic Role
Labeling (SRL) technique [4]). Based on Bunge’s ontological model, a behavior is
composed of three components: the initial state of the system before the behavior occurs
(s1), the sequence of external events triggering the behavior (E), and the final state of the
system after the behavior occurs (s*). The different components are extracted after
annotating the text of requirements and test cases with meaningful sematic labels (such
as actors, actions, objects, instruments, and adverbial and temporal modifiers). The
outcomes of the first stage are demonstrated in Figs. 5 and 6 in the appendix.

The second phase integrates the representation which was extracted separately from
the requirements and test cases. As latter explained, this is done by identifying state
variables for the requirements and the test cases and integrating them (see Fig. 7 in the

Fig. 1. SOVA R-TC process
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appendix for an example of the outcome of this stage). In the third phase, the integrated
behavior representations are compared utilizing semantic similarity measures. The
results of this stage is a matrix showing for each pair of requirements their similarity
value – a number between 0 and 1, where 1 denotes very similar or even identical
behaviors. As can be seen in Fig. 8 in the appendix, the similarity is separately cal-
culated for the initial state, external event, and final state of the behavior, as well as
overall. Finally, the similarity results are used for clustering requirements, identifying
features and their dependencies (in the form of optional vs. mandatory features, XOR-
and OR-related features) and organizing the features into feature diagrams. The feature
diagrams are created in FeatureIDE format [7] enabling their convenient visualization
in a common feature modeling tool. An example of a feature diagram created by the
tool is depicted in Fig. 9 in the appendix.

SOVA R-TC tool faces two main challenges: (1) How to store and manage the
information required to conduct variability analysis? (2) How can artifacts from dif-
ferent development phases (requirements and test cases in our case) be compared and
integrated?

The first challenge is addressed utilizing an Application Lifecycle Management
(ALM) environment. ALM environments [8] aim at planning, governing, and coordi-
nating the software lifecycle tasks. Particularly, they store and manage requirements,
test cases, and the relations among them. Utilizing existing ALM environments further
makes our approach usable and accessible, as it does not require the developers to work
in new, dedicated development environments. The inputs to our approach, as demon-
strated in Fig. 4 in the appendix, can be directly exported from existing ALM tools.

The second challenge of information integration is addressed by identifying state
variables and corresponding values for the initial and final states of the underlying
behaviors. These are directly obtained from the (action, object) pairs of the parsed
requirements and test cases. An example of this extraction process is depicted in Fig. 2.
The integration is done by mapping similar state variables and unifying their values
(separately extracted from the requirements and test cases).

Fig. 2. Integrating the extracted information
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3 Novelty and Relations to Pre-existing Work

Currently, variability analysis is conducted on artifacts developed in a single develop-
ment phase, most notably requirements engineering [2]. Requirements variability anal-
ysis is commonly conducted on Software Requirements Specifications (SRS), but
product descriptions, brochures, and user comments are also used due to practical rea-
sons. The outputs of the suggested methods are commonly feature diagrams, clustered
requirements, keywords or direct objects. The phases utilized in those approaches can be
divided into: (1) requirements assessment, (2) terms extraction (using different tech-
niques, such as algebraic models, similarity metrics, and natural language processing
tools), (3) features identification, and (4) feature diagram (or variabilitymodel) formation.

Other development artifacts, e.g., design artifacts [1] and code [12], have also been
analyzed to find differences between software products. In contrast, testing artifacts
seem to attract less attention in variability analysis. This may be due to less agreement
on the way testing artifacts need to look like and their reliance on other development
artifacts (most notably, requirements). Only a few approaches propose utilizing several
distinct sources of information for analyzing variability. However, these sources
commonly belong to the same lifecycle phase (e.g., requirements engineering phase
[10]) or used to verify correctness of the inputs [9].

Based on the reviewed work, the main novelty of SOVA R-TC is its support for
analyzing the variability of artifacts from different lifecycle phases, particularly,
requirements engineering and testing, making the outcomes more comprehensive.

4 Demonstration

The demonstration, which is targeted to both researchers and practitioners, will present
each intermediate outcome, as well as the final output of the approach – feature diagrams
representing the variability extracted from the requirements alone and from the require-
ments and their related test cases. The main screenshots of SOVAR-TC tool are provided
in the appendix. We will particularly demonstrate each phase in the process (see Fig. 1)
using e-shop applications, physical and virtual ones. During the demonstration we will
explain how the outcomes are created, and discuss the benefits and limitations. The
demonstration will focus on cases in which introducing test cases information to the

Fig. 3. Main cases for demonstration
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variability analysis process results in remarkable differences. Those cases are summarized
in Fig. 3. For example, the second case (#2) refers to a situation in which different
requirements become similar due to high similarity of their corresponding test cases.

5 Conclusions

SOVA R-TC is a powerful tool which supports variability analysis based on functional
requirements and test cases. The inputs arrive from ALM environments, parsed and
integrated to represent behaviors (and particularly the transitions from the initial states
of the analyzed systems to their final states). The behaviors are then compared utilizing
semantic measures and clustered to create feature diagrams. The resultant feature
diagrams present a more comprehensive view of variability that considers related test
cases information and not just the requirements which might be partial and incomplete.

Appendix: Screenshots from the Supporting Tool

Fig. 4. An example of an input file

Fig. 5. The parsed requirements
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Fig. 6. The parsed test cases (pre = precondition, expected = expected results)

Fig. 7. Integrated parsing outcomes
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