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Preface

Background

During the past several years, many different research communities have explored
the aspects of self-awareness in computing systems, each from their own per-
spective. To the artificial intelligence community, the natural unit of self-awareness
is the software agent; to those who study the autonomic computing, it is the
autonomic element. One can identify at least a dozen other research communities
for which the self-awareness of a computing system is a central issue. However, the
underlying commonalities in these notions of self-awareness are often obscured by
the differences in the nomenclature and the lack of precise definitions.

Recently, there have been efforts to put a spotlight on the topic of self-awareness
in the computing systems and treat it as a worthwhile object of study in its own
right. Examples include the SElf-awarE Computing (SEEC)1 project at MIT and
University of Chicago, the ASCENS2 and EPiCS3 FP7 EU Projects, and the
FOCAS FET Coordination Action.4 There have also been efforts to assemble the
researchers with a common interest in self-adaptive systems and to publish com-
pendia of works on the topic—a notable example being the SEAMS Dagstuhl
seminars and workshop series. However, such collections have tended to group
contributions either by community or by theme, leaving the reader without a single
clear unifying definition of self-aware computing that applies broadly across mul-
tiple domains.

In an effort to establish a clear definition and understanding of self-aware
computing, we organized a Dagstuhl seminar5 entitled “Model-driven Algorithms
and Architectures for Self-Aware Computing Systems,” which was held in the week

1http://hdl.handle.net/1721.1/67020.
2http://www.ascens-ist.eu/.
3http://cordis.europa.eu/project/rcn/95042_en.html.
4http://www.focas.eu/.
5http://www.dagstuhl.de/15041.
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of January 18–23, 2015. The seminar brought together researchers from several
different communities to discuss the past and future trends in self-aware computing
and encourage the active collaborations and cross-fertilization among related
research efforts. Special attention was paid to achieve the diversity along several
dimensions, including the field of study, age, and gender, with stronger-than-usual
participation from industry. Over 40 participants presented brief perspectives on
self-awareness from their respective fields, interleaved with long periods of dis-
cussion aimed at developing a cross-disciplinary understanding of self-awareness.
A key outcome from one such discussion was a consensus definition of the term
“self-aware computing system” that was both broad enough to cover the interdis-
ciplinary research landscape and precise enough to distinguish the aspects of those
disciplines that are relevant to self-awareness from those that are not. Roughly
speaking, we say that computing systems are self-aware if they possess the capa-
bility to learn and exploit the models of themselves and the environment in which
they are situated so as to act in accordance with the high-level goals.

Seeking to capitalize on the considerable positive energy and momentum created
by the seminar, many of the participants agreed to contribute to a book on
self-aware computing systems. Rather than following the usual formula of orga-
nizing the seminar presentations into a book, we decided to write the book com-
pletely from scratch and to organize the writing effort in such a way that the
chapters would be well-integrated and cross-referenced, and based upon the col-
laborative efforts and perspectives of authors from multiple disciplines.

Given this ambition and approach, writing this book proved to be an enormous
undertaking, and one that overachieved on our desire to foster fruitful and ongoing
collaborations among researchers who might never have worked together had they
not met at Dagstuhl. Discussions regarding the purpose and structure of this book
began during the seminar and continued online for several weeks afterward. Once
we reached a tentative agreement about which chapters should be written, and by
whom, the authors of each chapter convened numerous times, working individually
and collectively across many institutions (both academic and industrial) and time
zones to write the initial drafts. About six months after the Dagstuhl seminar,
a checkpoint workshop was held at the International Conference on Autonomic
Computing 2015 in Grenoble to review the progress of the book and to make some
midcourse corrections regarding the content and organization. Some additional
authors were recruited to fill the perceived gaps in content and expertise. During the
ensuing months, drafts of each chapter were circulated and reviewed to ensure the
quality and coherency across chapters (i.e., adequate cross-referencing).

This book is the result of those efforts. Here, professionals, researchers, lecturers,
and students will find formal and informal definitions and taxonomies of self-aware
computing systems, explanations of how self-aware computing relates to many
existing subfields of computer science and software engineering, descriptions of
architectures and algorithms for self-aware systems, benefits and pitfalls of
self-awareness, reviews of many of the latest relevant research efforts across a wide
array of disciplines, and a set of open research challenges. Our hope is that this
book will help establish the self-aware computing as a worthy subject of study in its
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own right, and inspire the research and development on self-aware computing
systems for years to come.

Content

The chapters of this book are organized into five parts: Introduction, System
Architectures, Methods and Algorithms, Applications and Case Studies, and
Outlook—each of which is now described in further detail.

The four chapters of Part I constitute an introduction that defines self-aware
computing systems from multiple perspectives and establishes a formal definition, a
taxonomy, and a set of reference scenarios that help to unify the remaining chapters
of this book. First, in Chap. 1, we propose a formal definition of self-aware com-
puting systems expressed in terms of models, learning, and reasoning. This defi-
nition represents a carefully considered consensus among experts from multiple
diverse fields who were brought together for the Dagstuhl seminar. Not only does it
serve as a motif for the other chapters of this book, but also we hope that the
research community will find in this definition a useful and unifying distillation of
ideas that contribute to the notion of self-aware computing as a field of study in its
own right. The formal definition of self-aware computing systems is supplemented
by some positioning of self-aware computing relative to other fields. Chapter 2
elaborates this theme further, relating in greater detail how self-aware computing
systems have been described in a dozen fields of study, including control theory,
artificial intelligence, autonomic computing, organic computing, and cloud com-
puting. Examining the similarities and the contrasts among these multiple per-
spectives on self-awareness not only improves one’s understanding of the formal
definition, but also helps to justify the need for one in the first place. Chapter 3
supplements the formal definition of self-aware computing systems with a theo-
retical framework that serves as a taxonomy for self-aware computing systems—
another motif that recurs frequently throughout the remainder of this book. Finally,
Chap. 4 introduces a set of reference scenarios that illustrate how self-aware
computing systems differ from their non-self-aware counterparts. The scenarios,
which are used and built upon in subsequent chapters of this book, have been
chosen to cover a broad range of application areas and to span to the fullest possible
extent the taxonomy established in Chap. 3. The simplest, least complex point on
this scale is a self-aware sorting algorithm, which nonetheless affords some inter-
esting explorations of self-awareness at design time and run time. The self-aware
data center scenario allows us to explore multiple interacting self-aware compo-
nents representing multiple interests, and several medium- to large-scale
cyber-physical systems’ scenarios (including smart homes, smart grids, and smart
transportation systems) allow us to explore the issues of cooperation, competition,
and heterogeneity.

Part II of this book consists of four chapters that explore the architectures for
self-aware computing systems. First, Chap. 5 introduces generic concepts and
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notations that allow one to describe and compare a wide range of self-aware system
architectures in terms of elements and relationships among those elements. Based
upon UML (Unified Modeling Language), these architectural concepts follow
explicitly from the self-aware computing definition and taxonomy introduced in
Part I of this book. Moreover, the smart home reference scenario introduced in
Chap. 4 serves as a running illustration of how the notation can be used to describe
the architecture of a self-aware system. Subsequent chapters in Part II build upon
the foundation laid in Chap. 5. Specifically, Chap. 6 delves into architectures for
individual (isolated) self-aware systems, while Chap. 7 treats architectures for
collectives in which multiple self-aware systems interact with one another. Both
of these chapters explore several points in the self-aware systems taxonomy
established in Chap. 3. In Chap. 6, special consideration is given to pre-reflective,
reflective, and meta-reflective self-aware system architectures, while in Chap. 7, the
major emphasis is placed upon the various types of relationships and organisational
patterns that may exist among the interacting self-aware systems that make up the
collective, as well as the relationship between the individual and collective
self-awareness. The final chapter of Part II, Chap. 8, reviews the present state of
reference architectures, architectural frameworks, and languages for self-aware
systems and compares them with the ideas presented in the previous chapters of
Part II. It also lays out a set of open challenges for self-aware system architectures.

Part III contains seven chapters that focus on the methods and algorithms for
self-aware computing systems. The first three chapters treat issues pertaining to
system design, such as modeling, synthesis, and verification. First, Chap. 9 dis-
cusses the nature, origin, scope, and purpose of self-modeling and its critical role in
supporting system self-awareness. An interesting insight is that while models of a
system may certainly be imbedded within that system at design time, a system can
be much more flexible and adaptive if it possesses the capability to create and
modify models of itself at run time—and endowing systems with the ability to learn
both the structure and the parameters of such models is an interesting design
challenge in itself. Chapter 10 offers a set of strategies for retrofitting self-awareness
into legacy non-self-aware systems, and Chap. 11 discusses the synthesis and
verification of self-aware computing systems. The next two chapters of Part III
discuss a key run-time issue: adaptation. Chapter 12 explores how adaptation arises
from an interplay among learning, reasoning, and acting in individual self-aware
systems, while Chap. 13 explores how collective interactions among adaptive
self-aware entities may lead to disastrous or beneficial emergent behaviors, and
offers a number of possible diagnoses and remedies for undesirable behavior. The
final two chapters of Part III discuss a variety of approaches for characterizing and
measuring the self-awareness. Chapter 14 defines the metrics and benchmarks for
the self-aware computing systems, while Chap. 15 discusses the problem of
assessing self-awareness from a more general and philosophical perspective.

Part IV contains ten chapters on the applications and case studies in various
domains, and the degree to which self-aware computing approaches have been
adopted within those domains. The first seven chapters focus on the aspects of
self-awareness in the context of cloud computing. Chapters 16 and 17 discuss using
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and learning models to support the performance management in data centers, while
Chap. 18 treats online workload forecasting, which can be viewed as learning
models of the environment in which the performance management system is situ-
ated. Chapter 19 reviews the state of virtual machine (VM) management in data
centers, which (as also explained in the data center reference scenario section of
Chap. 4) falls short of self-awareness for several reasons. One reason is that VM
management systems tend to address lower-level metrics rather than adopting the
application perspective—a shortcoming that is addressed in Chap. 20, which
explores self-awareness of cloud applications. This is followed by two chapters that
explore the self-awareness and security in cloud-based systems. Chapter 21
explores the software architectures for self-protection, while Chap. 22 discusses the
benchmarks for intrusion detection systems. The final three chapters of Part IV
extend the applications and use cases beyond the domain of data centers. Chapter
23 discusses the self-aware networks. Chapter 24 discusses the cyber-physical
systems, with a special emphasis on run-time architectural models that may well
apply broadly, beyond this specific application domain. Both Chaps. 21 and 24 can
serve as practical complements to the more general and theoretical treatment of
architecture in Part II. In the final chapter of Part IV, Chap. 25, we expand our
horizons quite literally by discussing the vital role that self-aware computing plays
in the control of autonomous spacecraft.

The final section of this book, Part V, consists of a single chapter on open
challenges and future research directions for self-aware computing systems.

Intended Readership

This book is intended to serve two audiences. First, it may be used as a handbook
for professionals and researchers who work in the areas related to self-aware
computing. Second, it may be used as an advanced textbook for lecturers and
students of postgraduate courses on any of the many subjects that relate to
self-aware computing, such as advanced software engineering, autonomic com-
puting, self-adaptive systems, data center resource management, and any of the
other fields mentioned in Chap. 2. The reader is assumed to be generally acquainted
with the principles and practices of computer science or software and systems
engineering, but no specific expertise in any subfield of computer science is
required. For the most part, each chapter is self-contained, and plenty of references
are provided for those who wish to pursue the topic more deeply.

Würzburg, Germany Samuel Kounev
Hawthorne, NY, USA Jeffrey O. Kephart
Würzburg, Germany Aleksandar Milenkoski
Santa Clara, CA, USA Xiaoyun Zhu
January 2017
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Chapter 1
The Notion of Self-aware Computing

Samuel Kounev, Peter Lewis, Kirstie L. Bellman, Nelly Bencomo,
Javier Camara, Ada Diaconescu, Lukas Esterle, Kurt Geihs, Holger Giese,
Sebastian Götz, Paola Inverardi, Jeffrey O. Kephart and Andrea Zisman

Abstract Wedefine the notion of “self-aware computing” and the relationship of this
term to related terms such as autonomic computing, self-management, and similar.
The need for a new definition, driven by trends that are only partially addressed by
existing areas of research, is motivated. The semantics of the provided definition
are discussed in detail examining the selected wording and explaining its meaning
to avoid misleading interpretations. This chapter also provides an overview of the
existing usage of the term self-aware computing, respectively self-awareness, in
related past projects and initiatives.
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4 S. Kounev et al.

1.1 Introduction

There have been a number of research projects and initiatives in computer science
and engineering that have explicitly engaged with the notion of self-awareness in
computing. Some examples include the SElf-awarE Computing (SEEC) project at
MIT and University of Chicago, the ASCENS and EPiCS FP7 EU Projects, the
FOCAS FET Coordination Action, and the SEAMS Dagstuhl Seminars and work-
shop series. Relevant work can be found in several different areas and communities
including autonomic computing, machine learning and artificial intelligence, multi-
agent systems, self-organizing and self-adaptive systems, situation- and context-
aware systems, reflective computing, model-predictive control, as well as work from
themodels@run-time community. Recent reviews of relevant work [21, 29, 32] have
grouped contributions either by community or by thematically and have found that
the terms themselves often lack precise definitions.

This book adopts the notion of self-aware computing as defined by the Dagstuhl
Seminar 15041 “Model-driven Algorithms and Architectures for Self-Aware Com-
puting Systems”1 held on January 18–23, 2015. The seminar brought together
researchers from the respective communities to discuss the past and future trends
in self-aware computing and encourage active collaborations and cross-fertilization
between related research efforts. An important first step in this direction was the
formulation of a new definition of the term “self-aware computing system” integrat-
ing the different ways in which this term is used in the interdisciplinary research
landscape. In this chapter, we introduce this new broader notion of “self-aware
computing” and provide an overview of previous projects and initiatives that have
explicitly used this term in the past. By providing a common language, we aim
to foster interaction and collaboration between the respective research communi-
ties, raising the awareness about related research efforts and synergies that can be
exploited to advance the state of the art.

1http://www.dagstuhl.de/15041.

H. Giese
Hasso-Plattner-Institut, 14482 Potsdam, Germany
e-mail: Holger.Giese@hpi.de

S. Götz
University of Technology Dresden, Dresden, Germany
e-mail: sebastian.goetz@acm.org

P. Inverardi
University of L’Aquila, 67100 L’Aquila, Italy
e-mail: paola.inverardi@univaq.it

J.O. Kephart
Thomas J. Watson Research Center, Yorktown Heights, NY, USA
e-mail: kephart@us.ibm.com

A. Zisman
The Open University, Milton Keynes, UK
e-mail: andrea.zisman@open.ac.uk

http://www.dagstuhl.de/15041


1 The Notion of Self-aware Computing 5

1.2 Definition of Self-aware Computing

Definition 1.1 Self-aware computing systems are computing systems that:

1. learn models capturing knowledge about themselves and their environment
(such as their structure, design, state, possible actions, and runtimebehavior)
on an ongoing basis and

2. reason using the models (e.g., predict, analyze, consider, and plan) enabling
them to act based on their knowledge and reasoning (e.g., explore, explain,
report, suggest, self-adapt, or impact their environment)

in accordance with higher-level goals, whichmay also be subject to change.

It is assumed that a self-aware system is built by an entity with some higher-level
goals in mind. This entity may be a human (e.g., a developer) or a set of humans
(e.g., a developer team), but it does not necessarily have to be. The entity that built
the system may also be another computing system, at a higher level, that generates
a new system for a given purpose (e.g., in the form of executable code or models).

The major distinctive characteristics of a self-aware computing system are as
follows: (i) it must have the capability to learn models on an ongoing basis, capturing
knowledge relevant to the purpose for which it is built, and (ii) it must be able to use
the models to reason about this knowledge and act accordingly. Both the learning
and reasoning parts are driven by the system’s goals, which may be established by
the entity that built the system, by the end user of the system, or by a combination
of the two. The goals are referred to as higher-level goals to emphasize that they are
at a higher level of abstraction than the system itself and they are not under its direct
control. Note that the system itself may generate its own goals (at lower levels) as
part of its learning and model-based reasoning processes.

It is assumed that the learned models capture knowledge about the system and its
environment. We note that for some systems, the boundary between what is consid-
ered “knowledge about the system itself” and what is considered “knowledge about
the environment” is somewhat blurred. Therefore, we do not require a strict sepa-
ration of the learned models with respect to whether they capture knowledge about
the self or knowledge about the environment in which the self operates. However,
it is expected that both the amount and scope of the acquired knowledge should be
driven by the higher-level goals and what information could possibly be of use to
achieving them.

The term“model” is used here in a general sense and refers to any abstraction of the
system and its environment that captures some knowledge and may be used for rea-
soning with respect to the system goals. In his general model theory, Stachowiak [33]
identifies the following three features as essential for models: (i) mapping: a model
is always a model of some original (which can be a model itself), (ii) reduction: a
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model always abstracts from the original by reflecting only a subset of its attributes,
and (iii) pragmatic: a model only replaces the original for a certain purpose. We
note that “purpose” in this context is understood as potential purpose or a general
utility, allowing for exploratory behavior. Usually, we further distinguish descriptive
models, which capture the originals as they are, from prescriptive models, which
describe envisioned futures (planned originals). Descriptive models, in our context,
describe a given system aspect that may be relevant with respect to the system’s
higher-level goals. We further distinguish predictive models that support more com-
plex reasoning such as predicting the system behavior under given conditions or
predicting the impact of a considered possible adaptation action. We note that the
descriptive, prescriptive, and predictive model categories are not strictly mutually
exclusive as both descriptive and prescriptive models can also be used for predictive
analysis and therefore can be predictive models as well.

Some examples of different types of models capturing various aspects that may
be relevant in a given scenario include:

• a descriptive model capturing the system’s resource landscape and software archi-
tecture and their performance-relevant parameters,

• a descriptive model describing the system’s possible adaptation actions (degrees
of freedom at runtime),

• a prescriptive model describing how to act in a given situation (e.g., after a com-
ponent failure),

• a descriptive model describing the system’s goals and policies (e.g., service-level
agreements),

• a predictive statistical regression model capturing the influence of user workloads
on the system resource consumption and energy efficiency,

• a predictive stochastic model allowing to predict the system performance for a
given user workload and resource allocation, and

• a control theory model used to guide the system behavior.

We stress that the term “learn” does imply that some information based on which
models are derived is obtained at system runtime, while also additional static infor-
mation built into the system at design time can be employed as well. Typically, a
combination of both would be expected; for example, a system may be built with
integrated skeleton models whose parameters are estimated using monitoring data
collected at runtime. The model learning is expected to happen on an ongoing basis
during operation, meaning that models should be continuously refined and calibrated
in order to better fulfill the purpose for which they are used.

Taken together, the learning and reasoning are expected to enable model-based
analysis at runtime that goes beyond applying simple rules or heuristics explicitly
programmed at system design time. Depending on the considered type of system and
its respective goals, different types of model-based reasoning may be relevant. For
example, in the context of an IT system that has been designed to guarantee certain
performance requirements, the following types of reasoning may be relevant:
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• predict the load of an IT system (e.g., number of users or requests sent per unit of
time) in a future time horizon,

• predict the system performance (e.g., response time) for a given workload and
resource allocation (e.g., number of servers),

• predict the expected impact of a given system adaptation action (e.g., adding or
removing system resources) on the end-to-end system performance,

• determine how much resources need to be added to ensure that performance
requirements are satisfied under an increasing system workload, and

• estimate the system’s energy consumption at runtime and compare it to other
system configurations (e.g., with respect to voltage and frequency) in order to
select an optimal configuration.

An example of reasoning in the context of a cyber-physical system for traffic man-
agement may be to analyze the traffic situation in order to provide a recommendation
which routes to take for a given target destination. Another example, in the context of
medical implants, is a system that monitors concentrations of substances in the body
to determine if release of medication is needed in case these substances are not at the
right level. Further, a system monitors signals in the body (those before an epileptic
attack) in order to issue a warning signal/alarm in case patterns are identified that
match the pattern of an attack.

To clarify our intentions, we compare the terms learning, reasoning, and acting,
employed in our definition, with the weaker alternative terms observing and reacting.
While observing is a critical prerequisite for learning, learning clearly goes beyond
only observing by accumulating knowledge about the subject of observation over
time and manifesting this knowledge in reflective models. Also, reacting can be the
result of reasoning and acting; however, a system that only reacts, but does not reason,
does not have the capability to consider the current situation and its options before
it takes any action. Therefore, according to our definition, a self-aware computing
system is expected not only to observe and react, but also to learn, reason, and act.

By stressing the role of model learning and model-based reasoning, driven by
higher-level goals, we distinguish the term self-aware computing from related terms
such as autonomic computing or self-adaptive systems. Although, in most cases, it
would be expected that the system uses the learned models to reason and self-adapt
to changes in the environment, we note that self-adaptation (often referred to as
self-expression in this context) is not strictly required. In this way, we accommodate
cases where all adaptation actions must be supervised and authorized by an entity
outside the system, such as the entity that built the system or a human system user. For
example, in mission-critical cognitive computing applications, systems may provide
recommendations on how to act; however, the final decision on what specific action
to take is often made by a human operator.
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1.3 Previous Initiatives in Self-aware Computing

As mentioned earlier, there have been a number of research projects and initiatives
that have explicitly engaged with the notion of self-awareness in computing. Here,
we provide an overview of some of the most significant efforts, perspectives, and key
contributions. In the next chapter, we discuss previous work in self-aware computing
in more detail, contextualizing the perspectives taken in this book.

1.3.1 Self-awareness in Artificial Intelligence

Self-awareness has long been of interest in the artificial intelligence (AI) commu-
nity. In particular, studies have focused on higher levels of self-awareness such as
meta-self-awareness: a system’s awareness of its own self-awareness. This concept
overlaps significantly with meta-cognition, defined byMetcalfe and Shimamura [22]
as knowing about knowing. Integration of AI technologies into the systems that, as a
result of the integration, exhibit self-awareness of this meta-cognitive form has been
on DARPA’s research agenda for some time [27]. Indeed, architectural issues in
building such integrated systems which then exhibit self-awareness were the subject
of a DARPA workshop [4] in 2004.

One example of the consideration of self-awareness in the artificial intelligence
community is the algorithm selection problem, where a system can reason about
its own reasoning; that is, it possesses meta-cognition and can select an appropriate
reasoning method according to its situation [8]. In autonomous robotics, it has been
argued that self-awareness is not only beneficial, but also essential for safety and
robot ethics [29].

Furthermore, self-awareness is not only a property that can be observed at an
individual level, but also something that can arise in a collective intelligence context.
For example, a group of robots with simple behavioral rules and local interactions
may arrive at an emergent awareness of the properties of the group, including its
history and interactions with the world, though this awareness is distributed across
the individual units [23].

1.3.2 Engineering Self-aware Systems

While meta-cognition or meta-self-awareness is concerned with higher reasoning
abilities and is of particular interest in artificial intelligence, efforts exist at a more
fundamental level to engineer systems that explicitly consider knowledge about them-
selves. Agarwal et al. [1, 2] put forward a case for a paradigm shift in system design
practice. The idea here is to move from a procedural design methodology wherein
the behavior of the computing system is preprogrammed or considered beforehand
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(i.e., at design time), toward a self-aware system where this is not required and the
system adapts to its context at runtime. One aim is to avoid or reduce the need to con-
sider the availability of resources and various other constraints beforehand, instead
intelligently trading-off available resources for performance at runtime.

For example, the programming effort required to build a system to satisfy carefully
considered specifications could be reduced if there are resources at hand for the
system to use in an automated manner in order to optimize its own behavior, such
that it achieves a goal given the current constraints. A self-aware computer is thus
given a goal, and it automatically works to achieve the goal, for example with the
minimal amount of energy or other resources. In order to facilitate the engineering
of such systems, Hoffman et al. have developed a general and extensible framework
for self-aware computing [14], which integrates both control theory and machine
learning methods.

Self-awareness has also been proposed as a way to tackle the increasing com-
plexity and dynamics associated with modern service-based IT systems. Huber et
al. [19] proposes that self-aware software services, which have built-in models of
their own architecture and dynamic aspects of the system’s interactions with its
environment, can improve the utilization of resources, while continuing to satisfy
quality-of-service requirements. Further, Kounev et al. [18] highlight self-reflection,
self-prediction, and self-adaptation as key characteristics of self-aware service-based
systems and propose that methodologies for the systematic engineering of self-aware
systems are needed.

Importantly, for a system to be self-aware, it is not required to be highly com-
plex; indeed, the scalability of the concept means that self-awareness has also been
considered in much simpler systems. An example of this is the so-called cognitive
radio devices [11], which monitor and control their own capabilities and also com-
municate with other radio devices to monitor theirs. This enables them to improve
the efficiency of communication by negotiating changes in parameter settings [34].
We will explore a wide range of self-awareness concepts in the following chapter,
where both minimal examples such as this and more “full-stack” self-aware systems
will be compared.

In order to design self-aware systems, various enabling technologies have been
proposed in the form of application heartbeats [13, 31], for establishing a standard
way of setting application goals and evaluating the performance of the system while
trying to achieve the goals and the use of heuristic and machine learning techniques
for adaptation and decision making on the part of the system. An example of the
latter is the use of reinforcement learning in order to optimize a scheduling policy
for system components to gain access to the critical section within applications [10].

1.3.3 Self-awareness in Pervasive Computing

The pervasive computing community is also interested in self-awareness, due to the
typically mobile characteristics of agents, whose context continuously changes. As
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such, they need to synthesize knowledge based on their own state and environment,
in order to adapt to changes. Often, monitoring and adaptation are studied in the
context of human–computer interaction, since the interest is on how such systems
self-adapt in order to be useful to humans in different situations (e.g., “going for a
run”). Ye et al. [35] discuss issues and challenges involved in assimilating sensor
data from a myriad of sources in order for pervasive computing systems to identify
situations that human users may be in. They show a shift in techniques over time
from logic-based ones toward those that are learning-based, as the sensor data have
become more complex, erroneous, and uncertain, with sensors becoming ever more
pervasive. The learning of mappings between sensor data and the situation, given
the current model building techniques, poses challenges such as the lack of training
data, which can lead to low performingmodels. This has been tackled by considering
unsupervised learning [5, 12] and Web mining [28], allowing for extracting com-
monsense knowledge. Another line of research within pervasive computing concerns
constructing simulation models of contexts, for applications to be tested in [15].

1.3.4 Systems with Decentralized Self-awareness

Self-awareness research is not limited to an entity or system in itself being able
to monitor and reason about itself, but also describes emergent phenomena [23] in
collective systems. In natural systems such as ant colonies and the immune system,
the awareness of the global state is distributed across the elementary units that make
up the system (e.g., ants and their trails) and is statistical in nature. This helps the
system stay robust at the global level in the face of disturbances. In essence, the
system as a whole is aware enough of itself to understand when the globally stable
state gets disturbed and engages the elementary units to collect information locally,
which builds up in a statistical fashion, helping the elementary units use this statistical
information to get the system back into the globally stable state. Mitchell proposed
[23] that such systems can provide guidelines for designing artificial intelligence
systems with decentralized architectures, for example robotic swarms, which exhibit
apparent self-awareness.

One example of where such a system has been developed is within the SWARM-
BOTS project [24]. One of the objectives of the SWARM-BOTS project was the
design and implementation of a novel mobile robot, called an s-bot. While s-bots’
individual capabilities within an environment are physically limited (much like indi-
vidual insects in the natural world), through local communication they are able to
self-assemble [9] into larger structures, known as swarm-bots, which are capable of
achieving goals not reachable by individual s-bots. Examples of such goals might
include navigation over challenging terrain or the transportation of large objects;
in all cases, these tasks cannot be solved without the coordinated movements of
individual s-bots.

In this context, it is important to consider the relationship between the individ-
ual systems’ self-awareness, the self-awareness of neighboring systems, and the
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self-awareness of the collective as a whole. Zambonelli et al. [36] discuss some of
the issues involved here, considering the aspects of self-awareness relating to the
ability of the components to recognize situations and changes in situations (both
internal and external) in a collective system. This self-awareness is then used to
drive self-expression, including adaptation to the new situation. Importantly, this
self-expression also occurs at the level of the collective.

Other research challenges within the area of self-assembly, or structural self-
organization, include better understanding of how system structures, rather than
individual behaviors, can be adapted over timewith respect to the system’s distributed
sense of self-concept [17].

1.3.5 Computational Self-awareness

Lewis et al. [20] propose that human self-awareness can serve as a source of inspira-
tion for a new notion of computational self-awareness and associated self-expression,
behavior based on self-awareness. These comprise various capabilities, encapsu-
lated as different “levels” of self-awareness, based on cognitive psychologist Ulric
Neisser’s [25] broad set of levels of human self-awareness. The intention is to explic-
itly account for a full spectrum of existing and future systems, including simple
systems which sense and learn about themselves, as well as what might typically
be considered highly advanced artificial intelligence. The levels of computational
self-awareness provide one axis on which to compare how self-aware a computing
system is. Lewis et al. argue that increased self-awareness (in terms of the levels) can
improve a system’s ability to manage complex trade-offs in changing conditions.

They introduce a general framework for the description of the self-awareness prop-
erties of computing systems, which includes a reference architecture and a series of
derived architectural patterns. These can be used by engineers to determine whether,
how, and to what extent to build self-awareness capabilities into a system. The frame-
work proposed by Lewis et al. has been used to consider the self-awareness properties
of such diverse systems as distributed smart cameras [30], heterogeneous reconfig-
urable multi-core systems [3], and fault tolerance in avionic systems [26].

Lewis et al.’s notion of computational self-awareness [20] intentionally includes
many existing and prior systems, which have not been previously described as self-
aware.Nevertheless, these systemsuse capabilities,which fulfill some self-awareness
aspect, often due to their benefit in a complex environment.

1.4 A Concept of a Self-aware Learning and Reasoning
Loop

In autonomic computing, the system behavior is typically represented as a control
loop. To structure the principle of operation exhibited by autonomic managers, [16]
defined a reference architecture based on a control loop, typically referred to as the
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Fig. 1.1 MAPE-K autonomic control loop [16]

MAPE-K loop. This reference architecture has the advantage that it offers a clear
way to identify and classify areas of particular focus, and thus, it is used by many
researchers to communicate the architectural concepts of autonomic systems.

In the following, we contrast the MAPE-K loop used in autonomic computing to
the concept of self-aware computing as defined above. To this end, we first briefly
describe theMAPE-K loop. The acronymMAPE-K reflects the fivemain constituent
phases of autonomic loops, i.e.,Monitor,Analyze, Plan,Execute, andKnowl-
edge, as depicted in Fig. 1.1. Basically, the Monitor phase collects information
from the sensors provided by the managed artifacts and its context. The Analyze
phase uses the data of the Monitor phase to assess the situation and determine
any anomalies or problems. The Plan phase generates an adaptation plan to solve a
detected problem. The Execute phase finally applies the generated adaptation plan
on the actual system. A cross-cutting aspect shared among all phases of the loop
is the Knowledge about the system and its context, capturing aspects such as the
software architecture, execution environment, and hardware infrastructure on which
the system is running.

The software engineering community uses a similar feedback loop concept, distin-
guishing the four phases Collect, Analyze, Decide, and Act [7]. Conceptually,
the behavior of these phases is similar to the phases in the MAPE-K loop; how-
ever, this concept does not explicitly consider the Knowledge part. More details
about the use of feedback loops in self-adaptive systems, such as the use of multiple,
multi-level, positive, or negative feedback loops, are given by [6].

Although the notion of self-aware computing, as defined in this book, has some
common aspects with the concept of a feedback loop, such as MAPE-K, there are
some important differences. While theMonitor and Analyze phases of MAPE-K
imply that information is gathered and analyzed continually at runtime, this does
not necessarily imply that the acquired information is abstracted and used to learn
models on an ongoing basis during operation. Similarly, while taken together, the
Analyze and Plan phases can be compared to the model-based learning and rea-
soning processes in self-aware computing, the latter requires that the type of analysis
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Fig. 1.2 Self-aware learning and reasoning loop: LRA-M loop

conducted at runtime based on the learned models goes beyond applying simple
rules or heuristics explicitly programmed at system design time. Finally, the Exe-
cute phase in MAPE-K implies that the system self-adapts at runtime. In contrast,
as mentioned earlier, self-adaptation (or self-expression) is not strictly required in
self-aware computing. A self-aware computing system may provide recommenda-
tions on how to act; however, the final decision on what specific action to take may
be left to a human operator, for example, as typical for many cognitive computing
applications.

Figure1.2 illustrates our concept of a model-based learning and reasoning loop
(LRA-M loop) capturing the main activities in a self-aware computing system. The
figure shows the self and its interfaces to the environment in which it is operating.
The activities within the self are driven by its goals and its observations collected as
empirical data about relevant aspects of the system and its environment, its users, and
so on. The empirical data are used as a basis for the ongoing learning process, as
part of which observations are abstracted into models capturing potentially relevant
aspects of the system and its environment (such as their structure, design, state, possi-
ble actions, and runtime behavior). The learnedmodels form the system’s knowledge
base (corresponding to the Knowledge part in the MAPE-K loop), which provides
the basis for the system’s reasoning process. The reasoning process may trigger
actions affecting both the behavior of the system itself (self-adaptation) and pos-
sibly impacting the environment. The actions may also affect the system’s learning
and reasoning activities themselves, for example, by focusing the learning process on
selected aspects or observations.We note here that although we explicitly distinguish
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the learning process from the reasoning process, it is not strictly required that in a
self-aware computing system, these processes are separated, since in many cases the
two activities may be interwoven.

1.5 Conclusion

The two major distinctive characteristics of a self-aware computing system are as
follows: (i) it must have the capability to learn models on an ongoing basis, capturing
knowledge relevant to the purpose forwhich it is built, and (ii) itmust be able to use the
models to reason about this knowledge and act accordingly. The term “model” refers
to any abstraction of the system and its environment that captures some knowledge
and may be used for reasoning with respect to the system’s goals. Both the learning
and reasoning parts are driven by the system’s goals, whichmay be established by the
entity that built the system, by the end user of the system, or by a combination of the
two. Taken together, the learning and reasoning are expected to enable model-based
analysis at runtime that goes beyond applying simple rules or heuristics explicitly
programmed at system design time. As discussed in this introductory chapter, the
notion of “self-aware computing” is strongly related to existing notions such as
autonomic computing, self-management, and similar. The novelty of the term is that
it explicitly stresses model learning and reasoning as ongoing processes built into a
system’s design. Thus, the role of models capturing static and dynamic knowledge
about the system, as well as the use of model-driven algorithms and architectures as
a basis for reasoning, is central to the vision of self-aware computing systems.
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in different research areas, such as artificial intelligence, organic computing, or auto-
nomic and self-adaptive systems. This chapter provides an overview of strongly
related concepts and areas of study from the perspective of self-aware computing
systems.

2.1 Introduction

The notion of self-aware computing encompasses different aspects which have
already been the subject of study in different research areas of computer science.
In fact, systems that feature one or several desirable characteristics in a self-aware
computing system, such as being able to learnmodels about itself and its environment,
reasoning, planning, or providing explanations, are already a reality. The construc-
tion of such systems has been made possible thanks to the research efforts carried
out in areas such as artificial intelligence, autonomic computing, self-adaptive and
self-organizing systems, or cognitive computing. As it happens, many of these disci-
plines will foreseeably be strongly intertwined with research in the area of self-aware
computing, making it stand on the proverbial shoulders of giants.

This chapter presents an overview of concepts and research areas strongly related
to self-aware computing. Every section presents a different area of research and
explores its relation to self-aware computing systems. Note that there are disciplines
that cannot be considered as fully within the scope of computer science (e.g., cyber-
netics) in which engineers employ ideas that are well alignedwith the areas for which
we provide an overview in this chapter. However, those areas are not discussed in
this chapter due to space limitations.

This chapter starts with an overview of different related forms of control in
Sect. 2.2. Next, Sect. 2.3 lays down the foundation for the rest of the chapter by
presenting an overview of one of the existing perspectives on artificial intelligence
that resonates most closely with self-aware computing systems.

After the introduction of the basics, Sect. 2.4 presents an overview of autonomic
computing, which enables the construction of systems able to manage themselves
in accordance with a set of high-level objectives specified by administrators or sys-
tem users. Section2.5 describes organic computing, which deals with the study of
systems that dynamically adapt to changing conditions and exhibit a number of
self-* properties, as well as context awareness. Next, Sect. 2.6 introduces service-
based systems and cloud computing, including concepts such as location-transparent
computation and autonomous services as agents. Section2.7 provides an overview
of self-organizing systems, which are able to organize themselves according to the
laws of the environment within which they execute. Then, Sect. 2.8 introduces self-
adaptive systems, which are strongly related to autonomic systems and able to adjust
their own behavior in response to its perception of the environment and the system.

Section2.9 introduces reflective computing and the notion of computational
reflection as the system’s ability to reason about its own resources, capabilities, and
limitations in the context of its current operational environment. Next, Sect. 2.10
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introduces models at run-time, that is, abstract self-representations of a system
focused on a given aspect that may include its structure, behavior, or goals. This
section also explores the relation betweenmodels at run-time and the concept of com-
putational reflection presented in Sect. 2.9. Section2.11 presents situation-aware and
context-aware systems, in which the emphasis is made on building human–machine
systems that observe, evaluate, and act within diverse situations that include a com-
prehensive set of factors that correspond to people, location, and events, as well as
other environmental factors. Section2.12 presents symbiotic cognitive computing,
which are multi-agent systems that comprise both human and software agents that
collectively perform cognitive tasks such as decision-making better than human or
software agents can by themselves. Then, Sect. 2.13 covers auto-tuning, which deals
with the automation of performance tuning, mostly for scientific applications.

After presenting an overview of different related areas and concepts, Sect. 2.14
provides a constructive definition of self-aware computing system that makes some
considerations concerning the different factors influencing feasibility, capabilities,
and ultimately determine under which conditions it is possible to actually develop a
self-aware computing system, and how.

2.2 Control

In control theory, several advanced forms of control and adaptive control have been
developed that involve learning, reasoning, and acting as well as models employed
online as outlined for self-aware computing systems as introduced in Chap.1. To
compare self-aware computing systems with adaptive control architectures applied
to software, we look at first into model reference adaptive controllers (MRACs) and
model identification adaptive controllers (MIACs) in the following.

In case of model reference adaptive controllers (MRACs) [33, 37], a reference
model defining desired closed-loop performance is employed to steer the adaptation.
Consequently, the scheme is comparable to a prediction model of what is wanted
that is used to steer the adaptation of the controller. However, as we have a prediction
model of the plant only but not of the controller there is no process like learning
involved, as the reference model is given at design time. The reference model is
more a form of a given (high level) goal that is employed to steer the adjustments.

Themodel identification adaptive controller (MIAC) [37] scheme performs some
form of system identification while the system is running, which can be compared
to learning a model and then reasoning about the learned model to determine how
to adjust the controller. However, we learn only a model only of the plant and not of
the controller and therefore, if the plant is the context, we have context awareness
only, and if the plant is a part of the system, we have self-awareness. As both cases
are required for self-awareness according to Chap.1, employing the MIAC scheme
only leads to a self-aware computing system if the software and the environment are
somehow subject to system identification.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Model-predictive control (MPC) [72] uses a model of the plant and a finite hori-
zon for the predictions of the future output. The predicted outputs are employed to
compute optimal set points (steady-state optimization). The optimal set points are
then employed to calculate required control inputs to achieve the set points. When
self-aware computing systems are comparedwithmodel-predictive control, architec-
tures using a predictive model to plan the impact of future control actions such that
the given criteria are optimized (according to goals) can be mapped to the reasoning
and action. MPC can also be combined with system identification (cf. [40]) similar
to MIAC as thus also a learning component is possible. However, MPC employing
system identification learns a model only of the plant and not of the controller and
therefore, if the plant is the context, we have context awareness only, and if the plant
is a part of the system, we have self-awareness. As a link in the case of MIAC,
both cases are required for self-awareness according to Chap.1, employing the MPC
with system identification scheme only leads to a self-aware computing system if the
software and the environment are somehow subject to system identification.

Overall we can conclude that if the software and the environment are somehow
subject to system identification, the system identification in control theory is com-
parable to the learning of self-aware computing systems. Also the MPC scheme of
control theory can be seen as a special case of reasoning and acting (adapting) of
self-aware computing systems. Finally, reference models in the MRAC scheme of
control theory are a special case of static goals as considered by self-aware comput-
ing systems. Consequently, it can be argued that also self-aware computing systems
in case they adapt the software behavior like less advanced forms of self-adaptive
systems can likely largely benefit from the achievements of control theory. However,
as also for the less advanced forms of self-adaptive systems principles and solutions
of control can only be applied to software systems in restricted cases and the transfer
of applicable control theory results to self-aware computing systems is still in its
infancy.

2.3 Artificial Intelligence

There are many different perspectives on artificial intelligence, but the one that res-
onates most closely with self-aware systems is that adopted by Russell and Norvig
in their book “Artificial Intelligence: AModern Approach” [69], according to which
artificial intelligence is fundamentally about designing and building rational agents.
Wooldridge and Jennings [85] further define an agent as a software-based computer
system that enjoys the following properties:

1. autonomy: agents operate without the direct intervention of humans or others and
have some kind of control over their actions and internal state;

2. social ability: agents interact with other agents (and possibly humans) via some
kind of agent-communication language;

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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3. reactivity: agents perceive their environment and respond in a timely fashion to
changes that occur in it; and

4. proactiveness: agents do not simply act in response to their environment, and they
are able to exhibit goal-directed behavior by taking initiative.

By emphasizing social ability as an essential property of agents, Wooldridge and
Jennings suggest that agents typically exist in environments in which other agents are
present, and that they interactwith one another via some sort of agent-communication
language, thereby forming multi-agent systems.

Self-aware computing systems as defined in this chapter possess the characteristics
of autonomy, social ability, reactivity, and proactivity and can therefore be understood
as types of agents or multi-agent systems that achieve these characteristics via the
specific approach of learning models and using those models to determine how best
to satisfy their goals.

2.3.1 Overview of Agents and Multi-agent Systems

A software agent can be defined, very generally, as a software entity that can accom-
plish tasks on behalf of its user, by acting within its environment [60]. In [69], agents
are also referred to as rational entities, meaning that they would take the best pos-
sible action, considering available information and capabilities, to approach their
objectives: “For each percept sequence, a rational agent should select an action that
is expected to maximize its performance measure, given evidence provided by the
percept sequence and whatever built-in knowledge the agent has.”

A wide variety of agent types, with more specific abilities and characteristics, has
been defined within this vast area to address the particularities of different domains,
based on different approaches. An extensive review of all agent types would be well
beyond the scope of this chapter. We merely aim to highlight here the most relevant
types that would help us compare multi-agent systems with self-aware computing.

We consider several dimensions of comparison, whereby agents can be either
deliberative or reactive; mobile or static; and feature various combinations of key
characteristics, such as autonomy, learning, and social interaction. In the context of
self-aware computing,we aremainly concernedwith aspects of autonomy, reasoning,
learning, and social abilities. Hence, we will focus on discussing these next.

A deliberative agent is the “one that possesses an explicitly represented, symbolic
model of the world, and in which decisions (e.g., about what actions to perform) are
made via symbolic reasoning” [85]. Conversely, reactive agents reach their objectives
by implementing a stimulus-response (or reflex) behavior,merely reacting to changes
in their environment with corresponding actions. Hence, they do not posses symbolic
representations or reasoning capabilities [15].

Russel and Norvig [69] refine this agent typology further, defining goal-oriented
and utility-based agents. These correspond to deliberative agents that pursue goals
in a binary manner—either achieving the goal or not achieving it—or in a more
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modulated manner—where goal achievement can be equated to various degrees of
utility. Russel and Norvig also refine reflex-based agents into basic andmodel-based
reflex agents, which are reactive agents with or without internal state, respectively.

An agent’s autonomy refers to its capability to operate without requiring human
intervention, in order to achieve its objectives, or goals, on behalf of its user. In the
context of deliberative agents, proactiveness is also considered as a key agent feature,
related to its autonomy. It implies that the agent will be “taking the initiative” for
reaching its goals, rather than simply reacting passively to its environment [85]. Of
course, deliberative agents can also react to environmental changes.

An agent’s learning ability allows it to adapt its behavior—e.g., via changes
in its knowledge and reasoning, or in its reflexes—based on interactions with its
environment, in order to increase its performance over time. Finally, an agent’s
social ability refers to its capability to interact with other agents, via some well-
defined communication language.

A multi-agent system (MAS) consists of multiple agents that are engaged in some
sort of interaction in order to accomplish one or several tasks, or goals. MAS is
typically employed to address complicated computing problems via a divide-and-
conquer technique—i.e., dividing the problem among a set of (specialized) agents,
which interact to compose partial results into a global solution. In the case of deliber-
ative agents, this implies that knowledge representation, acquisition, and reasoning
processes are also distributed among the agents.

2.3.2 Comparison with Self-aware Computing

Since the concept of agent has been used rather broadly across various applications
and domains, it has become an umbrella term for a wide variety of computing entities
that feature highly different capabilities and characteristics. Therefore, it is quite
difficult to provide an exact comparison of multi-agent systems with self-aware
computing systems, not at least since these later can also feature different kinds and
levels of self-awareness (Chap. 3). Considering these reasons, we only attempt here
to provide a general comparison, highlighting the main differences in focus between
the two concepts.

The concept of a self-aware computing system (as defined in Chap.1) is mostly
compatible with that of a deliberative agent, which features autonomy, learning,
and social abilities—i.e., a “smart agent” in [60]. Indeed, like deliberative agents,
self-aware computing systems can possess models of the world that are explicitly
represented and on which they can reason in order to achieve higher-level goals (rep-
resenting the user). In addition to an agent’s world models, self-aware systems must
also possessmodels of themselves andmust reason on these to perform actions—e.g.,
self-adaptation to ensure system autonomy in a changing environment; explaining
and reporting their current states (and their probable causes) to users, or to other
systems; or suggesting means of rectifying undesirable or suboptimal states. Conse-
quently, the learning capabilities of self-aware systems must apply to both models

http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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representing their environments and themselves. Here, self-aware systems focus on
the particular problem of agent autonomy, within a changing environment and/or in
the presence of internal faults, rather than on problem-solving in general, as is the
case for multi-agent systems.

Like social agents, self-aware computing systems may also interact with other
systems, either by direct communication or by indirect influence within a shared
environment. The systems that such a self-aware system interacts with may feature
various levels of self-awareness, or may be non-self-aware. In case of direct commu-
nications, a self-aware system’s interactions can be equated to agent communications
(and hence represent social skills). A specific feature of self-aware computing sys-
tems consists in the extent to which they can be, or become, self-aware of the other
systems that they interact with—e.g., acquiring and maintaining models of them.
This can also be the case in some agent-oriented approaches, like with game the-
oretical agents, yet here the agents’ awareness of each other is typically provided
at design time, then potentially refined during run-time. Another interesting feature
here consists in the lack of assumptions on the other systems’ self-aware capabilities
(i.e., heterogeneity of self-awareness levels across a collective of systems). Again,
this can be the case in some multi-agent systems—such as some game theoretical
cases—yet the agent’s self-awareness levels are typically predefined, depending on
their roles.

2.4 Autonomic Computing

The autonomic computing initiative [35] was spurred by a concern that rapid growth
in the complexity of IT systems would outstrip the ability of IT administrators to
cope with that complexity. The proposed solution was for the system to take upon
itself a large portion of themanagement burden. Just as the autonomic nervous system
governs our pulse, our respiration, and the dilation of our pupils, freeing our conscious
brain to attend to higher-level cognitive functions, the goal of autonomic computing
is to create computing systems that manage themselves in accordance with high-
level objectives from administrators or system users. While initially conceived as a
paradigm for the future of IT management, over the course of time the principles,
objectives, and techniques of autonomic computing have come to be applied more
broadly, extending to physical systems such as data centers (and data center robots),
the Internet of things, and smart homes.

An early paper that outlined the vision and research challenges of autonomic
computing [41] laid out an architecture in which autonomic behavior was exhib-
ited at two levels. Autonomic elements (such as databases, Web servers, or physical
servers) were envisioned to use a combination of monitoring, analysis, planning,
and execution driven by knowledge (often referred to as the MAPE-K architecture
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or MAPE-K loop) to accomplish their own individual goals.1 System-level auto-
nomic behavior was to be driven by system-level goals and accomplished through
well-designed interactions among multiple interacting autonomic elements whose
individual goals might be designed to support the desired system-level behavior.
The vision did not specify how the goals of autonomic elements might be derived
from system-level goals, nor did it specify how to design the interactions among the
autonomic elements; these were cited as difficult and important research challenges.

Comparing the definition and vision of autonomic computing systems to that of
self-aware computing reveals several similarities and a few distinctions. Employing
Knowledge to support the Monitoring, Analysis, Planning, and Execution functions
matches very closely the second clause of the self-aware computing definition, which
states that self-aware systems “reason using ... models ... enabling them to act.” Con-
tained within the Knowledge component of an autonomic element are one or more
models that the Analysis component can use to anticipate the likely consequence of
an action or a plan (a sequence of actions) that it is contemplating. The objective of
the Planning component is tomove the autonomic element (or perhaps the autonomic
system in general) from its current state (as assessed by the Monitoring component)
to a state that it is deemed more desirable according to the high-level goals, which
are also held within the Knowledge component. One common approach to using
models and high-level goals to drive the behavior of autonomic elements and sys-
tems is utility functions. The state space is described in terms of attributes that the
administrator deems important (e.g., response time and power consumption), a utility
value is ascribed to each possible state, and the system selects an action that would
(according to models) lead to a state with the highest achievable utility value, given
the current resource of other constraints. Finally, regardless of the means by which
analysis and planning are accomplished, the autonomic element Executes the action
or plan deemed most desirable by the Planning component, the state of the auto-
nomic element (or the autonomic system) evolves (either in reaction to the action(s)
or an external change such as an increase in workload), and the MAPE-K process
continues. The execution step is the one point at which the autonomic computing
definition may differ from the reasoning clause of the self-aware computing defini-
tion. Autonomic computing requires execution, while self-aware computing permits
execution but does not require it. Nonetheless, in practice the field of autonomic
computing embraces work in which the system recommends an action, but allows a
human to judge whether or not to take it, viewing this as an important and necessary
evolutionary step toward full-fledged autonomic computing, not just as a matter of
making incremental technological progress, but also as a means for building user
trust.

1In actuality, MAPE-K was not strictly an architecture (it was more of a statement about required
functionality than it was a statement about how those functions were to be woven together) nor was
it necessarily a loop, as the various components might typically be operating in parallel at all times
and not running in a strict order.
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Thefirst clause of the self-aware computing definition concerns learning. Learning
has always been viewed as an important aspect of autonomic computing, and a
preferred means by which models are created, but autonomic computing does not
strictly require that an element or a system learn to be regarded as autonomic.

To summarize, while autonomic computing was initially proposed as an IT man-
agement solution, the current understanding of the term is much broader, and it
overlaps strongly with the definition of self-aware computing systems. The main dif-
ferences are that autonomic systems are not strictly required to learn, and self-aware
systems are not strictly required to act.

2.5 Organic Computing

An organic computing (OC) system is “a technical system which adapts dynami-
cally to the current conditions of its environment. It will be self-organizing, self-
configuring, self-healing, self-protecting, self-explaining, and context-aware” [58].

From its inception, OC started with a strong industry pull (including Daimler-
Crysler, Siemens, and Bosch) because of the shared belief across several industries
that we can no longer adequately design very large-scale, complex systems; complex
systems need to help us by designing parts of themselves and by managing parts of
themselves.

As part of this was the strong recognition by OC that complex systems have
emergence. That is, they have unplanned and unexpected side effects and emergent
properties at different levels because of the interactions among large numbers of
components under different operational conditions. The OC attitude is “How can we
take advantage of the fact that complex systems have emergence?” How can systems
use emergence as a source of controlled variation? How can we shape emergence to
go in desired directions?

Hence, from its inception, OC emphasized the importance of having systems that
could not only observe and adapt to the changing and demanding external world,
but also could observe and adapt their own goals, plans, resources, and behaviors
as necessary to correctly map to new contexts and requirements. Moreover, in OC
approaches, onewill take advantage of this self-awareness to adapt to not only chang-
ing conditions and requirements, but even to new, emergent properties in the system
and its environment.

Although OC has different approaches to meeting the challenges of creating self-
adaptive and self-aware systems, the observer/controller architecture is an especially
important contribution tomention here because of its clear relationship and similarity
to several of the architectures in this book (see more in Chaps. 6 and 8). An early
description of the observer/controller architecture is depicted in Fig. 2.1.

A key emphasis in OC is that complex systems need to have self-control and self-
adaptation abilities while always retaining important human-in-the-loop capabilities
so that humans can suitably monitor and control when necessary the results of inter-
acting and relatively autonomous computing systems. Hence, the observer/controller

http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_8
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Fig. 2.1 Early
observer/controller
architecture

architecture is comprised of two top-level concepts: the organic system and a human
user, where the organic system adheres to the basic input/compute/output principle
of computing. The human user is seen as imposing goals and constraints at times
on the organic system, while reviewing the system status based on the OC system’s
self-reporting capabilities and whatever special human interfaces to system instru-
mentation have been added.

The organic system is further decomposed into three major components: the sys-
tem under observation and control (SuOC), the observer, and the controller. All
human interaction is relayed by the controller. Notably, the input/compute/output
principle is realized by the SuOC. Observer and controller impose a feedback loop
onto the SuOC, where the first observes the SuOC and reports to the controller, which
in turn controls the SuOC.

An important characteristic of the SuOC in organic computing is that it is com-
prised of agents, i.e., autonomous entities. In other words, the SuOC is already a
set of self-organizing systems. The observer and controller enhance this system to
achieve controlled self-organization.

As can be seen by this very brief description, there can be multiple observer–
controller layers in a given system. Furthermore, different kinds of self-awareness
capabilities, as discussed in the rest of this book, can contribute at many points in this
architecture; they will certainly occur in the observational and reasoning capabilities
of the observer, as well as potentially in the adaptive behaviors directed by the
controller.
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2.6 Service-Based Systems and Cloud Computing

In this section, we first introduce some basic concepts related to service-oriented
computing, followed by an overview of the area of cloud computing, emphasiz-
ing concepts relevant to self-aware computing systems, such as location-transparent
computation and the notion of autonomous services as agents.

2.6.1 Service-Based Systems

Service-oriented computing (SOC) and service-oriented architecture (SOA) are now
largely accepted as well-founded reference paradigm and reference architecture for
Internet computing [62]. Under SOC, networked devices and their hosted applica-
tions are abstracted as autonomous loosely coupled services that, while playing the
roles of service providers, consumers (aka clients), and registries, they also interact
by following the service-oriented interaction pattern (see Fig. 2.2).

According to this pattern, a service has to define an interface publishable on
the Internet, researchable, and callable independently from a particular language or
platform. In order to obtain these requirements, a SOA application has to define roles
(not all required) as shown in Fig. 2.2.

• Service Consumer: the entity that uses the service; it can be an application module
or another service;

• Service Provider: the entity that provides the service and exposes the interface;
• Service Contract: defines the format for the request of a service and the related
response;

• Service Registry: Directory on the Internet that contains the services.

Despite the remarkable progress of the SOC paradigm and supporting technolo-
gies in the last ten years, substantial challenges have been set through the evolution of
the Internet. Over the years, the Internet has become the most important networking
infrastructure, enabling all to create, contribute, share, use, and integrate informa-
tion and extract knowledge. As a result, the Internet is changing at a fast pace and
is called to evolve into the Future Internet, i.e., a federation of self-aware services

Fig. 2.2 Service-oriented
interaction pattern
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and networks that provide built-in and integrated capabilities such as service sup-
port, contextualization, mobility, security, reliability, robustness, and self-* abilities
of communication resources and services [28, 38].

In this wide spectrum, a SBS can bemeaningfully seen as a composition of service
providers and consumers that interact by providing/requiring functionalities to/from
each other. A SBS is often opportunistically built for the purpose of achieving a
given goal. The goal typically expresses functional and non-functional high-level
requirements that the resulting composition has to fulfill. The former class captures
the qualitative behavior of a SBS, its functional specification. The latter defines the
SBS’s quantitative attributes such as performance, reliability, and security.

From a software engineering perspective, goal changes are always done to meet
the new requirements; e.g., users and involved business organizations may change
their functional needs and non-functional preferences. Moreover, it can be that the
services currently involved in the composition no longer perform as expected. On
the practical side, the source of this type of run-time changes can be, e.g., changing
conditions of the network through which services communicate, degrading com-
putational resources of the execution environments where services are deployed,
upgrading the version of the middleware on top of which services run, and remote
service substitution.

The knowledge that service consumers have depend on the contract (often
expressed by means of service behavioral models) exposed by the service providers
they want to interact with (interface only, interface plus interaction protocol, inter-
face plus interaction protocol plus non-functional attributes, etc.). As a consequence,
also the kind of reasoning that enables a SBS to act based on its knowledge depends
on the kind of models and notations used to describe service contracts.

Last but not least, since a SBS can be seen as a composition of services, the
way the system can act to enable self-awareness is constrained by the structure and
behavior of the adopted composition means. In particular, two forms of composition
to build SBSs can be distinguished, one centralized, i.e., service orchestration, and
one distributed, i.e., service choreography [5].

2.6.2 Cloud Computing

Cloud computing refers to the on-demand delivery of IT resources and applica-
tions via the Internet, possibly with a pay-as-you-go pricing. By referring to the
NIST definition of cloud computing [53], “cloud computing is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service-
provider interaction.” In other words, cloud computing is essentially about moving
services, computation, and data off-site to a location-transparent entity. Cloud com-
puting distinguishes three service models, as described below:
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• Software as a Service (SaaS): WAN-enabled application services (e.g., Google
Apps, Salesforce.com, andWebEx). The capability provided to the consumer is to
use the providers’ applications running on a cloud infrastructure. The applications
are accessible from various client devices through either a client interface, such as
a Web browser (e.g., Web-based email), or a program interface.

• Platform as a Service (PaaS): Foundational elements to develop new applications
(e.g., Coghead and Google Application Engine). The capability provided to the
consumer is to deploy onto the cloud infrastructure consumer-created or acquired
applications created using programming languages, libraries, services, and tools
supported by the provider.

• Infrastructure as a Service (IaaS): Providing computational and storage infrastruc-
ture in a centralized, location-transparent service (e.g., Amazon). The capability
provided to the consumer is to provision processing, storage, networks, and other
fundamental computing resources, where the consumer is able to deploy and run
arbitrary software, which can include operating systems and applications.

Some of themain characteristics of cloud computing are concernedwith (i) elasticity,
inwhich it requires on-demand capabilities of resources; (ii) broad network access, in
which access to the cloud can be done using any computer-based device; (c) resource
pooling, in which data can be used and added in the cloud at any time; (d) measured
services, in which consumers only pay for the resources they use from the cloud;
(e) energy efficiency, in which the energy consumption of cloud data centers are
optimized; and (f) virtualization, in which the infrastructure is divided and seen as
separated logic components.

The above characteristics of cloud computing require a degree of self-awareness
of the technology. For example, it is necessary for the system to be aware of the need
of new resources and to be able to free the not-used resources at a certain moment
of time. However, it is not possible to say that cloud computing technologies have
the necessary level of self-awareness, as per the definition given in Chap.1.

2.6.3 Comparison with Self-aware Computing

Since the vision ofWeiser [81] was published almost 25 years ago, pervasive systems
have almost become reality. Computers have become ubiquitous and are available
in areas nobody would have expected them 20 years ago such as cars, parks, or
even pot plants at home. Nevertheless, these computers are often far from being
self-aware. In many cases, these computers act as simple sensors merely storing the
sensed environment on a local memory or transmit it to a central server. The two
main points in the self-aware computing definition are often not fulfilled. Pervasive
systems only in some cases learn about their environment but they only rarely reason
about this knowledge.

Nevertheless, there are novel areas of research within the pervasive computing
community, such as the smart environment community. Here the devices try to learn

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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behavioral patterns about the user in order to anticipate certain actions, requirements,
or desires of the user. This anticipation is often founded on predefined rules and only
allows very limited flexibility with respect to defining new goals for the individual
device or the entire system. Furthermore, the interplay between the individual devices
and the impact of their actions on each other is often hardwired within the individual
devices. This limits the capabilities to include new devices during run-time without
explicit setup of the system. While implementing individual autonomous computing
agents within the different devices and using a service-based approach introduce
higher flexibility and robustness to the pervasive system, the higher, system-wide
goals are still not considered when actions of the individual devices are performed.

2.7 Self-organizing Systems

As their name suggests, self-organizing systems are systems that are able to organize
themselves adaptively andwithout external control.Organization is at the core of this
definition and generally comprises the relations, interconnections, conditionality or
dependencies between the system’s components, or variables. Hence, organization
relates heavily to the system’s structure, defining its main components and their
interrelations.

In the remainder of this section, we first present a general overview of self-
organizing systems, followed by a discussion of cross-pollination opportunities with
self-aware computing.

2.7.1 Overview of Self-organizing Systems

From a general perspective, if a system (or general “machine” [4]) is viewed as a
set of states S, with a set of inputs I and a function f that maps I x S into S—i.e.,
determining the system’s future state based on the current state and inputs—then the
system’s organization represents the manner in which its variables are interrelated
via the mapping function f. A self-organizing system here implies that the system
is able to change its own mapping function. This raises some controversies around
the system’s boundary definition, since it implies the extension of the initial system
with a controller that monitors and updates its organization [4].

However, most often, self-organization is understood as a dynamic adaptive and
autonomous process that results from the inherent behavior of each system compo-
nent and of the “laws” of the environment within which they execute [4, 20]; and
which results in a progressive increase in system structure [84]. Examples of nat-
ural self-organization include the spontaneous assembly of protons, neutrons, and
electrons into atoms; of different atoms into organic molecules; and the evolution
of living organisms adapted to their environments. Examples in artificial systems
include the adaptive formation of ad hoc mobile networks, of robot swarms, and of
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component- and service-based software system assemblies. Ashby prefers referring
to this type of self-organization as the “spontaneous generation of organization.”

This is also the typical understanding of self-organization in the computing sys-
tems domain, notably in research communities such as the self-adaptive and self-
organizing (SASO) systems—as reflected for instance in the proceeding series of the
International Conference on SASO Systems.2 Here, self-organization is interesting
because of the advantageous properties that it features in general (e.g., resilience
and adaptability to a wide range of environmental changes; robustness in the face
of internal failures; and scalability with the number of components and adaptation
frequency). In the SASO community, self-organization is also seen as a bottom–up
alternative to achieving self-adaptation, which was originally designed as top–down.

The main challenge here is: How to design self-organizing systems that also
meet desirable goals? Indeed, in natural systems, most instances of self-organization
have no other obvious purpose than their own existence and survival within their
environment. In more “interesting” cases (from a goal-oriented system perspective),
different organisms self-organize into more-or-less temporary formations in order to
achieve via collective action a common goal that none of them could have achieved
individually (e.g., swarms, flocks, herds, teams, and societies). Yet, when building
artificial systems, determining which component behaviors and interaction laws will
lead to the self-organization of systems that meet the designer’s goals within targeted
environments is a difficult task, subject to active research. These challenges differ
from those highlighted by self-aware computing, where the research focus is placed
on the system’s knowledge acquisition and the way in which usage of this knowledge
can serve the system’s achievement of goals.

2.7.2 Cross-pollination Opportunities with Self-aware
Computing

In self-organizing systems, any knowledge available is decentralized and distributed
across the participating system components, or agents. An exception may occur if
global knowledge were encoded within the environment shared by the system’s com-
ponents. This aspect will be interesting to study within the context of decentralized
(or self-organized) self-aware systems.

Conversely, it will be interesting to explore how self-awareness could help a
system’s components self-organize in order to achieve a shared goal. Here, the hard-
coded elementary behaviors and “laws” of the environment that fuel self-organization
could be adapted dynamically by the system components, as they become aware of
their shared goals (e.g., already the case in social organizations). Also, components
that become aware of their own characteristics (e.g., range of behaviors and properties
they can exhibit), of the characteristics of other components, and of the key theoretical
principles of self-organization (still to be produced by the corresponding research

2SASO history in 2016: http://saso2016.informatik.uni-augsburg.de/history.html.
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fields) may be better able to select the components with which they connect in order
to have a better chance of achieving their goals.

2.8 Self-adaptive Systems

In the self-adaptive software community, self-* properties are organized into levels
where self-adaptiveness is at the top (or general level), while self-awareness is con-
sidered only a primitive level like context awareness and the typical autonomic com-
puting like self-* properties such as self-configuring, self-healing, self-optimizing, or
self-protecting are considered major level properties in between the other two levels
(cf. [70]). Furthermore, in the self-adaptive software community most approaches
emphasis an architectural perspective (cf. [70]) where besides the control of para-
meters changes of the architecture may matter.

In the rest of this section, we first present a general overview of self-adaptive
systems, followed by a discussion of anticipatory self-adaptive systems, which are
those that exhibit a specific set of characteristics which are strongly related to self-
aware computing systems, such as the ability to predict, or self-adapt proactively.

2.8.1 Overview of Basic Self-adaptive Systems

Like in autonomic computing for self-adaptive systems, control loops are often con-
sidered one of the core objects of the design efforts [16, 74] and it is advocated that in
order to achieve real self-management capabilities besides a direct layer for change
management also a goal management is required (cf. reference architecture [44]).
However, besides some specific approaches that emphasize architectural models or
goals in contrast to the notion for self-aware computing systems of Definition 1.1 for
the basic efforts for self-adaptive systems hold that neither the learning of models
nor the capability to reason based on this models to realize the adaptation loop has
been emphasized so far.

In a series of Dagstuhl seminars, the community has identified mainly model-
ing dimensions, requirements, engineering through feedback loops, assurances, the
design space, processes, decentralized control, and practical run-time verification
and validation as the main issues that have to be addressed (see two research road
maps [18, 21]. However, again neither the employed knowledge nor the capability to
reason based on this knowledge as advocated by the notion for self-aware computing
systems of Definition 1.1 plays a prominent role.

The notion for self-aware computing systems of Definition 1.1 is overlapping
with the notion of self-adaptive software as it also covers systems where no self-
adaptation happens. As advocated in [31], the limitation to only fully automatic
adaptation is probably too limited and instead, it would be better to also consider
related manual activities such as change management and their coordination with

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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2 Self-aware Computing Systems: Related Concepts and Research Areas 33

automated adaptation steps. Therefore, to include also mixed forms where people
supervise the adaptation or the self-awareness helps with manual adaptation in the
notion for self-aware computing systems of Definition 1.1 seems somehow beneficial
to better cover the real needs and the real design options.

For the subset of self-aware computing systems that realize some self-adaptation
behavior, however, we can conclude that they describe a subset of the self-adaptive
software, where in addition to the existence of the feedback loop we also learn
models capturing knowledge and reason about these models allowing them to act
according to internal and external conditions in accordance with higher-level goals.
While several suggestions go in a similar direction as Definition 1.1 (cf. [44]), the
community will likely benefit from the suggested notion for self-aware computing
systems of Definition 1.1 that clearly separate lower-level solutions without explicit
knowledge capturing and reasoning from approaches that have these capabilities
based on learning models and reasoning based on the models.

2.8.2 Anticipatory Self-adaptive Systems

What distinguishes a self-adaptive system from any other system is its ability to
adjust its behavior in response to its perception of the environment and the system
itself [18]. Self-adaptive systems typically operate employing a knowledge base
that can incorporate an explicit representation of the system’s structure, goals, and
assumptions about its environment. However, there is an ample variation in the level
of detail in which the different elements of this knowledge base are described, as
well as in the reasoning capabilities that different approaches exhibit [70].

The characteristics of early proposals to self-adaptation [32, 44] tend to be far from
the traits of self-aware computing systems listed in Definition 1.1. These approaches
tend to be reactive and adapt in response to the changes without anticipating future
changes or reasoning about the long-term outcome of adaptation (e.g., a system
may adapt to a transient change, only to adapt again and go back to its original
configuration moments later). Moreover, these proposals tend to be rather limited
in terms of learning capabilities. In contrast, recent approaches to self-adaptation
[17, 19, 34] are better aligned with the description of self-aware computing sys-
tem given in Chap.1. The general trend among these proposals is a paradigm shift
from reactive to proactive adaption, incorporating the ability to learn, predict, and
systematically exploit knowledge to improve the operation of the system.

These approaches fit well into the category of anticipatory self-adaptive system,
defined as “able to anticipate to the extent possible, its needs and behaviors and those
of its context, and able tomanage itself proactively” [63]. Based on this definition, we
can identify the main criteria that anticipatory self-adaptive systems should ideally
satisfy:

1. Predictive. The system can likely determine ahead of time if a condition that
requires adaptation will take place. Predictions can be exploited to avoid unnec-
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essary adaptations or improve the overall choice of adaptation (e.g., by factoring
in information about future resource availability or workload and other environ-
ment conditions into the decision-making process [19, 55]). Predictions can also
help to enforce safety properties when reachability of a potential safety violation
from the current state of the system is detected [48].

2. Proactive.The system can enact adaptation before a deviation from its functional-
ity or qualities takes place. A representative proactive approach to self-adaptation
in cyber-security is Moving Target Defense (MTD) [86]. MTD assumes that a
system that remains static with the same configuration over long periods of time
gives potential attackers time for reconnaissance and exploitation of systemweak-
nesses. Hence, the idea behind MTD is adapting to change the configuration of
the system periodically, thus reducing the chance of an attacker of finding and
exploiting a weakness. Another example of proactivity is latency-aware proactive
self-adaptation (PLA) [55], which anticipates changes in environment conditions
and triggers adaptations with enough lead time to deal with them in a timely fash-
ion, based on information about the execution time required to complete adapta-
tions and achieve their effects in the controlled system (i.e., their latency). In the
area of service-based systems, PROSA [34] is an approach that carries out tests
at run-time to detect potential problems before they happen in real transactions,
triggering adaptations when tests fail.

3. Learning. The system can generate and incorporate new knowledge (typically
derived from observations of the system and its environment at run-time), and
use it to improve subsequent adaptions. Simple forms of learning can also be found
in reactive approaches. To select adaptations, Rainbow [32] employs information
about the actual outcome of past adaptations to derive probabilities that represent
the likelihood of possible outcomes of future adaptations. Proactive approaches
can employ more sophisticated learning techniques to leverage its prediction
capabilities (e.g., employing Bayesian learning to estimate the future behavior of
the environment [17, 27]).

Table2.1 categorizes some anticipatory approaches to self-adaptation. It is worth
noticing that although a proactive self-adaptive system can benefit significantly from
predictions, proactive approaches are not necessarily predictive. One example is
MTD. In the simplest form of MTD, the system’s configuration is changed proac-
tively with a fixed frequency, without any reasoning involving a model of the envi-

Table 2.1 Anticipatory
self-adaptation approaches

Approach Learning Predictive Proactive

KAMI [27] ✓ ✓ ✓

QoSMOS [17] ✓ ✓ ✓

Cheng et al. [19] ✓ ✓

PLA [55] ✓ ✓

Li et al. [48] ✓ ✓

PROSA [34] ✓

MTD [86] ✓
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ronment or predictions about its future behavior. Moreover, we can observe that in
terms of learning, anticipatory self-adaptive approaches are still far from the ideal
of self-aware computing systems. In particular, learning capabilities are employed
only in approaches that involve relatively simple adaptations (e.g., parameter opti-
mization [17, 27]), but not combined with adaptations that entail complex changes
to a system’s architecture.

2.9 Reflective Computing

In 1987, Maes [51] defined and implemented “computational reflection” as “the
process of reasoning about and/or acting upon oneself.” Computational reflection is
an engineered system’s ability to reason about its own resources, capabilities, and
limitations in the context of its current operational environment. Reflection capa-
bilities can range from simple, straightforward adjustments of another program’s
parameters or behaviors (e.g., altering the step size on a numerical process or the
application of rules governing which models are used at different stages in a design
process) to sophisticated analyses of the system’s own reasoning, planning, and deci-
sion processes (e.g., noticing when one’s approach to a problem is not working and
revising a plan).

Reflection processes must include more than the sensing of data, monitoring of
an event, or perception of a pattern; they must also have some type of capability
to reason about this information and to act upon this reasoning. However, although
reflection is more than monitoring, it does not imply that the system is “conscious.”
Many animals demonstrate self-awareness; not only do they sense their environment,
but they are also able to reason about their capabilities within that environment. For
example, when a startled lizard scurries into a crevice, rarely does it try to fit into a
hole that is too small for its body. If it is injured or tired, it changes the distance that
it attempts to run or leap. This adaptive behavior reveals the ability of the animal
system to somehow take into account the current constraints of the environment and
its own body within that environment [9, 10].

In order to bring out the ways in which the self-awareness processes and architec-
tures enhance and further develop reflective architectures, we will quickly overview
one approach to implementing computational reflection and the building of reflec-
tion processes in a robotic-car example (also see Chap.9 for additional discussion of
self-modeling issues in this test bed).

The Wrappings’ approach uses both explicit meta-knowledge and recursively
applied algorithms to recruit and configure resources dynamically to “problems
posed” to the system by users, external systems, or the system’s own internal
processing. The problem manager (PM) algorithms use the Wrappings to chore-
ograph seven major functions: discover, select, assemble, integrate, adapt, explain,
and evaluate. “Discover” programs (or as called in theWrappings, “resources”) iden-
tify new resources that can be inserted into the system for a problem. “Selection”
resources decide which resource(s) should be applied to this problem in this context.

http://dx.doi.org/10.1007/978-3-319-47474-8_9
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“Assembly” is syntactic integration and these resources help set up selected resources
so that they can pass information or share services. “Integration” is semantic, includ-
ing constraints on when and why resources should be assembled. “Adaptation”
resources help to adjust or set up a resource for different operational conditions.
“Explanation” resources are more than a simple event history because they provide
information on why and what was not selected. “Evaluate” includes the impact or
effectiveness of the given use of this resource in the current problem. The meta-
knowledge for a Wrapping is always for the USE of a resource within a particular
context and for a specific posed problem. It includes assumptions and constraints, the
required services and input, the resulting services and output, and the best practices
for using this resource in this situation.

TheWrappings’ “problem-posing” has many benefits, including separating prob-
lems from solution methods and keeping an explicit, analyzable trace of what prob-
lems were used to evoke and configure resources. Because all of the resources are
wrapped, even the resources that support the Wrappings’ processing, the system is
computationally reflective—it can reason about the use of all of its resources [12].

Wrappings [45, 46] provide an implementation strategy for computational reflec-
tion that provides control over the level of self-awareness available in the system
and the levels of self-awareness to be used at any given time. The mechanism that
allows this flexibility is the Problem-Posing Programming Paradigm, which strictly
and completely separates the information service requests (the problems) from the
information service providers (the resources) and reconnects problems in context
with resources using explicit interpretable rules collected into Wrappings’ Knowl-
edge Bases. Moreover, the processes that perform the connection (called PMs, or
problemmanagers) are also resources and are alsoWrapped, so they can be swapped
out as easily as any other resources. We emphasize that the designers have control
over the level of detail of decomposition of the processes in the system, and of the
rules by which resources are used for particular problems. There is no inherent limit
on that level of detail (some implementations go down to the individual hardware
instruction, butmost go to the typical software component/module level).More detail
on the implementation architecture is given in Chap. 8.

The flexibility of the Wrappings’ approach provides multiple entry points for the
reflective processes.A reflective resource has the general form:Given a goal, purpose,
or function, a reflective process uses the sources of information to do some action,
decision or to create data that is used by other processes. The goal or function for that
reflective process could be built in during design time or assigned dynamically to that
reflective process by other programs. It may be in continual use or it may be recruited
or evoked only when certain resources are active or conditions exist. The sources of
information can be, e.g., data sets, sensor output, or monitors. The reasoning process
for reflection can be done with an algorithm, decision process, rulebase, cognitive
model, or planner. The resulting actions are myriad, but include sending messages,
setting program or context parameters, recruiting new components, initiating new
processes, or instigating a replan or undo process.

Although the Wrappings’ approach and reflective architectures approach briefly
outlined here have proven its value for resource management and dynamic inte-
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gration among large numbers of resources, the original approach was in practice
limited to largely the management and adaptation of single large distributed sys-
tems. Although, the benefits of reflection were clear for interactions among systems
(e.g., the self-knowledge could be made available to other systems for coordina-
tion [11] and external viewpoints by other systems could help a system identify its
own problems or state and learn better [8, 47], in fact, the new work in self-aware
systems as seen in this volume will help greatly by expanding new ideas for how
collections of self-aware systems could interact and organize.

2.10 Models@run.time and Reflection

A model at run-time (models@run.time) [14] is defined as an abstract self-
representation of a system that is focused on a given aspect of the running system.
Such aspects include its structure, behavior, and goals. The run-time model exists in
tandem with the given system during the actual execution time of that system. As in
the case of traditional model-driven engineering (MDE) [30], a self-representation of
the system in the form of run-time models can also be used as the basis for software
synthesis, but in this case the generation can be done at run-time [57, 82].

Before describing the role of models@run.time in the area of self-aware com-
puting, it is useful to briefly introduce the relationship between models@run.time
and reflection (the topic reflection is more extensively covered in Sect. 2.9) and other
aspects. Computational reflection focuses on the representations of an underlying
system that are both self-representations and causally connected [14]. The causally
connected representations of aspects of the system are constantly mirroring the run-
ning system and its current state and behavior. Causal connection implies that if the
system changes, the self-representations of the system (i.e., the models) should also
change, and vice versa.

Even if closely related, models@run.time and reflection are not the same. Reflec-
tion deals with models that are linked to the computation model and therefore tend
to be focused on the solution space and in many cases at a rather low level of
abstraction. The research area models@run.time deals with models that are defined
at a much higher level of abstraction. Further, run-time models more frequently
relate to the problem space. Examples of applications using run-time models are
self-adaptation [57] or generation of mediators to support interoperability [12].

Traditionally, the structure of a run-time model has been conceived at design
time (e.g., architecture models [57]). However, they can also be learned at run-time.
In [12], the authors show how using learning methods the required knowledge of the
context and environment can be captured and distilled to be formulated and made
explicitly available as a run-time model and therefore support reasoning. Another
example of techniques to be used to learn run-time models are shown in [87].

Models@run.time are at the core of self-aware systems. They are relevant to sup-
port self-awareness as defined in Chap.1. (i) The run-time models correspond to
the learned models which capture knowledge about the system itself and their envi-
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ronment. Specifically, the run-time models support learning to capture the needed
knowledge about the system itself (e.g., its own goals and requirements [71, 82]) or
its perception of the environment [77, 87]. (ii) The run-time models when consulted
should provide up-to-date information about the system and therefore support rea-
soning (e.g., predict, analyze, and plan) enabling the system to act based on their
knowledge. As the run-time model is causally connected, actions taken based on the
reasoning can be made at the model level rather than at the system level [56].

We argue that the definition of self-awareness requires a self-representation (i.e.,
run-time model) of the subject of awareness. For example, if the system is aware
of its own architecture the system would need a representation of its architecture
(a architecture run-time model). Other examples are awareness of its own require-
ments or any other aspect about itself. If the object of the awareness is part of the
environment of the system (i.e., it is outside the system), it should be considered a
self-representation as well as the representation includes the perspective of the sys-
tem. Two different systems will usually have different representations (or models)
of their perception of the same object of awareness.

2.11 Situation-Aware Systems and Context Awareness

Situation awareness (SA) is an ongoing body of research with many conferences,
workshops, and papers which develops theory and applications in building human–
machine systems that observe, evaluate, and act within diverse situations. Here we
are using the term “situation” in the technical sense [6, 23, 50] where a situation
includes at least the elements of the situation, e.g., objects, events, people, systems,
and environmental factors, and their current states, e.g., locations and actions.

Fracker [29] described SA as the combining of new information with existing
information for the purpose of developing a “composite picture of the situation
along with the projections of future status and subsequent decisions as to appropriate
courses of action to take.” Dominguez et al. [23] added to this view an emphasis on
the “continuous extraction of environmental information” with the explicit feedback
loop that would use the developed perceptions and understanding to direct the next
collection of data.

Creditedwith seminalwork in this field, Endsley [24] argues that “it is important to
distinguish the term situation awareness, as a state of knowledge, from the processes
used to achieve that state. These processes,whichmayvarywidely among individuals
and contexts, will be referred to as situational assessment or the process of achieving,
acquiring, or maintaining SA.” Thus, in brief, situation awareness is viewed as “a
state of knowledge,” and situational assessment as “the processes” used to achieve
that knowledge. Endsley’s model illustrates three stages or steps of SA formation:
perception, comprehension, and projection. Perception is considered Level 1 of a
SA system. “The first step in achieving SA is to perceive the status, attributes, and
dynamics of the relevant elements in the environment. Thus, Level 1 SA, the most
basic level of SA, involves the processes of monitoring, cue detection, and simple
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recognition, which lead to an awareness of multiple situational elements (objects,
events, people, systems, and environmental factors) and their current states (locations,
conditions, modes, and actions).”

By this framework, Level 2 in a SA is comprehension and is a synthesis of the
Level 1 SA elements through the “processes of pattern recognition, interpretation,
and evaluation. Level 2 SA requires integrating this information to understand how
it will impact upon the individual’s goals and objectives. This includes developing a
comprehensive picture of the world, or of that portion of the world of concern to the
individual.” The highest level of SA, Level 3, is “projection” or the ability to predict
the future actions of elements in the environment. “Level 3 SA is achieved through
knowledge of the status and dynamics of the elements and comprehension of the
situation (Levels 1 and 2 SA), and then extrapolating this information forward in time
to determine how itwill affect future states of the operational environment” [24].With
SA, one does not guarantee successful decision-making, but does provide some of the
necessary inputs, it is argued, for successful decision-making with cue recognition,
situation assessment, and prediction. As in self-aware systems, goals play a key
role in SA. Both multiple goals, the fact of competing goals, and goal prioritization
are emphasized in SA. However, it appears that for most SA systems these goals
are “given” to it and predesigned, whereas in self-awareness (as shown in Chap. 3)
although there are certainly goals given to a self-aware system, it is also expected
that the self-aware system will alter and adapt even high-level goals and possibly
generate low-level goals.

Many researchers have discussed the limitations of the current SA approaches,
noting especially that the most widely cited models of SA lack support from the
cognitive sciences (Banbury and Tremblay, [6]) and that there is also important
mathematical and logical work to be done in defining these terms computationally
(M. Kokar, [59]). In terms of self-awareness processes, we would say that SA has
not yet incorporated the same sophistication (e.g., in learning, model-building) to
its internal models that it applies to its external models of the situation. That is, as
clearly seen from SA research, although SA certainly includes cognitive processes
such as “mental models,” attention, and decision-making, there has historically in
SA been less of an emphasis on any reflection processes or self-models as used in
this volume. Although models are emphasized for use by the cognitive/intelligent
processes for situation awareness, these models are not explicit models of the system
itself, its reasoning and learning capabilities, or its limitations, but rather focus on
the objects and the situations to be perceived. It appears from Endsley and other
SA-leading researchers that they are making some assumptions about what is useful
in terms of their class of problems. While in self-aware systems, we are recogniz-
ing the need for both short-term and longer-term processes, it appears that SA is
focused more on immediate and fast responses, proceeding from pattern recogni-
tion of key factors in the environment—“The speed of operations in activities such
as sports, driving, flying, and air traffic control practically prohibits such conscious
deliberation in the majority of cases, but rather reserves it for the exceptions.” From
Endsley [26], it would appear that SA views some of the cognitive processes that
build models as largely “backward focused,” forming reasons for past events, while

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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situation awareness is typically forward looking, projecting what is likely to happen
in order to inform effective decision processes. In self-awareness, we see the ben-
efits for learning, understanding, and model-building processes as leading to more
adaptive behavior in the long-term certainly, and even leading to better behavior at
run-time in accordance with the real-time requirements.

Related to SA is the area of research called “sensemaking.” Klein, Moon, and
Hoffman [43] distinguish between situation awareness and sensemaking as follows:
“Situation awareness” is about the knowledge state that is achieved—either knowl-
edge of current data elements, or inferences drawn from these data, or predictions
that can be made using these inferences (Endsley, [24]). In contrast, sensemaking
is about the process of achieving these kinds of outcomes, the strategies, and the
barriers encountered (p. 71). Hence, sensemaking is viewed more as “a motivated,
continuous effort to understand connections (which can be among people, places, and
events) in order to anticipate their trajectories and act effectively” (Klein et al. [43],
p. 71) rather than the state of knowledge underlying situation awareness. Although
Endsley [26] points out that sensemaking is actually considering a subset of the
processes used to maintain situation awareness, as noted above it is unclear how
such longer-term processes such as understanding, self-awareness and self-aware
models, and “sensemaking” fit into the current concepts of SA.

There has been an emphasis on SA on comparing the models of experts and
novices, noting how the available data in a complex environment can overwhelm the
novice’s ability to efficiently process those data (Endsley, [25]) and how “experts”
in contrast often have very efficient ways to notice and integrate a large amount of
data. Interestingly, although this result is in line with the experience in early Artificial
Intelligence with building “expert systems,” the focus of many SA studies appeared
to be on cues in the environment to activate these mental models rather than internal
knowledge bases or rulesets that could become the basis for self-models [73].

In the future, it will be interesting for the field of self-awareness to pull from
SA some very interesting research that they have been developing on how teams of
situationally aware human and robotic agents best work together. Team SA is defined
as “the degree to which every team member possesses the SA required for his or her
responsibilities” (Endsley [26], p. 39). The success or failure of a team depends on
the success or failure of each of its team members. If any one of the team members
has poor SA, it can lead to a critical error in performance that can undermine the
success of the entire team. By this definition, each teammember needs to have a high
level of SA on those factors that are relevant for his or her job. It is not sufficient for
one member of the team to be aware of critical information if the team member who
needs that information is not aware.

Shared situation awareness can be defined as “the degree to which team members
possess the same SA on shared SA requirements” (Endsley and Jones [25], p. 47).
As implied by this definition, there are information requirements that are relevant
to multiple team members. A major part of teamwork involves the area where these
SA requirements overlap—the shared SA requirements that exist as a function of the
essential interdependency of the team members. In a poorly functioning team, two
or more members may have different assessments on these shared SA requirements
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and thus behave in an uncoordinated or even counter-productive fashion. Yet in a
smoothly functioning team, each team member shares a common understanding of
what is happening on those SA elements that are common.

2.12 Symbiotic Cognitive Computing

Symbiotic cognitive systems (SCS) [42] are multi-agent systems comprising both
human and software agents that collectively perform cognitive tasks such as decision-
making better than humans or software agents can by themselves. A driving principle
of symbiotic cognitive systems is that humans and intelligent agents each have their
respective cognitive strengths and weaknesses. The goal is not to surpass humans
at challenging intellectual tasks such as chess or Jeopardy!, but rather to create
agents that both support and rely upon humans in accomplishing cognitive tasks.
This philosophy traces its lineage back to the vision espoused by Licklider in his
essay on Man-Computer Symbiosis [49] and is today experiencing a revival among
researchers in academia and industry who are pursuing aspects of the symbiotic
cognitive systems research agenda from a variety of perspectives. One realm inwhich
the principles and technologies of SCS are being applied is robotics, exemplified in
the work of Rosenthal, Veloso and colleagues at Carnegie Mellon University on
the Co-Bot [66, 68]. One also finds aspects of symbiotic cognitive computing in
cognitive assistants such as Apple’s Siri and IPsoft’s Amelia (designed for help
desks and related applications), and in the cognitive boardroom being developed by
IBM Research [42], in which a multi-agent system interacts with humans via speech
and gesture to provide seamless access to information and support for high-stakes
decision-making.

One aspect of the challenge of creating SCS is that of developing algorithms (and
the agents in which they are embodied) that are at least as competent as humans at
the cognitive task for which they are designed. This task is made somewhat easier by
focussing efforts on those aspects of cognition for which human biases, irrationality,
and other deficiencies are well documented [3, 39, 78], and for whichmachines seem
inherently better suited. A second general class of challenges for symbiotic systems is
related to making human–agent interactions as seamless as possible. These include:

• Developing multi-modal forms of interaction that combine speech, gesture, touch,
facial expression, and perhaps other manifestations of emotion [75];

• Learning mental models of other agents and humans, including their intent, to
form a basis for adapting behavior so as to improve the speed and likelihood of
accomplishing a task that the collective is trying to solve [68, 79]; and

• Storing, maintaining, and retrieving mental models of the environment, the task,
and the other agents and human participants in the task to provide a shared context
that can be used for communication among humans and agents [52, 67].

Kephart [42] discussed correspondences between autonomic computing systems
and symbiotic computing systems, including the need for a means by which humans



42 J. Cámara et al.

can effectively communicate objectives to the system and the fact that the natural
architecture for both is a multi-agent system, and hence, issues of inter-agent com-
munication and interaction are very important. Moreover, self-management in all of
its usual forms (self-optimization, self-healing, self-configuration, etc.) is essential
for cognitive applications and the cognitive services from which they are built. A
key difference is that, in SCS, humans are not just regarded as providers of high-
level goals, but are expected to collaborate deeply with symbiotic cognitive systems,
interacting with them constantly.

Given the strong overlap between autonomic computing systems and self-aware
systems (detailed in Sect. 2.4), there is also a strong relationship between SCS and
self-aware computing systems. A three-way comparison among AC, SCS, and self-
aware systems is instructive. Like self-aware computing systems, but unlike auto-
nomic computing systems, SCS do not require that agents take action. The reason
that some software agents within an SCS may be self-aware without being auto-
nomic is that they are not expected to perform all cognitive tasks by themselves, but
instead to work collaboratively with humans. As a result, they may propose actions
to humans, who can then use their judgment to decide whether or not to follow the
agent’s recommendations. Another connection between SCS systems and self-aware
computing systems is that, while it is not a strict requirement, SCS are expected to
learn models of intent and likely behavior by other participants (including both soft-
ware agents and humans). In the case of SCS, there is a slight twist—the models may
be used not just to manage resources wisely according to fixed goals, but the goal
itself (the intent of the human users of the system) may not be revealed fully at the
outset, so behavior models may be used to predict future goals and actions—thereby
enabling the system to configure itself appropriately in anticipation of what it may
be asked to do.

2.13 Auto-tuning

Auto-tuning covers techniques from high-performance computing (HPC), which
automate the process of performance tuning for scientific applications (e.g., weather
forecasts and genome expression analysis). Various approaches have been developed
throughout the past decades [13, 54, 61, 64, 65, 76, 80, 83].

The motivation for auto-tuning in HPC is the problem that the frequency of new
hardware increases, but the required time to manually tune high-performance code
for this new hardware remains unchanged. Hence, approaches to automate the per-
formance tuning for new hardware are needed.

The common way of performance tuning in HPC relies on source code transfor-
mations. Thus, the goal of auto-tuning approaches is to find those source code trans-
formations, which improve performance. A basic prerequisite of most auto-tuning
approaches is the existence of a kernel library. Such a library contains kernel (i.e.,
core) algorithms, which are used by scientific applications. Auto-tuning is applied to
those kernel libraries instead of the applications themselves. This adheres to the stan-
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dard principles in HPC, where manually optimized kernel libraries are commonly
used. The application of auto-tuning enhances these libraries with code transforma-
tions, which adjust the libraries’ algorithms to the given hardware architecture.

In general, there is a distinction between static and dynamic approaches, depend-
ing onwhen decision-making takes place. This is either at compilation time, denoting
static auto-tuning, or at run-time, denoting dynamic auto-tuning.

Auto-tuning approaches are closely related to self-adaptive systems (SAS) in that
they realize feedback loops. For example, the CADA loop [22] is realized in the
following way: (1) Information about the available hardware is collected; (2) this
information is analyzed with respect to its effect on the kernel algorithms; (3) a
decision selecting code transformations improving (or optimizing) the performance
of the kernel algorithms is made; and (4) the code transformations are applied (act).

Thus, auto-tuning can be seen as a special kind of SAS, which operates on source
code level with a restricted focus on scientific applications (i.e., HPC). Notably,
approaches of the SAS community usually realize the feedback loop on higher
levels of abstraction. Commonly, the elements of variation are components, fea-
tures, or classes, whereas auto-tuning works on source code statements. Auto-tuning
approaches mainly apply techniques known from compiler optimization like loop
unrolling to identify code variants that optimally utilize the underlying hardware
(e.g., by not exceeding the number of available registers or available memory).

2.14 Constructive Definition

According to our definition, self-aware systems are complex systems that while in
operation might need to access and analyze pieces of information about themselves
and about the execution environment. In large part, this information is made avail-
able/created and managed during the various phases of development, e.g., design,
architectural structure, code structure, execution machine structure, and deployment
information. Thus, it is recognized nowadays that developing self-* systems requires
some activities that traditionally occur at development time to be moved to run-
time [2, 7, 36]. Activities here refer to the usual development process activities
extended with execution monitoring activities. Responsibilities for these activities
shift from developers to the system itself, the self-part, causing the traditional bound-
ary between development time and run-time to blur. If a system needs to adapt in
order to better respond to an increased and unexpected load of service requests, it
might decide to change its configuration, e.g., by substituting one of its components
by a more efficient one. In practice, this means being able to detect the situation by
monitoring and analyzing the execution environment and its own behavior and also
to carry on reconfiguration activities at run-time in a correct and time-efficient way.

The discriminating factor for deciding whether an activity has to be performed at
development time or at run-time is cost. Cost can be explained in terms of resources
needed to take responsibility of the activity and its achievement. Resources can be
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software and hardware capabilities ultimately resulting in time or memory costs that
need to be affordable with respect to the system goal and operational requirements.

Service-oriented and cloud computing paradigms permit reconsidering offline
activities in a new perspective making it possible for a self-aware system to rely
on heavy loaded system infrastructure for self-* system attributes, thus in practice
mitigating the traditional cost-driven dichotomy between compile time and run-time.

This consideration leads us to consider also a constructive definition of self-aware
computing systems that stresses the fact that the question is not only whether it is
possible to make a system or portions of the system self-aware, but also whether
it is economically reasonable/sustainable. This requires to focus on the amount of
resources, software and hardware, that may be needed in order to support the self-
awareness degrees of a system. The cost factor thus becomes the self-enabling factor
thatmay influence design and architectural choices, and coding and execution choices
as well as monitoring and analysis system capabilities, andmay ultimately determine
whether in the given conditions it is actually possible to develop, and how, a self-
aware system. This also impacts the complexity of the techniques used to achieve
self-awareness that may be more or less advanced depending on whether they are
economically justified and sustainable.

So the extent to which a self-aware computing system is able to learn knowledge
about itself and/or its environment and reason and adapt to internal and external
changes is heavily dependent on development choices (design, architecture, pro-
gramming languages, coding techniques), and deployment constraints (deployment
infrastructure and resource availability). This requires quantitative reasoning capa-
bilities at the process definition level as suggested in [2]. Depending on the system
lifetime, these development choices may also be rediscussed; what could have been
too costly at a certain stage of maturity of the system and of the technology may
become convenient and affordable at a later stage of maturity. This suggests the
architecture of the system to be flexible enough to easily accommodate evolutions
of system with respect to its self-aware degrees.

2.15 Summary

The area of self-aware computing systems is still incipient, but promising concerning
the construction of systems that are required to learn models on an ongoing basis
and use them to reason about aspects related to the purpose for which the systems
themselves were built.

Self-aware computing systems pose new opportunities and challenges for the
research and engineering communities, some of which are related to prior experience
in different disciplines.

This chapter has reviewed different concepts and research areas strongly related
to self-aware computing. Different sections have explored topics such as AI, auto-
nomic computing, self-organizing systems, or cognitive computing, among others,
as well as their relation to self-aware computing systems and potential opportunities
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for cross-pollination. Moreover, the landscape outlined in this chapter provided the
basis for a constructive definition of self-aware computing system, as well as for
some considerations concerning the different factors that influence the feasibility
and the capabilities of a self-aware computing system. These considerations serve
as a starting point to investigate important questions related to the conditions under
which it is possible to actually develop a self-aware computing system, and in what
way.
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Chapter 3
Towards a Framework for the Levels
and Aspects of Self-aware Computing
Systems

Peter Lewis, Kirstie L. Bellman, Christopher Landauer, Lukas Esterle,
Kyrre Glette, Ada Diaconescu and Holger Giese

Abstract Increased self-awareness in computing systems can be beneficial in sev-
eral respects, including a greater capacity to adapt, to build potential for future
adaptation in unknown environments, and to explain their behaviour to humans and
other systems. When attempting to endow computing systems with a form of self-
awareness, it is important to have a clear understanding of what that form looks like.
This chapter therefore first introduces the general concept of self-awareness and its
various facets. Second, we provide an overview of the range of efforts to interpret the
concept of self-awareness in computing. Third, we provide a structured conceptual
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framework that organizes this variety of different forms of self-awareness. This pro-
vides a broad set of concepts and a language that can be used to describe and reason
about self-aware computing systems.

3.1 Introduction

In this book,we are aiming to implement the self-awareness capabilities, that is to say,
capabilities resembling and inspired byhuman self-awareness, in computing systems.
This chapter, and indeed this book as a whole, is based on the idea that increased self-
awareness in computing systems can be beneficial in several respects. These benefits
are centred around systems’ increased capacity to adapt, build potential for future
adaptation in unknown environments, and explain their behaviour. Such capacity is
derived from their ability to learn about themselves, including aspects such as their
state, their goals and progress towards them, their behaviour and interactions with
other systems, their environment, their perspective, and their evolution over time.

But increased self-awareness will also come at a cost, whether it be in terms of
more processing power, increased storage, or the need for further data gathering and
communication. In designing self-aware systems, we must have the concepts and
tools readily available to be able to reason about the benefits and costs increased
self-awareness will bring in its various forms. And in realising self-aware computing
systems, the systems themselves will also require concepts and tools to enable them
to perform meta-reasoning about the benefits and costs of their own self-awareness.

The ability of self-aware computing systems to reflect on their their own self-
awareness properties and behaviour, termed meta-self-awareness, leads to the ability
to model and reason about changing trade-offs during the system’s lifetime. Meta-
self-awareness enables advanced adaptation and explanatory behaviour at multiple
levels within a system, includingwhy it has spent resources on self-awareness related
activities.

An important distinction to make from the outset is that in the process of doing
this, we are not aiming to explain human self-awareness or consciousness. There are
those (e.g., [57]) who build intelligent systems with the primary aim of developing
a better understanding of human minds and human self-awareness. Instead, we aim
to learn and gain inspiration from self-awareness in order to build better computa-
tional systems, following the tradition of a range of efforts in computer science that
have sought inspiration elsewhere, such as bio-inspired computing, socially inspired
computing, and economics-inspired computing. In order to be clear, and in line with
a previous work [34], we refer to the forms of self-awareness implemented in a
computing system as computational self-awareness.

As highlighted by many (e.g., as reviewed Lewis et al. [35]), self-awareness is
not a binary property; it makes little sense to characterize a system (biological or
computational) as either being self-aware or not. Indeed, the term self-awareness
encompasses a broad range of related processes and capabilities, which include
various types of explicit self-knowledge, an understanding of the subjectivity and
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Fig. 3.1 Lewis et al.’s [34] levels of computational self-awareness (right) describe various different
aspects of self-knowledge and are derived from those by Neisser [44] (left). These are discussed in
Sects. 3.2.1.4 and 3.2.2.2

context of that knowledge, and processes for its acquisition. Some of these aspects
concern situated knowledge acquisition processes (e.g., subjectively context-aware
learning, reasoning, and acting), while others are related to the architecture of these
learning processes, and how they reflect on and are influenced by each other. In much
of the self-awareness literature, particularly in psychology (e.g., [42]), these varieties
of self-awareness are characterized as levels of self-awareness. Recent work on self-
aware computing [34] has borrowed from this, developing the notion of levels of
computational self-awareness. Lewis et al.’s levels of computational self-awareness
are illustrated in Fig. 3.1.

Our aims in this chapter are as follows. First, we review these treatments of self-
awareness and computational self-awareness in the existing literature. Second, we
extend initial characterisations of different levels and aspects of computational self-
awareness, in order to provide a broad set of concepts and language that can be used
to describe and reason about self-aware computing systems. Third, we organize these
concepts into a coherent framework that provides a set of related considerations for
designers of computing systems who are interested in incorporating self-awareness
concepts into their systems. Fourth and finally, we position the definition of self-
aware computing systems proposed in Chap.1 in the context of existing work in
self-aware computing. The framework developed in this chapter is then explored in
a variety of contexts, throughout the rest of the book.

3.1.1 Why Consider Types of Self-awareness in Computing
Systems?

As described above, in this chapter, our aim is to characterize various levels of self-
awareness as they might pertain to current and future computing systems. However,
first we motivate the need to do this.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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As a starting point, since we are claiming that endowing computing systems with
increased self-awareness can have benefits, it is clearly important to begin to at least
sketch, if not define, what wemean by this. It should stand as obvious that one should
not begin implementing a form of computational self-awareness in a system, unless
one has a clear understanding of what that form looks like. Based on the multifarious
nature of self-awareness briefly discussed above, and elaborated on later in this
chapter, we argue that an explicit understanding of the sort of self-awareness targeted
is necessary. Indeed, as outlined in recent work on how to translate self-awareness to
the engineering domain and apply it in specific scenarios, Lewis et al. [34] highlight
the importance of beginning with an understanding of the plethora of different forms
self-awareness may take, and the wide range of methods and approaches that can
be used to implement self-awareness to different extents, as needed. Chen et al.’s
handbook [12] for engineering self-aware computing systems in particular describes
a structured process for determining and evaluating the inclusion (or not) of various
levels of self-awareness in a system’s architecture, and approaches to realising them.

Pragmatically, this is important since as part of the engineering design process,
one would want to understand the role and benefits of different levels and aspects
of self-awareness, along with different approaches and mechanisms for realising
them, before implementing. This supports the ability to choose the most effective
methods and the desired level of self-awareness for a given application, its context,
and requirements.

We expect that in working with self-aware computing systems, one will often be
in situations where there are a number of agents or components within the system that
possess self-awareness capabilities, and potentially of different types. Understand-
ing different approaches and levels of self-awareness, and how they interact, will
help developers to institute the appropriate communication mechanisms, supporting
interfaces and desirable policies among these different entities, for a given purpose.
By considering forms of computational self-awareness at an abstract level, our aim
is that generic interfaces and communication mechanisms between levels of self-
awareness may be specified. If this is achieved, then self-awareness capabilities may
be able to be provided in reusable “context-free”ways, to enable the development and
evolution of arbitrarily complex architectures appropriate to varying applications.

In this chapter, we organize this plethora of different approaches into a structured
conceptual framework, based around levels of self-awareness. In doing so, we aim
to eventually create a foundation for strategies that consider forms of self-awareness
included and excluded by our definition in Chap.1. This will support the engineering
process by enabling the automation of design decisions relating to self-awareness,
thereby not only supporting the efforts of engineers, but also of systems themselves,
that reason about their own self-awareness.

Our aim is therefore to make progress towards understanding how different appli-
cation and environmental requirements map to the need to implement different levels
of self-awareness (or not), in different ways. Such an understanding should incor-
porate explicit knowledge of the trade-offs implicit in implementing higher levels
of self-awareness including meta-self-awareness. This type of self-knowledge, and

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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techniques by which a system can acquire it itself, will then enable strategies by
which transitions between levels of self-awareness in evolving systems may occur.

We would also like to make clear to the reader that in laying out the conceptual
framework that we do in this chapter, we are not claiming to provide a definitive
characterisation; indeed, we believe it cannot be so, and this framework is one more
step along the road to mapping out important considerations in self-aware comput-
ing. Therefore, we aim at developing a conceptualisation of relevant and important
aspects, and in doing so provide a tool by which engineers and systemsmay structure
their thoughts, considerations, arguments, and decisions. We target the provision of
a range of concepts, with an eye to helping the researchers adopt the notions most
suitable to their needs and bring out the issues they need to consider as they per-
tain to self-awareness concerns. As suggested above, we fully expect many systems
to ignore some of the aspects presented here, but to do so based on a sound under-
standing that the costs outweigh the potential benefit in that case. To interpret the
framework as a comprehensive list of requirements would be incorrect. Instead, engi-
neersmay use the concepts presented to orient themselves, and to ask questions about
what the benefits of different kinds of self-awareness would be, and what the costs
are of implementing them.

3.1.2 Summary of This Chapter

In summary, this chapter:

• Introduces and briefly discusses the general concept of self-awareness and its
various aspects, thereby providing context for the explorations in the rest of the
book.

• Briefly surveys the state of the art in interpreting the concept of self-awareness in
computing, putting this book in its wider context.

• Discusses the similarities and differences in the computational self-awareness
approaches taken so far, with a particular focus on the scope of the approach,
with respect to notions of self-awareness.

• Presents a conceptual framework for describing and comparing various levels and
aspects of self-awareness,whichmaybedesirable or present in computing systems,
including their potential benefits and costs.

3.2 Fundamentals, Inspiration, and Interpretations
in Computing

In this book,we are interested in taking inspiration from self-awareness across natural
systems, in order to design the future computing systems that are better able to
learn, reason, and ultimately adapt and explain themselves. Some of the mechanisms
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used to achieve the self-awareness in computing systems will also be inspired by
naturally occurring ones; others will not. We expect the benefits of self-awareness in
computing systemswill bemost apparentwhen systems inhabit aworld characterized
by unfolding situations, particularly when changes are unforeseen at design time. In
this section, we first ask the fundamental question: what is self-awareness? In other
words, what inspiration can we gain, by looking at self-awareness in biological and
social systems? Second, we expand on Chap.2, describing the efforts in computer
science and engineering that have directly and explicitly attempted to translate the
concepts from self-awareness in natural systems to the computing domain.

3.2.1 What Is Self-awareness?

Self-awareness is a concept long studied in philosophy, and personal and social psy-
chology. One recent example is a work by Morin [42], which defines self-awareness
as “the capacity to become the object of one’s own attention.” Many modern the-
ories of human self-awareness stem from work of psychologists since the 1960s,
and trace their roots back to notions proposed at the closing of the nineteenth cen-
tury. Smith [6] and Tawney [58] wrote on the self, but perhaps the most influential
was James’s [27] distinction between the me self and the I self. James’s me self
describes the parts of a person that are objects within the world. By contrast, the I
self is to James not the objects experienced, but the experiencer. The me self is now
often referred to in psychology literature as the explicit or objective self, or as the
self-as-object. Conversely, the implicit or subjective self, sometimes also referred
to as the self-as-subject, is the self which is the subject of experiences. While we
will present a more comprehensive review of work that explores self-awareness in a
computational context later in this section, it is helpful to highlight a few links here
as motivation, as we introduce the foundational concepts. For example, as argued
by some who have considered computational forms of self-awareness (e.g., Lewis
et al. [34]), both self-as-subject and self-as-object are important concepts to include
in a consideration of how computing systems may be made more self-aware.

3.2.1.1 Reflective Self-awareness

We have found that many researchers who are unfamiliar with the notion of self-
awareness find that the explicit self, or self-as-object lends itself to a reasonably
intuitive interpretation in a computational setting. This form of self-awareness is
concerned with things that “belong” to the system itself, objects that comprise the
me self. These can be learnt about and modeled, becoming concepts in the system’s
knowledge. This process is often referred to as reflection, and when language is used
as the modeling tool, reflection can also be referred to as self-reference [45]. The

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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aspects of the self in explicit reflective self-awareness are things that can therefore be
recognized, monitored, modeled, and reasoned about, including in relation to other
objects in the world.

In addition to self-as-object, we may also consider an individual that is aware of
its own thinking and experiencing of the world, i.e., its self-as-subject. This is also a
form of reflection, in which a system has the capability to monitor and conceptualize
its own (mental) processes. For example, I may be aware of how much I have been
thinking about my parents recently, or in a computational setting, a system may be
aware of the algorithm being used to perform a particular interaction with the world.
In this way, aspects such as the algorithm’s efficiency, memory usage, or time-to-
completion can bemodeled, and the algorithmbe replacedwith an alternative version,
if required.

This form of self-awareness is powerful, since it permits recursion: the processes
of which the system is aware may be its own self-awareness processes. This is the
form of self-awareness discussed in much of the literature on meta-reasoning or
meta-cognition, which overlap significantly with, and rely on the notion of meta-
self-awareness introduced in this chapter.

3.2.1.2 Pre-reflective Self-awareness

The notion of self-as-subject also draws attention to the idea that a system making
observations and taking actions in its environment can be thought of as the subject of
those experiences and that, despite any similarity to other systems, those experiences
are unique to that system.Observations (through sensors, for example) are necessarily
from that system’s own point of view, and as such are not only influenced, but
determined by factors such as their sensing apparatus, their situationwithin theworld,
and their own state. This explicit acknowledgement of the perspective from which
(self-)knowledge exists is a core theme running through self-awareness literature,
highlighted for example by Metzinger [39], and by Newen and Vogeley [46], and
acknowledges a pre-reflective component in self-awareness.

The assumption that subjectivity is associated with a system’s experience of its
world underlies the elicitation of reflections of both self-as-subject and self-as-object.
Wemight call this subjectively known self the self-as-experienced. In practical terms,
this provides one of the key differences between context-aware systems (e.g., [10,
15]) and self-aware systems. The former typically assumes a ground-truth-based
environmental context, which holds as true for all entities. Systems can learn more or
less complete and accuratemodels of the context,which are then used to inform things
such as actions. In a self-aware system, by contrast, it is explicitly acknowledged
that systems will have different experiences of a shared environment (which includes
themselves), since they observe things from different perspectives, using different
apparatus.

This form of self-awareness is not reflection but is pre-reflective. It underlies an
individual’s ability to develop a reflective self-awareness, in either self-as-object
or self-as-subject form. Indeed, the presence of this implicit subjectivity does not
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require that any reflection takes place afterwards: self-awareness may simply stop at
this pre-reflective stage.

3.2.1.3 Notions of Self and Collectivity

While self-awareness is most commonly and perhaps most intuitively thought of as
a property of a single “mind”, self-awareness can also be a property of a collective
system. What, in any case, is the self that possesses the self-awareness?

In recent years, we have come to develop an understanding of the role of col-
lectivity and emergence in complex systems. Rather than require the existence of a
CPU-like entity within the brain, interactions between many distributed components
can give rise to a range of complex mind-like entities, which have no single cen-
tral physical presence. Mitchell [41] provides some excellent examples of apparent
self-awareness in collective systems, highlighting the absence of a single controlling
mind-like thing in each case. In addition to the human brain, she explores the human
immune system and ant colonies, where self-awareness appears at the level of the
collective, even though this property may not be present at the level of the individual
components.

Mitchell describes this form of collective self-awareness as one in which infor-
mation about the global state of the system is distributed throughout the components,
and builds up statistically, in a bottom-up manner, through interactions. Despite its
distributed nature, this information feeds back to enable the control of the system’s
lower level components. The right information ends up where it needs to be, and the
system achieves a form of parallelized self-awareness, implemented across decen-
tralized hardware. Furthermore, when viewed from the outside, the entire system
appears to have a sense of its own state that is both “coherent and useful” [41].

When we talk of self-aware computing systems, we may therefore be referring to
several different types of self. Firstly, it should by now be clear that self-awareness
may be a property of an autonomous agent, which is capable of obtaining and rep-
resenting knowledge concerning itself and its experiences. Indeed, much of the lit-
erature on autonomous and intelligent agents is concerned with techniques for agent
learning, knowledge acquisition and representation, and architectures to support
these capabilities. Secondly, according to this notion of collective self-awareness,
self-awareness may be present at the level of a collective system. The boundary of a
self-aware entity, indeed the “self”, is therefore not limited to encapsulating a single
agent with a central knowledge-gathering and decision-making process.

3.2.1.4 Notions of Levels of Self-awareness

In Sect. 3.2.1, we established a distinction in levels of self-awareness between
pre-reflective and reflective self-awarenesses, and within reflective self-awareness,
between reflections on the self-as-subject and self-as-object. Morin [42] dives fur-
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ther into a stratified explanation of self-awareness, reviewing various sets of more
fine-grained levels of self-awareness in the psychology literature.

Of these, Neisser’s [44] have received the most attention to date in computational
treatments of self-awareness. His five levels range from basic awareness of envi-
ronmental stimuli through awareness of interactions and time, up to awareness of
one’s own thoughts and one’s own self as a concept. Unusually, among the sets of
levels presented in psychology, Neisser’s model also includes “lower-level” aspects
of implicit self-awareness.

Rochat takes a developmental angle on the question of levels of self-awareness,
asking how self-awareness competences develop in human children. His experiments
take inspiration from and extend the well-known classical “test” for self-awareness,
the mirror test [19]. While the mirror test is flawed as a method for establishing
the presence of some supposed binary notion of self-awareness [21],1 Rochat makes
good use of observations of the behaviour of children in front of a mirror, to draw
more general conclusions.

Newen and Vogeley [46] argue that sets of levels such as those discussed so far,
while helpful, are based upon a more fundamental set of self-awareness forms. They
drawattention to different levels of complexity associatedwith human self-awareness
or self-consciousness, derived from developmental and linguistic psychology. They
argue that there are at least five of these levels, describing increasingly complex
forms of first-person representations, from nonconceptual representations, through
conceptual, sentential, meta, and iterative meta-representations.

While there are important differences in both emphasis and content in different sets
of self-awareness levels, there are also key themes. Acknowledging this, Morin [42]
attempts an integration of these and other sets of levels, into broad themes reflective
of the overarching levels presented earlier. Morin labels these consciousness, self-
awareness and meta-self-awareness.

3.2.1.5 Agency, Ownership and Models of a Minimal Self

It is hopefully clear by now that when considering the self-awareness properties of
an individual, rather than thinking of self-awareness as a binary property that can be
present or not, there is a wide range of notions to consider. It is then reasonable to
ask what is the minimal requirement for self-awareness?

Examples of such explorations includeGallagher’s [18]minimal self andDennetts
narrative self. These highlight that even in systems without agency, we can begin to
consider the self-awareness question.

In practice, for the design of self-aware computing systems, either strong single-
entity-based or emergent approaches to providing a unity and consistency of self

1As discussed earlier, the binary notion of self-awareness is in any case a mischaracterisation.
Further, Haikonen [21] showed that very little sophistication can enable a computational system to
“pass the test”.
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could be beneficial, though we believe that at this early stage in research into self-
aware computing, it is important not to limit subsequent thinking to either one.

A synthesising role for self-awareness able to integrate implicit and explicit
sources of (self-)knowledge now comes into play. In general, a system may (a)
intend to take actions and fail to realize them, (b) intend to take actions and realize
them, or (c) not intend to take actions, and involuntarily take them. Self-awareness
levels that include models of causality (i.e., forms of interaction awareness) should
account for these different cases, as the distinctions between them will be as relevant
for computers as they are for humans.

3.2.2 Interpretations and Applications

While self-awareness has been studied extensively in natural systems, including in
psychology, philosophy, and sociology, it has also more recently been explicitly
considered in computational systems. Lewis et al. [35] provided an early survey
on self-awareness and its application in computing systems. Recent books [37, 51,
62] also provide excellent overviews of a range of work incorporating the self-
awareness concepts into computer science and engineering, and a recent special
issue of Computer [59] highlights the state of the art in various self-awareness-
related efforts.

In this book, Chap.2 gave an introduction to the broad range of efforts in comput-
ing which relate to self-awareness. In this section, however, we expand on Chap.2,
focussing on efforts in computer science and engineering which directly and explic-
itly attempt to translate concepts from self-awareness in natural systems to comput-
ing. This is not a full survey; however, we aim to provide an overview of how some
of the key areas where self-awareness has been explicitly interpreted and applied in
computer science and engineering.

3.2.2.1 Self-awareness and Meta-cognition

Some of the earliest literature that began to explicitly address self-awareness in
computing, emerged around 2004. A DARPA workshop on “Self-Aware Computer
Systems” [4] drew together contributions from a range of researchers, many of whom
provided position papers proposing key challenges to move beyond the initial stages
of understanding about what self-aware computing might come to mean.

Other works to follow soon after would consider those aspects of self-awareness
that form part of a meta-cognitive loop [5], where the key challenges are associ-
ated with knowledge representation and logical reasoning to provide self-awareness.
Schubert [56], in expectation that self-awareness will “push the AI envelope”, pro-
poses requirements for both knowledge representation and reasoning to support
explicit self-awareness. Meanwhile, Cox [14] highlights that such a feedback loop is
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inherent to self-awareness, arguing that being aware of oneself is not merely about
possessing information. He argues that self-awareness includes the ability to use that
information in order to generate goals that may in turn lead to the information being
modified. Both Schubert [56] and Cox [13] argue that a key expected benefit of self-
awareness is the possibility of resultant self-explanation, the ability of a system to
draw on its self-awareness in order to explain or justify itself to an external entity
such as a human. It is easy to see how in the face of ever more complex black box AI,
e.g., as provided by many machine learning techniques, comprehensibility would be
facilitated by this approach.

Providing helpful intuition, Cox also suggests [14] that meta-cognition is similar
to the algorithm selection problem, wherein the task is to choose the most efficient
algorithm from a set of possibilities. This notion of an ability to select one’s own
method of collection and processing of information, according to goals which may
themselves be modified by the individual, has much in common with the conceptual
self described by Neisser and discussed in Sect. 3.2.1.4. Cox further considers the
differences between cognition andmeta-cognition and argues, in linewithMaes [38],
that a meta-cognitive system is one whose domain is itself. Such a meta-cognitive
system can therefore reason about its knowledge, beliefs, and own reasoning process,
as opposed to merely using knowledge about itself.

3.2.2.2 Computational Self-awareness

Lewis et al. [34] and Faniyi et al. [17] provide an attempt at characterising the self-
awareness in computational systems, in a framework inspired by and translated from
psychology. They propose the notion of computational self-awareness, arguing that
human self-awareness can serve as a source of inspiration for equivalent concepts
in computing. They describe a taxonomy of forms of computational self-awareness,
based on (i) notions of public versus private self-awareness, (ii) levels of compu-
tational self-awareness, and (iii) collectivity in and emergence of self-awareness.
Their levels of computational self-awareness [17, 34] are inspired by Neisser’s lev-
els for humans, introduced in Sect. 3.2.1.4 above, but translated appropriately for
describing the capabilities of computer systems. By translating the concepts such
as this to the computing domain, it is argued that designers are then able to adopt
a common language in considering the various self-awareness capabilities that their
systems may or may not possess. While “full-stack” computational self-awareness
may often be beneficial, with several processes responsible for one or more levels of
self-awareness, there are also cases where a more minimal approach is appropriate.

In a recent book, Lewis et al. [37] present their framework for computational
self-awareness more fully. The book further describes a set of derived architectural
patterns and a collection of engineering case studies, where explicit consideration of
the patterns has been beneficial.

Several engineering efforts have built on Lewis et al.’s [34] conceptual framework
and reference architecture for computational self-awareness, including notably as
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part of the EU-funded EPiCS Project.2 In one line of work, self-awareness has been
used to improve user experience in interactive music systems [49]. As demonstrated
through case studies in rhythm [47], chord progression [48], and the sharing of solos
around amusic group [11], self-awareness enablesmusical devices to provide varying
degrees of control to the user, based on their behaviour and preferences at run-time.

Meanwhile, a work on heterogeneous multi-core nodes [3] illustrates how self-
awareness can support the dynamic vertical functionmigration between the hardware
and software at run-time. At the network level, an FPGA-based self-aware network
node architecture [28] supports the autonomous configuration of dynamic network
protocol stacks, reducing the communication overhead in terms of sent packets,
when compared to static stacks. Incorporating the self-awareness in smart camera
networks [16, 36] has facilitated the move from static design-time network calibra-
tion to run-time management of the network, enabling adaptation to changing and
unforeseen deployment conditions. These systems share the characteristics of being
large, decentralized, dynamic, uncertain, and heterogeneous and have benefited from
the explicit consideration of self-awareness properties and additional online learning
compared to “classic” designs.

3.2.2.3 Reflective Architectures

While many of the examples discussed in the self-aware computing literature include
algorithms inspired by the biological systems (e.g., evolutionary algorithms, rein-
forcement learning, neural networks), approaches to implementing architectures for
reflection have also been based on inspiration from biology. Indeed, such systems
have many characteristics that support their rich reflective processing [7, 9, 42, 50].
Themultilayered architectures of biological systems and the biological style of using
both opposing processes and the combination of global and local processing for con-
trol lead to two main results in terms of reflection: First, there are a variety of direct
and indirect sources of information and control available for reflection and adapta-
tion. Second, these direct and indirect control points can be used as “entry points” for
monitoring (instrumentation) and reasoning about the data collected and adjusting
effects (reflective processes). Bellman, Landauer and colleagues have explored this
over several years (e.g., [9, 32, 33]).

The Wrappings approach is one way to implement computational reflection
and self-modeling systems. In continuous development since 1988, the Wrappings
approach grew out of work in conceptual design environments for space systems
which had hundreds of models and computational components [8].

2http://www.epics-project.eu/.
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3.2.2.4 Self-awareness in Computer Engineering

While meta-cognition, supported by meta-self-awareness, is concerned with higher
order reasoning abilities and of particular interest to the artificial intelligence com-
munity, at a more practical level, efforts exist to engineer systems which explicitly
consider knowledge about themselves. Project Angstrom [1, 2] is one such effort,
where Agarwal and others propose a newway of approaching the system design. The
core idea is to move from a procedural design methodology wherein the behaviour
of the computing system is pre-programmed or considered at design time, towards
a self-aware system where the system adapts to its context at run time. As a result,
many decisions can be delayed from design time at the expense of providing the
system with the possibility of taking these decisions during run-time. For example,
this avoids the need to consider what resources will be available to the system once
it is operational. Instead, the system discovers resources and makes decisions about
how to allocate them during its operation.

The intention is that this will lead to reduced programming effort, since if a
system can automatically discover how to meet its goals at run-time, based on what
it finds available, then designers are no longer required to determine how to satisfy
resource constraints themselves. In describing this vision, Agarwal [2] proposes five
properties that self-aware computers should possess:

• Introspective: they can observe and optimize their own behaviour,
• Adaptive: they can adapt to changing needs of applications running on them,
• Self-healing: they can take corrective action if faults appear whilst monitoring
resources,

• Goal-oriented: they attempt to meet user application goals,
• Approximate: they can automatically choose the level of precision needed for a
task to be accomplished.

More recently, Hoffman [23], Santambrogio [54], and others have extended Agar-
wal’s work, developing systems that, based on an Observe-Decide-Act (ODA) loop,
seek to automatically adapt to meet high-level goals online. The monitoring aspects
of self-awareness are facilitated by technology called application heartbeats [24].
The aim is to define a general method for monitoring the behaviour of an application
against high-level goals. Typically, machine learning techniques are then used to
adapt, in order to continue satisfying the goals [25, 40].

3.2.2.5 Self-awareness in Complex IT Systems

With a focus on the engineering of IT systems and services, Kounev [31] proposes
self-awareness as an extension to the autonomic computing architecture, in which
systems possess built-in self-models. Such models include aspects such as the sys-
tem’s own architecture, and its interactions with its environment, enabling these
things to be reasoned about at run-time. Kounev et al. further argue [30] that self-
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reflection (awareness of hardware and software infrastructure, execution environ-
ment, and operational goals), self-prediction (the ability to predict the effects of
environmental changes and of actions) and self-adaptation are key characteristics of
self-aware systems. Self-awareness itself is then considered from a fundamentally
pragmatic perspective, as concerning the nature of (self-)models required for more
effective predictive and adaptive behaviour. In taking this approach in software and
systems engineering, it is argued that quality of service requirements can be met
despite changes in the environment. A challenge is highlighted around the need for
systematic engineering methodologies for self-aware systems.

3.2.2.6 Self-awareness in Collective Systems

Zambonelli et al. [63] consider the self-awareness properties of collective systems
they term ensembles. An example of such an ensemble is a robot swarm. In theirwork,
Zambonelli et al. consider self-awareness to be the ability to recognize the situations
of their current operational context that require self-adaptive actions. Hence, self-
awareness is here closely tied to knowledge supporting the need for resulting actions.
In particular, they envisage the utility of self-awareness to be targeted towards radical
run-timemodification of structure, at both the individual and ensemble level. In order
to reason about this, they highlight that self-awareness is not only concerned with
what is currently happening (in terms of oneself and the state of the world), but also
what could happen. This includes what the individual or collective could become by
adapting, how the world could change, or how these things may affect each other.
Hence, the notions of time awareness, as will be discussed in Sect. 3.3.2, are impor-
tant, motivating the development of models that have a predictive or anticipatory
power, and those that capture causality in complex collective systems.

This line of research was pursued in the EU-funded ASCENS3 project, primarily
through the application of formal methods to reason about the knowledge encapsu-
lated in ensemble-based systems. In particular, the general ensemble model (GEM),
is proposed [26], as a common integrated system model for describing components
and their interactions in mathematical terms. A recent book [62] discusses progress
made during the ASCENS project.

Lewis et al. [34] also explicitly discuss systems with collective self-awareness.
Building on Mitchell [41], they describe components “within a collective that inter-
act with each other locally as part of a bigger system”, which “might not individually
possess knowledge about the system as a whole. Although global knowledge is dis-
tributed, each system within the collective can work with other systems, giving rise
to the collective itself obtaining a sense of its own state and thus being self-aware at
one or more of the five self-awareness levels.”

3http://ascens-ist.eu/.
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3.2.2.7 Systems with Minimal Self-awareness

One example of where self-awareness has been applied in a small somewhat sim-
ple system is in cognitive radio, where devices control their own capabilities and
communicate with other devices to monitor theirs. This enables them to improve
the efficiency of communication by negotiating changes in parameter settings [60].
Another area where a comparatively simple self-awareness loop is used to great prac-
tical effect, is in cognitive packet networks (CPNs) [52]. Here, nodes on a network are
able to monitor the effect of choosing different routes through the network, enabling
them learn during run-time to adapt the route between a source and a destination
on an ongoing basis. The approach is able to naturally deal with changing quality
of service requirements of different nodes and has been demonstrated to be highly
resilient to denial of service attacks [20].

3.2.2.8 Self-awareness in Robotics

In robotics, research is also concerned with replicating forms of self-awareness
that appear to be human, such as the robot, Nico [22], which learns about its own
body, deliberately attempting to mimic an infant. Meanwhile at the collective level,
Schmickl et al. [55] showed that a group of robots with simple behavioural rules
and local interactions may achieve collective awareness of a global state, distributed
across the individual units.

Winfield has highlighted a crucial role for self-awareness in future robotics. He
proposes [61] that many robots operating in the world should possess internal self-
models, arguing that such models are essential for safe and ethical robot behaviour.
The key idea is that by constructing and evaluating a model of the robot and its sur-
roundings, unsafe and unethical outcomes can be avoided. A consequence evaluator
predicts the future events through the use of self-models, and as a result moderates
the actual robot controller.

3.2.2.9 Self-awareness Elsewhere and in Future Systems

In this section, we have provided an overview of the major research efforts over
the last decade or so, in self-aware computing. However, there are many other areas
of computer science and engineering research, where self-awareness is mentioned.
Two notable ones are autonomic computing [29] and organic computing [43]. Both
of these visions have spawned rich literatures, and self-awareness is frequently men-
tioned as a desirable property. However, in neither case has the notion been further
developed. Similarly, in the self-adaptive software community, the so-called self-*
properties are organized in levels where self-adaptiveness is emphasized as being the
most general level, and self-awareness and context-awareness are considered only as
primitive levels [53]. Here too, concepts of self-awareness have not been explicitly
explored.
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Finally, it is clear that there are many computer systems available today, and
dating way back before the previous decade, that exhibit the sorts of self-awareness
capabilities thatwe describe in this chapter. These systems, alongwith autonomic and
organic ones, also have the potential to offer crucial insights into the computational
self-awareness. In the vast majority of cases, however, there has simply not yet been
any explicit engagement with self-awareness concepts. In the report on the 2004
DARPA workshop on self-aware computing, Amir et al. noted [4] that there were
even then already systems in existence that exhibited what they called “features of
self-aware computer systems.” On the evidence presented in this and the previous
chapters, we agree. It is our hope that by providing a principled and clear conceptual
framework for the description of different self-awareness types, it will become easier
for others to engage in discussing and reasoning about the self-awareness properties
of their own systems, and how they might be extended.

3.3 A Conceptual Framework

In this section, we present an inclusive conceptual framework for describing com-
putational self-awareness. Taking inspiration from the varieties of self-awareness
present in human and animal systems, we outline a structured set of technical con-
cepts, which describe the types of capabilities that self-aware computing systems
might possess, and how they might be present in such systems. As such, capabilities
described using our framework might form building blocks for self-aware system
architectures, which will be elaborated on in Chaps. 6 and 7. We also provide axes
on which computational self-awareness may vary, and may indeed be quantitatively
or qualitatively compared, in anticipation of Chap. 15, where this topic is revisited.

The framework described here is inspired by, and builds on, the conceptual frame-
work presented by Lewis et al. [34]. In building on that prior work, we highlight two
important differences. First, this framework takes a more inclusive and extensible
approach, where levels of self-awareness are not directly mapped to psychological
levels (as was done with Neisser’s levels by Lewis et al.), and thus may be adapted to
suit a particular application context. Second, we include an explicit treatment of the
concepts of pre-reflective, reflective and meta-reflective self-awareness processes,
and how they relate to one another. In this section, we do not however yet discuss
techniques or approaches to realising the concepts introduced, except by means of
illustrative example. Therefore, our framework aims to serve as a sort of space of
possible conceptual requirements of a computationally self-aware system.

Our proposed framework is based on the following high-level concepts:

• Levels of self-awareness,
• Aspects of reflective self-awareness, and
• The domain of self-awareness.

These are elaborated upon below, and can together be used to characterize the
form of self-awareness processes that a system might possess. In general, self-aware
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computing systems will possess many such processes, which interact, for example
in reflective relationships, and by acting on one another. We distinguish three over-
arching levels of self-awareness: pre-reflective, reflective, and meta-reflective. We
then characterize various aspects of reflective models, which may be present in a
self-aware system. These include time, interactions, identity, goals, etc. The domain
of self-awareness includes the span of self-awareness (that is the subject of the self-
awareness, i.e., who is self-aware in this case), as well as the scope of self-awareness
(the objects of the systems sensing and reflection).

3.3.1 Overarching Levels of Self-awareness

As discussed in Sect. 3.1, an important concept in self-awareness is the existence
of different levels of self-awareness. These range from basic subjective awareness
of stimuli, from both the system itself and its environment, through an awareness
of how knowledge can represent concepts such as social interaction, causality, and
time, up to an awareness of one’s own thoughts. Advanced organisms engage in
meta-self-awareness [42], an awareness that they themselves are self-aware. Meta-
self-awareness may also take many forms, including awareness of self-awareness
processes, awareness of reflective knowledge, and iterative meta-reflection on meta-
self-aware processes andmeta-representational knowledge [46]. Computational self-
aware systems will also similarly vary a great deal in their complexity, and levels of
computational self-awareness are also needed to express this variety.

Taking a coarse grained view, we can distinguish three overarching levels of
self-awareness: pre-reflective self-awareness, reflective self-awareness, and meta-
reflective self-awareness. These are elaborated upon below.

3.3.1.1 Pre-reflective Self-awareness

Pre-reflective self-awareness is the subjective awareness a systemhas from its sensory
input - its ability to perceive and make observations. This includes environmental
stimuli, internal stimuli from the system itself, the sensing of carrying out an action,
receiving signals from the outside world, etc. This level aligns with Lewis et al.’s [34]
stimulus awareness, based on Neissers ecological self, and describes the presence of
subjective knowledge being obtained by the system before (or perhaps without) any
reflective modeling of this knowledge takes place.

At this level, the system has no knowledge of historical data, and no models
of interaction or causality. In terms of actions possible by a system with only pre-
reflective self-awareness, these are limited to stimulus-action rules, since any rea-
soning (if one can still call it that) is limited to that based on perception, rather
than any pre-existing internal models (since none exist). As such the system is able
to adapt only to immediate observations. Indeed, at this level, the system has no
conceptualisation of its experiences, it merely senses for itself, and possibly acts.
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Pre-reflective self-awareness describes the minimal form of computational self-
awareness.While in computing systems, it describes nothing beyond a typical system
able to interact with its environment, it is a prerequisite for all later forms of self-
awareness. A system cannot learn a reflective model, conceptualize its experiences,
reason, and act based on them, if there is no experience present in the first place,
represented in the system. From a pragmatic point of view, the inclusion of pre-
reflective self-awareness in our taxonomy of computational self-awareness, invokes
an important question: for a given application, is pre-reflective self-awareness suffi-
cient to achieve the desired behavior? Or, are reflective models (and possibly more)
also needed? Thus, the explicit consideration of pre-reflective self-awareness enables
the engineers to justify the use of more advanced forms of self-awareness for their
systems.

Pre-reflective self-awareness is however more than simply data: it is data that has
been sensed, that has come from somewhere according to the ability of the system to
obtain it (e.g., through physical sensors). Therefore, this level of self-awareness also
implicitly includes the notion of subjectivity. Two different systems with different
sensors are in different locations would sense the same phenomenon differently,
and thus end up with different data. In formalising any notion of pre-reflective self-
awareness, it is crucial to include the subjective source of the data itself. In turn,
this means that this “meta”-data, if we should indeed call it that, can be used in the
reflective processes, elsewhere in the system. Ultimately, this may lead to radically
different outcomes in terms of knowledge or action.

3.3.1.2 Reflective Self-awareness

Reflective self-awareness is the process of producing a conceptualisation (i.e., a
model) of a one’s knowledge and experiences. In the first instance, the reflective
model will be of a pre-reflective self-aware experience, i.e., a reflective model of a
sensory input, observation etc., as described in Sect. 3.3.1.1. In other words, as the
system goes through life, experiencing its environment through its sensors, reflective
self-awareness processes build models of the empirical and subjective data gathered
by these sensors, as well as (potentially) models of the subjectivity with which they
were obtained. We call the specific observation (or pre-reflective representation of
a phenomenon) captured by the modeling process the object of the reflective self-
awareness process.

Aswith human self-awareness, suchmodels or conceptualisations can also capture
various different aspects of an experience (of an object). For example, a reflective
self-awareness process may build a model that conceptualizes an experience over
time. Alternatively, it may build a model that conceptualizes the causality present in
an experience, for example, based on modeling how the experienced environment
responded to an action. In general, there are many such aspects to reflective self-
awareness; these will be discussed in Sect. 3.3.2. In our framework, wemay therefore
describe a reflective self-awareness process according to its aspect(s) and object.
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3.3.1.3 Meta-Self-Awareness

Meta-reflective self-awareness, or meta-self-awareness is essentially reflective self-
awareness where the object of the reflection is a reflective self-awareness process.
Hence, we may describe the meta-reflective processes in the same ways that we
describe the reflective processes (since they are a subset of them). It is impor-
tant to note, however, that there are at least two high level classes of object that
a meta-reflective process could be concerned with: the underlying process that forms
the object of the meta-reflection (e.g., a learning process), and/or the output of the
underlying process, (i.e., the models produced by the process being reflected upon).
In practice, both are likely to be valuable, and indeed integrating reflection upon both
process and output will provide the necessary knowledge to be able to reason about
how the two relate to eachother.As an example, ameta-reflective process couldmodel
the behavior (e.g., memory usage) of another learning process, while also judging
the fidelity of its learnt models. Thus, the meta-reflective process has the ability to
reason about when it might be advantageous to switch to a different learning method
that better balances this trade-off. In general, there are many types of processes that
could be learnt and reasoned about, such as reasoning processes, decision processes,
problem-solving approaches, and other meta-reflective processes.

There is a strong link between this level and the meta-cognition or meta-reasoning
literature discussed in Sect. 3.2.2.1. Indeed, our distinction above echoes Cox’s [14]
andMaes’s [38] arguments that the difference between cognition andmeta-cognition
is that ameta-cognitive system is onewhose domain is itself. Hence, ameta-cognitive
system can reason about its knowledge, beliefs, and reasoning processes, as opposed
to merely using knowledge about itself as sensed.

In practical terms, our experience with meta-reflection has so far focussed these
types of meta-self-awareness processes on resource management, trade-off manage-
ment, and integration in complex systems.However,whilemeta-reflection is certainly
useful in these regards, we expect there to be additional areas where meta-reflection
can help. Examples might include in building higher-order models of causality, or
in reflecting on the self-awareness of others in a social system, or on the emergent
collective self-awareness of a group of which the individual is a part. However, there
will be many additional challenges when we move beyond our current emphasis on
resource and trade-off management, and system integration. One challenge is that
part of the reason for meta-self-awareness is to gain a perspective on the overall
goals for the whole system (much like the role of a central nervous system). One new
type of role for this meta-self-awareness would be to decide what type of decision
processes should be in control when there are several alternatives possible, or indeed
simultaneously running in the system. This type of meta-self-aware reasoning would
have to deal with the role of attention in addition to run-time trade-offs. This brings
up more new challenges in terms of what actions and what types of information will
be needed for such processes and also how to become increasingly liberated from a
particular domain and set of experiences to something that begins to look more like
general intelligence. This of course greatly changes the nature of the self-models and
the models of the situation.
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For the avoidance of doubt, it is worth emphasising that given that the object
of a meta-reflective process is a reflective process, and meta-reflective processes
are themselves reflective processes, then this permits the iterative meta-reflection.
This layering permits arbitrarily complex internal reasoning about the behavior of
different self-awareness processes with respect to their aspects, goals, expectations,
conceptualisation, etc., and also with respect to the systems continuing pre-reflective
perceptions (i.e., empirical data taken from observations in the world).

3.3.2 Aspects of Reflective and Meta-reflective Self-awareness

We have so far introduced three overarching levels of self-awareness: pre-reflective,
reflective and meta-reflective self-awareness. We further discussed that (meta-)
reflective processes, those that build conceptualmodels of their objects,might capture
different aspects of the object, or the experience of the object, in their modeling. In
this section, we discuss some of these aspects of reflective self-awareness processes,
and how they may combine and build upon each other to form complex self-aware
behavior.

In much of the psychological literature, the aspects discussed here are often
described as part of amore fine-grained set of levels of self-awareness. In this chapter,
we have restricted the term “levels” to refer to capabilities and processes that build
upon each other, for example as discussed in Sect. 3.3.1. As this section highlights,
reflective self-awareness processes in a system can and typically will comprise a rich
variety of learning, reasoning and acting behaviors, each of which models or focuses
on a particular aspect of self-awareness. We now proceed to describe those aspects
of reflective self-awareness that we at present identify as important to self-aware
computing systems.

3.3.2.1 Identity Awareness

Identity awareness in a reflective process concerns the modeling of experiences such
that they contribute towards a conceptualisation of a coherent identity, possibly over
time. This describes the ability to recognize and model the identity of entities, such
as other systems, objects in the world, and humans. Without identity awareness,
experiences form isolated stimuli, as part of a noisy “soup” of an environment.
Identities as modeled may be unique, such as the identities of specific other systems
with which to interact (e.g., through unique IDs, such asMAC addresses or DOIs), or
simply by affixing one’s own label to an encountered object to track it over time (e.g.,
the third client I saw join the network). Alternatively, identities may be modeled at
the level of roles (e.g., a web server, a small robot inmy environment). Ultimately, the
level of expressiveness and uniqueness required of identities in a reflectivemodel will
depend on the application requirements and context. Finally, identity awareness also
extends to oneself. Neisser’s highest level of self-awareness, the self-concept [44],
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concerns the conceptualisation of the whole self as a unified entity within the world.
An awareness of the identity of oneself (or one of its many identities) is a prerequisite
for self-concept. Extending this notion of self-identity to the external sphere, identity
awareness also includes the concepts such as one’s own role(s) within awider system.

3.3.2.2 State Awareness

State awareness builds upon the knowledge captured in any and all other aspects
of self-awareness, by providing the ability to model and recognize the identity of
states of oneself, the world or other entities within it. For example, a system may
have a variety of knowledge present in its various conceptual models, associated
with various other aspects. With the addition of state awareness, the system would
then be able to use this knowledge to characterize the state of the world. Examples
might include “winter,” “in low power mode,” or “waiting for a reply,” although
there is no requirement for states to have intuitive names or meanings outside of the
individual itself. Indeed, unsupervised learning presents a promising technique for
the realisation of state awareness, since experiences might be clustered to identify
particular emergent states.

3.3.2.3 Time Awareness

Time awareness describes the aspect of reflective models that are concerned with
historical knowledge, or knowledge of potential future phenomena. In its simplest
form, this may include knowledge of past or potential future basic stimuli. Tempo-
ral aspects of models may of course be expressed in a wide range of ways, from
precise associations (e.g., timestamping) to ordinal relationship information (e.g., x
happened before y). When combined with other conceptual aspects, awareness of
the temporal nature of these may be also be modeled. Examples of these may include
historic interactions, future states or previous identities.

3.3.2.4 Interaction Awareness

In interaction awareness, run-time models are used to take into account patterns of
interactions between entities. There are various sub-aspects here, which build on each
other. Most obviously, the system must be able to recognize that some actions form
part of interactions, such that they are in some way causally connected. An example
of this includes message passing, such as is used in a communications protocol,
where one message may be a response to another, rather than an isolated action.
There may be, in simple interaction awareness, simply a model of the flow of actions
over time (e.g., action b typically occurs after action a), or there may be additional
semantics associated with the actions or the combination of them (e.g., actions b is
a response and action a is a query).
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As a prerequisite to the above form of interaction awareness, there must be some
form of identity awareness, at least insofar that the system can identify messages,
as apart from the general noise in the environment. It may also be important to be
able to identify individuals as those engaged in an interaction, if not in terms of their
unique identity, then perhaps in terms of role.

Interaction awareness can also build upon state awareness, since models may
encapsulate knowledge of causality such as “when action a is taken in state s, this
leads to state t .” Markovian approaches may be effective choices for modeling state-
based interaction awareness.

Finally, the interactions need not be external. Causality of internal processes may
also be modeled in meta-reflective processes. For example, a system might model
the behavior of one of its own decision-making processes, when other parts of the
system are either operational or not. In the former case, the systemmay learn amodel
of how decision-making degrades (due to more stringent resource constraints), when
load elsewhere is high. Suchmodels of internal causality may then be used to provide
adaptive internal re-architecting, or perhaps more effective scheduling of tasks.

3.3.2.5 Behavior Awareness

In behavior awareness, run-timemodels represent the internal behavior of the system
or behavior of external entities. Behavior here is taken to mean an action, or more
normally a group of actions, taken by an individual. Models of behavior may, at
the simplest end of the spectrum, comprise a representation of an observed action.
More useful forms of behavior awareness, however, will link these representations
together, over time, and with awareness of states. For behavior awareness to be
particularly meaningful, it would usually be coupled with some identity awareness,
i.e., knowledge of the identities of individuals or roles carrying out the behavior,
or subject to it. Behavior awareness can apply also to oneself, by modeling either
ones externally facing behavior in the world or one’s own internally facing behavior.
Behavior awareness can be applied in a meta-reflective context, where models are
built that describe self-awareness processes in terms of their behavior.

3.3.2.6 Appearance Awareness

In human self-awareness, one’s public self, the image an individual presents to the
world, is often considered important. Thismay also be true of computational systems,
for example where the environment or individuals within it might respond differently
depending on the appearance of the individual to which they are responding. Thus,
appearance awareness is concerned with how the individual appears, or may appear,
to others in the environment. At one end of the spectrum, this might simply concern
an awareness of physical properties (i.e., a robot may be aware of its height, or if it is
dirty). At the other end, a systemmay learnmodels of how it presents itself, including
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its own knowledge and self-awareness. In this way, appearance awareness is linked
to notions such as self-explanation, acknowledging that a system’s explanation or
justification for its actions form part of the way it presents itself, and may go on to
have subsequent implications for how the environment responds to it. The reflective
processes that deal with the aspect of appearance awareness are able to explicitly
learn and reason about these factors.

3.3.2.7 Goal Awareness

Goal awareness, in a general sense, includes the ability to conceptualize the internal
factors that drive the behavior, such as a system’s goals, objectives, and constraints.
In some cases, goals will be explicitly available and formally specified. Note that this
is not the same as a goal being implicitly present in the system, due to the advance
decisions of designers. Goal awareness implies the presence of goal knowledge at
run-time, in such a way that it may be reasoned about at run-time. Further, this
presence of explicit goal knowledge at run-time permits the acknowledgement of
and adaptation to changes in goals, either internally generated, or due to external
forces (e.g., a user’s changing needs).

Not all goals will be expressed in this way. In some cases, goals will be implicit
in the environment or need to be derived from higher-level more abstract goals (e.g.,
the goal to replenish energy may be derived from a higher-level goal to survive).
In other cases, goals will take the form of motivations: impulses and drives that are
not tied to formally specified objectives or goal states. In these cases, goals may be
less obvious, and only intentions or even actions will be observable. Thus, learning
will need to be employed to model those goals implicitly in the architecture of the
system.

Note that the goal awareness may apply to oneself or to others. In the latter case,
a system may possess a model of another system’s goals, or those of a human or
organisation. Further, the goal awareness may be combined with other aspects, such
as time awareness, wheremodels of how goals change over timemight be one benefit.

3.3.2.8 Belief Awareness

Belief awareness is concerned with, in general, things believed to be true by a system
and differs from expectation awareness since beliefs do not, in general, need to cap-
ture the notion of time. In this way, belief awareness provides a generic mechanism
for reflecting on other aspects of self-awareness, in both oneself and in others, with
degrees of uncertainty. In simpler cases, belief awareness models will capture the
knowledge that the system itself believes something in terms of one of the afore-
mentioned aspects to be the case (e.g., I believe that I have an expectation that an
apple will fall when thrown into the air). This may appear superfluous; however,
the added benefit here is that belief awareness provides a generic mechanism for
arbitrary meta-reflection on one’s own awareness. A belief awareness process may
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be added to reflect on any other process, to express knowledge of the level of belief
associated with the model. In terms of arbitrary reflective architectures, processes
that are concerned only with belief awareness allow us to add models of uncertainty,
as well as sources of knowledge and uncertainty, in arbitrary arrangements.

Belief awareness also applies in the public sphere, since awareness of others’
beliefs may also be modeled. This provides the necessary machinery for iterative
meta-representational self-awareness, for example cases such as system x believing
that system y believes system z to be aware of system x’s origin.

3.3.2.9 Expectation Awareness

Expectation awareness combines belief awareness and time awareness, to formmod-
els that express what the system or others believe about how the world will unfold
over time. This includes, for example, awareness of how the laws of physics act on
objects over time. For example, the idea that “when I throw an apple in the air in front
of me, I expect that I will see it come down” can be modeled as a belief over the state
of an observation of an object over time. A further example is that of knowledge of
social conventions (e.g., when a person greets me, he expects me to respond with a
greeting within a short time window). In this way, expectations in fact can form part
of a requirements model (requirements awareness might be seen as a sub-aspect of
expectation awareness), where the expectations are those of a user, client machine,
or interaction partner in a collective system.

At the meta level, this may be used tomodel the requirements or expectations over
other aspects. A system may, for example, be watching two individuals engaged in a
conversation. In this case, a model may capture the expectations over the sequence
of messages being passed in the interaction (see interaction awareness, above): there
may be a model that the response b is expected after query a. Subsequent reasoning
mayconcern the implications of this expectationbeingbroken andappropriate actions
that may be triggered.

3.3.2.10 Applicability and Extensibility

In the above characterisation, we have presented the aspects of reflective self-
awareness that we anticipate will be most relevant to self-aware computing systems.
However, as in psychology, we expect that various different set of aspects will be
used, as appropriate for the particular context or system design process. Therefore,
the above list should not be considered our proposal for a complete list, but instead
as a starting point for further consideration as to the aspects captured in reflective
and meta-reflective self-awareness.
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3.3.3 Domain of Self-awareness

In this section, we are concerned with two important questions when considering a
self-aware computing system: what is it that is self-aware, and of what is it aware?
By now it should be clear that in a given self-aware computing system, there are
various entities that are involved, or potentially involved, in a particular aspect of
self-awareness that is present. These entities exist at various levels of abstraction and
aggregation, and include the system that is aware, the parts of that system that are
involved in providing the awareness, and the things it is aware of. Without limiting
this collection of entities, we refer to them together as the domain of self-awareness.
In this section, we define various concepts, chief among them are the span and
scope of self-awareness, that comprise the domain. These provide a helpful basis for
discussions that rely on these notions, in the rest of the book.

3.3.3.1 Scope of Self-awareness

In reflective self-awareness, we are primarily concerned with a relationship between
the subject of the awareness, that is, the entity doing the reflecting, and the object
of the awareness, that is, the entity being reflected upon. A self-aware system will
be aware of a broad range of objects over its lifetime. These include, for example,
externally sensed things, the system’s sensing apparatus, internal reflective processes,
a sense of self-concept, and indeed these things at different points in time, and in
other individuals. Collectively, we call the objects of self-awareness that system’s
scope of self-awareness. The scope comprises all the entities observed, or able to be
observed, by the system.

3.3.3.2 Span of Self-awareness

In general terms, we refer to the extent of the entity that has the awareness, the
entity at which the knowledge is available, as the span of self-awareness. We must
refine the concept of span somewhat; however, since it is not sufficient to base the
definition of span on the notion of an entity that is doing the reflecting. This is too
ambiguous to be particularly helpful. In general, reflecting on a particular entity will
be carried out by one or more reflective self-awareness processes within a system,
and candidates for being the span in this case could be any one of these processes,
all of them combined, or the system of which they are part. Coming back to the
discussion of what constitutes a self (as begun in Sect. 3.2.1), we may accept that all
of these interpretations are potentially valid answers to the question: what is doing
the reflecting?
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3.3.3.3 Complexities in Span and Scope

As an example, consider a system that processes sensor data and passes messages
to other neighbouring systems. In the system, a number of self-awareness processes
reflect on different aspects of what the system’s sensors observe. One process that
captures a time-awareness aspect may, through its learning, become aware of a pat-
tern in what is being observed, corresponding, albeit noisily, to the time of day. A
second self-awareness process does not reflect on time aspects of the observation,
but instead provides some interaction awareness. This process develops a model of
potential cause and effect, as it becomes aware of a certain type of incomingmessages
triggering a shift in sensor readings. A third self-awareness process observes outgo-
ing and incoming messages, reflects on the correlations between these, and becomes
aware that the type of incoming messages noticed by the second process is received
shortly after the system sends a reset signal to its neighbouring systems. It observes
that the reset signal is generated once per hour. Finally, ameta-self-awareness process
reflects on the knowledge obtained by the second and third self-awareness processes,
and is therefore able to develop an awareness that hourly reset messages precede a
change in sensor readings.

There are now two different and coexisting models that explain the shifts in sen-
sor readings observed by the system. The first, provided by the first self-awareness
process, correlates shifts with regular time intervals. The second, provided by the
meta-self-awareness process, through its reflection on the knowledge acquired by
the second and third processes, associates the timing of the shifts with the system’s
own reset messages.

It is reasonable to ask at this stage, what is the system aware of, in terms of how
its environment changes, and its effect on those changes?

This small example serves to illustrate that the span of reflective self-awareness,
the entity doing the reflecting, is both several things at once, and specific to the
particular reflective self-awareness aspect, and role of that self-awareness process
within the wider system.

3.3.3.4 Hierarchical Reflection View of Span and Scope

If we take a view of self-awareness, only as it arises from hierarchical subject-object
views of reflection, then we can consider that there might be several different spans
at work here, each with their own different (but overlapping) scope:

• A span comprising reflective process 1, which has the system’s observations
through its sensors, some aspects of the entities observed, and the time of day,
as its scope.

• A span comprising reflective process 2, which similarly has the system’s observa-
tions through its sensors, some (partially different) aspects of the entities observed,
and incoming messages as its scope.

• A span comprising reflective process 3, which has the observation of system’s
incoming and outgoing messages as its scope.
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If we, however, consider a span comprising the meta-self-aware process, then
the scope includes the models and learning contained within processes 2 and 3.
However, in doing so, the span must be expanded to also include those processes,
since without them being part of the entity doing the reflecting, there would be no
possibility for the sensor observations or messages to be part of the scope of the
meta-self-aware process—and they clearly are. Hence, our fourth option is a span
comprising self-awareness processes 2 and 3 and the meta-self-aware process.

In this case,we see an overlap betweenboth the span and the scope of the same self-
awareness phenomenon. Even in this simple example, as the self-awareness processes
are broken down into individual reflective processes, the system, as defined here by
the span, is aware of (as defined by its scope) part of its own self-awareness. This is
in addition to its awareness of the external things being observed by the sensors.

3.3.3.5 Collectivity in Span and Scope

The one potential span missing from the above discussion, which is perhaps more
intuitive, is to consider the system-as-a-whole (as comprising the three reflective,
one meta-reflective process and pre-reflective observing apparatus) as a single span.
It would follow that the associated scope of such a span consists of everything that
is known to it.

Since in the example system there is no single reflective process that has a whole-
system view, wemust instead return to the notion of collectivity in self-awareness, as
first discussed in Sect. 3.2.1.3. The unity of the system in the example, which provides
us with the intuition of such a system-as-a-whole span, arises from considering the
system as a “well-defined” entity within its broader environment. This is in much
the same way that we often consider a human, a dog, a smart phone, or a daffodil
as a single system, even though there is no omniscient component within them. Of
course, this does not come without the requirement for someone, another observer
perhaps, to do the “well defining”.

One way of reasoning about such a well-defined entity is based on behavior. In
our example system, and coming back to the fact that there are now two different and
coexisting models describing what is occurring, we can of course allow for either or
both to trigger observable behaviors. In such a case, we may observe a behavior that
suggests that the system has a coherent view integrating both models, even though
none is present. Is the “system-as-a-whole” then aware of both models? From this
external behaviorist observer, it is the case, and this is clearly sufficient for behavior
to be generated based on both hypotheses.

This collective span can indeed be a highly useful concept, when concerned with
the actions driven by self-awareness. It requires us to accept that a span may not
be bound only by the presence of subject-object relations in a reflective hierarchy,
but can be enabled through collectivity. In this case, this collectivity arose from a
unity of behavior, as observed. A final point to make on the unity of behavior and its
reliance on being observed is that there is no requirement for the observer to be an
entity apart from the system itself. Indeed, most humans have a sense of their own
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self, which according to this discussion is of the collective type. This arises from that
person’s own self-awareness and not (directly at least) the awareness of others.

3.3.3.6 Types of Self-awareness Objects and Scopes

We have indicated above that a system’s span, which is the subject of self-awareness,
is aware, according to some descriptions based on its levels and aspects, of a variety of
objects, collectively termed the system’s scope. The systems reflective processes (part
of the span) produce various conceptualisations, ormodels, of internal and/or external
entities (part of the scope), which in turn may feature pre-reflective, reflective, or
meta-reflective self-awareness.

In general, the object of a reflective self-awareness process is the answer to the
question what is the thing the system is paying attention to? A reflective process
produces a conceptualisation (i.e., a model) of any pre-reflective or reflective self-
awareness. Let us first consider the initial case, where the object is a sensed experi-
ence, i.e., an observation. As with model characteristics, the list of possible object
types cannot be exhaustive and will to a large degree be domain dependent. However,
we provide here a suggested list of important types of objects.

Let us therefore take a look at some of the main types of objects that a system
can be aware of. From these, we can also define corresponding scope types. The
list of possible object types cannot be exhaustive, and will, to a large degree, be
domain-specific. However, we provide here a suggested list of important types of
objects.

Generally,we consider that a system and its environment consist of various entities
(or resources) and that the system can be (self-)aware of the existence and various
characteristics of these entities. Such characteristics would notably include:

• Property characteristics: include both the parameters that define an entity’s char-
acteristics or state, and the actual values of those parameters at different times.
Also this includes potential states and their characteristics;

• Observability capabilities: specify the measures that can be taken from an entity,
given the available sensing apparatus. These may additionally provide a more
detailed description, including recommended observation frequencies, expected
resource overheads, and accuracy of measurements;

• Action capabilities: specify the actions that are being or can be performed on
an entity; these may additionally provide a more detailed description, including
the expected effects within various contexts, quality parameters, and necessary
resources;

• Interconnections among objects: represent any kind of relation between objects
of any of the types listed above, including links among computing entities (e.g.,
system architecture); dependencies between state characteristics; and conflicts
among action capabilities. At higher levels of abstraction, this may include groups,
organizations, or sets of and relations between objects.
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We may, as such, derive several types of a system’s self-awareness scopes. An
action scope includes all entities that the system may act upon. These will typically
include not only internal entities, but also external entities (if we consider communi-
cationswith other systems as some sort of actions).Wemay also find useful the notion
of influence scope to refer to entities upon which the system may only act indirectly
(e.g., via direct communication or indirect effects via a shared environment). The
self-awareness scope includes all “entities” the system can observe, either directly
(e.g., through sensors) or indirectly (e.g., through acquired knowledge obtained from
elsewhere). The entities in the scope may include both internal and external entities.

Crucially for all but the simplest of self-aware systems, the entities that are the
objects of reflection can themselves be self-awareness processes, including their own
acquired knowledge. These observed processes may operate over different scopes
and at different resolutions and self-awareness levels, than the reflecting process. We
may now use the terminology of the domain of self-awareness to establish that when
the scope of self-awareness includes (at least partially) the span of self-awareness,
we have meta-self-awareness. Namely, by virtue of its role and connectivity within
the concert of self-awareness processes, the subject of a reflective self-aware process
is a meta-self-awareness process. In general, we envisage that self-aware systems
will have many such meta-self-awareness processes, operating over different objects
and with respect to different aspects (goals, interactions, time, etc.). Furthermore,
it is likely that reflecting on these further still, meta-meta-self-awareness processes
will provide the system with knowledge about the role and impact of operating such
an array of self-awareness processes. There are many architectural alternatives for
structuring reflection relationships in a self-aware system, as will be explored in
Part II of this book. At one extreme however, we may consider a particular type of
overarching meta-self-awareness process, able to reflect on the entire system and its
self-awareness, providing the system with a complete self-concept.

3.3.3.7 Overlapping Spans and Scopes

In summary, we refer to the subject(s) of reflective self-awareness as the span, com-
prising all entities that contribute to the formation of self-awareness, and to the
object(s) of self-awareness as the scope, comprising all the entities observed by the
subject’s self-awareness.We refer to the domain of self-awareness as the combination
of subjects (span) and objects (scope).

Finally, in practice in many self-aware systems, we find and expect that the span
and scope will not be distinct from each other. As in the above example, there may
be substantial overlap, through meta-self-awareness. For a fully meta-self-aware
system, where every reflective process was itself reflected upon by the system, then
the scope necessarily includes the span.
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3.3.4 Putting It All Together

In summary, we have in this section sketched a conceptual framework for describ-
ing and comparing qualitative aspects of self-awareness in computing systems. Our
framework is based on three tenets:

• Levels of self-awareness,
• Aspects of reflective self-awareness,
• The domain of self-awareness.

Using the intersection of all three tenets, we may produce descriptions of the
specific self-awareness of a system. For example, we might construct a sentence as
follows: Peter (span) is aware ofAda’s (scope) goal (aspect) to reduce the power usage
(object). Further, Ada (span) is aware of her own reasoning (meta-self-awareness)
about what to do (act) about it.

3.4 Self-awareness and Goals

The notion of domain can also be associated with goal definitions. Typically, the goal
domain of a self-aware computing system would be included in its self-awareness
domain. Exceptionswould represent caseswhere the systemachieved its goalwithout
being aware of it and without making use of any of its reflective self-awareness
capabilities for this purpose.

A goal’s span identifies the entity or entities that are responsible for achieving
the goal, from the perspective of the entity that requested the goal. For instance, if a
system is required, by an external entity, to achieve a goal, then that system represents
the goals span. If a collective of systems is required to achieve a goal, then the entire
collective of systems represents the goal’s span.

We can also relate a span and scope to the goals of a self-aware computing system
where the span refers to the group of entities that is responsible for achieving the
goals, while the scope is the group of entities the goal refers to in its specification of
what has to be achieved.

Usually, we would expect that if self-awareness is employed to realize a goal the
span of the self-awareness must be a subset of the span of the goal (as otherwise the
self-awareness would include entities that do not share the related goal and therefore
will also not contribute to it) and that the scope of the self-awareness must include
the scope of the goal (as otherwise the span is not able to judge whether the goal has
been achieved for the scope of the goal).

A goal’s scope represents the set of resources over which the constraints defined
by the goal should be attained. The goal’s achievement can then be evaluated by
taking measures from the resources in the goal’s scope.
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As indicated above, if a system is aware of a goal that it must achieve, then the
goal’s domain will impact the systems self-awareness domain which is necessary for
achieving the goal.

Of course, the considerations discussed here do not apply to cases where the
system reaches a goal without being aware of that goal (i.e., lack of goal awareness).

Let us now take a closer look at way in which a goals scope impacts the different
types of objects in the targeted systems self-awareness scope, provided that the system
is goal-aware. Here, the targeted system is the goals span.

Firstly, the systems self-awareness scope must include the resources (including
potentially other systems) upon which the system can act to achieve its goal. These
are part of the system’s action-awareness scope.

Secondly, the systems’ self-awareness scope must include the aspects of the envi-
ronment (or context) that are relevant to the reasoning process involved in achieving
the goal. These aspects are part of the systems context-awareness scope. For instance,
the system must be aware of the outside temperature in order to decide whether or
not to open the window shutters for achieving an inside temperature.

Thirdly, in some cases, it may be helpful if the system’s self-awareness scope
included the resources upon which the system could not act directly but could influ-
ence by indirect means. These would be part of the system’s interaction awareness.
For instance, if the smart home aimed to achieve a power prosumption goal—e.g.,
not consume more than the local production—then the smart home might try to ask a
local producer to produce more (rather than asking its own devices to consume less).

3.5 Challenges

In this chapter,webeganby reviewingwhat is understoodby self-awareness, both as it
pertains to humans, and to computers. We provided a brief overview of relevant work
in psychology and computing, on the topic of self-awareness. The main contribution
of this chapter is a new conceptual framework for computational self-awareness,
extending a characterisation by Lewis et al. [34], in order to (i) provide inclusion and
extensibility, (ii) distinguish between reflective levels of self-awareness and aspects
of reflective modeling, and (iii) introduce the notion of the domain of self-awareness,
in terms of span and scope. In doing so, we provided the language to engage with
a broad set of concepts that can be used to describe and reason about self-aware
computing systems. The characterisations presented here are concerned with how
they might pertain to both current and future computing systems.

There are many challenges that need to be tackled in further developing the notion
and practicalities of self-aware computing.

Firstly, the formalisation of the framework sketched in this chapter would provide
engineerswith the ability tomake use ofmore rigorously processes for the production
of self-aware computing systems. Further, such a formalisation could be used by self-
aware systems themselves, in order to better reason about their own self-awareness
capabilities in a principled and comprehensible way.
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Secondly, though we have described a wide range of capabilities, which rely
heavily on learning, modeling, instrumentation, and more, we have not here touched
on methods or techniques for implementing such capabilities. Some of these are
addressed in the later chapters in this book, but there is as yet no fundamental under-
standing of the linkage between algorithms and self-awareness levels, or if new
algorithms are needed in some cases. Such a linkage would again prove valuable to
designers of self-aware systems.

Thirdly, how might we structure self-awareness processes with respect to each
other, such that the right sort of learning and reasoning is operating on the right
internal and external objects (including self-awareness processes themselves)? In
other words, what should architectures for self-aware systems look like? Further,
how might and should such structures change over time, as the needs of the system
change, or more is learnt about the system, its environment, and about what is needed
to be learnt?

Finally, there is no assumption that at any given moment, all forms of self-
awareness are being used for the same problem or context. Systems may engage
multiple parallel self-awareness processes in related or unrelated tasks. How should
we organize and manage this? Both architectures and meta-management processes
must acknowledge that attention is a limited resource, reflective of the limited com-
putational power,memory, and time for running self-awareness processes on real sys-
tems.Anotherway of phrasing this challenge is to consider how a system itself should
decide how to engage and disengage different self-awareness processes dynamically,
as relevant or beneficial, given its experience of a changing world.
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manages itself. The second focuses on self-aware multiagent applications running in
a data center environment, allowing issues of collective behavior in cooperative and
competitive self-aware systems to come to the fore. The third focuses on a cyber-
physical system. It allows us to explore many of the same issues of system-level
self-awareness that appear in the second scenario, but in a different context and at a
potentially even larger (potentially planetary) scale, when there is no one clear global
objective.

4.1 Introduction

This chapter introduces three reference scenarios for which self-awareness plays an
important role. The reference scenarios are intended to cover a broad set of charac-
teristics and issues that one may encounter in self-aware systems, and to represent a
range of domains and a variety of scales and levels of complexity. They constitute a
starting point that will be elaborated further in other chapters, as needed.

The remainder of the chapter is organized as follows. In Sect. 4.2, we explain the
criteria that led us to choose this particular set of reference scenarios, including a
set of research questions that we wished to expose, and a set of dimensions that we
wished to explore.

The first scenario, presented in Sect. 4.3, focuses on an adaptive sorting algorithm
and exemplifies how a self-aware individual system element may adapt to changes
in the data on which it operates, the environment in which it executes, or the require-
ments or performance criteria to which it manages itself.

The second scenario (Sect. 4.4) features applications running in a data center
environment. It brings to the fore issues of coordination, cooperation, and competition
that arise within self-aware applications composed of multiple interacting self-aware
elements or components. Moreover, it raises issues of competition and conflict that
may arise among multiple self-aware applications, and between those applications
and a self-aware entity that represents the interests of the data center owner.

The third scenario (Sect. 4.5) focuses on a cyber-physical system. It allows us
to study issues of system-level self-awareness similar to those of Sect. 4.4, but in
a different context and at a potentially even larger (potentially planetary) scale, at
which there is no one clear global objective. This scenario is built up incrementally
in increasing levels of scale and complexity, thereby highlighting different levels of
self-awareness. The chapter concludes with a brief summary (Sect. 4.6).
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4.2 Rationale

The purpose of this section is to explain some of the considerations that led to our
choice of reference scenarios, including a set of research questions and dimensions
that we wished to explore.

Among the key research questions regarding self-aware systems that we wish our
reference scenarios to support are as follows:

• How can self-awareness help a computing system achieve its goals?
• What is the relationship between a system’s properties and the type and degree of
self-awareness that is most appropriate or beneficial for it?

• What are the costs or drawbacks of self-awareness, and what is its overall net
benefit?

• How do different instances of self-awareness operating at different levels of a
system interact with or otherwise affect one another, and what is the impact of
these interactions upon overall system behavior and performance?

Among the key dimensions of self-awareness that we wished to explore through
the reference scenarios were as follows:

• Goal complexity. For any given self-aware entity, does its goal concern a single
attribute (such as a thermostat that just manages temperature), or is it a multiat-
tribute (as in the data center scenario), where an application owner might strive
to optimize multiple application performance criteria (involving response time,
throughput, and downtime) while minimizing resource usage (so as to reduce
payments due to the data center owner)?

• Goal alignment. For self-aware systems that comprise more than one self-aware
entity, to what degree do the objectives of the constituent entities align with one
another? This is related to whether or not the individual entities are operating
explicitly on behalf of one authority, or several.

– The adaptive sorter scenario represents a simple one-component system with a
single purpose.

– The data center scenario exemplifies a multiplicity of individual goals held
among the end users, the application owners, and the data center owner.

– The various cyber-physical scenarios cover a range of cases, including:
appliances that have their own individual objectives but may have some con-
sideration for global house-wide objectives built into them;
smart homes that each seek to minimize cost and maximize power consump-
tion by their owners, potentially creating resource contention and possibly
resource shortages; and
shuttles that are designed to be highly cooperative with one another.

• Heterogeneity. Self-aware systems may tend toward homogeneity or heterogene-
ity in terms of technology and protocols as well as behavior, strategies, self-
management capabilities, self-awareness level, degree to which they have adapted
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effectively to the environment in which they are situated, and timing characteris-
tics [20, 21].

4.3 Adaptive Sorting

What might it mean for software to be adaptive and self-aware? To answer this ques-
tion, we start by considering as an example the std::sort algorithm included in
the C++ Standard Template Library (STL). In its current form, the STL sorting algo-
rithm is neither adaptive nor self-aware. However, there are two important reasons
why one might want to endow it with adaptability and self-awareness: coping with
the plethora of different hardware architectures on which the algorithm might run
and coping with the wide variety of input data characteristics.

First, consider the influence of the hardware architectural features such as cache
size, cache line size, and the number of registers on the nature of the optimal sort-
ing algorithm and parameters. In the version of libstdc++ included with GCC
4.3, merge sort was used until the list was smaller than 15 elements, below which
insertion sort was used. This choice was established empirically as best for problems
of a certain size and type on architectures that were common when the library was
originally written. By 2009, architectures had evolved to the point where a higher
cutoff was found to be more effective [1]. 1

Second, consider the influence of data set characteristics such as size and distrib-
ution (e.g., standard deviation) upon the optimal sorting algorithm and parameters.
Experiments reveal that data sets with small standard deviations favor the quicksort
algorithm, while for larger standard deviations the CC-radix sort [17, 29] is the best
choice. When the number of keys is increased, the best algorithms for small standard
deviation values are multiway merge sort, while CC-radix is best for larger input
sizes and higher standard deviation [22].

Recently, researchers have begun to experiment with generating sorting algo-
rithms dynamically, based on the observations of the performance and the execution
platform and fine-grained performance tuning [1, 4]. This automatic tuning is usually
done through an empirical search [18, 19, 26] that identifies the algorithm (among a
set of potential ones) that performs best on the specific deployment machine. Code
that dynamically adapts to the characteristics of the input has a significant advantage
over other types of optimization [22].

Having established why it is advantageous for a sorter to be capable of adapting to
its environment (i.e., the hardware architecture and the data upon which it operates),
we now imagine what an adaptive, self-aware sorter might be like.

1Another notable example where hard-coded parameters have evolved over time to accommodate
changes in architecture is the discrete Fourier transform [4, 9].
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4.3.1 Scenario

An adaptive, self-aware sorter should sense the environment and the input data to be
sorted and adapt its behavior accordingly. These requirements have both design-time
and run-time implications.

First, consider the design of a self-aware sorter. The designer must anticipate
that the sorter could be instantiated in a variety of different environments, including
different hardware architectures, or different amounts of compute resources such as
CPU, memory, and I/O. The designer must also anticipate that at run-time the user of
the sorting algorithm could express goals and constraints in terms of a variety of dif-
ferent high-level attributes, including latency, throughput, and energy consumption
and that the data set could vary widely in terms of size or other characteristics that
might affect sorting efficiency. The designer must then incorporate her knowledge
or expectations into the design of the self-aware sorter. The design must include:

1. means for sensing certain aspects of the environment (e.g., the identity of the
operating system, available compute resources, or the data set size);

2. means for controlling certain aspects of the sorter’s behavior (e.g., the type of
sorting algorithm used, or the amount of memory allocated);

3. means for sensing certain attributes of the self-aware sorter’s behavior that might
possibly be of interest to the user;

4. knowledge of which environmental aspects and algorithmic behavior attributes
can be sensed, and which algorithmic parameters can be controlled;

5. models (or partial models, or hints about the likely functional form of mod-
els whose details could be learned at run-time) that capture the dependency of
behavioral attributes upon environmental conditions;

6. means for capturing user goals and constraints; and
7. means for using models to optimize control parameters with respect to user goals

and constraints

The design goals, run-time expectations (and the ranges into which the user goals
fall), and models or model hints should be expressed in a form that can be used
by formal verification methods to confirm that the sorter is correct and satisfies the
designer’s goals and objectives (which include coping with the widest possible set
of conditions and user expectations).

Now consider the self-aware sorter at run-time. When instantiated within a spe-
cific environment, the self-aware sorter senses the hardware and resources of that
environment, assesses the data set that it is being asked to sort, and receives informa-
tion about the user’s goals and constraints with regard to latency, throughput, energy
consumption, or other attributes of interest. For example, the user might wish the
sorter to minimize CPU and memory usage while maintaining a compute time of no
more than 5 s. Given the initial model provided by the designer, its understanding of
the environment in which it is situated, its own state and capabilities, and the user’s
objectives, the self-aware sorter then uses its optimization capability to determine
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the best sorting algorithm and associated parameters to use, and perform the sort
accordingly.

In a more advanced variant of the scenario, the self-aware sorter dynamically
searches for new sorting algorithms not contained within its original code base that
are more optimal given the current circumstances. Such algorithms might exist in the
form of libraries that could be dynamically linked into the code, or a Web service.
In order to determine that these new algorithms are likely to be better than any
currently used by the sorter, new algorithms should be accompanied by models that
predict their likely performance. Suchmodelsmight be packagedwith the algorithms
themselves, for example, or provided by a trusted third party that conducts extensive
experiments on the algorithms in order to learn models for them.

In an orthogonal variant, models relating environmental conditions and algorith-
mic parameters to high-level performance criteria might be learned dynamically as
the sorter is applied to various data sets over time. If the designer has already pro-
vided a model, the model learning might take the form of Bayesian updates to the
original model. If the designer has instead provided hints about relevant variables
and/or some expectations about the structure of the model, these could be used as
a framework or constraint in which the learning would take place. In any case, the
learning could be performed by the sorter itself, or it could be done by third parties
that do the learning and then make the resultant models available.

Preferably, the design specification should be accessible by the instantiated self-
aware sorter. If for some reason the assumptions under which the design was per-
formed and verified are violated, an alert could be created and sent to the designer
or the verification algorithm. Upon learning that the original assumptions are vio-
lated, the designer would have a chance to redesign the algorithm, or the verification
algorithm could be launched automatically and signal the designer if the run-time
conditions are such that the algorithm is not sound (or optimal). Moreover, other
properties can be taken into account, like software health [28].

4.3.2 Key Questions

• How feasible is it for the designer of a self-aware software component to build in
the required sensors, controls, models, and self-regulation mechanisms? Must we
invent a new generation of software design tools to help with this task?

• What type of information could a self-aware software component capture at run-
time that would support improvements in the design of the next generation of
that software? What are the methods by which such information captured from
multiple run-time instances of self-aware sorters be integrated into the redesign?

• Is it possible to remove the human designer from the loop, such that the redesign
step becomes a type of run-time adaptation? How would this work?



4 Reference Scenarios for Self-aware Computing 93

4.4 Data Center Resource Management

As a second reference scenario, we consider self-awareness in the context of a data
center. This is an interesting case because data centers involve management of thou-
sands of applications and are therefore several orders of magnitude beyond the self-
aware sorter in terms of scale and complexity. Moreover, in this case, there are many
different stakeholders instead of just one:

• the data center owner, who operates the physical infrastructure, consisting of a
large number of physical (and, increasingly, virtual) machines plus network and
other computational resources required to run applications. The data center owner
seeks to honor its service-level agreements with the application owners while
minimizing the costs of building and maintaining the data center.

• multiple application owners, who purchase compute resources from the data center
owner and use those resources to deploy, run, andmanage applications that provide
services to the end users. They seek to honor their SLAs with the end users while
minimizing what they pay to the data center owner for the use of the physical
infrastructure; and

• myriad end users, who use the applications provided by the application owners
and are concerned only with their own perceived service quality. Web users typi-
cally tolerate a waiting time between 2 and 4 s [25], depending upon the type of
application (e.g., interactive Web page vs. mail delivery service). There is some
price elasticity; that is, the end users may be willing to pay more for better service.

The data center owner, application owners, and the end users may come from
different organizations (e.g., in a public cloud) and the usage of the service and the
infrastructure may be connected with certain fees. The expectations regarding the
quality of service and the fees are defined through service-level agreements (SLAs)
between the data center owner and the application owners, as well as SLAs between
application owners and their end users.

The need for data centers and the applications that run in them to be adaptive is
well-recognized.Many applications are subject to strong time-varyingworkloads that
can (during the so-called flash crowds) reach peaks five times more intense than the
averageworkload [5], causing the resource requirements to increase accordingly [27].
Moreover, unexpected hardware failures occur frequently in data centers [14, 24].

Virtualization is a key technology that has been introduced to enablemore dynamic
management of resources and applications in data centers. Virtualization flexibly
allocates computing, storage, and network resources to applications running in data
centers. Data center owners benefit because they can consolidate independent appli-
cations onto the same physical hardware, thereby reducing the physical resource
and electrical power required to support a given number of applications. Virtualiza-
tion allows a data center owner to overcommit physical resources; that is, they can
allow the allocated virtual machine (VM) resource reservations to exceed the current
physical resource capacity, on the assumption that not all virtual machines require
the resources at the same time [2, 15]. Application owners benefit because they
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can dynamically acquire additional computational resources whenever their appli-
cation workload increases and release those resources back to the data center when
it decreases—which is much more efficient and cost-effective than the traditional
method of requesting enough dedicated physical resource to satisfy the maximum
anticipated demand.

Virtualization enables efficiency and cost-effectiveness for both data center own-
ers and application owners, resulting in savings that can be passed on to the end
users. In practice, however, it is challenging to manage virtualization in such a way
that objectives are met fairly and efficiently as workloads fluctuate, and goals shift.

One factor that contributes to this challenge is that modern virtualization and
middleware platforms provide a wide range of adaptable parameters, such as where
virtual machines are placed on physical hosts, the number of VM instances, the size
of each VM (e.g., number of virtual CPUs), the scheduling priorities for a VM (e.g.,
CPU reservations, limits, and shares), and the platform configuration (e.g., thread
pools and cache size).

Another factor is that it is difficult to know how changes to the parameters will
affect the behavior of the system and its impact on the various stakeholders. Typical
cloud management solutions of today (such as Amazon EC2,2 or CloudStack3) use
autoscaling techniques to add or remove resources from an application when low-
level metrics such as CPU utilization cross a given threshold—a very rough proxy
for the metrics of actual interest to the application owners and end users, such as
application performance and robustness. These VM management solutions are not
only unaware of the high-level goals of the stakeholders, but also they would not
know how to manage those goals because they lack models that map from VM
management parameters to application-level metrics.

A final factor is that today’s VM management systems do not take into account
the multiple conflicting goals of the various stakeholders in a principled way. Indeed,
the interests of the data center owner and the application owners are often completely
at odds with one another; for example, data center owners wish to minimize costs
by minimizing use of power and physical resources, while application owners want
the higher performance that results from maximizing power and physical resources.
Consequently, VM management systems are unlikely to realize trade-offs that are
understandable or fair. For example, some modern virtualization techniques attempt
to optimize resource allocation at the data center level. The VMware Distributed
Resource Scheduler (DRS) [13] balances and distributes the load between physical
hosts in a data center by migrating virtual machines. The Distributed Power Man-
agement (DPM) controller [13] automatically consolidates VMs if physical hosts are
underutilized, placing freed up hosts in standby mode to save energy and rebooting
when necessary. While an effort is made to minimize the likelihood that an applica-
tion will be starved for resource while waiting for a reboot, these controllers do not
consider application-performance requirements explicitly.

2http://aws.amazon.com/en/ec2/.
3http://cloudstack.apache.org/.

http://aws.amazon.com/en/ec2/
http://cloudstack.apache.org/
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4.4.1 Scenario

Here, we exemplify how self-awareness could enable more effective use of virtual-
ization from the perspective of the two stakeholders who have the ability to control
resources: the application owner and the data center owner.

A hypothetical self-aware controller operating on behalf of the application owner
[31] wishes to use an appropriate amount of resource, such that the fees it pays to
the data center owner for the use of physical or virtual compute resources are no
more than they need to be to satisfy the demand from their end users. To do this,
an application controller could take two types of actions. First, it requests virtual
computational resources r from the data center owner (at some cost), and second,
it sets the values of the parameters under its control c(r) to allocate and control the
virtual resource r. The virtual resource might, for example, be a week of time on
a virtual machine with a CPU capacity of 5 · 109 cycles per second, with 8GB of
memory and 80GB of SSD storage.

The application controller’s goal is to maximize its revenue from the end-user
SLAs, π(V), where V represents the values of the attributes appearing in the SLA.
The end-user SLAs would be based upon the application-level metrics, such as aver-
age response time (or 95% response time percentiles), latency, and might include
penalties for service disruption. Additional application-level attributes might include
elasticity [16] (i.e., the ability to rapidly increase or decrease the allocated resource
in response to demand from the end users) and resource stability (guarantees that
fluctuations in the compute resource provided to the application will be minimized).4

The self-aware controller has a self-model V(c(r), λ) that expresses how its
performance-attribute values depend upon the control settings and the workload
λ. Some methods by which such a model might be learned are discussed in Chap.12.
The self-aware controller then optimizes over all control settings to identify c∗(r),
the setting for which π∗(r) = π(V(c∗(r), λ)) is greatest.

The self-aware controller uses the above procedure to compute π∗(r) for all
possible values of r. Then, it performs a second optimization over all values of r to
determine the value r∗ that optimizes the net profit π∗(r) − γ (r) (the revenue from
the end-user SLAsminus the payment to the data center owner for the resources r). It
requests compute resources r∗ from the data center owner, and then, when it receives
them it allocates and controls those resources according to the optimal control values
c∗. Since the model contains a workload-dependent term, it and any optimizations
based upon it must be continually updated as the workload fluctuates.

A hypothetical self-aware controller operating on behalf of the data center owner
could employ a similar approach involving self-models coupled with optimization,
balancing its need to satisfy SLAs that it has in place with each of the application
owners against its desire to minimize its own costs for physical infrastructure and

4The data center owner might minimize such fluctuations by using traditional performance isolation
techniques such as physically isolating the compute resources. In contrast to current practice, in
which SLAs explicitly mention physical isolation, in our opinion the SLA should be expressed
solely in terms of a service guarantee and not in terms of how that guarantee is implemented.

http://dx.doi.org/10.1007/978-3-319-47474-8_12
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power. Specifically, the data center controller can select a set of control parameters
c that (according to a self-model r(c)) is expected to produce an amount of virtual
resource r. Additionally, the choice of control parameters c implies an increase ρ(c)
in the amount of physical resource and power that must be provisioned in order to
realize those control parameters. When an application controller requests an amount
of virtual resource r′, the data center controller’s task is then to find the c∗ that
minimizes the effective amortized cost for physical resources and power p(ρ(c)),
subject to the constraint that r(c) = r′. The data center will then receive a profit of
γ (r′) − p(ρ(c∗)) from that application owner.

This scenario is somewhat naïve in that it assumes that resource and control
settings are instantaneously responsive. This is not true in general; for example, it
can take seconds, or even minutes, to allocate new VMs to an existing application,
particularly if a physical server needs to be powered on. In a more sophisticated
variant of the above scenario, the self-aware application controller would take into
account these time lags and compute its resource request proactively by anticipating
that more resource is likely to be needed soon. Reinforcement-learning approaches
have proven effective in such cases [30].

In yet another variant of the scenario, the agreement between the application
owner and the data center owner would be based upon SLAs describing the virtual
resource r provided to the application controller, rather than directly in terms of the
resource itself. The attributes appearing in such an SLA would include traditional
resource-level metrics such as CPU cycles, memory allocation, and bandwidth, but
it would also include metrics describing service disruptions (e.g., downtime) as well
as bonuses and/or penalties incurred when the provided resource is more or less than
a specified target amount.

In another variant, the data center controller enforces an overall constraint on the
amount of physical infrastructure and power consumed across all applications. This
necessitates significant changes to the interaction between the data center owner and
the application owners. Since the application owners do not decide unilaterally how
much resource they will receive, a negotiation process would now be required.

4.4.2 Key Questions

• Which methods are most efficient and effective for learning models that map from
controllable parameters and environmental conditions to SLA attributes? Some
answers to this question will be provided in Chap.12.

• In the scenario above, both controllers used a relatively simple predictive model-
control approach to govern their actions.More sophisticated approaches are needed
to handle situations, where there is a delay between when an action is taken and
its effect is manifest, such as reinforcement learning. What are the best techniques
for exploiting models to select actions, and under what conditions?

• In the scenario above, the data center owner provided to each application owner the
amount of resource that they requested, and the application owners then did their

http://dx.doi.org/10.1007/978-3-319-47474-8_12
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best tomanagewithin that allocation.One can envision other scenarios inwhich the
data center owner determines the amount of resource, or there is some information
exchange or negotiation through which both parties can jointly determine the
allocation. What other schemes exist, and how well do they work under various
circumstances, from the standpoint of both parties? Some answers to this question
can be found in Walsh et al. [31], and in Chap.13.

• For both the data center owner and the application owners, the terms of the SLA
have a profound impact on the behavior of the system. What are some means by
which these SLAs can be established in the first place? Must they always be set
unilaterally, by the data center owner? Or, might there be a process of negotiation
between the data center owner and the application owners, and if so what are some
plausible (or perhaps optimal) negotiation mechanisms?

• Would it be feasible to replace SLAs with an auction or other type of dynamic
economic mechanism, and if so how would this affect the nature of the algorithms
employed by the controllers?

4.5 Cyber-Physical Systems

In this section, we present several scenarios involving cyber-physical systems in
which multiple self-aware entities interact within a shared environment. These sce-
narios allowus to study individual and collective self-awareness, and the relationships
between them. As in Frey et al. [8] and Chen et al. [7], the scenarios are organized
in order of increasing complexity and scale.

4.5.1 Thermostat

4.5.1.1 Scenario

The first and simplest scenario takes place within a home and involves a single
device pursuing a single goal. Specifically, a thermostat strives to maintain a room’s
temperature within one degree of a value specified by one of the home’s inhabitants.
The amount of heating or cooling power that must be supplied to the room depends
upon the ambient outside temperature, which can vary over the course of a day or a
season. Accordingly, the thermostat is equipped with a thermometer that senses the
room’s temperature, and it uses a simple model to convert the difference between the
observed and desired temperature into a signal that controls an actuator that turns
the room heating or air-conditioning on or off.

In a more complex variant of the scenario, the thermostat pursues multiple goals
simultaneously. For instance, in addition to the temperature goal, the thermostat can
be constrained by a power consumption goal, such as a maximum power that may
be used to heat or cool the house during a day. Alternatively, a power goal could be

http://dx.doi.org/10.1007/978-3-319-47474-8_13
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defined dynamically by an automatic controller of a local power grid, to which the
thermostat is connected. Rather than being defined in terms of a daily threshold, the
goalmight require that the connected device prioritizes or avoids power consumption.
The goal may change at regular intervals depending on the overall state of the power
grid—i.e., the current balance between power consumption and production. In many
cases, the thermostat’s temperature and power goals may conflict with one another,
as reaching a higher temperature with respect to the external environment requires
the thermostat to consume (switch on) power while the power goal may recommend
the opposite (switch off). In more complicated cases, an additional (and potentially
conflicting) goalmay be given to the thermostat in order tominimize the cost of power
consumption for the home owner, while the grid controller could impose fluctuating
power prices.

In an orthogonal variant of the scenario, the self-aware thermostat is capable of
explaining its state, behavior, and plans. Specifically, if queried, the thermostat would
be able to report its actions (past, current, and planned) and the motivations behind
them, evaluate its performance with respect to its goal(s), and perhaps even diagnose
failures to meet its goals. Such a degree of self-awareness is key to the ability of
the thermostat to improve itself, either dynamically at run-time or by collecting
observations that would aid in designing the next-generation self-aware thermostat.

4.5.1.2 Key Questions

• Howwould extending the thermostat’s awareness to encompass a broader context,
including the presence of humans or the temperature of adjoining rooms, improve
its performance and efficiency?How costlywould it be to add the requisite sensors,
or communication capabilities, or computational power? Would the extra self-
awareness warrant this cost?

• How would extending the thermostat’s awareness to encompass a broader set of
models, such as daily or seasonal external temperatures, models of other rooms in
the house, or power price predictions improve its performance or efficiency? How
would the costs of such improvements compare to the benefits?

• What are the best means for resolving conflicts among multiple goals?

4.5.2 Smart Home

4.5.2.1 Scenario

This scenario adds to the previous scenario an additional “smart” window shutter and
awashingmachine, thereby illustrating a case inwhich several heterogeneous devices
pursue different goals within a single environment, under a single authority. Acting
upon signals from sensors that sense sunlight and external and internal temperature,
and possibly human presence sensors aswell, the smart window shutter pursues goals
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related to the home’s lighting and temperature by controlling actuators that rotate the
shutter panels individually. In doing so, the smart window controller simultaneously
affects both the temperature and the light intensity within the house.

The self-aware washing machine offers different programmes with different on-
off cycles and durations, which can be selected by users to run within a specified time
frame. When connected to a smart grid, the washing machine may avoid power con-
sumption or price peaks by delaying thewashing cycle automatically. Note that, since
the shutter’s actions affect temperature and the washing machine’s, affect power, the
introduction of these two self-aware entities into the environment creates the potential
for goal conflicts that extend across these devices.

In a more complex version of the scenario, additional thermostats or window
shutters are introduced throughout the house, and the user specifies house-wide
goals or constraints, such as house temperature and lighting preferences, or power
consumption thresholds or costs—thereby requiring cross-device coordination.

Another interesting twist on the scenario considers the consequences of altering
the set of sensors or devices installed within the smart home. Individual self-aware
devices must adjust to the presence of new sensors or devices that consume power or
produce heat, or to the absence of the recently removed sensors or devices.Moreover,
any models or controllers that operate at the level of the smart home as a whole must
adjust to the changes in power-consumption or power-provision profiles or other
characteristics of the newly introduced or recently removed devices.

4.5.2.2 Key Questions

• What conflicts might arise as multiple homogeneous or heterogeneous self-aware
devices operating within a single environment attempt to satisfy their individual
(and possibly multifarious) goals? For example, how could thermostats cooperate
with shutters to manage temperature goals, while simultaneously attending to their
respective power and light-intensity goals?Howeffectively can various negotiation
or other mechanisms resolve such conflicts?

• How can a collective of self-aware entities manage micro- and macrogoals simul-
taneously, such as the power consumption of each device and of the house overall?
What are the relative merits of a single central self-aware controller for the home
as a whole vs. an arbiter or a fully decentralized arrangement in which global goals
are somehow translated into local goals that are combined with the intrinsic goals
of the individual controllers?

• How can self-aware entities detect and cope with changes in their environment,
such as the addition or removal of sensors or devices?

• How could a self-aware collective (such as a smart home) provide coherent expla-
nations of its behavior and plans, both at an individual and a collective level?
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4.5.3 Smart Micro-grid

4.5.3.1 Scenario

Consider a scenario in which several smart homes are interconnected via a smart
micro-grid. Not only does thismove up a level in the scale from the previous scenario,
but also it allows one to explore the situations in which there is no single authority,
but rather multiple authorities with interests that may both overlap and conflict. The
interests of each smart home owner may be represented by its own independent
self-aware controller, while the interest of the power company that owns the micro-
grid may also be represented by its own self-aware controller. The interests of these
various authorities overlap in some regards; for example, they all desire power service
dependability and sustainability. However, they also conflict in other aspects; for
example, each home owner desires minimal costs, while the power company wants
maximal profits.

Each self-aware controller may act independently of the other and may even
choose to leave the power grid at any time. The power grid authority likely plays a
role in determining the power consumed by each smart home, but it may be indirect in
nature, or shared with the smart homes (e.g., if the allocation depends upon pricing or
some type of negotiation). However, it does not have fine-grained over the allocation
of power within individual homes; that is the province of the individual smart home
controllers.

Other minor variants of the scenario introduce additional entities representing the
interests of other independent authorities, such as follows:

• alternative energy generators (e.g., wind turbines and solar plants);
• governmental or other regulatory authorities that may impose general laws (and
hence constraints) directly (e.g., restrictions on power consumption by individual
homes) or indirectly (e.g., limits on prices charged by the power company);

• entities other than smart homes that consume electric power: businesses, electric
cars, etc., and whose behavior are therefore coupled in myriad subtle and unantic-
ipated ways with that of the smart homes (see, for example, [23], on the topic of
probabilistic modeling, and Chap.13).

4.5.3.2 Key Questions

• When multiple self-aware controllers with independent objectives interact in the
absence of a central authority, what forms of communication and negotiation
ensure most that there is sufficient mutual benefit to warrant the interaction?

• In systems of multiple independent self-aware entities, the learning and adaptation
of one such entity induces a behavioral change that affects the experience of those
with which it interacts. How is it possible for self-aware entities to learn and adapt
in an environment that is always changing due to the learning and adaptation of
the other self-aware entities?

http://dx.doi.org/10.1007/978-3-319-47474-8_13
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• In systems of multiple independent self-aware entities, to what extent is it possible
or desirable for self-aware entities to become aware of one another’s goals, internal
states, and behaviors?

• Given possible restrictions on information access (e.g., due to privacy concerns),
what mechanisms and incentives support exchange of useful information among
self-aware entities? How might they best employ such information?

4.5.4 System of Autonomous Shuttles

4.5.4.1 Scenarios

As a final cyber-physical systems scenario, consider an intelligent transportation
system in which trains of connected railroad cars are replaced by a collection of
autonomous shuttles.5 By operating on demand, autonomous shuttles can be more
efficient and tailor their operation more precisely to passenger needs and priorities.
For example, managers may request high-speed transport to an urgent meeting, while
tourists may request transport within a certain time window for less cost.

A prototype autonomous shuttle system of this nature is under development [11].
In order to separate the hard real-time processing required for reliable switching and
reconfiguration from the soft real-time processing required for long-term decision-
making, the system features an operator controller module (OCM) containing an
arbiter that controls the underlying physical processes. The reflective operator han-
dles the necessary reconfiguration in hard real time. At the same time, a cognitive
operator captures the more demanding aspects of self-optimization such as decision
making based on run-timemodels. As depicted in Fig. 4.1, the architecture of a single
autonomous shuttle is a hierarchy of OCMs.6 Optionally, the highest level OCMs
within each autonomous shuttle may interact with one another.

In one class of variants, the shuttles operate completely independently, optimizing
their own operation without directly sharing any information other than what can be
obtained from observation; that is, they have no awareness of one another’s models or
intent. For example, they might parasitically save energy by following other shuttles
when possible to reduce air resistance. In another variant, shuttles compete with
another to earn money by transporting passengers or cargo. If the mechanism used to
match shuttles with transport requests is an auction, then to form a competent bid the
shuttles need to generate good estimates of the time, energy, and expense incurred in
meeting specific transport requests, which requires that they learn and/or use models

5http://www.railcab.de/index.php?id=2\&L=1.
6The design of a single autonomous shuttle would be an interesting scenario in itself. See the
Mechatronic UML approach [6] for the model-driven development of self-optimizing embedded
real-time systems, which includes a notion of UML components for hybrid behavior, real-time
statecharts extending UML state machines, and the required tool support [6, 10] and analysis
techniques [3, 10–12] developed to be able to design safe autonomous shuttles and their internal
hierarchical structure with self-optimization.

http://www.railcab.de/index.php?id=2&L=1
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Fig. 4.1 Architecture of the autonomous shuttle as well as their combination (figure taken from
[11])

of their own capabilities and costs, as well as a model of the environment in which
they operate. Their bids may be placed with or without an awareness of the existence
of other shuttles that are vying to serve the same transport requests.

In another class of variants, the shuttles are aware of one another in the sense of
possessing or being capable of learning models of other shuttles. Such a degree of
awareness could be advantageous, as it affords the possibility of anticipating their
likely bids or operational behaviors.

Another dimension to the autonomous shuttle fleet scenario is whether the shuttles
coordinate their actions with one another, and if so whether that coordination is
achieved through a central coordinator or in a decentralized fashion via messages
exchanged among the shuttles (in which case coordination would be an emergent
effect). A natural motivation for such coordination would be to optimize transport
orders globally across the entire fleet, maximizing its revenue by optimizing quality
of service and minimizing its cost by determining which shuttles are in a position
to provide the requested service most efficiently. While fleet-level planning would
be conducted across the set of shuttles, each shuttle’s individual controller would
still be responsible for executing the plan, based on its model of its own capabilities
along with characteristics of the environment in which it operates.

In the case where shuttles cooperate by explicitly exchanging high-level informa-
tion with one another, all of the activities of self-aware computing systems discussed
by Weyns et al. [32] may be realized, including the following:

• Learning run-time models jointly. Consider a fleet of shuttles that cooperates
by exchanging monitoring data to learn the characteristics of other shuttles, the
characteristics of the environment, or the characteristics of the shuttle fleets. For
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example, exchanging data on track conditions [6] can help shuttles optimize their
travel to any part of the system that has been experienced by at least one shuttle.

• Sharing goals and joint reasoning. If shuttles exchange their goals, their planning
can take into accountwhat other shuttles are likely to do andmight through bilateral
or multilateral negotiation arrive at a mutually satisfactory itinerary. For example,
they may avoid operating at cross-purposes, e.g., bidding against one another or
planning conflicting itineraries.

• Joint actions. If shuttles share with one another their plans, they have a chance
to detect problems or conflicts and renegotiate or discover a solution that will be
more globally beneficial. For example, if a shuttle is no longer able to move on its
own, another shuttle may be able to help it by pushing it to the next station.

Also of interest is a competitive scenario that inherits the characteristics of the
cooperative shuttle scenario presented above, including the autonomy of individual
shuttles and the centralized or decentralized coordination that optimizes plans and
schedules over an individual fleet, and imbeds that scenario in a larger one in which
fleets compete with one another to serve transport requests. This scenario shares
much in common with the scenario in which individual shuttles compete with one
another, except that now the competition is at the level of entire fleets rather than
shuttles. For example, in the case it becomes interesting to consider the potential
advantage that one fleet might gain by learning models of competing fleets.

Finally, the scenario may be extended to a larger-scale and more heterogeneous
intelligent-transport system that encompasses automobiles, taxis, bicycles, and other
forms of transportation that are represented by self-aware controllers—a diverse
milieu that brings together myriad diverse interests and applications (e.g., bus and
trucking companies, individual and taxi drivers, traffic management, and city gov-
ernment).

4.5.4.2 Key Questions

• How can a system of autonomous shuttles or other self-aware systems fulfill
dependability requirements?

• What coordination mechanisms can permit self-aware systems to satisfy their own
individual objectives while functioning competently in a system of systems that
contains myriad other self-aware systems that represent multiple diverse interests?

• What forms of information can usefully be shared among self-interested self-aware
entities in cooperative settings, or competitive settings, or combinations thereof?
Depending upon the type of information shared, how can self-aware entities best
avail themselves of such information for making individual decision, or for engag-
ing in negotiation or cooperative planning with other self-aware entities? Under
what conditions are the cost and effort worthwhile?
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4.6 Conclusion

This chapter presented three broad scenarios, providing some insights into the role
of self-awareness in the design of smarter systems. The first scenario, an adaptive
sorting algorithm, showed a single-agent adaptation system, where one entity can
exploit its knowledge of the system to improve its behavior. The second scenario
showed multiple entities in a data center that could benefit from self-awareness to
pursue higher level goals. In this case, there is at least a specific data center owner,
together with other players. The owner and the players’ goals should be fulfilled.
The third set of scenarios showed multiple entities that can have conflicting goals,
where the owner of the system is unclear or undefined. For all these scenarios, the
chapter pointed out challenges and opportunities to be explored.
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Chapter 5
Architectural Concepts for Self-aware
Computing Systems

Holger Giese, Thomas Vogel, Ada Diaconescu, Sebastian Götz
and Samuel Kounev

Abstract Self-awareness in a computing system is achieved by implementing a
model-based learning, reasoning, and acting loop (LRA-M loop). Similar to the
feedback loops for self-adaptive software, we argue that the LRA-M loop should
be addressed during the architectural design of self-aware computing systems. This
allows engineers to explicitly decide and reason about the system’s self-awareness
capabilities. This chapter, therefore, introduces the relevant architectural concepts
to address and make the LRA-M loop visible in the architectural design. Based
on these concepts, we discuss how context-awareness, self-awareness, and meta-
self-awareness become manifest in an architecture. Finally, we relate the presented
architectural concepts to the definition and framework for self-aware computing
systems introduced in the previous chapters.
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5.1 Introduction

The vision of self-aware computing as introduced in Chap.1 promises that self-
aware systems achieve their goals in a flexible manner despite the dynamic and
uncertain nature of their environments and goals. To achieve their goals, such systems
continuously learn and reason about themselves, their environment, and their goals
and, if needed, take appropriate actions. For instance, based on their self-awareness,
such systems are able to self-adapt at runtime, steer their behavior directly as required,
or report to their users to explain what happened.

There are a number of initiatives aiming for more flexible software systems such
as autonomic computing [22], self-* systems [3], self-adaptive and self-managing
systems [9, 10, 13, 14, 24, 34], organic computing [1, 29], or cognitive comput-
ing [21] that advocate a paradigm shift for software from design-time decisions and
understanding toward resolving issues dynamically at runtime—typically by equip-
ping the system with a feedback loop [7].

While these approaches traditionally looked only into reactive classes of solutions
that act at runtime in response to changes without anticipating future changes or
reasoning about the long-term future (cf. [17, 24]), recently an additional paradigm
shift from a reactive to a proactive operation can be observed that aims to integrate
the ability to learn, reason, and act at runtime (cf. [8, 11, 19]). This trend is well in
line with the ideas centered around the notion of self-aware computing [1, 2, 20, 23,
25, 27, 43], runtime models [4–6, 39, 41, 42], and related terms [12, 15, 26, 33]
that gained momentum in recent years.1

In this chapter, wewill look at the solution space for self-aware computing systems
with a particular focus on software architecture as “a collection of computational
components—or simply components—together with a description of the interac-
tions between these components—the connectors” [36, p. 4]. Therefore, this chapter
explores which concepts are required to describe architectures of self-aware systems.
As introduced by the definition of a self-aware computing system, the concepts we
address include runtime models of the context and the system itself as well as learn-
ing, reasoning, and acting processes (cf. Chap. 1). In this context, we consider the
prereflective and reflective forms of self-awareness (cf. Chap. 3).

It is important to emphasize that the chapter does not propose a dedicated archi-
tectural language for development or a set of well-established, concrete architectures
but rather aims to provide an initial basis to compare approaches as well as to explore
and discuss the possible solution space. Consequently, the concepts we discuss and
capture in the examples in this chapter need not to be relevant for every, but only
for specific applications of self-aware computing systems and often only depict a
fragment of an architecture rather than a complete architecture. Furthermore, the
concepts are the building blocks for such systems but not necessary ingredients.
Therefore, they also support modeling architectures of systems that are yet not self-
aware. Our goal is to provide an architectural language that allows us (1) to discuss

1A broader discussion of other related work including also agents and multi-agent systems can be
found in Chap.2 of this book.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_2
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the whole spectrum of self-aware computing systems (see Chap.3), (2) to classify
whether a given system is self-aware, (3) to study systems that may evolve into such
self-aware computing systems, and (4) to derive steps to adjust the architecture of a
non-self-aware system to migrate it into a self-aware system.

Therefore, we do not claim that these concepts are generally relevant for self-
aware computing systems. In contrast, they should be considered as a source of
inspiration when conducting research or developing an architecture and design for
such a system. Future results, experiments, and solutions may then confirm, refine,
or even contradict the usefulness of the various concepts we propose. In any of
these cases, the purpose of the proposed concepts to start-off research and work on
architectures for self-aware computing systems would have largely been fulfilled.

To start-off such research and work, we propose concepts that emerged from the
discussions at the Dagstuhl seminar on self-aware computing system and that make
the specifics of such systems explicit and visible in the architectural design.We argue
that these specifics should become the first-class entities of the architectural design
such that they can be properly addressed during development. Similarly, Shaw [35],
Müller et al. [28, 30], and Brun et al. [7] argue that feedback loops as the essen-
tial characteristic of self-adaptive software should be made explicit and visible in the
architectural design, for instance, to alsomake design decisions explicit and to enable
reasoning on the design. Consequently, we borrowed several ideas from approaches
of the authors of this chapter. In particular, we borrowed ideas from EUREMA [40],
addressing the explicit modeling of feedback loops in the self-adaptive software, as
well as from MechatronicUML [18], supporting collaborations on flexible architec-
tures. However, none of these approaches targets self-aware computing systems in
particular.2 In the context of this chapter, applying all of the proposed concepts may
lead to a too detailed model that might be considered more like a specific design
rather than a general architecture. However, our intention is to be able to express also
subtle differences between solutions in one notation rather than finding an appropri-
ate compromise between expressiveness and ease of use. Consequently, an important
aspect that will need further attention is to determine under which circumstances the
proposed concepts are really helpful for architecture modeling and when they are
too detailed and rather concerned with the more fine-grained design.

The concepts we propose in this chapter are the foundations for the following
chapters. Particularly, Chap.6 will explore the specific needs of architectures for a
single self-aware computing system while Chap.7 will explore collectives of self-
aware systems. Furthermore, Chap.8 will review the state of the art and contrast
it with the proposals of this chapter and of Chaps. 6 and 7. In addition, Chaps. 12
and 13 will target the detailed algorithmic questions of how learning, reasoning, and
acting are realized within a single or collective of systems, which is not covered by
the chapters on the architectures for self-aware systems.

This chapter is organized as follows: In Sect. 5.2, we introduce the running exam-
ple we use throughout this chapter as well as basic notational concepts of the UML to

2A comparison of these related approaches to self-aware computing systems can be found in Chap. 8
of this book.

http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_8
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_12
http://dx.doi.org/10.1007/978-3-319-47474-8_13
http://dx.doi.org/10.1007/978-3-319-47474-8_8
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describe software architectures. Then, we discuss the proposed concepts in terms of
elements and relations that are specific to self-aware computing systems in Sects. 5.3
and 5.4. Using these concepts, we describe different cases of self-awareness in
Sect. 5.5. In Sect. 5.6, we discuss these concepts concerning architectural views as
well as their coverage of the definition and framework of self-aware computing sys-
tems (see Chaps. 1 and 3). Finally, we conclude the chapter in Sect. 5.7.

5.2 Preliminaries

In this section, we introduce the running example, a smart home system, that we use
to illustrate the architectural and design concepts for self-aware computing systems.
Then, we introduce basic notational concepts from the Unified Modeling Language
(UML) [32] to describe software architectures, which are extended in this chapter
to address the specifics of self-aware computing systems. Finally, we summarize the
definition and framework for such systems from Chaps. 1 and 3.

5.2.1 Running Example: Smart Home

To discuss the architectural concepts for self-aware computing systems, we use a
running example based on the smart home exemplary scenario presented in Chap. 4.
In contrast to the original scenario, we use here a smart home system with a more
complicated architecture of prereflective components that control devices in a house
and that are coordinated by a house manager (see Fig. 5.1).

The house manager reports to the user if something goes wrong (e.g., if failures
are detected), self-adapts (e.g., to optimize energy consumption), and actuates the
device controllers in the house (e.g., in case of emergencies). Besides a centralized
housemanager that coordinates the device controllers located in the house, we further
consider variants of less hierarchical interaction schemes such as collaborations or
self-organization to achieve the coordination among the device controllers.

A house consists of several floors and rooms. Each room is equipped with devices
such as sensors to perceive the indoor and outdoor temperature, lighting conditions,
and persons, as well as controllers for the heater (start or stop heating), lights (switch
on or off the lights), windows (tilt, open, or close the window), and shutter panels
(open or close the panels). Each controller works independently; for example, one
controls the heater based on the temperature and another one the windows based on
time. This might result in conflicts such as heating up the room while opening the
windows. The task of the house manager is to coordinate the controllers according to
somegoals. Therefore, themanager aims for (1) self-healing and (2) self-optimization
while we leave out other self-* capabilities to keep the example simple.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_4


5 Architectural Concepts for Self-aware Computing Systems 113

Fig. 5.1 Overview of the smart home system with a centralized house manager

(1) Self-healing:

a. If a sensor in a certain room is broken, the house manager relies on the
sensor data from the neighboring rooms.

b. If a single point of failure is affected, such as the window cannot be closed
any more, a person in the house who is close to the window is notified.

(2) Self-optimization:

a. The energy consumption should be optimizedwhile achieving the goals such
as maintaining a certain room temperature.

b. Various influencing factors for the optimization can be considered, such as
market prices, weather forecasts, government subsidies, and user prefer-
ences.

In this chapter, we illustrate the architectural concepts for self-aware comput-
ing systems with this example. To discuss a particular concept, we often present a
fragment of the example emphasizing this concept instead of a complete architecture.

5.2.2 Architectural Modeling with UML

Before we introduce the architectural concepts that are specific to self-aware com-
puting systems, we provide a summary of UML-based concepts [32] for architecture



114 H. Giese et al.

Example Legend
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Fig. 5.2 Generic UML elements for architecture modeling

modeling which serve as a basis for this chapter. These UML concepts are modules
(e.g., components3), ports provided or required by modules, connectors, collabora-
tions, and participation links between modules and collaborations.

Modules have a name and a type and they can be hierarchically composed to
UML hierarchies. If the name of a module is not relevant, we may omit it (cf.
anonymous module). We may also omit the type of a module if it is not relevant for
the discussion. Modules may provide or require ports that encapsulate functionality
and restrict access. Ports are defined by their types. The direction of the arrows (�,
�,�,�) within a port denotes whether the port is provided or required by a module.4

A module provides (requires) a port if the direction of the port’s arrow points from
the module inward (outward). Provided and required ports of the same type are wired
by a connector to visualize interactions among the corresponding modules.

The example depicted in Fig. 5.2 shows two modules of different types: m of type
HouseManager and house of type House. The manager m coordinates the controllers
rc1 and rc2 that are located in different rooms of the house. Therefore, the house is
hierarchically decomposed into room controllers each with its own heater to con-
trol. The manager requires the port Coord that is provided by the house. Both ports
are connected and the manager coordinates the controllers in the house. The house
forwards the coordination commands from the manager to the individual controllers
that eventually set the temperature to the heaters in the corresponding rooms. The
manager’s responsibility is to achieve similar temperatures in both rooms.

In addition to modules with their connectors and hierarchical (de)composition,
more flexible forms of cooperating behavior can be modeled with collaborations.
Collaborations are depicted by ellipses and they are wired to the modules that col-
laborate by participation links. For instance, Fig. 5.3 shows a collaboration in which
four room controllers agree on a common temperature for each room.

In general, UML hierarchies with shared aggregation and UML collaborations
may overlap to some extent. For instance, we may employ collaborations to cap-
ture the interaction in a UML hierarchy, but also to capture non-hierarchically struc-

3Oftentimes the modules may be in fact components [38]. However, as components imply a certain
degree of encapsulation that might not be the case for the system elements considered in this chapter,
we use the more general term of a module here.
4This can be seen as simple generalization of the different flow properties for ports in SysML [31].
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Fig. 5.3 Generic UML elements for modeling collaboration of modules

tured compositions. However, participations of elements in UML collaborations may
change rather frequently while memberships in a hierarchy are usually considered
more stable and durable (even though such memberships may also change).

5.2.3 Self-awareness Terminology and Framework

The terminology and framework for self-aware computing systems introduced in
Chaps. 1 and 3 provide a definition and several dimensions spanning the overall
spectrum of such systems. In the following, we briefly summarize the definition and
dimensions since they provide the foundation for the architectural concepts of self-
aware computing systems, which we discuss in this chapter. At first, we recap the
definition of self-aware computing systems given in Chap.1:

Self-aware computing systems are computing systems that:

1. learn models capturing knowledge about themselves and their environment
(such as their structure, design, state, possible actions, and runtimebehavior)
on an ongoing basis, and

2. reason using the models (e.g., predict, analyze, consider, and plan) enabling
them to act based on their knowledge and reasoning (e.g., explore, explain,
report, suggest, self-adapt, or impact their environment)

in accordance with higher-level goals, which may also be subject to change.

Based on this definition, we may sketch a self-aware computing system with the
conceptual learn-reason-act-model (LRA-M) loop (see Fig. 5.4). This loop shows the
relevant aspects of the definition. Particularly, the system collects empirical observa-
tions of the self and of phenomena outside the self. Learning and reasoning processes
produce and usemodels that capture knowledge derived from the observations. Based
on the knowledge, the system may act upon itself and on its context. The processes
operate according to higher-level goals that may dynamically change.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Fig. 5.4 The LRA-M loop
introduced in Chap.1
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SELF

Phenomena

Consequently, the definition and theLRA-M loop introduce the concepts of empir-
ical data/observations, models, and goals, which are used by learning, reasoning,
and acting processes. We can elaborate this use relationship by describing the data
flow within the LRA-M loop. The system observes itself and its environmental con-
text, for which models are learned and used for reasoning and acting. Thus, a system
realizing such a loop becomes aware of itself and its context.

These aspects are refined by Chap.3 providing several dimensions for self-aware
computing systems, which we consider as a conceptual framework. This frame-
work covers different levels of self-awareness: A prereflective self-awareness level
denoting simple subjective observations, a reflective self-awareness level if learning
and reasoning with awareness models are involved, and a meta-self-awareness level
where the object of the reflection is a reflective self-awareness process. Moreover,
the framework distinguishes a subject (i.e., the span) and an object of awareness
(i.e., the scope) while the span reflects on the scope. In this context, the notion of
action scope that includes all entities that the system may act directly upon and the
notion of influence scope that refers to entities upon which the system may only act
indirectly are introduced. Finally, the framework refines the notion of awareness by
emphasizing different aspects of awareness such as identity, state, interaction, time,
behavior, appearance, goal, expectation, and belief awareness.

In the rest of this chapter, we will discuss architectural concepts for self-aware
computing systems, which address these aspects and dimensions by applying and
extending the generic UML concepts for architecture modeling. To illustrate these
architectural concepts, we use the introduced running example.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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5.3 Architectural Elements for Self-awareness

In this section, we propose general elements (i.e., building blocks) for describing
architectures of self-aware systems, which are motivated by the aspects and dimen-
sions of self-aware computing systems introduced in Chaps. 1 and 3. Thereby, the
architectural descriptions target concrete architectures of systems and therefore, the
emphasis is on describing specific instance configurations. An overview of the pro-
posed elements is given in the appendix.

5.3.1 System, Environmental Context, and Modules

As depicted in Fig. 5.5a, we may first distinguish a system from its environmental
context. The environmental context, represented by a cloud, is the fragment of the
environment (including possibly other systems) scoped by the system’s capacities
of sensing and exploration. Furthermore, we may distinguish modules that represent
a system and individual elements that compose the system. Both are depicted by
rectangles but a system is illustrated with a bold border in contrast to an individual
module having only a thin border. If we do not want to distinguish whether we refer
to a system or to a module, we just use a rectangle.

The example shown in Fig. 5.5a describes the SmartHome system with two mod-
ules, Controllers and HouseManager, and the environmental context HouseEnvCtx.

SmartHome:

HouseManager:

Controllers:

HouseEnvCtx:

SmartHome:

HouseManager:

<<learn>>

<<reason>>

<<act>>

Controllers:

<<observe>>

<<analyze>>

<<react>>

(a) (b)

Fig. 5.5 Notation for system, modules, environmental context, and processes

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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<<reflective>> 

<<self-awareness>> 

<<learn>> <<reason>> 

<<act>> / 
<<self-expression>>

<<adapt>> <<effect>> <<report>> 

Fig. 5.6 Classification of reflective processes

Fig. 5.7 Classification of
prereflective processes <<pre-reflective>>

<<observe>> <<analyze>> <<react>> 

5.3.2 Reflective and Prereflective Processes

We now show how to model processes within the systems and modules. In this
context, we will distinguish between processes for prereflective and reflective self-
awareness. The former considers basic subjective observations of the system while
the latter additionally considers learning and reasoning activities with awareness
models. An example is given in Fig. 5.5b. Processes are labeled with �learn�
when they capture how models are learned based on the observations, �reason�
when they analyze the situation or plan actions, or�act�when they have an external
or internal impact and are driven by the results of reasoning.

In the example depicted in Fig. 5.5b, the learning process located in the House-
Manager learns about the underlying Controllers module. Then, a reasoning process
identifies shortcomings of the Controllers and plans their circumvention. Finally, the
act process will enact the planned adaptation by effecting the Controllers accordingly.

These processes can be refined and classified into reflective self-awareness and
self-expression (see Fig. 5.6). For self-awareness, we have already introduced the
processes of learning models and reasoning on such models for acting. For self-
expression (i.e., acting), we consider processes that have an external influence such
as adapting the system itself or other systems, effecting the context or other systems,
and reporting to the user or to superordinated system entities.5

Similarly, we may classify the processes for prereflective self-awareness (see
Fig. 5.7). Observe denotes measuring the system itself, other systems, or the envi-
ronmental context, analyze covers simple variants of analysis based on the observa-
tions, and react describes the reaction to specific situations either directly observed

5We distinguish adapting and effecting an entity as the former involves changing an entity (e.g.,
modifying the entity’s structure) while the latter denotes interactions between entities that do not
require any substantial changes of the entity (e.g., by exchanging knowledge among entities).



5 Architectural Concepts for Self-aware Computing Systems 119

or identified by the analysis. Such prereflective processes can be allocated within the
systems and modules as illustrated for the Controllers module in Fig. 5.5b.

The classifications of reflective and prereflective processes shown in Figs. 5.6
and 5.7 are derived from the definition of self-aware computing systems (cf. Chap. 1)
and should therefore be considered at the conceptual level. In practice, these classi-
fications can be further refined or extended given the specific problem at hand.

5.3.3 Awareness Models, Empirical Data (Models),
and Goal Models

As described by the learn-reason-act-model (LRA-M) loop for self-aware computing
systems sketched in Sect. 5.2.3, awareness models (AMs) and empirical data (ED)
are used online. To capture the scope that is represented by the model or data, we
use the stereotypes �ctx� in the case of the environmental context and �sys� in
the case of the system itself or parts of it.

AMs are employed online6 and represent originals outside the system (e.g., the
environmental context or other systems) or inside the system (e.g., modules or
processes of the self). Such models can be subjective and not a perfect representation
of the originals as they might be based on individual measurements as part of specific
learning processes. In general, AMs are usually obtained by�learn� processes and
they are subject to �reason� and �act� processes. AMs are depicted as blue-
shaded, rounded boxes in our notation (see Fig. 5.8).

In the example depicted in Fig. 5.8a, the system has an AM of its environmental
context. In Fig. 5.8b, the HouseManagermodule has an AMof the Controllersmodule,
which is thus a system model. Finally, in Fig. 5.8c, a learning process within the
HouseManager module maintains such a system model locally.

Either a single or a group of models is depicted if one or more models are used
online. An AM or a group of them can be located within a system, a module, or a
process. A group of AMs covers different aspects of the same scope, for instance, a
timing aspect to capture the history of AMs. Otherwise, we use completely separate
boxes for the AMs if they refer to different scopes.

In addition to AMs, the LRA-M loop addresses empirical data (ED) such as
sensor data obtained and used by prereflective processes (cf. Chap. 1). Thus, ED is
usually obtained by�observe� processes and subject to�analyze� and�react�

6The awareness models (AMs) discussed here overlap with the concept of models@run.time [6]
when there is a causal connection with the system itself. Our assumption is that not every AM is or
needs to be causally connected to the running system. Another view on runtime models considers
any models that are used within the system and that either represent (parts of) the system or context
for reflection or specify (parts of) the system for execution [40, 41]. In this view, the reflection
models correspond to the idea of AMs. In general, we do not restrict the scope of an AM. If an AM
represents the context, it usually supports establishing context-awareness while an AM representing
(parts of) the system supports establishing self-awareness.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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SmartHome:
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SmartHome:

HouseManager:

RM
<<sys>>

Ctrl:
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SmartHome:
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<<learn>>
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Fig. 5.8 Notation for awareness models within systems, modules, or processes

SmartHome:

<<ctx>>

myCtx:

HouseEnvCtx:

SmartHome:

HouseManager:

RM
<<sys>>

ED1:

Controllers:

SmartHome:

Controllers:

HouseManager:

<<observe>>

<<sys>>

ED1:

(a) (b) (c)

Fig. 5.9 Notation for empirical data within systems, modules, or processes

Fig. 5.10 Notation for goal
models SmartHome:

<<goal>>

GM:

processes. Such data are specified in the notation as blue-shaded, rounded boxes with
a dashed border (see Fig. 5.9).

As outlined in the definition of self-aware computing systems in Chap.1, a self-
aware system is driven by goals and it may be necessary to be able to cope with
the changing goals or even the dynamically generated goals. Such runtime goals
can be explicitly represented in one or more goal models (GMs). Such models are
depicted as red-shaded, rounded boxes stereotyped with �goal� in the notation
(see Fig. 5.10). In our example of Fig. 5.10, the GM describes the criteria indicating
the direction that the self-optimization should steer the SmartHome system to, for
instance, reducing the energy consumption while considering constraints such as “do
not shut down the heater in a room if there is a person in the room”.

Runtime goals must be explicitly captured by online GMs. In contrast, design-
time goals influence the system during development, for instance, by determining
the type of models and processes to be developed. Some of them may not be explic-
itly represented and they can remain implicit in the implementation—if they do not

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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change dynamically. Goals that may change dynamically must be explicitly repre-
sented to be able to handle such changes. Thus, if a system needs to be goal-aware,
then the goals are typically explicitly represented, otherwise not necessarily.

If goals of another system or element are derived by observations, we use AMs
rather than GMs to describe these goals. We only use GMs to denote those goals
that are imposed on the system either from the outside (e.g., by the user) or from the
system itself generating the goals (e.g., based on some observations).

Splitting the system into multiple layers, GMs can be part of each layer though the
goals might be of a different kind. Goals in the lowest layer refer to the domain func-
tionality while goals at higher layers refer to awareness such as to the success/failure
of lower-layer goals (cf. awareness requirements [37]). For example, a higher-layer
goal may prescribe that the controllers have to achieve the desired room temperature
in 90% of the time. The corresponding lower-layer goal prescribes that the desired
room temperature should be as close to 22C as possible.

5.4 Architectural Relations for Self-awareness

Besides the architectural elements for self-aware computing systems discussed
in Sect. 5.3, the definition for self-aware computing systems given in Chap.1
and its refinements in Chap.3 introduce explicitly or implicitly several relations
(cf. Sect. 5.2.3). These relations seem helpful for architectural considerations and
they are discussed in the following. An overview of the proposed relations is addi-
tionally given in the appendix.

5.4.1 Data Flow Related to Self-awareness

The first relation we introduce is the data flow between models, empirical data,
processes, modules, other systems, and the environmental context. This is motivated
by the data flow that forms the learn-reason-act-model (LRA-M) loop introduced in
Chap.1. As shown in Fig. 5.11, the data flow is represented by a solid black arrow
whose direction indicates the direction of the data flow.Thus, the data flowextends the
UML connector (see Sect. 5.2.2) by connecting arbitrary elements and representing
a flow of data. Note that such a data flow may be realized by quite different technical
means such as procedure calls, messages, or flows.

Using the data flow relation, we can describe that a �learn� process obtains
AMs guided by the goals of the self, a�reason� process uses the AMs and GMs to
reason, and finally, that an �adapt� process uses the AMs to dynamically change
a module (see Fig. 5.11a).

Considering our example and Fig. 5.11a, the HouseManager uses the goal model
GM, which may prescribe that the desired room temperature should be achieved in
90% of the time, to learn about the performance of the Controllersmodule. Learning

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Fig. 5.11 Data flow for self-awareness and self-expression

results in producing a set of awareness models AM describing the Controllers’ perfor-
mance, which are then used to reason about the performance and the achievement of
the goals. If the goals are not achieved, the HouseManager may adapt the Controllers
module based on the AM, for instance, by changing the control strategy to react more
quickly to disturbances of the actual room temperature. For this example, Fig. 5.11b
shows an abstraction that only considers the self-awareness (encapsulating the learn-
ing and reasoning) and the self-expression (encapsulating the acting) processes while
hiding the employed models. Consequently, the figure only captures the data flow
between these two processes and the Controllers module.

In general,we candescribe detailed viewsmaking the dataflowbetween individual
processes, models, and modules explicit (see Fig. 5.11a) or abstract views that, for
instance, hide themodels and the detailed processes (see Fig. 5.11b). Thus, a data flow
from or to a module or process may be refined to a data flow from or to an element
contained in the module or process. Such contained elements can particularly be
AMs and GMs that are used in architectural views to emphasize the role of models
in self-aware computing. In this sense, the diagram in Fig. 5.11a refines the one in
Fig. 5.11b. It refines the self-awareness and self-expression processes and makes the
AMs and GMs explicit. Likewise, we may refine the Controllers module and denote
which processes or ED exist within this module.

When refining a module by describing the contained elements such as processes
and models, we can emphasize the encapsulation and interactions of these elements
by ports. A port describes the functionality that is provided or required by modules
and connected ports make the interaction among modules explicit. The functionality
can be specific to self-aware computing, which we denote by stereotypes. A module
can observe (�O�) and effect (�E�) an element or the context, adapt (�A�) an
element, or report (�R�) to the user or to another element. In this case, the module
requires corresponding ports for these functionalities (see Fig. 5.12a). Moreover, if a
module can be observed, effected, adapted, or reported to, it provides the correspond-
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HouseManager:
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GM:
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<<R>>▼
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(a) (b)

Fig. 5.12 Required (a) and Provided (b) ports of a module

ing ports (see Fig. 5.12b). Finally, the ports of a module may be connected to the
elements contained in this module (e.g., to delegate incoming reports to a process).

In general, we may omit the ports in the diagrams if they are not relevant for the
selected architectural view. For instance, a view might emphasize the models and
neglect the encapsulation and interaction between modules.

5.4.2 Awareness and Expression Links

Two important aspects of self-aware computing are self-awareness and self-
expression. As discussed in Chap.3, self-awareness has a domain and enables that a
subject of the awareness (i.e., the span) reflects about an object of awareness (i.e., the
scope) by means of a model employed online. Based on the introduced elements, we
can therefore illustrate with an awareness link that a scope is represented by a model
maintained by a span. Thus, the span is aware of the scope. As shown in Fig. 5.13 by
the red bold arrow, usually a model or a group of models represents another module
or the context. If we want to abstract the models in an architectural view, we link the
scope to a process or module containing the (hidden) models.

Additionally, we may have an expression link in the opposite direction. Such a
link is denoted by a blue bold arrow pointing from a model maintained by a span
to the scope (see Fig. 5.13). Such a link illustrates that the span’s self-expression

<<sys>>

AM:
<<ctx>>

AM:

SmartHome:

HouseManager:

Controllers:

SmartHome:

HouseEnvCtx:

SmartHome:

Process

HouseEnvCtx:

SmartHome:

HouseManager:

HouseEnvCtx:

(a)

(b) (c) (d)

Fig. 5.13 Notation for awareness and expression links

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Controller:

Fig. 5.14 Awareness and expression links with a complex scope

impacts the scope. Again, if we abstract the model in an architectural view, we link
the process or module containing the (hidden) model to the scope.

In our example, the HouseManager has an awareness model of the Controllers
module as illustrated by an awareness link in the diagram of Fig. 5.13a. Since the
HouseManager also adapts theControllersmodule, we additionally have an expression
link in the opposite direction. For the other three cases in Fig. 5.13, an awareness link
illustrates that the context is known by the SmartHome system and represented in an
awareness model, by a process of the system, and by a module of the system. These
three diagrams also describe that the expression of the corresponding span impacts
the context—as visualized by expression links.

According to Chap.3, the scope of an awareness can be further refined. In our
example, a group of awareness models maintained by the HouseManager may be
connected via awareness and expression links to dedicated controller modules (see
Fig. 5.14). Furthermore, the aspect of the reflection for each element in the scope
may differ (cf. Chap. 3). We therefore attach stereotypes to the awareness links
to distinguish, among others, stimulus awareness (�sa�), interaction awareness
(�ia�), time awareness (�ta�), and goal awareness (�ga�).

As depicted in Fig. 5.15, besides direct awareness (solid red arrow) and expression
(solid blue arrow) we consider indirect awareness (dashed red arrow) and expression
(dashed blue arrow) to address the action scope and influence scope introduced in
Chap.3. Typical cases where such scopes become relevant is when modules exploit
the awareness and expression capabilities of other modules.

In the example of Fig. 5.15a, the Controllers module learns about the context and
produces AMs of the context, which is exploited by the HouseManager by feeding
its own AMs from these ones through a data flow (black arrow). Consequently, the
HouseManger’s AMs cover aspects of the environmental context although the House-
Manager does not directly observe the context. The same holds for the expression.
The HouseManagermay indirectly effect the context by adapting the Controllersmod-
ule. A variant of this example is shown in Fig. 5.15b. The Controllersmodule observes
the context and only maintains ED; that is, it does not perform any learning. How-
ever, the HouseManager may (re)use these data to perform the learning and produce

http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Fig. 5.15 Notation for direct and indirect awareness and expression

Fig. 5.16 Indirect
awareness via the
environmental context

Healing: Optimizing:

HouseEnvCtx:

<<ctx>>

AM1:
<<ctx>>

AM2:<<learn>>
<<sys>>

AM-Opt:

AMs. Thus, in the example, a module such as the HouseManager does not have to
perform the observing or learning processes itself but it can rely on the observations
or learned information from other modules such as the Controllers.

Another view of indirect awareness is to derive information about a module by
observing and learning its environmental context. This is illustrated in Fig. 5.16
showing two modules that do not explicitly interact with each other. However, the
Optimizing module effects the environment (see expression link) and the result of its
effects may be observed and learned by the Healing module (see awareness link).
The resulting awareness model AM1 is then used to learn about the (behavior of) the
Optimizing module. The learned knowledge is captured in the awareness model AM-
Opt. Consequently, the Healing module is indirectly aware of the Optimizing module
(see indirect awareness link). However, the learned knowledge about the Optimizing
module may not be accurate since it is the result of interpreting and speculating about
changes in the environment and possible causes of these changes.

As depicted in Fig. 5.17, the fact that a system/module is indirectly aware of
another system/module can be realized without having to learn a context and system
model. Instead, a phenomenon (bold dot) in the environmental context is connected
to the observed system/module with an expression link and to the observing sys-
tem/module with an awareness link. In the example, the Optimizing module effects
the environment (see the expression link), which causes a phenomenon such as a
huge increase in the room temperature. This phenomenon is the observable fragment
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Fig. 5.17 Indirect awareness via a specific environmental phenomenon
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Fig. 5.18 Direct and indirect awareness with collaborations

of the Healing module in the context. The Healing module is directly aware of the
phenomenon and, therefore, can be indirectly aware of the Optimizing module.

Finally, the notation can be used similarly to describe direct and indirect aware-
ness if knowledge is obtained through collaborations. This is illustrated in Fig. 5.18
showing the Sensor module that senses and learns about the context, which results
in the awareness model AM. This module shares the learned knowledge through the
collaboration with the other modules. The ReasonC and ReasonE modules reason
about the obtained knowledge independent of each other to identify a heating config-
uration that is comfortable for the user, respectively, energy-efficient. The LearnUser
modules use the obtained knowledge to learn about the behavior of the user. Finally,
the DecideAct module obtains the knowledge created by the ReasonC, ReasonE, and
LearnUser modules to make a decision of how to adjust the heating configuration in
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the house and to eventually enact the adjustments. This example illustrates that mod-
ules can be indirectly aware of the context by obtaining knowledge about it through
a collaboration, one of whose participants is directly aware of the context.

5.5 Self-awareness and Architecture

Based on the elements and relations defined in the preceding Sects. 5.3 and 5.4, we
now approach the question of when and how self-awareness is denoted by awareness
links in an architecture. In this context, we discuss that not every occurrence of an
awareness link needs to result in self-awareness as defined in this book (cf. Chap. 1).
In addition, we study the characterization of specific forms of self-awareness such
as meta-self-awareness at the architectural level.

In general, it has to be noted that self-awareness is always relative to a given scope.
Usually, the scope is the considered system and environmental context. However, we
may consider just the context, a particular module of a system, or any other element
of a system such as a process.

5.5.1 Self-awareness: Awareness of the Context

One particular aspect of self-awareness for a system is depicted in Fig. 5.19. Accord-
ing to the definition of a self-aware system (cf. Chap. 1), a system must be aware
of its environmental context and must have processes capable of learning awareness
models and reasoning about the context using the learned models. Furthermore, the
systemmay act upon themodels to effect the context. In our example, the SmartHome
may have a contextual awareness model of the context capturing information such
as the current outdoor temperature and other weather conditions.

Fig. 5.19 Self-awareness:
aspect of context-awareness
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5.5.2 Self-awareness: Awareness of Its Own Elements

A key aspect of self-awareness is that the system is aware of itself or elements of
itself, which is illustrated in Fig. 5.20. The elements, a system can reflect on and
be aware of, are modules or processes. In contrast, we consider reflecting on an
awareness model, empirical data, or a goal model as insufficient since we require the
existence of the reflective self-awareness processes in terms of learning, reasoning,
and acting.

When a clear separation between the element being the scope and the element
being the span of awareness is given, this is similar to the external approach in self-
adaptive software that separates the managing from the managed element [34]. This
approach may simplify the treatment of self-awareness. First, it promotes separation
of concerns. Second, the scope need not to be altered for realizing self-awareness
(maybe besides adding some sensors and effectors) and the capabilities of learning,
reasoning, and potentially acting have to be established only in the span.Wename this
case external self-awareness. In contrast, internal self-awareness describes that an
element can be aware of itself without any architectural separation between the span
and the scope. In the context of self-adaptive software, this case is called the internal
approach [34]. We discuss internal self-awareness in the subsequent sections.

Figure5.20 shows the case of external self-awareness. The HouseManager reflects
on the Controllers module using several awareness models that the processes learn,
reason, and act upon (Fig. 5.20a). In addition, the learning and reasoning processes
take into account the goal model. A variant of this case is shown in Fig. 5.20b,
where the HouseManager reflects on a particular process of the Controllers module.
Consequently, the scope of awareness can be individual architectural elements.

Moreover, multiple awareness linksmay exist and jointly describe self-awareness.
The scopes of these awareness links may overlap and therefore learning, reason-
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Fig. 5.20 External self-awareness concerning elements of the system
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Fig. 5.21 Overlapping self-awareness and self-expression

ing, and acting processes refer to overlapping scopes. This is illustrated in Fig. 5.21
showing the Optimizing and Healing modules that are both aware of the Controllers
module. While for the awareness links the overlap is generally not a problem, for the
expression links the overlap may require coordination of the individual processes,
for instance, to avoid conflicting adaptations (cf. [16, 40]).

As depicted in Fig. 5.21, the HouseManager module consists of two modules,
Optimizing and Healing. The former realizes the self-optimization and the latter the
self-healing capabilities of the smart home (cf. Sect. 5.2.1). Eachof these twomodules
runs anLRA-M loopwith individual awarenessmodels aswell as learning, reasoning,
and acting processes. The independent learning and reasoning in bothmodules are not
problematic at the conceptual level since the acting processes have to be coordinated.
However, from a practical point of view it may be a waste of resources to let the
optimization run an expensive reasoning process to optimize a faulty Controllers
configuration until this configuration has been healed.

5.5.3 Self-loops and Cyclic Self-awareness

In this section, we discuss the notion of self-loops that may occur due to abstraction
or internal self-awareness, as well as the related notion of cyclic self-awareness. Both
notions are neither explicitly covered nor excluded in the Chaps. 1 and 3. However,
we consider them here because of their architectural implications.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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5.5.3.1 Self-loops

The notion of a self-loop is illustrated by the examples of Fig. 5.22. A self-loop
denotes that an element is aware of itself; that is, the span and scope of the awareness
are not disjoint. For instance, the whole system, a module, or a process can be
aware of itself (see examples from left to right in Fig. 5.22). The second example
additionally emphasizes that the system maintains an awareness model of itself.
Similarly to denoting such kind of self-awareness, if an element acts upon itself, we
use an expression link as a self-loop to describe the self-expression. Moreover, if
an embedded element has a self-loop, we may optionally depict this self-loop at the
level of the embedding element to make it visible at the higher level of abstraction.

Self-loops may occur because of two reasons: abstraction or internal self-
awareness. For the first reason, we abstract from fine- to coarse-grained architectural
views while during this abstraction step the awareness and expression links can be
lost. However, to make self-awareness and self-expression visible in the architectural
views, self-loops are used. For instance, the architecture shown in Fig. 5.21 shows that
within the SmartHome system, the Optimizing and Healing modules are aware of and
act upon the Controllers module. If we abstract from the submodules of SmartHome,
we can state that the SmartHome is aware of itself although the awareness is partial
since its scope is only the Controllers module. To denote this, we use a self-loop as
shown in the leftmost example in Fig. 5.22.

The other reason for occurrences of self-loops is more fundamental and based on
design decisions or constraints. In this case, we cannot or do not want to separate
the span and scope of the self-awareness in the architectural design. In the context of
self-adaptive software, this case is called the internal approach [34] as one element
performs both the managing and the managed part of the self-adaptation. For a self-
aware computing system, this results in situations in which one element is (partially)
aware of itself.We call this phenomenon internal self-awareness, which is denoted by
self-loops as depicted in Fig. 5.22. Likewise, wemay use (blue) expression self-loops
to denote the self-expression of an element; that is, an element acts upon itself.

AM:

SmartHome: SmartHome:SmartHome:

<<act>>

SmartHome:

aModule:

Fig. 5.22 Examples of self-loops
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Fig. 5.23 Cycles of awareness links

5.5.3.2 Cyclic Self-awareness

Besides self-loops, another variant is cyclic self-awareness. An example is given in
Fig. 5.23 depicting two modules that are aware of each other. This constitutes a cycle
sinceApartment1Controller is aware of Apartment2Controller and vice versa. In general,
longer/bigger cycles involving more than two modules may exist. Moreover, cycles
may exist for awareness or expression links such that wemay have arbitrary networks
of awareness or expression links forming a directed, cyclic graph. Such cycles can
complicate achieving stable behavior as modules may continuously be triggered
through awareness or expression links. Hence, cycles should be made visible in the
architectural design such that they are explicitly handled.

For our example in Fig. 5.23, each apartment controller is aware of itself as well
as of the other controller. Based on this awareness, it controls the heating in its own
apartment and optimizes the energy consumption.

Similar to self-loops, cyclic self-awareness may occur because of two reasons:
abstraction and internal self-awareness. Cyclic self-awareness resulting fromabstrac-
tion disappears in the architectural design at a more fine-grained level. For instance,
Fig. 5.24a shows the refinements of the apartment controllers into heater controller
and heater modules that resolve the cycle existing in the more abstract design
(cf. Fig. 5.23). The refinements show that Heater1Controller is aware of Heater2 that
has no awareness of Apartment1Controller. The same holds the other way around such
that there is no cyclic self-awareness present. Having awareness of its own and the
other heater, a controller knows about the temperatures in the different apartments
and it may act upon this knowledge, especially, to change the heating settings in its
own apartment. This example illustrates that a cyclic self-awareness can be resolved
when refining the architectural design.

However, there is also the case of internal self-awareness where no refinement of
the design exists that resolves the cycles. This is illustrated in Fig. 5.24b show-
ing the persisting cycle of awareness links among the Apartment1Controller and
Apartment2Controller, particularly, among their top submodules Heater1Controller and
Heater2Controller. These submodules are both aware of each other and each of them
can be aware of that the other submodule is aware of it. In this example, a heater
controller adjusts the own heater based on the temperature of the own apartment and
on the behavior of the heater controller of the neighboring apartment.
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Fig. 5.24 a Resolved and b Remaining cyclic self-awareness in a refined design

If a cycle of awareness or expression links remains, the depth of the awareness
is not clear, that is, the extent to which mutual awareness of the awareness exists.
Potentially, there could be an infinite cycle of awareness of awareness, which has to
be handled by the reflective learning and reasoning processes. Despite the infinite
cycle, the processes have to converge and eventually produce knowledge based on
learning and reasoning such that the system may act upon the knowledge.

5.5.4 Meta-Self-awareness

A particular case of self-awareness ismeta-self-awareness; that is, a system is aware
of its self-awareness (see Chap. 3). Considering external and internal self-awareness,
we may combine them to describe meta-self-awareness at the architectural level.
Such combinationsmake themeta-self-awareness explicit in the architectural design.
However, to actually realize meta-self-awareness, appropriate reflections and LRA-
M loops are required, which are able to identify the self-awareness capabilities of
the reflected subsystem. In the following, we focus on making meta-self-awareness
visible in the architectural design.

At first, wemay combine twice the external self-awareness by stacking as depicted
in Fig. 5.25. The HouseManagerAdjuster reflects on and is aware of the HouseManager
that reflects on and is aware of theControllers. In particular, theHouseManagerAdjuster
is aware of the self-awareness established by the HouseManager.

To make the meta levels of reflective self-awareness visible in the architecture,
we may stereotype the system with �self-aware� if it has self-awareness and with
�meta-self-aware� if it has meta-self-awareness capabilities (see the SmartHome
Fig. 5.25). Similarly, we may stereotype modules if they reflect on other system ele-
ments. Modules that do not reflect on any other element are prereflective and thus
stereotyped with �prereflective� (see the Controllers in Fig. 5.25). Modules that
reflect on a prereflectivemodule are reflective and thus stereotypedwith�reflective�

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Fig. 5.26 Meta-self-awareness by Combining a Twice Internal and b Internal and external self-
awareness
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(see the HouseManager in Fig. 5.25). Modules that reflect on a reflective module are
meta-reflective and thus stereotyped with �meta-reflective� (see HouseManagerAd-
juster in Fig. 5.25).

A second possible case is that we stack internal self-awareness twice as depicted in
Fig. 5.26a. In contrast to the former case, there is no separation between the individual
spans and scopes such that we get a compact visual representation of stacking the
self-loops for awareness. Likewise, self-loops for expressions (i.e., blue self-loops)
are conceivable if the meta-self-awareness includes meta-self-expression.

Finally, we may conceive combinations of internal and external self-awareness
to achieve meta-self-awareness. This is illustrated in Fig. 5.26b. In general, the self-
awareness relationship is not restricted concerning its depth. Thus, we may apply
the external or internal self-awareness more than twice to obtain meta-meta-self-
awareness, meta-meta-meta-self-awareness, etc.

5.6 Discussion

In this section, we discuss the proposed architectural concepts for modeling self-
aware computing systems. First, we relate them to architectural views and then we
discuss the coverage of the needs raised in Chaps. 1 and 3.

5.6.1 Architectural Views

We have introduced several concepts to describe architectures for self-aware com-
puting systems such as modules, processes, goals, and models. Depending on the
purpose of architecture modeling, we may consider different architectural views
that focus on specific concepts and therefore, on specific dimensions of self-aware
systems. In this context, we have already identified the following views/dimensions:

System and Module View: The system and modules form the basic structure
of an architecture such that this view provides an architectural overview. However,
each diagram may consider a different level of abstraction. To avoid too complex
diagrams,wemay omit the breakdown of a systemormodule into further submodules
by abstracting from the internal design. We rather expect that a diagram of this view
represents the whole architecture while it may support different abstraction levels
for individual parts. A basic example of such a view is shown in Fig. 5.5a.

Self-Awareness Process View: In addition to the system and module view, the
prereflective and reflective self-awareness processes are an important dimension of
the architecture. Therefore, a process view considers processes in addition to or
instead of the modules. For a process view and a given level of abstraction, we
expect that all processes of the system are covered. A basic example of such a view
is shown in Fig. 5.5b.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Self-Awareness and Self-Expression View: This view emphasizes the different
awareness models and the empirical data used within a system as well as the aware-
ness and expression links. This view, thus, focuses on the awareness and expression
relationships potentially neglecting the processes that operate on the models or data.
Basic examples of such a view are shown in Figs. 5.8 and 5.9.

Self-Awareness and Goal View: This view emphasizes the different goals that
are used within the system (see Chap.7 for more architectural concepts concerning
goals that may populate the view). This view, thus, focuses on goal models possibly
neglecting the processes and the other models and data. However, a goal view can be
used together with the process view to show the impact of the goals on the behavior.
A basic example of such a view is shown in Fig. 5.10.

Such views help in reducing the complexity in the architecture by focusing on
the specific dimensions while abstracting from others. Finally, such views can be
combined if multiple dimensions are relevant. For instance, the diagram in Fig. 5.27
uses processes and models to describe the LRA-M loop, thus combining the process
and the self-awareness/self-expression views. In Chaps. 6 and 7, we will study in
detail the different concepts and views for various architectural styles.

5.6.2 Coverage

We discuss in the following on how the concepts introduced in this chapter cover the
needs of architectures for self-aware computing systems. First, we look at the basic
needs raised by the definition of self-aware computing systems in Chap. 1 and then
at the refined needs raised in Chap. 3.

5.6.2.1 Coverage of the Definition of Chap. 1

How self-awareness manifests in the architecture highly depends on the concrete
notion of self-aware computing systems that is employed. Therefore, we first look
at the definition of self-aware computing systems given in Chap. 1 and consider the
related Learn-Reason-Act-Model (LRA-M) loop.

The definition of self-aware computing systems emphasizes that these systems
employ models for capturing knowledge about themselves and their environment,
and that these models are learned and used for reasoning according to their higher-
level goals, which may be subject to change. The reasoning enables these systems
to act (e.g., to report to the user or to self-adapt).

The notation for modeling architectures of self-aware computing systems that
we introduce in this chapter considers the concepts of awareness models and goal
models as well as learning, reasoning, and acting processes. These concepts allow
us to model all the aspects mentioned in the definition as part of an architecture.
Moreover, the definition considers models for knowledge that refers to the system
itself or to the system’s environment. Therefore, we distinguish between system and

http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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context-awareness models; that is, we make explicit whether the scope of reflec-
tion is the system itself or the context by applying corresponding stereotypes to
awareness models. Similarly, we consider further stereotypes to specialize learning,
reasoning, and acting processes. For instance, variations of acting such as explore,
explain, report, suggest, self-adapt, or impact on the environment are captured by
corresponding stereotypes.

Consequently, wemay conclude that the notationwith its concepts covers all of the
aspects mentioned in the definition of self-aware computing systems. These aspects
can be interpreted as the basic needs a system has to satisfy to be self-aware. Hence,
our notation with its concepts addresses these needs at the architectural or design
level and is therefore, a preliminary approach to model architectures and designs of
self-aware computing systems.

Besides the definition of self-aware computing systems, Chap.1 introduces the
LRA-M loop as depicted in Fig. 5.4. This conceptual loop illustrates the activities
and artifacts that are implemented by a self-aware system. Particularly, the system
(i.e., the self) collects empirical observations of itself and the environment uses these
observations to learn and reason on models, which eventually enables the system to
act upon itself or the environment.

Using the proposed concepts, we can describe the conceptual LRA-M loop. The
notation supports modeling the system and the environment as well as refining the
system to modules, processes, awareness models, goal models, and empirical data
while wiring all of them with data flow connectors. This is sufficient to model the
LRA-M loop as depicted in Fig. 5.27. Compared to Fig. 5.4, we extended the LRA-
M loop with a prereflective �observe� process to describe how the empirical data
are obtained. That is, this process monitors the self and the environmental context
to obtain the empirical observations. These data are used by a learning process to
obtain awareness models, which is guided by the goals of the self. The reasoning
process uses the awareness and goal models to reason. Finally, the act process may
influence the context or the self, for instance, by performing a self-adaptation.

Using the awareness and expression relations of our notation, the essence of the
LRA-M loop can be captured in a more abstract way—as depicted in Fig. 5.28a—to
illustrate the self-awareness and self-expression of the system.Rather than describing
data flows that implement some form of awareness, we model the self-awareness and
self-expression in a declarativeway by using awareness and expression links. Besides
being more abstract, this version is also more explicit than the one in Fig. 5.27 in
making the self-awareness and self-expression visible. Thereby, the awareness and
expression target the self as well as the context of the self.

In the case of Fig. 5.27, the data flow links are required to form a LRA-M loop
that realizes the self-awareness. However, the existence of data flow links does not
necessarily imply that self-awareness has really been realized since such links may
describe quite different data flows (e.g., at the prereflective level) that do not neces-
sarily lead to self-awareness. Therefore, Fig. 5.28a explicitly denotes the existence
of self-awareness by awareness and expression links.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Fig. 5.27 The LRA-M loop modeled with the proposed concepts
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Fig. 5.28 The LRA-M loop extended with awareness and expression links

Finally, we can combine both, the data flow and the awareness/expression links,
as shown in Fig. 5.28b. On the one hand, the data flow among processes and models
makes the realization of the self-awareness (i.e., the internal design of the system)
visible. On the other hand, the awareness and expression links explicitly emphasize
the self-awareness and self-expression of the system.
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5.6.2.2 Coverage of the Framework of Chap. 3

Theconceptual framework for self-aware computing systems as introduced inChap. 3
proposes various dimensions. In the following, we discuss the coverage of these
dimensions by the proposed concepts for architecture modeling.

One dimension is the level of self-awareness, which can be prereflective or reflec-
tive. We address both levels in Sect. 5.3.2 by considering self-awareness processes,
especially observe, analyze, and react for the prereflective level as well as learn,
reason, and act for the reflective level. Similarly, we support stereotyping of sys-
tems and modules depending on the level they are operating on (see Sect. 5.5.4 for
the�prereflective�,�reflective�, and�meta-reflective� stereotypes). In this con-
text, we additionally discussedmeta-self-awareness by providing stereotypes to label
a system as �self-aware� or �meta-self-aware�.

Concerning goals and goal models introduced in Chap. 1 and addressed here in
Sect. 5.3.3, Chap.3 refines this aspect for self-awareness by discussing the domain
of a goal in terms of their span and scope. These refinements are not supported by the
architectural concepts proposed here but we will come back to themwhen discussing
collective self-aware systems in Chap.7.

In general, self-awareness has a domain and enables that a subject of the awareness
(i.e., the span) reflects about an object of awareness (i.e., the scope) (see Chap.3).
This distinction between a span and a scope is addressed by awareness and expression
links that connect the span and scope of a self-awareness relationship (see Sect. 5.4.2).
A refinement of such relationships in terms of action scope that includes all entities
that the system may act directly upon and influence scope that refers to entities upon
which the system may only act indirectly is introduced in Chap. 3. We cover this
refinement with direct and indirect expression links (see Sect. 5.4.2). Similarly to the
expression links, direct and indirect awareness links are further supported.

Wemay further refine the awareness links using stereotypes to distinguish, among
others, stimulus awareness (�sa�), interaction awareness (�ia�), time awareness
(�ta�), and goal awareness (�ga�). These stereotypes cover different aspects of
awareness as discussed in Chap.3.

Finally, the notion of self-loops discussed in Chap.3 is addressed by recurrent or
cyclic awareness and expression links in Sects. 5.5.3.

5.6.2.3 Summary

The definition and framework for self-aware computing systems (see Chaps. 1 and 3)
propose several dimensions thatwe have discussed previously and thatwe summarize
Table5.1. These dimensions provide the necessary architectural and design concepts
to explore the solution space of self-aware computing system.

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Besides these dimensions that are specific to self-aware computing systems,
we consider general architectural concepts such as systems, modules, composi-
tion/aggregation and collaborations of systems/modules, ports, and connectors to
provide the necessary means for describing software architectures. In this context,
the dimensions enrich the general concepts,which results in a kind of domain-specific
architectural language for the domain of self-aware computing systems.

5.7 Conclusion

In this chapter, we developed basic concepts for describing architectures for self-
aware computing systems as defined in Chaps. 1 and 3.

First, we identified the core architectural elements required for self-aware com-
puting systems. In addition to the system and its refinement to modules, the relevant
environmental context the system is aware of has to be identified. Furthermore, we
noticed and addressed the need to allocate prereflective (observe, analyze, and react)
and reflective (learn, reason, and act) self-awareness processes within the architec-
ture. Besides processes representing behavior, the models (e.g., awareness, empirical
data, and goal models) have been identified as core ingredients—as they capture the
knowledge of self-aware systems—that should be made visible at the architectural
level and in the refined design. In addition to all these elements, their linkage is
relevant to describe their interactions. The data flow connects modules, processes,
and models, which are required for realizing the LRA-M loop and therefore the self-
awareness and self-expression. In this context, we aim for making the self-awareness
and self-expression explicit by emphasizing when a span is directly or indirectly
aware of a scope (cf. awareness link) and when a span directly or indirectly acts
upon a scope (cf. expression link).

Based on these concepts we studied how context- and self-awareness can be
addressed in the architectural design of self-aware computing systems. Moreover,
wediscussed specific cases of self-awareness such asmultiple overlapping scopes and
spans, self-loops, cyclic self-awareness, and meta-self-awareness. Finally, we have
shown in Table5.1 that the proposed architectural concepts cover the needs for self-
aware computing systems as raised in Chaps. 1 and 3. The main concepts covering
the needs for describing architectures of self-aware computing systems are relevant
for individual (see Chap. 6) as well as collectives of such systems (see Chap. 7). The
concepts extending the UML offer the necessary elements to discuss specifics of
self-aware computing systems such as the LRA-M loop at the architectural level.
The sketched use of multiple architectural views provides means to emphasize cer-
tain specifics such as the processes, models, or the self-awareness/self-expression in
the architecture. Making such specifics explicit in the architectural design supports

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
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Table 5.1 Dimensions and section of this chapter covering each dimension

Dimensions Section

Dimensions introduced in Chap. 1

Awareness models 5.3.3

Empirical data 5.3.3

Goal models 5.3.3

Data flow 5.4.1

Awareness of context 5.5.1

Awareness of itself 5.5.2

Dimensions introduced in Chap. 3

Prereflective self-awareness 5.3.2, 5.5.4

Reflective self-awareness 5.3.2, 5.5.4

Meta-reflective self-awareness 5.5.4

Domain (span and scope) of awareness 5.4.2

Direct and indirect awareness/expression 5.4.2

Aspects of awareness (stimulus, interaction, ...) 5.4.2

Self-loops and cyclic self-awareness 5.5.3

engineers in deciding and reasoning about the system’s self-awareness capabilities,
which eventually supports development.

In this chapter, we motivated the need for the introduced architectural concepts
without an in-depth discussion of their novelty. This discussion will be provided
when reviewing the state of the art and research field of architectures for individual
and collective self-aware computing systems in Chap. 8.
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Summary of the Notation

The following table provides a summary of the concepts for modeling architectures
of self-aware computing systems. For each concept, its name, syntactic construct
(notational element), description, and rationale are listed (Table5.2).
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Table 5.2 Architectural concepts for self-aware computing systems

Name Syntax Description Rationale

System A system with a name and
type. We may omit either its
name (anonymous system) or
type. It can be hierarchically
decomposed into modules.
Stereotypes such as
�self-aware� and
�meta-self-aware�
indicate whether a system is
self-aware, meta-self-aware,
etc.

The entirety of the
modeled system
distinguished from the
environmental context

Module A module with a name and
type. We may omit either its
name (anonymous module)
or type. It can be
hierarchically decomposed
into modules. The
stereotypes �reflective�
and �prereflective�
indicate whether the module
reflects on any other module
or not. Stereotypes for higher
forms of reflection are
�meta-reflective�,
�meta-meta-reflective�,
etc.

Modules are required to
decompose a system or
other modules

Environmental
context

An environmental context of
a system describes the
fragment of the environment
that is scoped by the
system’s capacities of
sensing and exploration. It
has a name and type, one of
which we may omit

The portion of the
overall environment
that is relevant for the
system

Port A port describes provided or
required functionality of a
system, module, or context. It
is characterized by its type.
The direction of the arrow
indicates a required (arrow
points outward the element
requiring the functionality)
or provided (arrow points
inward the element providing
the functionality) port.
Stereotypes indicate the kind
of functionality: effect
�E�, adapt �A�, observe
�O�, and report �R�

A port supports
encapsulation of
elements by making the
providing or requiring
functionality explicit

(continued)
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Table 5.2 (continued)

Name Syntax Description Rationale

Data Flow A data flow describes the
interactions between
systems, modules, processes,
and models by means of
exchanging data

Data flow connectors make
the compositional structure
explicit; that is, how
elements are wired

Composition In a composition (UML
composite structure
diagram), we refine modules
to other modules while we
distinguish between
exclusive (solid border of the
embedded module) and
shared (dashed border of the
embedded module)
membership of an embedded
module

A composition allows us to
decompose the system into
modules and a module into
other modules and to
distinguish the kind of
membership of a contained
module

Collaboration A collaboration describes
the cooperating behavior
among systems, modules, and
processes. The concrete
behavior of the cooperation
is described within the
collaboration

A collaboration supports
modeling more flexible
cooperations among
systems, modules, and
processes compared to
wiring all of the elements
using data flow connectors

Participation A participation connects a
system, module, or process to
a collaboration such that the
system, module, or process
participates in the
collaboration

A participation makes
explicit which elements
cooperate via a
collaboration in contrast to
directly exchanging data
through data flow
connectors

Process A process describes activities
within a system or module
and therefore emphasizes the
behavior within these
structural elements

Self-aware systems have
specific processes such as
learning awareness models,
reasoning, or acting that
should be made visible in
the architecture

Awareness
model

An awareness model
represents learned aspects of
a scope. The scope is often
(part of) the system itself,
other systems, or the
environmental context. In the
former case, the model is
stereotyped with �sys�, in
the latter case with �ctx�.
An awareness model has a
name and type, one of which
can be omitted

An awareness model
makes explicit that a span
maintains a model
representing the scope of
the awareness

(continued)
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Table 5.2 (continued)

Name Syntax Description Rationale

Empirical data Empirical data represents
observations of a scope.
The scope is often (part
of) the system itself, other
systems, or the
environmental context. In
the former case, the
empirical data model is
stereotyped with
�sys�, in the latter
case with �ctx�. An
empirical data have a
name and a type, one of
which we may omit

An empirical data model
makes explicit that a span
collects (sensor) data
about a scope

Goal model A goal model describes
the goals (parts of) the
system should achieve.
Goals are imposed to the
system from outside (e.g.,
by the user) or internally
produced. A goal model
has a name and type, one
of which can be omitted.
It is stereotyped with
�goal�

Explicit goal models are
required since self-aware
systems are driven by
goals and they should be
able to handle
dynamically changing
goals

Awareness link An awareness link
denotes that a span is
directly aware of a scope.
If a span exploits
awareness knowledge
about a scope that has
been established by
another span, the former
span is indirectly aware
of the scope. Indirect
awareness is transitive
and can be explicitly
represented by dashed
awareness links.
Awareness links can be
specialized by indicating
their type: �sa� for
stimulus, �ia� for
interaction, �ta� for
time, and �ga� for
goal awareness

An awareness link
connects the span and the
scope to make explicit
which element learns and
reasons about which
other element, and
specifically, which
element is the original
represented in an
awareness model

(continued)
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Table 5.2 (continued)

Name Syntax Description Rationale

Expression link An expression link
denotes that a span
directly impacts a scope.
If a span indirectly
impacts a scope via
another span, the former
span can be connected to
the scope to make the
indirect expression
visible. Indirect
expressions are transitive
and can be explicitly
represented by dashed
expression links. To
specialize the expression
type, a link is stereotyped
with effect �E�, adapt
�A�, observe �O�,
or report �R�

An expression link
connects the span and the
scope to make explicit
which element acts upon
another element
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6.1 Introduction

Research communities such as autonomic computing [1], self-* systems [2], self-
adaptive, and self-managed systems [3–7], organic computing [8, 9], or cognitive
computing [10] are all arguing for shifting design-time decisions to the run time to
better cope with the dynamic and uncertain contexts and requirements. The vision
of self-aware computing systems as introduced in Chaps. 1 and 3 argues similarly
that self-aware systems are better suited for such dynamic and uncertain settings than
traditional systems because the system’s self-awareness enables capabilities to learn,
reason, (self-)adapt, or explain to users what happened. Initial ideas on self-aware
computing have already been proposed [8, 11–17] as well as related ideas in the
context of run-time models [18–22], meta-cognition [23, 24], and self-organization
[25].1

The notion of self-aware computing systems as defined in Chaps. 1 and 3 provides
the foundation for this chapter to discuss the implications of self-awareness on the
architecture. Such a foundation was missing beforehand [26–28] and now allows us
to study the architectural design and development of such systems.

In this chapter, wewill look at the solution space for self-aware computing systems
with the particular focus on the software architecture [29] of an individual system.
This is motivated among others by Kramer and Magee [30] who argue that the
engineering of self-managed systems is an architectural challenge. Therefore, focus-
ing on self-aware computing systems, we will target fundamental questions of how
pre-reflective, reflective, and meta-reflective self-awareness can be addressed at the
architectural level. Addressing these questions at the architectural level allows engi-
neers to explicitly decide and reason about the system’s self-awareness capabilities.
In this context, we discuss variants of reflection such as local, hierarchical and cen-
tralized, and coordinated reflection as well as their implications on the architecture.
Finally, we relate these variants of reflection and the different kinds of self-awareness
to existing control schemes and architectural styles that seem to be promising for the
architectural design of a self-aware computing system.

The ideas presented in this chapter are based on the architectural concepts for
self-aware computing system presented inChap.5. These concepts have been derived
from the definition and conceptual framework of self-aware computing systems dis-
cussed in Chaps. 1 and 3. While we focus on individual systems in this chapter, we
study collectives of self-aware computing systems in Chap.7. Moreover, we skip
discussing the state of the art concerning architectures for self-aware computing
systems in this chapter, but we come back to it in Chap.8.

It is important to emphasize that the concepts introduced in Chap.5 are not a
dedicated architectural language intended for development. It rather provides an
initial basis to compare approaches as well as to explore and discuss the space of
possible architectural solutions. Therefore, the specific architectures or fragments
of an architecture we present in this chapter may also include elements of a design
to discuss and clarify a certain solution. Our intention is to be able to express and

1See also Chap.2 for a discussion of related concepts and research areas.
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compare also subtle differences in the architecture or even design rather than having
an appropriate compromise between expressiveness and an easy-to-use language.
Consequently, the presented diagrams may be too detailed for an architecture as
their purpose is to make the comparison possible rather than being a cost-effective
step during the development of self-aware computing systems. Hence, the purpose
of the presented architectures is to start-off research and work on architectures for
self-aware computing systems, while future results, experiments, and solutions may
then confirm, refine, or even contradict them.

This chapter is organized as follows: In Sect. 6.2, we introduce the running exam-
ple and summarize the required terminology. Then, we discuss architectures for
pre-reflective (Sect. 6.3), reflective (Sect. 6.4), and meta-reflective (Sect. 6.5) self-
awareness. These ideas are discussed with respect to the existing control schemes
and architectural styles of self-adaptive systems in Sect. 6.6. Finally, we conclude
the chapter with Sect. 6.7.

6.2 Preliminaries

In this section, we introduce the running example that we use to discuss generic
architectures for individual self-aware computing systems. Then, we summarize the
terminology required for understanding the discussion.

6.2.1 Running Example: Smart Home

To discuss the solution space for architectures and designs of an individual self-
aware computing system, we use the running example that has been discussed in
detail in Chap. 5. This example considers a smart home system with a set of pre-
reflective components controlling devices within a single house. These components
are coordinated by a smart house manager responsible for the whole house.

The house manager reports to the user if something goes wrong (e.g., if failures
are detected), self-adapts (e.g., to optimize energy consumption) and actuates the
device controllers in the house (e.g., in the case of emergencies). Besides a centralized
housemanager that coordinates the device controllers located in the house, we further
consider variants of less hierarchical interaction schemes such as collaborations or
self-organization to achieve the coordination among the device controllers.

A house consists of several floors and rooms. Each room is equipped with devices
such as sensors to perceive the in- and outdoor temperature, lighting conditions, and
persons, as well as controllers for the heater (start or stop heating), lights (switch on
or off the lights), windows (tilt, open, or close the window), and shutter panels (open
or close the panels). Each controller works independently, for example, one controls
the heater based on the temperature and another one the windows based on time. This
might result in conflicts such as heating up the room while opening the windows.

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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The task of the house manager is to coordinate the different controllers according
to some goals. Therefore, the manager aims for self-healing and self-optimization
while we leave out other self-* capabilities to keep the example simple.

A scenario of self-healing is that the house manager relies on the sensor data
from the neighboring rooms if a sensor in a certain room is broken or that the house
manager notifies a person in the house, who is close to the open window that cannot
be automatically closed any more, to manually close the window. A scenario of
self-optimization is that the house manager optimizes the energy consumption while
achieving the goals such as maintaining a certain room temperature in the house,
while it may consider various influencing factors such as market prices, weather
forecasts, government subsidies, and user preferences.

In the following, we use this example to discuss architectures of self-aware com-
puting systems. Since the goal of this discussion is to emphasize particular aspects
of self-awareness at the architectural level, we will often present only a fragment of
the smart home system to illustrate these aspects instead of a complete architecture.

6.2.2 Self-awareness Terminology, Framework, and Notation

The terminology and framework for self-aware computing systems introduced in
Chaps. 1 and 3 provide a definition and several dimensions spanning the overall
spectrum of such systems. In the following, we briefly summarize the definition
and dimensions since they provide the foundation for discussing architectures of
individual self-aware computing systems. At first, we recap the definition of self-
aware computing systems given in Chap.1:

Self-aware computing systems are computing systems that:

1. learn models capturing knowledge about themselves and their environment
(such as their structure, design, state, possible actions, and run-time behavior)
on an ongoing basis and

2. reason using the models (e.g., predict, analyze, consider, and plan) enabling
them to act based on their knowledge and reasoning (e.g., explore, explain,
report, suggest, self-adapt, or impact their environment) in accordance with
higher-level goals, which may also be subject to change.

Based on this definition, we may sketch a self-aware computing system with the
conceptual Learn-Reason-Act Model (LRA-M) loop (see Fig. 6.1). This loop shows
the relevant aspects of the definition. Particularly, the system collects empirical
observations of the self and of phenomena outside the self. Learning and reasoning
processes produce and usemodels that capture knowledge derived from the observa-
tions. Based on the knowledge, the systemmay act upon itself and on its context. The
processes operate according to the higher-level goals that may dynamically change.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Fig. 6.1 The LRA-M loop
introduced in Chap.1
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Consequently, the definition and theLRA-M loop introduce the concepts of empir-
ical data/observations, models, and goals, which are used by learning, reasoning,
and acting processes. We can elaborate this use relationship by describing the data
flow within the LRA-M loop. The system observes itself and its environmental con-
text, for which models are learned and used for reasoning and acting. Thus, a system
realizing such a loop becomes aware of itself and of its context.

These aspects are refined by Chap.3 providing several dimensions for self-aware
computing systems, which we consider as a conceptual framework. This frame-
work covers different levels of self-awareness: a pre-reflective self-awareness level
denoting simple subjective observations, a reflective self-awareness level if learning
and reasoning with awareness models are involved, and a meta-self-awareness level
where the object of the reflection is a reflective self-awareness process. Moreover,
the framework distinguishes a subject (i.e., the span) and an object of awareness (i.e.,
the scope), while the span reflects on the scope. In this context, the notion of action
scope that includes all entities that the system may act directly upon as well as the
notion of influence scope that refers to entities upon which the system may only act
indirectly is introduced. Finally, the frameworks refine the notion of awareness by
emphasizing different aspects of awareness such as identity, state, interaction, time,
behavior, appearance, goal, expectation, and belief awareness.

These aspects and dimensions are addressed by the architectural concepts and
notation that we have discussed in Chap.5. Particularly, the appendix of Chap.5
provides a summary of these concepts and notation that we will further use here to
model exemplary architectures of individual self-aware computing systems.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_5
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6.3 Pre-reflective Self-awareness

In this section, we discuss architectural considerations for the pre-reflective part
of a self-aware computing system. In this context, an important issue is to enable
access to the pre-reflective elements such that reflections of them can be built and
serve as a foundation for self-awareness. We particularly discuss the encapsulated
access in terms of reflection interfaces of the pre-reflective elements as well as the
direct access to these elements. Thereby, we outline variants of the design of the
pre-reflective subsystem.

6.3.1 Encapsulated Access to the Pre-reflective Subsystem

Encapsulating the pre-reflective part of the system requires developing interfaces that
support reflecting upon this part. The reflection may also include acting upon (e.g.,
adapting) this part. The design of such a reflection interface can be quite different. For
instance, a local reflection interface provides access to a single pre-reflectivemodule,
a grouped reflection interface to a well-defined group of pre-reflectivemodules, and a
global reflection interface to all pre-reflectivemodules of the system. Hence, the kind
of reflection interface determines the possible scope of self-awareness. Nevertheless,
there must not necessarily be the need of reflecting upon all pre-reflective modules
even when having a global reflection interface.

Moreover, the pre-reflective part of the system can be structured in a monolithic
or modular manner. Considering a monolithic structure for our running example,
the pre-reflective part consists of a single controller that manages all the devices
in the house. Focusing on the heater device, this example is illustrated in Fig. 6.2
showing one Controller maintaining the room temperature. This Controller uses two
�observe� processes that measure the room and the outdoor temperatures (T◦-R and
T◦-O). The �analyze� process relates these measurements to the goal temperature
for the room (Goal T◦-R) set by the user and identifies a target temperature (T◦) the
heater should achieve. The �react� process adjusts the heater accordingly based on
the current heater settings (Heater). This adjustment is a simple reaction that updates
the heater’s power, either resulting in heating up or down the room.

The pre-reflective processes of the Controller realize atomic functions such as
measuring the temperature, comparing the measurements to the goals, and acting on
devices (e.g., the physical heater). Consequently, the Controller does not perform any
reflection or establish any self-awareness. However, it provides reflection interfaces
allowing other elements to reflect on it (see Fig. 6.2). These interfaces can be kept
rather simple if they offer access only to the goals or the empirical data that is already
measured by the pre-reflective part. In contrast, they are more complicated if they
provide access to the processes capturing (running) behavior. In our example, the
pre-reflective Controller provides two global reflection interfaces. The SetGoals port
supports adjusting the goal temperature as indicated by the delegation connector
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Fig. 6.2 Monolithic and encapsulated pre-reflective part

from the port to the goal model. The Monitor port supports observing all elements
of the Controller (to keep the diagram in Fig. 6.2 readable, we omit the delegation
connectors from the Monitor port to all elements of the Controller).

In general, any element using a reflection interface must have some understanding
of the capabilities of the pre-reflective Controller, for instance, the highest temper-
ature that is achievable. Otherwise, the newly set goals might not be achievable at
all. Therefore, besides specifying the access to the pre-reflective part (i.e., what is
observable and adjustable), the reflection interfaces should also include a specifi-
cation of the capabilities, for instance, by constraining the possible adjustments of
the pre-reflective part. Finally, the observable information provided by the reflection
interface must be sufficient for another element to learn, reason, and act, for instance,
to produce new goals. Such aspects influence the design of reflection interfaces.

If we consider a more complex Controller that maintains the room temperature
by controlling additional devices such as the windows, further options to react such
as opening or closing the windows become available. This is illustrated in Fig. 6.3
showing the Controller using the windows and the heater to achieve its goals.

In such cases, when the pre-reflective part considers different aspects (e.g., multi-
ple controlled devices), wemay decompose it into several interactingmodules. These
submodules may provide local reflection interfaces supporting the observation and
adaptation of the locally encapsulated elements. We omit the local reflection inter-
faces in Fig. 6.3 that, however, shows the delegation of the Controllers’ SetGoal port
to the goal model encapsulated in the AnalyzeR module. A local reflection interface
could be provided by the AnalyzeR module to allow and also restrict adaptation to
the goal model but not to the module’s process and the empirical data.
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Fig. 6.3 Modular and encapsulated pre-reflective part

The modular Controller functions as follows: The observe processes encapsulated
in the individual modules (ObserveR and ObserveO) regularly pull measurements
from the room and outdoor thermometers and make them available to other modules.
The AnalyzeRO module uses the measured room and outdoor temperatures as input
and provides the difference between these as output. In contrast, the AnalyzeRmodule
takes as input the goal temperature and the measured room temperature and provides
the difference between these as output. Both analyzers can be triggered whenever
new measurements become available such that both may run in parallel and output
alternative solutions. These solutions can be executed in parallel with the ReactH
and ReactW modules effecting, respectively, the heater and the windows. To avoid
conflicts due to concurrent analyses and executions, a coordination mechanism can
be employed to determine one of the alternative solutions that is going to be executed.
For instance, the analyze strategy that uses the window will not trigger the ReactW
module when the difference between the outdoor and room temperatures indicates
that changing the window status does not help in reaching the goal. Then, only the
other analyze strategy will trigger the ReactH module.

From the perspective of self-awareness, the aforementioned modules are pre-
reflective and not self-aware, that is, they simply react to inputs in order to produce
outputs. Certainly, we can consider more advanced variants here. For instance, mod-
ules can maintain run-time models of several heaters and their performance in time
and schedule the heaters accordingly to optimize goal achievement.
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Fig. 6.4 Hierarchical, pre-reflective part with multiple controllers

So far, we considered the case of having a single, pre-reflective controller in the
smart home. To further (extend and) modularize the smart home, we may consider
different types of controllers. A heater controller and a window controller sense the
indoor andoutdoor temperature and control, respectively, the heater or thewindows in
a room.Apanels controller senses the lighting conditions in a roomand automatically
opens or closes the panels of the windows. Using the same observations, a lights
controller automatically turns the lights on or off.

An instance of each controller type is deployed in each room of the house; hence,
there are many controllers running in the SmartHome system that maintain the tem-
perature and lighting conditions of the individual rooms in the house (see Fig. 6.4).
Each controller uses some sensor and effector ports provided by devices located in
the house, that is, in the system’s context. The Person port can be used to locate
and identify persons in the house, for instance, to notify them if something goes
wrong, such as automatically opening a window does not work. We omit the refined
design of each controller, which considers submodules, processes, empirical data,
and goal models as it is conceptually similar to the diagrams shown in Figs. 6.2 and
6.3. Finally, the SmartHome system itself provides ports for reflection, particularly to
observe the controllers and adjust their goals (e.g., the target temperature of a room).

Having controllers in each room of the house enables hierarchical control. For
instance, for each room, amodule using the reflection interfaces of theSmartHome can
individuallymanage the controllers in the room,while anothermodule can coordinate
these room-level modules to achieve the goals for all the rooms at the same floor
or even in the whole house. Thus, control can be realized at several hierarchical
levels such as the rooms, floors, or the whole house in our example, which supports
scalability of control.
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In such cases, the reflection interfaces likely have to provide access to additional
information such as the structure and topology of the individual controllers in the
house. Such information enables reflecting on multiple controllers, their locations,
their dependencies, and their interferences, etc., and is required to control the system
at multiple hierarchical levels.

Finally, we discussed in Chap.5 interaction schemes based on collaborations that
are more flexible and dynamic than hierarchies. For instance, we may use a col-
laboration realizing the interaction among the pre-reflective controllers in the house
such that they coordinate each other in a self-organizing manner. In such cases, the
reflection interfaces have to support reflecting on the collaboration behavior (i.e.,
how the controllers interact with each other) as well as on the dynamic structure of
the pre-reflective part as modules may dynamically join and leave a collaboration.

In general,wemayobserve that the reflection interfaces canbecomemore complex
if we design the pre-reflective part of the system in a more elaborate manner, for
instance, by hierarchical decomposition or dynamically collaborating modules.

6.3.2 Direct Access to the Pre-reflective Subsystem

We discussed previously explicit reflection interfaces that allow other elements to
reflect and act on the pre-reflective part.While such interfaces can restrict or even hide
certain information, we may conceive a direct access to the pre-reflective elements
without any encapsulation. In this case, a generic reflection mechanism, for instance,
as provided by programming languages, is used to construct reflective views and to
act on the system. However, reflecting as well as acting usually happens then at the
abstraction level of the program, and no higher-level abstractions are supported. This
distinguishes such approaches fromapproacheswith explicit reflection interfaces that
may create abstractions.

For instance, Fig. 6.3 shows explicit reflection interfaces to monitor the pre-
reflective modules and to set the goals of these modules. However, we may decide
to allow other elements to directly observe and act upon the pre-reflective part and
the contained elements as depicted in Fig. 6.5.

Skipping explicit reflection interfaces lifts any restriction and thus allows many
ways to access the pre-reflective elements, which can be beneficial when flexible
access is needed. However, such a direct access exposes all the details of the pre-
reflective elements, which makes the access more complex than accessing the pre-
reflective elements through reflection interfaces.

Summing up, regardless of the design of the pre-reflective part of the system (e.g.,
monolithic, hierarchical decomposed, or flexibly coordinated by collaborations), we
mayeither define anddevelop explicit reflection interfaces or generic reflectionmech-
anisms supporting direct access. For the latter case, existing programming languages
often support reflection such that they already provide such generic reflection mech-
anisms. In contrast, reflection interfaces impose development efforts as they need to
be developed, particularly if the degree of encapsulation and access as well as the
abstraction level of the reflection are specific for the given system.

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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6.3.3 Summary

Considering the options for the architecture and design of the pre-reflective sub-
system as discussed previously, a decision has to be made whether explicit reflec-
tion interfaces or direct access to the pre-reflective elements should be used when
developing a system. The decision is crucial since it determines how the reflective
subsystem can reflect and act upon the pre-reflective subsystem. Hence, it influences
the self-awareness that can be achieved by the overall system.

While a direct and thus a full access to the pre-reflective subsystem can be more
powerful and flexible, it does not support any encapsulation, which increases the
complexity of the reflection and which avoids any information hiding, for instance,
for privacy.However, the experiencewith self-adaptation anduncertainty of such self-
adaptive systems tells us that the adaptation needs cannot be completely anticipated
and addressed at design time. This calls for flexible means to realize self-adaptation,
which can be in conflict with prescribing the separation between the pre-reflective
and reflective elements aswell as the reflection interface between themat design time.
The same holds for self-aware computing systems, in which the span and scope as
well as their interactions may dynamically change. In this context, a direct and full
access seems to be more promising.

However, this results in a situation with no clear architectural separation between
the pre-reflective and reflective elements. Particularly, there is no encapsulation
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and controlled access visible at the architectural level. Nevertheless, the underly-
ing dependency that reflective elements depend on pre-reflective elements can be
used to structure the elements, for instance, into layers. Additionally, the reflective
elements should be able to handle changes of the pre-reflective elements, which calls
for more generic or flexible designs.

6.4 Reflective Self-awareness

In this section, we focus on reflective self-awareness, that is, establishing self-
awareness by reflecting on the pre-reflective part of the system. Particularly, we
discuss the architectural alternatives of local, hierarchical and centralized, and coor-
dinated reflection. In the following, we assume that the pre-reflective subsystem
either provides reflection interfaces or allows access to it through a generic reflection
mechanism.

6.4.1 Local Reflection

With local reflection, we describe cases in which an element reflects on itself or on
individual other elements such that the scope of the reflection is locally constrained
and does not cover a global view of the whole system. In general, local reflection
can be used for all kind of different concerns such as self-optimization, self-healing,
self-configuration, or self-protection and in very different ways. We will consider
here self-configuration in a basic form in terms of switching or inhibiting behavior to
discuss the inherent problems we have to consider when designing an architecture.

To illustrate these problems,we extend the example of the pre-reflective subsystem
of Fig. 6.3. As shown in Fig. 6.6, we introduce an additional module, called Reac-
tionSelect, between the AnalyzeR and the two reaction modules ReactH and ReactW.
This new module selects one of the two reaction modules. For instance, to heat up
the room temperature, it selects the ReactW module to close the windows instead
of the ReactH to turn on the heater. Hence, a selection configures the system such
that the selected reaction module will be activated, while the other one will remain
idle. To decide on the selection, the module may remember its selection to maintain
a history of decisions (see Fig. 6.6). For instance, if it selects the same reaction mod-
ule several times in a row and if it continuously receives request from the AnalyzeR
module—since the target room temperature has not been reached yet—it may try the
other reaction module.

In this example, the SelectReactmodule establishes a basic form of self-awareness
by reflecting on its own, which is denoted by an awareness link (see Chap. 5) in
Fig. 6.6. On the one hand, the module remembers its selections over time such that
it knows about its past behavior. On the other hand, it can evaluate its selections by
interpreting the input it receives from the AnalyzeRmodule. For instance, if the input

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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continuously demands heating up the room, theSelectReactmay conclude that its past
selections have not been helpful to achieve the target room temperature and generally
the goals. Hence, it may adjust its selection, which is denoted by an expression link
(see Chap.5) in Fig. 6.6. Since the SelectReact module reflects on itself and adjusts
itself, we denote the self-awareness and self-expression with self-loops (see Chap.5)
since no other modules or generally elements are involved. Consequently, we may
argue that the SelectReact module is self-aware even though the reflection is only
local (e.g., remembering the selections and relating them to the input) and does not
cover other aspects such as the analysis strategies used by the AnalyzeR module or
the goals of the system that are maintained by the AnalyzeR module (see Fig. 6.3).
Moreover, the module only performs a very basic form of the LRA-M loop with
a simple analyze process but without sophisticated learning and reasoning, which
limits the resulting self-awareness.

Such a local reflection can be made explicit in the architecture by positioning the
self-awaremodule at a higher reflection layer. The resulting architecture then employs
local layering and reflection, which is illustrated in Fig. 6.7. The SelectReactmodule
receives input from the AnalyzeR module, and it activates or deactivates the ReactW
and ReactHmodules based on its self-awareness. In this case, the SelectReactmodule
is aware of itself by remembering its selection andmaintaining a history of selections
(see awareness self-loop in Fig. 6.7) while it directly acts on the ReactW and ReactH
modules in terms of activating or deactivating these modules (see expression links
pointing to the reaction modules in Fig. 6.7).

A variant of this reflective solution without a dedicated and higher-layer module
to coordinate the reactions is based on the idea that the activation of one reaction
module inhibits the activation of the other one. This variant is illustrated in Fig. 6.8.
The ReactW module is aware of its activation, which is exploited to act on or more
precisely inhibit the ReactHmodule if needed. The direction of the inhibiting depen-

http://dx.doi.org/10.1007/978-3-319-47474-8_5
http://dx.doi.org/10.1007/978-3-319-47474-8_5
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dency is motivated by preferring the ReactW module, which uses the windows to
control room temperature, to the ReactH module, which uses the heater, in certain
situations since the window-based approach is less expensive in terms of power con-
sumption. The ReactW module activates if there is a small difference between the
outdoor and room temperature as determined by the AnalyzeRO module. Otherwise,
the ReactW does not activate and inhibit the ReactH module that runs instead.

The ReactW module is able to perform basic analysis whether it is able to handle
the input of the AnalyzeRO module. If so, it activates itself, inhibits the ReactH
module, and opens or closes the windows. We may argue that such analyses of its
own capabilities realize a basic form of self-awareness, particularly awareness of its
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own capabilities (see awareness link in Fig. 6.8). Based on this self-awareness, the
module acts on the other reaction modules (see expression link in Fig. 6.8).

Similar to the previous example, we can externalize the inhibiting functionality to
a dedicated and higher-layer module, which results in an architectural variant with a
clear local separation and layering of the pre-reflective and reflective elements (see
Fig. 6.9). The mReactW module reflects on the (capabilities of the) ReactW module
and activates or deactivates this module (see awareness and expression links), which
indirectly impacts the ReactH module (see indirect expression link in Fig. 6.9).

To discuss cyclic self-awareness and self-expression, we extend this example of
inhibiting. More specifically, a cycle exists if the ReactH and ReactWmodules inhibit
each other as shown in Fig. 6.10 by the cyclic expression links. Each of the ReactH
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Fig. 6.10 Local reflection and cyclic self-expression
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and ReactW modules is able to reflect and analyze on its own capabilities such that
each of them is self-aware. If one of thesemodules decides to activate itself, it inhibits
the other one. Such a local self-awareness comes with a certain risk. If both modules
decide to activate themselves, then they inhibit each other and none of them will
run. To address this issue, one of the two modules should additionally reflect on
the capabilities of the other module and it should only activate itself if the other
module will not activate itself due to limited capabilities. Hence, preferences over
the modules have to be determined, either at design or at run time.

Having such cyclic awareness or expression links, a local layering and separation
between pre-reflective and reflective modules are not possible. However, if the cycle
is the result of abstraction, we may refine the architecture to resolve the cycle (see
Chap.5 where we conceptually discuss cyclic awareness and expression links, their
rationale, as well as cases, in which the cycle can be resolved). Therefore, we will
review two alternative cases that refine the architecture shown in Fig. 6.10.

Thefirst refinement introducesmodules that are responsible for switching between
the different reactions (see Fig. 6.11). Therefore, we refine the design of the reaction
modules to separate the switching from the reaction logic. For instance, the mReactH
submodule is responsible for switching, while the ReactH submodule performs the
reaction in terms of adjusting the heater’s settings. The same separation has been
done for the reaction module controlling the windows. As emphasized by the aware-
ness and expression links in Fig. 6.11, each of the submodules responsible for the
switching is aware of and inhibits the other module’s submodule responsible for
the reaction. This refinement of the design resolves the cyclic self-expression that
existed beforehand (see Fig. 6.10). We may consider the submodules responsible for
the switching as local reflective modules that reflect on the corresponding reaction
submodules, which establishes self-awareness. Consequently, we can reorganize the
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architecture by introducing two local layers with the reflective modules located in
the higher-layer and the pre-reflective modules in the lower layer.

Nevertheless, cyclic self-awareness or self-expression cannot always be resolved
by refining the design. For instance, if each of the submodules responsible for the
switching is aware of and inhibits the whole, other reaction module, that is, both
submodules for the switching and for the reaction (see Fig. 6.12), the cyclic self-
awareness and self-expression remain. In this case, the cycle cannot be resolved by a
refinement since it has been introduced by design to have mutually aware modules.

To sum up, local reflection is a basic form of reflection if it is applied to a single,
isolated module. However, it may become complex and error-prone when multiple
reflective modules are involved. One problem is that reflection often has to cover
a sufficiently broad scope to be able to make proper decisions (e.g., it has to know
all modules involved in the switching or inhibiting). Another problem exists in the
case of multiple reflective modules with non-disjoint action or influence scopes as
the modules may compete and perform contradicting actions, which requires coor-
dination. Finally, the boundary between reflective and pre-reflective capabilities can
be blurred, which can be addressed by locally structuring modules into layers. In the
following, we discuss global layers; that is, the whole architecture is split up into
layers to which modules are allocated.

6.4.2 Hierarchical and Centralized Reflection

In this section, we focus on the reflective elements in a self-aware computing system
whose architecture is layered. Structuring elements in layers enable hierarchical and
centralized reflection in contrast to local reflection discussed previously. To study
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the reflective elements, we consider the pre-reflective subsystem of our running
example as shown in Fig. 6.4. Thus, the subsystem consists of multiple pre-reflective
controllers of different types.

To make the overall system self-aware, we equip the controllers with a centralized
reflective house manager that coordinates the individual controllers. Therefore, the
system is split up into twomodules: the reflectiveHouseManager and the pre-reflective
Controllers (see Fig. 6.13).

The HouseManager observes and adapts the controllers. Adaptation can be acti-
vating or deactivating a controller as well as selecting one among the given strategies
of a controller, for instance, to decide which of the HeaterController or WindowsCon-
troller as well as which strategy should be used to control the temperature in a specific
situation and room. Adaptation can also bemore complex such as adjusting the goals,
models, or processes and hence the strategies of the individual controllers.

A design of the house manager that addresses self-optimization and self-healing
(see Sect. 6.2.1) is shown in Fig. 6.14. This design is monolithic, and it realizes the
reflection on the controllers. The house manager is then aware of the controllers,
and it may learn and reason about their structure and behavior and adapt them for
self-healing and self-optimization purposes (cf. LRA-M loop).

The learning process of the HouseManager learns about the structure and behav-
ior of the Controllers by observing them and representing the learned knowledge in
a model (Cs). The reasoning process uses this model to analyze Constraints on this
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Fig. 6.14 Monolithic design of the centralized reflective HouseManager

model in order to identify failures for self-healing. The identified failures are repre-
sented in a model (Failures) and passed to the report process that locates persons in
the house by observing the house, selects a person based on preferences (Prefs), and
finally reports the identified failures to this person.

Furthermore, the HouseManager addresses self-optimization with respect to the
energy consumption. The learning process learns about the behavior of the differ-
ent controllers with their various strategies to control the devices in the house. The
reasoning process analyzes the Cs model whether the controllers achieve the opti-
mization goals (OptGoals) based on their actual performance. This results in a goal
achievement (GoalAch) model. If the reasoning identifies the need for adaptation,
the adapt process eventually adapts the controllers based on the Cs model that pre-
scribes the adaptation planned by the reasoning process. For instance, the reasoning
can determine which controller and strategies are most efficient in achieving the
goals such as optimizing the energy consumption while ensuring stable behavior
of the controllers. Stable behavior should be achieved by considering the history to
avoid thrashing effects such as activating and deactivating a certain controller all
the time. Consequently, the reflective house manager is goal-aware, context-aware,
interaction-aware, and time-aware.

Since the architecture has a single, centralized reflective module that covers all
reflection concerns at once and that has all (relevant) pre-reflective elements in its
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scope, this module can establish global/complete knowledge about the pre-reflective
elements. This avoids problems due to limited knowledge obtained by local reflec-
tion (see Sect. 6.4.1). By construction, the scope of the reflection can be designed
sufficiently broad such that the centralized reflective module can make proper deci-
sions. Moreover, conflicts between multiple reflective modules are excluded by the
centralized control. However, the monolithic reflective module can become rather
complex and thus its design and development can become difficult.

To address the latter issue, we may decompose the reflective module according
to the LRA-M loop while retaining the centralized control. More specifically, we
structure the reflective module into three interacting submodules realizing either the
learning, reasoning, or acting (see Fig. 6.15).

Another variant of decomposing the reflective module is based on the self-* capa-
bilities. The house manager realizes self-optimization and self-healing such that we
may decompose the manager and its LRA-M loop into two LRA-M loops, one for
each capability. This is exemplified in Fig. 6.16 showing two modules (Optimization
and Healing), each one implementing an LRA-M loop. In amore generalized case, the
systemmay consist of several loops and each of them is decomposed into fine-grained
modules representing various learning, reasoning, and acting processes.

In the example of Fig. 6.16, the reasoning processes of the self-optimization and
self-healing loops must coordinate to resolve conflicts. A coordination mechanism
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Fig. 6.16 Decomposing the reflective module according to the capabilities

could be as simple as using pre-defined or learned priorities to determine which loop
may act and which may not, or as complex as negotiating a compromise taking into
account the individually learned models, goals, and reasoning results.

In general, there are many other forms of decomposition such as hierarchies
based on the topology of the house. For instance, we may decompose the house
manager into multiple modules structured in a hierarchy. Modules of the lowest level
in the hierarchy manage the controllers of individual rooms, higher-level modules
are allocated to individual floors and coordinate the lowest level modules on this
floor, while the module at the highest level coordinate all floor-level modules. Such
a hierarchical structure can be imposed on any example discussed so far.

Summing up, centralizing the reflection in a self-aware computing system enables
the creation of global knowledge about the pre-reflective subsystem.Hence, the scope
of the self-awareness is not necessarily restricted compared to the local reflection.
Moreover, having a global view of the pre-reflective subsystem, the reflective mod-
ule can observe and handle structural changes of the pre-reflective subsystem, for
instance, by maintaining an awareness model representing the run-time architecture
of this subsystem.
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6.4.3 Coordinated Reflection

The architectures and designs discussed previously are rather static and required
for centralized control that one pre-planned reflective module learns, reasons, and
acts upon all pre-reflective elements. The same holds for architectures adopting
hierarchical control although a reflective module learns, reasons, and acts only upon
its subordinated modules in the hierarchy. In this context, each reflective module can
bemodularized by statically decomposing it into submodules, for instance, according
to the LRA-M loop or to different capabilities. In the following, we discuss more
flexible and dynamic architectures that employ collaborations (see Chap.5).

One example of such a flexible and dynamic architecture is based on the idea of a
blackboard through which a dynamic number of modules share relevant knowledge.
More specifically, the blackboard is a dedicated module to or from which all the
other modules can share or observe information they want to share or to be aware
of. When a change occurs, for instance, updates of the goals or modifications of the
context, the corresponding information is posted on the blackboard by a observer
module. The other modules can retrieve this information from the blackboard, and
if they are concerned about this information, they can react and use their learning,
reasoning, and acting capabilities. Hence, the other modules may produce and then
share more knowledge to the blackboard. As before, the other modules may retrieve
this additional knowledge and further contribute to the progressive development of
a global solution, that is, to the outcome of the overall LRA-M loop. Consequently,
the individual modules of the reflective layer may coordinate and jointly create a
reflection of the pre-reflective modules, which establishes self-awareness.

This is exemplified by Fig. 6.17 showing multiple Optimization and Healing mod-
ules that coordinate via the Blackboard. In this example, each module sends its
observed and learned knowledge to the blackboard and each module may obtain the
shared knowledge by participating in the collaboration BlackboardCoord. Individual
optimization and healing modules may dynamically join or leave the collaboration.
The example could be extended with reasoning capabilities that benefit from the
blackboard by only analyzing those chunks of knowledge they are specialized in and
then sharing the obtained results to the other modules. Consequently, the individual
optimization and healing modules are (directly) aware of the Controllers since they
observe and learn about this module. In contrast, the Blackboardmodule is indirectly
aware of the Controllers since it does not observe and learn about this module, but it
obtains knowledge about this module through the collaboration.

Thus, the blackboard and the collaboration enable multiple modules to coordinate
in creating a reflection of the pre-reflective elements and therefore in jointly estab-
lishing self-awareness. The blackboard module serves as a centralized coordinator
for exchanging the knowledge, which makes this module a single point of failure
and a bottleneck if many modules participate in the collaboration. Therefore, we
may even conceive a fully decentralized mechanism to coordinate the knowledge
exchange, for instance, in a peer-to-peer fashion. Such a solution avoids a single
point of failure and promises to scale with the number of collaborating modules.

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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Fig. 6.17 Architecture with a blackboard for coordinated reflection

The solution would only consists of a collaboration that realizes the decentralized
protocol for the knowledge exchange.

In Chap.7, we will discuss in more detail such coordination schemes and their
characteristics in the context of collectives of self-aware computing systems.

6.4.4 Summary

Summing up, reflection can be done in three different ways, while the individual
ways can be mixed in one architecture. First, reflection can be done locally involving
individual modules. These modules can be structured locally into layers to make the
reflective and the pre-reflective modules visible in the architectural design. How-
ever, such a local layering is not feasible if there exist self-loops of self-awareness
that cannot be resolved; that is, distinguishing and separating the reflective and pre-
reflective elements from each other are not possible. However, if it is possible, the
second reflection scheme can be employed. This scheme globally introduces layers
into the architecture, which results in a centralized and possibly hierarchical reflec-
tion. In contrast to the local reflection that allows reflective modules to obtain only
knowledge of the locally limited scope, the scope of centralized reflectionmay not be

http://dx.doi.org/10.1007/978-3-319-47474-8_7
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restricted and therefore it may cover all pre-reflective modules. This enables estab-
lishing awareness of the global aspects such as the architecture of the pre-reflective
subsystem. Third, reflection can be realized by collaborations that need not to be
centralized and hierarchical. Thus, the coordination of the reflective modules jointly
produces the reflection and establishes self-awareness. Such solutions are more flex-
ible and dynamic compared to centralized ones.

6.5 Meta-reflective Self-awareness

Having discussed pre-reflective and reflective self-awareness in Sects. 6.3 and 6.4,
we now focus on meta-reflective self-awareness that is established by higher levels
of reflection. Similar to realizing reflection either locally in a centralized manner by
layers and hierarchies, or in a decentralized manner by collaborations (see Sect. 6.4),
the same approaches also apply to meta-reflection. To avoid repetitions, we focus in
the following on the centralized approach and apply it to meta-reflection.

6.5.1 Hierarchical and Centralized Meta-Reflection

Tocreate ameta-reflection in a self-aware computing system, amodule reflects on one
ormore reflectivemodules. Themodule realizes an LRA-M loop such that it becomes
aware of the reflective modules and their reflection and self-awareness capabilities.
Considering the hierarchical and centralized approach to reflection, there is exactly
one meta-reflective module, which is illustrated in Fig. 6.18. In general, reflecting
and being aware of the reflection and self-awareness capabilities of the system make
the system meta-self-aware.

As shown in Fig. 6.18, the architecture is structured into three layers that are
bottom-up pre-reflective, reflective, and meta-reflective. The HouseManagerAdjuster
reflects on the HouseManager that reflects on the Controllers. Therefore, the HouseM-
anagerAdjuster learns and reasons whether the HouseManager is capable of achieving
the goals taking the energy consumption into account and if necessary adapts the
HouseManager. The self-optimization concerning energy consumption performed
by the HouseManager might not always works well since external influences such
as market prices for energy or user preferences change (e.g., user are willing to
pay more during winter to have a “guaranteed” temperature in the house). Such
changes might require novel algorithms or techniques for the HouseManager to coor-
dinate the controllers. This should be achieved by themeta-reflectivemodule House-
ManagerAdjuster whose design is detailed in Fig. 6.19. This module adjusts the coor-
dination mechanism used by the HouseManager to coordinate the controllers based
on the currently used mechanism of the house manager (HM) if the energy prices
(Prices) or the user preferences (UserPrefs) change. The goal of the adaptation is to
make the house manager capable of achieving the goals.
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Fig. 6.18 Meta-reflective architecture to establish meta-self-awareness
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Fig. 6.19 Architecture with a refined design of the meta-reflective module
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While the presented design of the meta-reflective HouseManagerAdjuster module
is monolithic, we may decompose the module similarly to the reflective modules in
Sect. 6.4, for instance, according to the LRA-M loop. Moreover, the reflection and
meta-reflection can be realized as well by local or coordinated reflection. With local
reflection, a global and strict structuring of the system into layersmight not be feasible
since the combination of the local layers might not be balanced and homogeneous.
With the coordinated reflection, we may decompose the meta-reflective layer into
modules that coordinate to jointly create the reflection of the reflective layer.

6.5.2 Hierarchical and Centralized Meta–Meta-Reflection

The same principle to achieve meta-reflection can be used to achieve meta–meta-
reflection, that is, we add another reflective layer on top of the meta-reflective layer
for a hierarchical and centralized solution. This results in a meta–meta-self-aware
system.

For our example, to ensure the long-term evolution of the smart home, for instance,
that it does not only consider themarket prices as goals (see theHouseManagerAdjuster
that controls the HouseManager based on prices) but arbitrary goals (e.g., subsidies
by governments that may depend on the country and region where the smart home
is located), another reflective layer is added to the system. This additional layer is
named HouseManagerEvolution (see Fig. 6.20).

A refined design of the HouseManagerEvolutionmodule is shown in Fig. 6.21. The
HouseManagerEvolutionmodule learns about the HouseManagerAdjuster, particularly
about its configuration such as which goals, models, and processes (algorithms) are
used. If the user provides newgoals, for instance, government regulations or subsidies
that impact the optimization of the energy consumption, the reasoning process ana-
lyzes if and how the HouseManagerAdjuster needs to be adapted to consider these new
goals. Based on the reasoning, the HouseManagerEvolution module’s adapt process
changes the HouseManagerAdjuster.

As discussed previously for the HouseManagerAdjuster module, we may also
decompose theHouseManagerEvolutionmodule, for instance, according to theLRA-M
loop or to the capabilities of the module. Finally, meta–meta-reflection can be
achieved as well by local or coordinated reflection—as discussed for meta-reflection
in the previous subsection.

6.5.3 Summary

Summing up, the individual reflection steps in the layered architecture can be realized
by local, hierarchical and centralized, or coordinated reflection as well as a combi-
nation of those. For higher levels of reflection, it is critical that the reflected layer
provides appropriate interfaces or a generic mechanism to reflect upon its reflection
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Fig. 6.20 Meta–meta-reflective architecture to achieve meta–meta-self-awareness

and self-awareness. For instance, a centralizedmeta-reflectivemodule should be able
to learn, reason, and act upon the coordinated reflection of the reflective subsystem.
Therefore, the subsystem has to enable access to its reflection and self-awareness
machinery as realized by the LRA-M loop.

Another interesting observation we made in our example is that with each level
of reflection, the layers and their modules become bottom-up more generic. For
instance, when a reflective module employs various strategies to coordinate the con-
trollers in the house, a reasoning process in a meta-reflective module must not know
any details of the strategies or even of the further underlying layers (e.g., the con-
trollers). In contrast, it may only learn the success rate of the strategies based on
the goal fulfillment of the reflective module and adjust the priorities of the strategies
accordingly. The reflective module takes the adjusted priorities into account.

6.6 Discussion

Having discussed pre-reflective, reflective, and meta-reflective self-awareness—as
introduced by Chap.3—for individual self-aware computing systems, we will in the
following review typical control schemes and architectural styles. In this context,
we will discuss the relationship between them and the architectural concepts for

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Fig. 6.21 Architecture with a refined design of the meta–meta-reflective module

pre-reflective, reflective, and meta-reflective self-awareness. Therefore, we will par-
ticularly model these schemes or styles using the proposed concepts. Furthermore,
we discuss how common architectural problems can be identified and addressed for
individual self-aware computing systems when employing the suggested architec-
tural concepts.

6.6.1 Control Schemes

As already discussed in Chap. 5, Shaw [31], Mller et al. [32, 33], and Brun et al.
[34] argue that feedback loops as the essential characteristic of self-adaptive soft-
ware should be made explicit and visible in the architectural design. This should
make related design decisions explicit, enable reasoning on the design, and support
identifying possible problems in the design such as interferences between multi-
ple feedback loops. In the following, we discuss control schemes originating from
control theory which emphasize the role and relevance of feedback loops [35–37].

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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Fig. 6.22 Feedback control at the a pre-reflective and b reflective level

The idea of feedback control is that a controller observes the output and adjust
the input of a controlled element in order to compensate external disturbances that
influence the controlled element and its output. If the controlled element is outside
of the system boundary, it is part of the environmental context (see Fig. 6.22a).
The controller is then aware of the system’s context, which establishes context-
awareness, and it may effect the context, which is illustrated by the awareness and
expression links in Fig. 6.22a. If the controlled element is part of considered system,
the controller is aware of parts of the system and it may act upon these parts (see
Fig. 6.22b and the corresponding awareness and expression links in this figure).
Hence, the system is self-aware and may self-express. Thus, we can conclude that
feedback control is a possible scheme for setting up a self-aware computing system
if the controller realizes an LRA-M loop.

As depicted in Fig. 6.22, the application of the feedback control scheme to self-
awareness results in an awareness link from the controlled element to the controller
and in an expression link from the controller to the controlled element. Therefore,
the feedback control scheme is only applicable if the acting of the controller involves
effecting or adapting the controlled element rather than just reporting about the
outcome of the learning and reasoning.

The concepts we introduced in Chap.5 and use in this chapter to describe architec-
tures for individual self-aware computing systems can capture the feedback control
scheme in terms of two modules, one being the controller and the other one the con-
trolled element, and the awareness and expression links between them. The controller
corresponds to the span and the controlled element to the scope of the self-awareness.
Using the proposed architectural concepts and notation, a feedback control loop is
represented by (direct or indirect) awareness and expression links between a common
span and scope. This representation makes the feedback loop visible and allows us
to reason about the feedback loop in the architectural design.

In this context, the controller may dynamically establish the awareness of the
controlled element by observing, learning, and reasoning about the element. In con-
trast, in feed-forward control, the controller is not observing the controlled element

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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Fig. 6.23 Feed-forward control at the a pre-reflective and b reflective level

but the disturbances of the context or other elements on this element (see Fig. 6.23).
These observations are used to learn, reason, and act upon the controlled element.
Such indirect awareness of the controlled element (see indirect awareness links in
Fig. 6.23) might require that the controller is equipped with initial awareness knowl-
edge about this element at design time. The observations and learned knowledge
enrich this initial awareness at run time. Similar to feedback control, the controlled
element can be either part of the context (see Fig. 6.23a) or part of the system (see
Fig. 6.23b).

An advanced scheme of feedback control is adaptive control that dynamically
adapts the control strategy, for instance, based on observations of the controlled
element. One specific variant is model identification adaptive control (MIAC) that
employs a system identification module to observe the controlled element, which
impacts the adjustment mechanism that eventually adapts the controller. The MIAC
scheme is illustrated in Fig. 6.24 for the case of the controlled element being part of
the system. The controller and the system identification are aware of the controlled
element (see awareness links in Fig. 6.24), while the system identification acts upon
the adjustment mechanism that acts upon the controller that eventually acts upon the
controlled element (see expression links in Fig. 6.24). Consequently, the system iden-
tification and the adjustment mechanism indirectly act upon the controlled element
(see indirect expression links in Fig. 6.24).

Thus, adaptive control is a possible scheme to realize self-awareness and advanced
forms of self-expression for self-aware computing systems. Considering the aware-
ness and expression links in Fig. 6.24, we clearly see that the adaptive control scheme
employs two feedback loops, one between the controller and the controlled element
(i.e., it is the same loop as for feedback control) and one including all of the mod-
ules. This second feedback loop is more complicated than the first one since the
system identification is aware of but only indirectly effects the controlled element.
This indirection is motivated by the fact that the system identification and adjustment
mechanism are aware of all the required details of the controller by construction and
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therefore may operate in a feed-forward control manner on the controller. Conse-
quently, the system identification and adjustment mechanism do not observe, learn,
or reason about the controller such that the overall scheme does not result in meta-
self-awareness. Nevertheless, the architectural concepts and notation we propose are
able to cover the adaptive control scheme and make the two feedback loops visible
in the design.

Finally, we discuss the hierarchical control scheme that is based on the idea of
divide and conquer. Thus, the elements of the hierarchy are linked with each other in
a tree structure. In general, commands, tasks, and goals to be achieved flow down the
tree, while observations and results flow up the tree. The higher-level elements of the
tree operate at longer time scales than the lower-level nodes. Moreover, the lower-
level elements have rather local commands, tasks, goals, and observations, and their
processes are coordinated by higher-level elements. The coordination performed by
the higher-level elements does not generally override the decisions of the lower-
level elements but rather controls these elements by setting appropriate local goals.
Consequently, the control problem is divided into smaller problems top-down the
hierarchy (e.g., the goals are broken down into smaller ones), while the higher-level
elements do not reflect upon the lower-level elements of the hierarchy. In contrast, the
higher-level elements only take the accumulated observations made by the lower-
level elements into account, but they do not observe these lower-level elements.
Therefore, hierarchical control—although it is very useful to handle complex control
problems—is not implying self-awareness.
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Fig. 6.25 Hierarchical control at the a pre-reflective and b reflective level

This is illustrated in Fig. 6.25a where the lower-level modules reflect on and act
upon the context, while the higher-level modules do not reflect on but only act
upon the lower-level modules (see direct awareness and expression links). However,
the higher-level modules receive observations of the context from the lower-level
modules (see the data flow links from the lower- to the higher-level modules) such
that they are indirectly aware of the context (see indirect awareness link). By acting
upon the lower-level modules, the higher-level modules indirectly effect the context
(see indirect expression link). Overall, this establishes context-awareness but not
awareness of the self.

Nevertheless, hierarchical control can be applied in combination with reflection.
As shown in Fig. 6.25b, the modules at the lowest level (i.e., those below the dashed
line) are pre-reflective and represent the controlled elements. These modules are
controlled by a hierarchy of reflective modules (i.e., those modules above the dashed
line). In this case, the reflection establishes awareness of the controlled modules that
are part of the system, which therefore results in self-awareness. The lower-level
reflective modules are directly and the higher-level reflective modules are indirectly
aware of the controlledmodules. However, the higher-level reflectivemodules are not
reflecting on the lower-level reflective modules (there is no awareness link between
them) such that no meta-self-awareness is established. The higher-level modules
only receive information from the lower-level modules (see data flow links between
them).

This contrasts with meta-self-awareness discussed in Sect. 6.5, which is based
on meta-reflection. That is, using the proposed architectural concepts and notation,
we may distinguish architectures that are based on reflection, meta-reflection, or
meta–meta-reflection and therefore achieve different levels of self-awareness.

Based on the feedback, feed-forward, adaptive, and hierarchical control schemes
discussed so far, we may observe common problems when engineering self-aware
computing systems, regardless of the specific scheme. A major problem may result
from having multiple feedback or LRA-M loops in the system since the individual
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loops may compete and interfere with each other. One instance of such interferences
may occur between the behavior of the controlled elements and the effects of the
controller (i.e., of the learning, reasoning, and acting processes) on these elements.
Such interferences can usually be circumvented since the (behavior of the) controlled
elements are in the awareness scope of the controller. By additionally designing and
proving the behavior of the controller, certain guarantees such as stability can be
given for the overall system behavior.

Another problem that needs to be addressed is the timescale of each layer whether
the system is structured into pre-reflective, reflective, meta-reflective, meta–meta-
reflective, etc., layers. Usually, the lower layers are executed much more frequently
than the higher layers such that the higher layers only act after the lower layers
have stabilized. In terms of self-awareness, we may conceive that higher layers only
establish awareness of their lower layers after these lower layers have established
an initial awareness of their lower layers. This results in structurally establishing
self-awareness bottom-up the layers of the system.

Despite such interferences across layers, there could also exist interferences
within one layer if multiple modules have conflicting goals or overlapping action/
influence scopes. In our running example, the pre-reflective controllers located in
the smart home may easily interfere, such as one may open the windows, while the
other one turns on the heater. The same holds for the reflective or higher layers, in
which multiple LRA-M loops may independently act upon the same scope, either
directly (i.e., the loops have overlapping action scopes) or indirectly (i.e., the loops
have overlapping influence scopes). This calls either for decoupling the scopes by
resolving the overlaps or for jointly addressing the overlapping scopes, for instance,
by multiple-input multiple-output (MIMO) control.

Finally, a subtle problem is cyclic self-awareness such that a part of the system
reflects on another part, and vice versa. An example for cyclic self-awareness was
discussed in the context of Fig. 6.12. Such cycles impede reasoning about the control
and providing guarantees such that they are typically avoided in the design.

Based on these common problems, we can summarize the phenomena that need
to be studied when developing an architecture for self-aware computing systems.
These phenomena are illustrated in Fig. 6.26.

(a) Overlapping expression links, either direct or indirect ones, denote potentially
conflicting actions or influences effecting the same scope. Are these overlapping
action or influence scopes properly coordinated to avoid conflicts or generally
interferences?

(b) Stacked reflections denote that the system establishes different levels of self-
awareness (i.e., pre-reflective, reflective, and meta-reflective self-awareness) by
stacking LRA-M loops. Such a loop is visible in the architectural design by at
least an awareness link and an expression link that can be direct or indirect and
that connect the same span and scope. Stacking such loops results in the situation
that the scope of a loop corresponds to the span of another loop such that the
loops overlap. In such a situation, are the loops sufficiently decoupled from each
other, for instance, with respect to their frequencies of operation?
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Fig. 6.26 Phenomena to be addressed in the architectural design

(c) Cyclic reflections denote cycles of sequences of either awareness or expression
links where the scope of one link overlaps with span of another link. Such a cycle
may contain direct as well as indirect awareness, respectively, expression links.
If such cycles exist, are they properly coordinated to avoid any interferences and
to assure termination of the awareness or expression?

In general, these phenomena should not be considered as design errors. However,
they can be detected and addressed in the architectural design such that the related
problems do not occur. For instance, concerning phenomenon (a), we may design
the LRA-M loops in a way that they are executed one after the other in order to avoid
conflicts due to concurrently executed adaptations to a common scope. With respect
to phenomenon (b), we may merge different levels or adjust the design of individual
levels, which supports other frequencies of operation. Concerning phenomenon (c),
we may refine the design such that the cycle of awareness or expression links is
resolved (cf. the refined design shown in Fig. 6.11 that resolves the cycle of the more
abstract design shown in Fig. 6.10).

In general, it is known that complex systems are ruled bymany interacting feedback
loops and that understanding the joint effects of these loops is key to engineer such
systems. Consequently, the presented variants of pre-reflective, reflective, and meta-
reflective self-awareness that clearly separates the feedback loops in the architectural
design are promising approaches to engineer self-aware computing systems since
they restrict the design space to schemes that could avoid the problems originating
from the phenomena discussed previously.

6.6.2 Architectural Styles: The External and Internal
Approaches

Salehie and Tahvildari [7] discuss two architectural styles for self-adaptive software,
which are called the internal and external approaches and which emphasize the
importance of the control loop for the architecture. Both approaches are shown in
Fig. 6.27. The external approach clearly separates the system under adaptation (i.e.,
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Fig. 6.27 Architectural styles: the a external and b internal approaches [7]

the adaptable software) from the controller (i.e., the adaptation engine) that performs
the adaptation. This separation is identical to the feedback control scheme depicted
in Fig. 6.22b. In contrast, there is no clear separation of these two elements in the
internal approach such that both are intertwined. According to Salehie and Tahvildari
[7], systems adopting the internal approach are difficult to test and maintain as well
as often not scalable. In contrast, systems adopting the external approachmay benefit
from reusing the adaptation engine across applications.

The external approach makes the feedback loop explicit by separating the con-
troller from the controlled element. This can be beneficial for self-aware computing
systems since it also makes the self-awareness and self-expression as well as the cor-
responding span and scope explicit (see awareness and expression links in Fig. 6.27).
Otherwise, they remain implicit and can only be pointed out by self-loops since we
cannot distinguish the span and scope at the architectural level.

Based on the importance of the feedback loops going along with self-awareness
and self-expression (i.e., with awareness and expression links in our notation) and
the related architectural phenomena discussed previously (see Fig. 6.26), we further
characterize the structure of the awareness and expression links occurring in an
architecture. The combination of these links connecting architectural elements forms
a graph whose structure impacts the architectural design. Therefore, we discuss in
the following architectural styles that are determined by the structure of the graph
of awareness and expression links. More specifically, we generalize the external and
internal approaches discussed previously.

The generalized external approach prescribes acyclic graphs of awareness links
and of expression links. Examples of this approach are shown in Fig. 6.28. Adopting
this approach results in architectures with clearly separated reflection layers that
usually form a stack or treelike structure. We distinguish the following cases.

The stacked external approach results in a stack of layers, which applies central-
ized reflection such that a layer of the stack only reflects upon its underlying layers.
Thus, the awareness links point bottom-up,while the expression links point top-down
the stack. The layers can be either strictly or weakly stacked. A strict stacking only
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Fig. 6.28 Examples for the variants of the generalized external approach

allows awareness and expression links between neighboring layers (see Fig. 6.28a).
That is, each layer is only aware of and effects its adjacently underlying layer. An
example for a strict stacking is shown in Fig. 6.20. A weak stacking is similar to the
strict stacking, but it relaxes the constraint of allowing only awareness and expression
links between neighboring layers. As illustrated in Fig. 6.28b, a layer may therefore
reflect upon any underlying layer such that the corresponding awareness and expres-
sion links may cross more than one layer.

The hierarchical external approach results in a treelike structure, which allows
the decomposition of lower-level layers. A layer of this tree then reflects upon the
underlying layers. Similar to the stacking, the awareness links point bottom-up, while
the expression links point top-down the tree. The tree can be structured either in a
strict or in a weak hierarchy. A strict hierarchy only allows awareness and expression
links between neighboring layers of the hierarchy in the subtree (see Fig. 6.28c). That
is, each layer is only aware of and effects all elements of the adjacently underlying
layer in the subtree.Aweak hierarchy is similar to a strict hierarchy, but it allows that a
layer may also reflect upon any underlying layer in the subtree, not just the adjacently
underlying one (see Fig. 6.28d). Consequently, the corresponding awareness and
expression links may cross more than one layer in the tree.

The last variant of the external approach is the acyclic external approach. It does
not prescribe a stack or treelike structure but allows any structure as long as the
sequences of awareness links as well as the sequences of expression links are acyclic
(see Fig. 6.28e). This generally results in an acyclic graph.

Finally, the generalized internal approach does not prescribe any structure at all
such that it allows cyclic sequences of awareness links or of expression links as well
as self-loops (see Fig. 6.29). Therefore, this approach does not result in architectures
with clearly separated reflection layers. Note that the placement of the modules in
Fig. 6.29 does not and actually cannot—due to the cycles—follow the sequences of
awareness or expression links. In contrast, reflections rather occur locally as well
as in an intertwined and a less structured manner such that the design of the self-
awareness and self-expression at the system level becomes challenging and requires
specific coordination to handle the cycles.
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Fig. 6.29 Example of the
generalized internal
approach

Concerning the phenomena discussed previously (see Fig. 6.26), the strictly lay-
ered and strictly hierarchical approaches exclude any overlapping expression links
by construction. However, overlapping expression links may occur in the weakly
stacked and weakly hierarchical approaches if two or more arbitrary higher layers
act upon the same lower layer. It is the responsibility of the developer to address
the overlapping action scope, for instance, by implementing an appropriate coordi-
nation mechanism. In this context, the architecture helps in identifying and locating
the overlapping action scopes. In the best case, these overlaps can be addressed
locally, for instance, by coordinating only those modules that directly act upon the
same scope. In contrast, the generalized internal approach likely requires to take all
elements of the architecture into account since the system-level self-awareness and
self-expression emerge from the local reflections dispersed across the architecture.

In general, applying centralized or hierarchical reflection discussed in Sect. 6.4.2
relates to the generalized external approach. That is, the system can be incrementally
enhanced with further layers, or its topmost layer can be recursively split up to add
additional centralized reflection layers. Such enhancements maintain the structure
such as a stack or a tree imposed on the architecture. In contrast, applying local
reflections multiple times as discussed in Sect. 6.4.1 likely results in a less structured
and intertwined architecture similar to the generalized internal approach. Finally,
applying the coordinated reflection as discussed in Sect. 6.4.3 may follow either the
generalized external or internal approaches. For the external approach, the coordina-
tion will be organized in a separate and potentially additional layer. For the internal
approach, such a clear separation will not be achieved and the coordination can be
intertwined with other functionalities of the system.

6.7 Conclusion

In this chapter, we have discussed generic architectures for individual self-aware
computing systemsby investigating howpre-reflective, reflective, andmeta-reflective
self-awareness becomes manifests in the architecture. At the pre-reflective level, the
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Table 6.1 Forms and
phenomena of reflection and
architectural styles

Aspects Section

Forms of reflection

Local reflection 6.4.1

Hierarchical and centralized reflection 6.4.2

Coordinated reflection 6.4.3

Phenomena of reflection

Overlapping expression links 6.6.1

Stacked reflections 6.6.1

Cyclic reflections 6.6.1

Architectural styles

Stacked external approach 6.6.2

Hierarchical external approach 6.6.2

Acyclic external approach 6.6.2

Generalized internal approach 6.6.2

organization (monolithic, hierarchically decomposed, or flexibly coordinated) of the
pre-reflective modules as well as their provided reflection interfaces is the major
architectural and design aspects to offer a basis for self-awareness. To establish
self-awareness, we discussed various forms of reflection, namely local reflection,
hierarchical and centralized reflection, and coordinated reflection. These forms can
be applied at the reflective and meta-reflective levels. Subsequently, we discussed
the difficulties and pitfalls for architectures of individual self-aware computing sys-
tems that are mainly related to the complex dependencies that result from the self-
awareness and self-expression as well as their overlapping actions and influence
scopes. In this context,weparticularly discussed the phenomena (overlapping expres-
sion links, stacked reflection, and cyclic reflections) that could be identified at the
architectural level and related problems. Finally, we discussed the existing control
schemes and architectural styles for self-adaptive software, which seem promising
for designing architectures of self-aware computing systems. In this context, we gen-
eralized the architectural styles to the (stacked, hierarchical, and acyclic) external
and internal approaches targeting self-aware computing systems. Table6.1 provides
an overview of the discussed forms and phenomena of reflection as well as of the
generalized architectural styles for self-aware computing systems.

Based on this chapter, we can conclude that the proposed architectural concepts
already cover several existing control schemes and architectural styles that seem
promising for self-aware computing systems. However, we are only at the beginning
to understand what is crucial for the architecture of self-aware computing systems
and how architectural styles and decisions impact the self-awareness capabilities of
a system. This calls for future work and experiments to investigate the architectures
for self-aware computing systems, corresponding design spaces and processes, as
well as the relationship between architectures and self-awareness.
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Chapter 7
Architectures for Collective Self-aware
Computing Systems

Ada Diaconescu, Kirstie L. Bellman, Lukas Esterle, Holger Giese,
Sebastian Götz, Peter Lewis and Andrea Zisman

Abstract This chapter aims to discuss the architectural aspects relevant to collec-
tives of self-aware computing systems. Here, collectives consist of several self-aware
computing systems that interact in someway. Their interactionsmay, potentially, lead
to the formation of a self-aware collective of systems. Hence, the chapter defines dif-
ferent types of interactions that can link systems into a collective and then discusses
the conditions under which self-awareness can be achieved within such collectives.
Furthermore, the chapter identifies some of the most relevant architectural concerns
that occur when linking multiple self-aware systems into a (self-aware) collective
and defines these in the form of a generic meta-architecture for collectives of self-
aware systems. Architectural concerns can represent both static and dynamic aspects
of system collectives. Static concerns include the self-awareness levels of systems
in a collective; the system interrelations, such as competition and cooperation; and
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several organisation patterns for systems in a collective, such as hierarchy or peer-
to-peer designs. Dynamic concerns address changes that may occur over time, with
respect to the above-mentioned aspects, based on the experience and learning of
systems within the collective. More advanced topics discuss the manner in which the
creation of collectives from interrelated systems can be applied recursively, adopting
different architectural choices and combinations at each level, and potentially lead-
ing to a wide range of variations in the resulting self-awareness characteristics. The
chapter concludes by indicating the main contributions and targeted beneficiaries of
this chapter and points to the most important challenges to address in future research.

7.1 Introduction

7.1.1 Chapter Overview

Chapter6 discussed architectural considerations related to individual self-aware sys-
tems. The present chapter takes this discussion further by considering multiple self-
aware systems that come together to form a collective. The key architectural aspects
and the associated questions include:

• What are the types of relations that can link self-aware systems within a collective
(e.g. cooperation, competition or usage)?;

• What are the most common organisation patterns for defining the roles and inter-
actions among systems in a collective (e.g. hierarchy, peer-to-peer or stigmergy)?;
and

• What are the causality relations between the levels of self-awareness of individual
systems (local scopes) and those resulting for an entire collective (global scope)?

The above concerns are both orthogonal—in that various combinations are possible,
in principle—and interdependent—in that the way in which one aspect is instantiated
may depend on the choices made for the other aspects. For instance, a hierarchical
organisation is defined differently depending on whether the participating systems
are linked via cooperation or competition relations; also, the exact organisational
roles would depend on the self-awareness level of each system.

Most of the architectural concerns discussed here, notably including the relation
types and organisation patterns, are not necessarily specific to self-aware systems.
They can be found across related domains such as artificial intelligence, multiagent
systems, robotics, autonomic and organic computing systems (cf. Chap. 8). However,
since these solutions reoccur across all these domains, they will also, most likely, be
relevant when designing self-aware systems.

Also, it is important to note that this chapter does not aim to address the algo-
rithmic aspects of how self-awareness functions, such as knowledge sharing and
distributed decision-making, can be achievedwithin the collectives of self-aware sys-
tems. Some of these algorithmic concerns are tackled in Chap. 13. Here, instead, we

http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_8
http://dx.doi.org/10.1007/978-3-319-47474-8_13
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focus on the architectural aspects of collectives of self-aware systems—e.g. Where
can shared knowledge be stored? Which design patterns can be used to distribute
decision-making logic across systems in the collective? Which types of relations
among systems can support shared knowledge and collective decision-making?

Finally, this chapter does not claim to provide a well-established proposal of con-
crete architectures for collectives of self-aware systems. Thiswould require extensive
experience and validation results, which cannot be the case here. Instead, this chapter
is merely aimed to offer a starting point for future research on this topic, based on
inspiration that can be drawn from relevant research domains (e.g. Chaps. 2, 8 and
10) and on argumentation about how these could be reused, adapted and built upon
for providing concrete designs for self-aware systems and collectives of these.

7.1.2 Chapter Organisation

The remainder of this section provides an overview of the generic meta-architecture
which defines the three orthogonal dimensions for the architectural concerns identi-
fied above: relation types, organisation patterns and self-awareness levels.

Section7.2 introduces the main definitions and notations relevant to the architec-
tural aspects of collectives of self-aware computing systems.

Section7.3 identifies the possible forms of self-awareness of collectives and con-
trasts them with collectives of self-aware systems, which lack self-awareness at the
collective level. Some of the most promising approaches for engineering such forms
of self-awareness into collectives of computing systems are also discussed.

The next three sections detail each meta-architectural concern: self-awareness
levels (Sect. 7.4), relation types (Sect. 7.5) and organisation patterns (Sect. 7.6); the
latter also shows how architectural organisations can be composed recursively, in
order to build more complicated, heterogeneous and multilayered collectives.

Section7.7 focuses on the usability of the meta-architecture, by identifying viable
combinations of architectural choices from the meta-architectural space and then
proposing a methodology for identifying such choices when designing or adapting
collectives of self-aware systems.

Section7.8 concludes the chapter and identifies major research challenges.

7.1.3 Meta-Architecture Overview

The decentralised architectural style inChap. 6 showed how self-aware systems could
be composed from independent pre-reflective modules. In contrast, this chapter con-
siders these modules are themselves self-aware and may pursue their own goals. We
propose a generic meta-architecture for such collectives of self-aware systems. It
defines a multidimensional space of architectural choices, where each point repre-
sents a concrete architecture, with concrete choices (Fig. 7.1).

http://dx.doi.org/10.1007/978-3-319-47474-8_2
http://dx.doi.org/10.1007/978-3-319-47474-8_8
http://dx.doi.org/10.1007/978-3-319-47474-8_10
http://dx.doi.org/10.1007/978-3-319-47474-8_6
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Fig. 7.1 The three
dimensions of the
meta-architectural space
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There are three main dimensions related to systems in the collective: their
self-awareness level(s); their relation types, impacting the way in which they inter-
act; and the organisational patterns used for their composition. Specific terminol-
ogy is defined in Sects. 7.2 and 7.3; the meta-architectural dimensions are detailed
in Sects. 7.4, 7.5 and 7.6, respectively; and the valid regions within the meta-
architectural space and the way to navigate through them are analysed in Sect. 7.7.

7.2 Definitions and Notations for Collectives

This section defines the basic terms concerning system collectives, focusing on those
aspects that are of interest when looking into the self-awareness of collectives.

If we consider the definition for self-aware computing systems in Chap.1 and
aim to take the perspective of self-awareness beyond a single system, we must first
determine how individual systems can be built and then discuss how they can be
linked to each other. To help clarify the discussion on various types of collectives,
we employ the notation and concepts introduced in Chap.5 and depicted in Table7.1.
These are mainly based on the concepts and notation offered by UML, and on their
extension, so as to cover the advanced concepts introduced in Chap.3.

The first possibility for building a system of systems, where a super-system is
composed of other systems, is via an UML hierarchy. While a system most often
belongs exclusively to a single super-system, it is also possible to have systems that
belong simultaneously to multiple super-systems. Hence, we distinguish between
composition—representing an embedded componentwith exclusivemembership and
depicted with normal border in a UML composite structure diagram—and shared
aggregation—representing an embedded component with shared membership and
depicted with dashed border in a UML composite structure diagram.

Systems that belong to a super-systemmay be visible to external entities—situated
outside the super-system (white-box approach). In this case, the semantics of a UML

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_5
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Table 7.1 Notations for architectural concepts in self-aware computing systems

Notation Description

A system with a name and a type. We may omit either the name (cf. anonymous
system) or the type. A system can be decomposed into modules. Specific
stereotypes are used to indicate that a system is �self-aware�,
�meta-self-aware�, etc.

A module with a name and a type. We may omit either the name (cf. anonymous
module) or the type. A module can be decomposed into (sub-)modules. A module
may be stereotyped as �pre-reflective�, �reflective�, �meta-reflective�,
�meta-meta-reflective�, etc., depending on the extent to which it reflects
upon other module(s)

An environmental context of a system represents the part of the environment
that is scoped by the system’s capacities of sensing and exploration. It has a name
and type and we may omit one of them

A port describes the functionality that is provided or required by a system,
module or context. A port is characterised by its type. The direction of the arrow
indicates whether the port is required (arrow points outwards the element
requiring the functionality) or provided (arrow points inwards the element
providing the functionality). Ports can be stereotyped to indicate the kind of
functionality: effecting �E�, adapting �A�, observing �O� and reporting
�R�
A data flow describes the interactions between systems, modules, processes and
models

name:type

name:type

name:type

A composition shows modules built from other modules and distinguishes
between exclusive and shared membership (solid or dashed border, respectively)
of embedded modules.

name:type

A collaboration describes the interaction behaviour among systems, modules
and/or processes. The concrete behaviour of the interaction is described within
the collaboration

A participation connects a system, module or process to a collaboration such
that the system, module or process participates in the collaboration

Process
A process describes the activities of a system or a module, hence emphasising
its behaviour

name:type
An awareness model represents learned aspects from a system’s a scope, which
is (part of) the system itself, other systems or the environmental context. In the
former case, the model is stereotyped with �sys� and in the other cases with
�ctx�. An awareness model has a name and a type, one of which can be omitted

<<goal>>
name:type

A goal model describes the goals the system or parts of it should achieve. Goals
are either imposed to the system from outside (e.g. by the user) or internally
produced. A goal model has a name and a type, one of which can be omitted.
Finally, a goal model is stereotyped with �goal�

(continued)
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Table 7.1 (continued)

Notation Description

An awareness link denotes that a span is directly aware of a scope. If a span
exploits awareness knowledge about a scope that has been established by another
span, the former span is indirectly aware of the scope. Such indirect awareness is
transitive and can be explicitly represented by dashed awareness links. Awareness
links can be specialised by indicating its kind: �sa� for stimulus, �ia� for
interaction, �ta� for time and �ga� for goal awareness

An expression link denotes that a span directly impacts (e.g. adapts or effects) a
scope. If a span indirectly impacts a scope via another span, the former span can
be connected to the scope to make the indirect expression visible. Such indirect
expressions are transitive and can be explicitly represented by dashed expression
links. To specialise the kind of expression, a link can be stereotyped: effecting
�E�, adapting �A�, observing �O� and reporting �R�

hierarchy is that of a “belongs to” relation between a system and its super-system.
Alternatively, systems within a super-systemmay be (partially) hidden from external
entities (grey-box or black-box approach). Here, UML hierarchy takes the additional
semantics of encapsulation, hence providing a certain degree of isolation to systems
embedded within super-systems.

The second possibility for building a system of systems is via a UML collabo-
ration. This provides a more flexible form of collective compared to a hierarchy. A
system can play different roles in different collaborations, simultaneously. Hence,
the semantics of UML collaborations and UML hierarchies with shared aggregation
may overlap somewhat. However, UML collaborations also allow to capture compo-
sitions that are not hierarchically structured. Furthermore, while system composition
in UML collaborations may change rather frequently, membership to a hierarchy is
usually considered more durable (even if it can also change).

The UML concepts considered for hierarchy and collaboration from Chap.5 are
limited to direct communication as a means of system coordination and thus are
too restrictive to cover collectives as we have them in mind here. Following the
design taxonomy introduced in [34], we realise that the core question to ask when
considering collectives iswhether some correlation (resp. anti-correlation) is present
such that the systems do not behave stochastically independent.

An observed correlation can be a coupling that results from shared information at
run-time. If no such sharing is present, we may have a correlation but no coupling.
For instance, a shared temperature sensor triggers similar behaviours in a number
of smart devices and thus couples them. On the other hand, a shared design deci-
sion implemented within a number of devices may result in a correlation of their
behaviours even in the absence of data sharing at run-time.

If there were no correlation at all (which is hardly ever the case in real systems), it
would be possible to consider the systems in the collective as completely independent.
In such cases, the collective behaviour is the mere superposition of behaviours of

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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the separate systems. This may happen if the systems were completely isolated from
each other and their behaviours were not related stochastically in any way.

While in reality systems are rarely isolated completely, often times there is only
a negligible correlation between them at the level of abstraction considered. In such
cases, it is possible to consider that the systems in the collective are independent, since
the behaviour of the collective is more or less the superposition of the behaviours
of the separate systems, at the abstraction level considered. This of course holds
as long as certain constraints are fulfilled that guarantee that the coupling can be
neglected. For instance, in a “traditional” electric grid, all subsystems (i.e. electric
devices) consume electric energy independently, based on their needs, and without
considering their collective consumption. As long as the grid’s energy supply is able
to fulfil all the demands of devices in the collective, the coupling between devices
due to energy consumption can be neglected, at this considered abstraction level.

Most often, the design of the collective has to take into account that some correla-
tion occurs among the constituent systems, usually in the form of coupling. These are
caseswhere system correlation cannot be neglected at the considered level of abstrac-
tion. It may cause either adverse effects that have to bemitigated, or expedient effects
fromwhich the collective can benefit (cf. Chap. 13). As a negative example, multiple
systems in a collective may try to influence the same environment characteristics
in opposite directions, hence destabilising the collective behaviour (e.g. competing
feedback loops causing oscillations). As a positive example, multiple systems in a
collective may inform each other as soon as they encounter a security threat, hence
helping to speed up the transmission of security warnings throughout the collective
(e.g. fast convergence due to positive feedback).

Hence, in the following, we will use the UML hierarchy or UML collaboration
notations defined above, yet extend their scopes so as to be able to cover the broader
notion of collective discussed above.More precisely, we extend these notions so as to
not require direct communication between the systems in a collective, and to merely
assume some sort of correlation (or anti-correlation) instead.1

System correlation typeswithin a collective are essential to the resulting behaviour
and characteristics of that collective. Correlations imply the extent of information
exchanges between systems, as briefly discussed above. Nonetheless, in addition
to their mere occurrence, such exchanges typically carry certain semantics—e.g.
meaning, intent or utility of interactions. The details of such semantics is specific
to each collective, yet some common characteristics can be identified at a more
abstract level, depending on the types of relations that occur among systems, such
as cooperation and competition (cf. Sect. 7.5); and on the types of organisation
patterns implemented by systems in the collective, such as hierarchy, peer-to-peer
and stigmergy (cf. Sect. 7.6).

1Note that SySML also uses UML concepts that have been introduced originally for software only.
It thus uses, for example, a dashed variant of the UML collaboration notation to capture constraints
between variables of different systems, as resulting, for instance, from physical laws. In this respect,
our usage of UML notation similarly extends the semantics of the employed UML concepts.

http://dx.doi.org/10.1007/978-3-319-47474-8_13
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When merely concerned with the degree of information exchanges, and hence of
system correlation, it suffices to consider system coordination or non-coordination
within collectives, as discussed below.

To help characterise different collective types, we rely on a case study of a col-
lective intelligent-transport system, consisting of multiple autonomous shuttles.

Example 7.1 (Collective Intelligent-Transport System) This system envisions that
traditional railroad transportation operating on predefined schedules and using long
trains with many wagons is replaced by autonomous shuttles, for people and goods,
that operate on demand and thus avoid overheads and minimise waiting times. Spe-
cific demands in terms of time and costs can be addressed via customised solutions—
e.g. business managers request high-speed transportation to an urgent meeting, while
tourists only ask for transportation within a time window.

One approach to designing collectives is not to coordinate its systems, which will
operate independently. This implies that there is no communication among the sys-
tems, either directly or indirectly. It requires that any system coupling resulting froma
shared environment is negligible. Hence, uncoordinated systems are unaware of each
other and bound via an ignorance relation (cf. Sect. 7.5). Non-coupled correlation
may still occur—e.g. time-dependent. For instance, if all systems are programmed
to execute a routine at a predefined time, then they will execute in synchrony without
any communication among them.

An example where a shuttle is not part of coordination, as there is only negligible
coupling with other shuttles, is depicted via a dotted line in Fig. 7.2 for Shuttle2. This
notation does not indicate whether a correlation without coupling exists or not.

Example 7.2 (Uncoordinated Load Balancing) In the shuttle case study of Exam-
ple 7.1, the assignment of transportations tasks can be achieved via random shuttle
selection. Hence, the selection of shuttle resources only results in negligible cou-
pling among them and ensures a reasonable load-balancing level. Therefore, these
solutions are probably more scalable and robust than alternatives that require coor-
dinated selections. However, it can also lead to disadvantageous assignments, which
can incur high distances between the start position of the transportation task and the
current location of the selected shuttle. It is hence mostly applicable to small regions
only.

shu le1:

shu le2:

shu le3:Transporta on 
System

Track 
Infrastructure

Coupled, but no communica on
Coupled via indirect communica on
Coupled via indirect communica on

Fig. 7.2 The possible means for communication in a collective and their notation
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An alternative approach to designing a collective is to coordinate its systems.
This is achieved via some form of communication, including direct or indirect com-
munication, which results in shared information and hence in some form of system
coupling. Direct communication can be employed to support various system relation
types, such as cooperation, competition or parasitism (cf. Sect. 7.5), which can, in
turn, occur within diverse organisation patterns, such as hierarchies and peer-to-peer
designs (cf. Sect. 7.6). Indirect communication can include various forms of sign-
based stigmergy, where it is realised by leaving particular signs in the environment
(e.g. pheromones in the case of ants); or forms of sematectonic stigmergy, where it
results from the modifications of the physical environment (cf. [8]). In this case, we
consider that systems implement a stigmergy pattern (cf. Sect. 7.6).

Example 7.3 (Slightly Coordinated Load Balancing) A variant of the solution in
Example 7.2 involves a random assignment of shuttles to transportation tasks that
ensures a low probability of a high distance between the task’s start position and
the current shuttle location. If shuttle selection only results in negligible coupling,
the random nature of the selection makes a reasonable load balancing very likely,
while still ensuring better scalability and robustness than solutions based on more
advanced deterministic coordination. However, on rare occasions, assignments can
still be selected where the distance between the shuttle and its start transport is rather
large. Therefore, this scheme is not suitable to settings where a minimum worst-case
selection must be guaranteed, like in case of emergency transport.

Based on the system composition concepts introduced above, we can now intro-
duce the term collective as the most general notion to denote a composition of sys-
tems, where systems are somehow potentially correlated.

Definition 7.1 A collective of systems is a group of systems composed via UML
hierarchy and/or UML collaboration, in the extended sense concerned with system
correlation.

We can further refine such composition as a system of systems, as follows.

Definition 7.2 A system of systems (SoS) is a collective where the systems are
developed, deployed and managed independently.

Finally, we introduce the concept of distributed system to emphasise that our
notion of a collective is independent of the actual system distribution.

Definition 7.3 A distributed system is a collective of systems that are deployed on
different computational nodes. It is usually assumed that the collective can operate
somehow jointly and deal with the temporary unavailability of some of the systems.
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7.3 The Self-awareness of Collectives

7.3.1 General Considerations

As noted by many researchers (e.g. [22, 24, 37]), self-awareness can be a property
of collective systems, even when there is no single component that is aware of the
entire system. This is a key observation for the architecture of self-aware systems:
one need not require that a self-aware system possess a global component which is
all-knowing. Transferring this idea to collectives of systems, this implies that a self-
aware collective does not necessarily require a system that possesses all knowledge
and related self-awareness functions over the entire collective.

In this chapter, we deal with a key concept in building and analysing the self-
awareness of computational systems: the notion that self-awareness is not only a
propertywhich can be observed at the level of an individual component or system, but
can be a property of a collective system itself. Architecturally, this can be achieved
in several ways. In centralised or hierarchical collectives, it may be that the self-
awareness is provided by a dedicated component, or small number of components,
responsible for monitoring and reasoning about the collective system as a whole. At
the other extreme, self-awareness arises from interactions among the systems and
components within the collective [24].

Moreover, according to the characterisation of self-awareness, and its various
levels, in Chap.3, a system may be composed of a set of nodes which individually
possess various levels of self-awareness, and the system is simultaneously able to
be characterised in terms of its self-awareness at the level of the collective. Since
collectives may be composed themselves, we are able to consider the presence of
levels of self-awareness at multiple levels in the hierarchy of such a composition.

One recent example of a collectively self-aware system is the heterogeneous
swarm of autonomous underwater vehicles targeted in the COCORO project.2 For
example, Schmickl et al. [29] showed that a group of robots with simple behavioural
rules and local interactions may achieve Collective-awareness of a global state, dis-
tributed across the individual units. They also demonstrated collective self-awareness
at several hierarchical levels: individual, group and swarm levels.

7.3.2 Collective Self-awareness and Self-aware Collectives

An important distinction must be made between two key concepts, which have only
subtle differences in wording: (i) collective self-awareness and (ii) self-aware col-
lectives.

2http://cocoro.uni-graz.at/drupal/.

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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• Collective self-awareness is a phenomenon where self-awareness is realised in
a bottom-up manner, via the interactions of entities within the collective. Thus,
the awareness is not present in any one place, but builds up in an aggregated way,
where different entities within the collective have an awareness of relevant parts,
such that they contribute towards the self-awareness of the whole.

• The self-awareness of a collective describes the self-awareness properties (cf.
Chap. 3) of a collective system. This may be achieved in various ways, ranging
from cases where self-awareness is provided by a single node with a global view,
to cases where all nodes feature some self-awareness properties.

7.3.2.1 Collective Self-awareness

First let us recap the definition of collective self-awareness from Chap.3.
Definition: A system is collectively self-aware when it senses, learns, reasons,

makes decisions and possibly acts, based on an aggregated self-awareness or a
combined contributed self-awareness from (some of) its multiple self-aware entities.

As discussed in Chap. 3, and referring to the five levels of self-awareness proposed
in their conceptual model, Lewis et al. [22] describe these as “systems within a
collective that interact with each other only locally as part of a bigger system, [and]
might not individually possess knowledge about the system as a whole. Although
global knowledge is distributed, each system within the collective can work with
other systems, giving rise to the collective itself obtaining a sense of its own state
and thus being self-aware at one or more of the five self-awareness levels”.

When designing such a system, one might be tempted to think that collective self-
awareness implies certain constraints about the architecture, contents or behaviour
of the collective system. However, any intuition along these lines should be carefully
checked. Several aspects should be considered instead:

1. Uniformity of self-awareness capabilities is not assumed. Entities within the col-
lective can (and typically will) have different self-awareness capabilities (with
respect to those discussed in Chap.3), and these may be dynamic in nature.

2. The form and implementation of communication methods, and of sensing, self-
modelling and reasoning techniques may also vary and are not prescribed by the
presence of collective self-awareness.

3. Collective self-awareness does not necessarily imply the sharing of self-
knowledge among entities. This form of interpersonal meta-reflection is
sometimes a beneficial capability, but is not implied by the notion of collective
self-awareness.

4. Collective self-awareness may be emergent or predesigned (or both). The method
of aggregation, collective reasoning and collective action may be predesigned or
may emerge, and vary at run-time as the collective behaviour changes.

5. In some cases, only a subset of the entities will contribute to the collective self-
awareness, while others will be passive. Again, this may be dynamic across

http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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run-time. We might talk here about the support of self-awareness, i.e. those enti-
ties which are contributing towards collective self-awareness.

7.3.2.2 Characterising the Self-awareness of Collective Systems

We can also characterise collective self-awareness in terms of the framework for self-
awareness introduced inChap.3.Notions such as self-awareness scope, span or levels
also apply at the collective level. The following list presents levels of self-awareness
that are particularly relevant to collective self-awareness.

1. Collective unawareness: There is a collective, but entities within it have no
awareness of the existence of the collective or of each other.

2. Other-awareness: Entities are minimally aware of other entities within the col-
lective. This can be coupled with other individually facing self-awareness levels,
such as goal-awareness, and can form intra-reflective capabilities, such as when
one entity is aware of another’s goals.

3. Interaction-awareness: Entities are not just aware of other entities, but also of
their interactions within the collective, possibly including themselves. They can
also be aware of the type of relations between them (Sect. 7.5).

4. Entity-Collective awareness: Entities are aware of the state of (part of) the
collective, beyond themselves. This forms the beginning of the entities’ more
aggregate knowledge of the collective as a whole. This may include awareness
of the collective goal or overall organisation pattern (Sect. 7.6). Such awareness
is still present in individual entities.

5. Collective-Collective awareness: Awareness of the state of the collective (or
part of it) is present at the level of the collective, despite not being present in any
particular entity (as is the case in Entity-Collective awareness). Here, awareness
of the collective is itself distributed across its composing entities.

6. Collective meta-self-awareness: The collective has an awareness of its own
Collective-Collective-awareness. Not only does the collective have (distributed)
models of itself, but there is also knowledge of the collective self-awareness
processes, such as distributed learning and reasoning.

7.3.2.3 The Elusive Border Between Collectives of Self-aware Systems
and Self-aware Collectives

Taking a simplistic view, when several self-aware systems are brought together into
a collective system, we have a collective of self-aware computing systems.

Let us first consider a case where the systems of a collective possess some self-
awareness, but no self-awareness exists at the collective level. This notion, while
perhaps intuitive, is somewhat misleading. For the collective to attain higher meta-
reflective levels of self-awareness, we would require that it possessed the capability

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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of sensing, learning and reasoning about itself as a collective. This is certainly one
strong interpretation of the self-awareness of collective systems.

However, at the lower levels of self-awareness, where there is no awareness of
the collective itself as an object of awareness, might we expect to find systems in
which self-aware systems are aggregated together in some manner such that there
was in fact no self-awareness at all manifested at the collective level? Would this,
in theory, be possible? It seems unlikely, given that any external actor must interact
with the collective through some part of it, and there are by definition some parts
which possess such self-awareness capabilities. If we further require that a collective
is more than a bag of unrelated entities, and some interaction between the entities is
a requirement for collectivism, then it seems highly unlikely that a collective system
composed of self-aware entities could exhibit no self-awareness at all.

We have set out here two extremes of, on the one hand, a collective with a (perhaps
distributed)model of itself, and on the other hand, a collectivewhich somehow serves
to mute the propagation of the self-awareness capabilities of its entities. Of course,
in between these two extremes there will be a broad range of self-awareness.

An important question then becomes, given the self-awareness capabilities of indi-
vidual entities, and their relations and organisation for forming a collective, what can
be said about how the self-awareness capabilities aggregate from the various levels
present at the entity level, to the levels present at the collective level? Such capabil-
ities may be highly heterogeneous, and the role and connectivity of different reflec-
tive processes within the architecture give rise to varied reflective and knowledge-
sharing relationships. More concretely, for higher levels of collective self-awareness
to emerge at the collective level, we are interested in what self-awareness capabilities
need to be present at the entity level, and how these need to be organised. There is
no simple answer to this question.

Finally, in some cases, the exact border between these cases of collective self-
awareness—self-aware collectives, collective self-awareness and collectives of self-
aware systems—may become difficult to establish precisely, just as it can be difficult
to establish the exact border between collectives of self-aware systems (this chapter)
and self-aware systems composed of pre-reflective components (in Chap. 6).

7.3.3 Approaches for Achieving Self-aware Collectives

7.3.3.1 Overlapping Self-awareness Domains in Collective Systems

While no general answer to the question above exists, one architecture-oriented
approach is to consider the self-awareness scope, of each constituent system and of
the collective, denoting what they are aware of, respectively. Two main cases can
occur here, depending on whether or not there is an overlap among the respective
scopes of systems within the collective. Overlapping scopes imply that systems
can compare observations between the objects of their awareness, which may be
external or internal to the collective. Cases where the systems in the collective are

http://dx.doi.org/10.1007/978-3-319-47474-8_6
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mutually reflective—i.e. they can observe each other, belonging each others’ self-
awareness scopes—may be of particular interest to obtaining some form of collective
self-awareness, since mutual reflection can lead to intra-collective meta-reflective
behaviour. Might this suffice for a meta-reflective behaviour to emerge at the level
of the collective?

7.3.3.2 Examples of Cooperative and Competitive Self-awareness
in Self-aware Systems With or Without Overlapping Domains

Self-aware systems may be composed into collectives via hierarchy or collaboration
interconnections (Sect. 7.2). In both cases, their self-awareness scopes may or may
not overlap and may or may not include each other mutually. Moreover, in both col-
lective types, coordination among systems can implement various types of relations,
including cooperation and competition (Sect. 7.5). Via a set of examples from the
autonomous shuttle case study (Example 7.1), we aim here to illustrate cases where
cooperative or competitive self-awareness can be achievedwithin a collective, having
system self-awareness scopes that may or may not overlap.

Let us first consider examples of systems with non-overlapping scopes.

Example 7.4 (Collective of Self-aware Computing Systems with Simple Competi-
tion) Shuttles compete to get transport orders and to earn money, by learning their
own capabilities and the environment’s characteristics. Shuttles are not aware of each
other in this case, meaning they do not observe or reason about each other directly.

Example 7.5 (Collective of Self-aware Computing Systems with Simple Coopera-
tion) A fleet of shuttles cooperates to get as many transport orders as useful, optimise
the quality of the service, and reduce their costs, so as to make a profit for the fleet.
Shuttles learn their capabilities and the environment’s characteristics. They are not
self-aware of each other and do not share their knowledge or reasoning results.

In the examples above, cooperation and competitionwere achievedwithoutmutual
system self-awareness. The corresponding behaviours are hard-codedwithin shuttles,
which are not really aware of their interrelation types. The collective does not feature
any Other-awareness or Interaction-awareness. Yet, in the cooperative case, shuttles
may feature some form of Entity-Collective awareness, which allows them to reason
about how to contribute to the fleet objectives.

Let us now consider examples of systems with self-awareness scopes that do
overlap and more precisely that have each other in their self-awareness scopes.

Example 7.6 (Collective of Self-aware Computing Systems with Competition) Shut-
tles compete for transport orders by learning about their own capabilities, the envi-
ronment and the competing shuttles. They are also aware of each other and learn
about competing shuttles by either explicit or implicit self-awareness, via direct or
indirect interaction and observation, respectively.
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Example 7.7 (Collective of Self-aware Computing Systems with Cooperation) Shut-
tles cooperate to maximise transport orders, optimise quality of service and reduce
costs within their fleet. Shuttles learn about their capabilities, the environment and/or
the cooperating shuttles (as before, via direct or indirect interactions).

The examples above extend self-awareness at the collective level, as systems
now feature both Other-awareness and Interaction-awareness. Since shuttles are now
aware of their interactions, and hence of their cooperation or competition relations,
they can use the knowledge acquired about each other from this perspective. As
before, shuttles may also feature Entity-Collective awareness, which helps to pur-
posefully contribute to the fleet’s objectives.

More complicated cases may occur in collectives if several types of compositions
and relation types occur simultaneously, at various levels, as exemplified next.

Example 7.8 (Collective of Self-aware Systems with Competition and Cooperation)
Multiple fleets of shuttles compete, while shuttles within each fleet cooperate. Each
fleet aims to maximise its transport orders, and quality of service and reduce costs.
Shuttles learn about their own capabilities, the environment, cooperating and com-
peting shuttles, their own fleet and/or the competing fleets. This setting represents a
collaboration of competing fleets, with each fleet containing, via hierarchy, a coop-
erating collaboration of shuttles (cf. hybrid compositions in Sect. 7.6.5).

In the example above, self-awareness scopes overlap at various levels—both over
other shuttles and other fleets and concern various relation types—shuttles are aware
of both cooperation and competing relations—both within their fleet and with other
fleets. The Entity-Collective awareness is combined with the Other-awareness since
shuttles are aware of other fleets, hence of other collectives.

Finally, the examples above can be extended to systems with meta-self-awareness
capabilities, which can lead to various forms of Collective-meta-awareness.

Example 7.9 (Collective of Competing Self-aware Systems with Meta-Self-
awareness) Shuttles compete to get orders by learning about their capabilities, the
environment and competing shuttles. They also evaluate alternative forms of learning
and decide to switch between them and/or tune them. This makes shuttles meta-self-
aware.

7.3.3.3 Collective Self-awareness Functions

Let us now consider an alternative approach to collective self-awareness, where
the self-awareness processes are achieved collectively by the participating systems.
We consider here that a collective of systems is self-aware if it fits the definition
of self-aware computing in Chap.1 (and Chap.3), applied to a collective of self-
aware systems rather than to a single system. This means that systems within the
collective interact with each other in order to learn models of their collective and
its environment, to reason about models collectively and to act in accordance with
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collective goals. In this view, collective self-awareness stems from the self-awareness
of systems within the collective and their interactions.3 Of course, various degrees
of collective self-awareness, with different scopes and functions, can be achieved in
this manner, depending on the systems involved and their exchanges.

In the following, we will consider two extreme situations featuring partial or
complete self-awareness functions at the collective level. A wide range of cases
can occur in between these extremes. Firstly, a collective is considered self-aware
in a weak or partial sense if a subset of its systems engage in collective learning,
reasoning or acting processes, in accordance with collective goals and with their
combined self-awareness scopes only covering part of the collective. Secondly, a
strong, more complete form of collective self-awareness is achieved by combining
all of these capabilities together.

7.3.3.4 Weak Self-aware Collectives

Collective Goals. We first consider a collective of self-aware systems that behaves
in accordance with collective goals even though no processes are done collectively.

Definition 7.4 A collective goal is a goal that is pursued jointly by several systems
in a collective. Each system contributes to the achievement of the collective goal.

Example 7.10 (Self-aware collectives via collective goals) All shuttles in the fleet
aim to ensure quality services in order to contribute to the fleet’s reputation—this is
the collective goal that can benefit all member shuttles.

Collective Self-awareness Processes. We next assume that there are some infor-
mation exchanges among the processes of systems within a collective—notably
learning, reasoning and acting. We argue that self-awareness in such collective may
consequently happen with respect to those processes.4

Definition 7.5 Collective learning is a learning process that is carried out jointly by
systems in a collective. Each system shares the results of its learning function with
the other systems, hence contributing to the collective learning process.

Example 7.11 (Self-aware collectives via system cooperation—Learning) A fleet of
shuttles cooperates by exchangingmonitoring data or knowledge to learn about other
shuttles, the environment and/or their fleet.

Note that a group of systems that jointly learn about their environment would only
form a context-aware collective but not a self-aware collective, since, according to
our definition of Chap.1, system self-awareness is also demanded.

3Note that cases where a collective consists of systems that are not self-aware (or pre-reflective) is
outside the scope of this chapter. Chapter 6 discusses such cases instead.
4Similar to the sharing of monitoring, analysis, planning, execution and knowledge in [36].
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Definition 7.6 Collective reasoning is a reasoning process that is carried out jointly
by systems in a collective. Each system shares the results of its reasoning function
with the other systems, hence contributing to the collective reasoning process.

Example 7.12 (Self-aware collectives via system cooperation—Reasoning) A fleet
of shuttles cooperates by exchanging analysis or reasoning results, in order to com-
plement and coordinate their plans and optimise the fleet goals—e.g. maximise the
quality of all transports and ensure fairness of order assignments among shuttles.

Definition 7.7 Collective acting is an acting process that is carried out jointly by
systems in a collective. Each system coordinates its actions with the other systems,
so as to contribute to the collective action process.

Example 7.13 (Self-aware collectives via system cooperation—Acting) In a multi-
regional fleet, shuttles cooperate by coordinating their actions to fulfil long-distance
transport orders. Here, one shuttle fulfils the transport within one region and another
within the adjacent region. Exchanges between shuttles can be achieved at a well-
known parking location and hence require no prior planning.

Definition 7.8 A weak self-aware collective of systems is a collective where collec-
tive goals, collective learning, collective reasoning and collective acting are present.

7.3.3.5 Strong Self-aware Collectives

Definition 7.9 A strong self-aware collective is a collective where member systems
realise all self-awareness aspects—goals, learning, reasoning and acting (i.e. the
entire LRA-loop)—at the level of the collective and not at the individual level.

Example 7.14 (Strong self-aware collective via system cooperation—full LRA-loop)
The fleet of shuttles cooperate by exchanging monitoring data or knowledge to learn
about other shuttles, the environment and/or their overall fleet. They also exchange
goals, analysis or reasoning results in order to adjust their behaviours such that
the interests of other shuttles, or of the fleet may be taken into account. Shuttles
also exchange planned changes and coordinate their actions such that the planned
changes of other shuttles or of the fleet are taken into account. The collective learning,
reasoning and acting all contribute to achieve the collective goals.

Self-awareness for a collective of systems can be achieved in various ways. Iden-
tifying all such viable approaches is outside the scope of this chapter and should be
the topic of extensive future research. We exemplified here only some of the most
promising ways of achieving collective self-awareness.

Weak and Strong Meta-Self-aware Collectives. A higher level of collective
self-awareness may result if systems reflect on their self-awareness, at a collective
level.
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Example 7.15 (Self-aware collectives via system cooperation—Meta-Self-
awareness) The fleet of shuttles cooperate by exchanging monitoring data to learn
about other shuttles, the environment or the fleet. Also, they sometimes evaluate
alternative monitoring schemes, with different detail levels, and decide to switch
between these.

Meta-self-awareness can also be a weak or strong form of Definitions 7.8 and 7.9.

7.4 Self-awareness Levels

Capitalising on the notions introduced in Sect. 7.3, this section aims to provide further
insights into how combining multiple levels of self-awareness in individual systems
may lead to self-awareness characteristics of the entire collective. We investigate
both cases of uniform and heterogeneous collectives, composed of systems with
similar or diverse self-awareness capabilities, respectively. Within this context, it
will become evident that in addition to the actual self-awareness characteristics of
the systems involved, the types of their relations and the roles they play within
the collective’s organisation pattern become critical for establishing the collective’s
self-aware characteristics. Finally, we look into the collective dynamics, indicating
how changes in systems with various self-awareness characteristics may impact the
resulting collective self-awareness.

7.4.1 Collective Self-awareness Based on System
Self-awareness

We focus here on the way in which various self-awareness levels come about in
collectives where systems are interconnected as hierarchies or collaborations. For
hierarchical self-aware collectives, an interesting question is whether or not self-
awareness is ensured by the top-level system. The type of hierarchy is also important
here—i.e. composite, aggregated or encapsulated (cf. Sect. 7.2)—as it impacts the
observability of systems beyond the top level. For collaborative collectives, the ques-
tion extends to all the systems in the collective. Also, if some systems are aware of
the self-awareness of the collective, we can have meta-self-aware collectives.

We identify several cases that may occur at recursive levels within a collective:

• (meta-)self-aware collaborative collective of (meta-)self-aware top-level systems;
• (meta-)self-aware hierarchical collective of one (meta-)self-aware system, typi-
cally the top-level one, and further systems of any level of self-awareness;

• (meta-)self-aware collaborative collective of pre-reflective systems and at least
one (meta-)self-aware system;
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• pre-reflective collective of self-aware top-level systems (only local self-awareness);
• pre-reflective collective of pre-reflective top-level systems (out of chapter’s scope).

When not all top-level systems in a collective are self-aware, we can still have self-
awareness at the collective level, if, for instance, the scopes of the self-aware systems
include all the pre-reflective systems within the collective (Fig. 7.3). In case some
systems are not covered by the scope of self-aware systems, then we may consider
the collective as non-self-aware; as partially self-aware; or even as self-aware (if the
partial scope suffices for pursuing the collective’s goals).

Let us first consider a collective where top-level systems are self-aware and inter-
connected via a UML collaboration and where each top-level system is intercon-
nected to its subsystems via a UML hierarchy with encapsulation (Sect. 7.2).

An important question here is how can system designers ensure a certain level of
collective self-awareness when joining together top-level systems with either homo-
geneous or heterogeneous levels of self-awareness? Homogeneous levels will most
likely ensure some form of self-awareness at the collective level—the exact kind will
depend on the kind of self-awareness of member systems, the overlap of their scopes
and the information sharing among their self-awareness functions.

For instance, if all systems in a collective are State-aware, Behaviour-aware and
Interaction-aware and have each other in their scopes, then the collective is also
State- and Behaviour-aware; yet not necessarily Interaction-aware or Other-aware
with respect to other collectives. As another example, if all systems in a collective
are State- and Behaviour-aware with respect to themselves (their scope covers their
internal resources) and they exchange their knowledge (cooperation relation), then
the entire collective may feature collective State and Behaviour self-awareness, since
the underlying learning process is provided collectively. In contrast, if self-aware
systems do not share information (competition relation), then we can still talk about
a collective of self-aware systems, yet without collective self-awareness.

Based on such considerations, designers can achieve various collective levels of
self-awareness by ensuring corresponding levels of self-awareness in the top systems
and/or their information sharing.

The question is more complicated when integrating systems with heterogeneous
self-awareness levels. In general, we can consider that collective self-awareness may
emerge from the individual system levels, their interconnections, scope overlaps,
information sharing, relation types and organisation patterns. For instance, we can

System 1: System 2:

System 3: System 4:System 5:

SoS:

Fig. 7.3 Self-aware systems (1 and 2) include in their scope pre-reflective systems (3, 4 and 5),
hence enabling the entire collective to exhibit self-awareness properties
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note that a collaborative collective where a single top-level system exhibits self-
aware properties and where this system’s scope covers all the other systems in the
collective shouldnot be considered as exhibiting collective self-awareness (as defined
in Sect. 7.3.2). This is because the self-awareness capabilities of the collective are
not provided collectively, but rather by a single system. At the same time, we can
consider that the collective features some self-awareness properties.

Let us now consider a hierarchical collective with heterogeneous kinds of self-
awareness—e.g. one system is State-aware and another one Behaviour-aware of
all systems in the collective; the other systems can reason about different models
provided by the first systems; all systems send their knowledge and partial reasoning
results to a top-level system, which can hence learn from the entire collective. Here,
we may talk about collective self-awareness based on systems with different levels
and kinds of self-awareness.

More precisely, a collective can feature different self-awareness levels as follows:

• Stimulus awareness (lowest level): at least one system is stimulus-aware, covering
all relevant parts of the collective and its environment, and can share these stimuli
with other systems in the collective.

• Interaction awareness: for any interaction, there is at least one system that is aware
of this interaction.

• Time awareness: at least one system is time-aware, and aware of all relevant col-
lective events. This can also be achieved via a combination of time-aware systems
covering complementary event subsets.

• State awareness: may or may not be obtained directly from the aggregated state of
the individual systems. This may be because system-level state models may be too
fine grained, too heterogeneous and/or lack system interconnection information,
and cannot be readily employed for achieving the collective goals.

• Behaviour awareness: as with state-awareness, having all top-level systems
behaviour-aware, or having systems share behaviour-related information, does
not immediately imply that the entire collective becomes behaviour-aware.

• Appearance-of awareness: as with state awareness, having all top-level systems
being aware of their individual appearance towards an external observer does not
make the entire collective-aware of the collective appearance.

• Goal/Motivation/Intention awareness: depends on the actual type of goal defined
at the collective level. When collective goals emerge through exchanges of
local goals, followed by consensus-finding and sharing of results (i.e. bottom-
up process), goal awareness at the top-level systems can suffice to also ensure
awareness of the resulting collective goal. When collective goals are imposed
from outside the collective, systems must have access to them to be collective
goal-aware.
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7.4.2 Dynamic Self-awareness Changes in the Collective

An additional level of complexity is introduced by collective dynamics, as systems
may join or leave the collective at run-time. From the collective perspective, these
dynamics can be either intended and hence expected (e.g. hibernating resources are
required to join the collective to increase performance); or unexpected (e.g. system
failure). Dynamic changes raise additional questions for system designers:

1. When adding or removing a self-aware system to/from the collective, how does
this affect the self-awareness level of the entire collective?

2. When changes are expected, can the collective anticipate the necessary actions to
ensure minimum disruption, resource overhead and performance loss?

3. When unexpected changes affect the collective level of self-awareness, will the
collective still attain its goals? Or, if interrupted, will it recover?

The answers to these questions depend on the self-awareness implementation.
For homogeneous collectives, adding or removing a top-level system may have little
influence on the collective self-awareness level. For heterogeneous cases, the impact
of such changes highly depends on the self-awareness level of the added or removed
system and its interactions with other systems. For example, removing the only
interaction-aware system that has all other systems in its scope will cause the entire
collective to lose its Interaction-awareness. If the collective can predict the effects
of such changes, then it can try to avoid them in order to maintain its self-awareness
level. If changes are unexpected, then the collective may attempt to substitute the
capabilities of a removed system or to capitalise on those of a new system, so as to
maintain or to optimise its performance with respect to collective goals.

7.5 Types of Relations

As described in Sect. 7.2, a collective consists of multiple interconnected systems.
Section7.2 focused on the purely architectural nature of system interconnections,
which could be either hierarchical or collaborative, and achieved via direct or indi-
rect communication, or mere correlation. This section concentrates on the semantics
that can be attached to such interconnections, associating themwith different relation
types. Relation types are identified with respect to the main self-awareness concerns:
goals, knowledge, reasoning and acting. Beyond the mere communication, or inter-
ference, implied by architectural connections, the associated relation types represent
the kind of exchanges between the interconnected systems.
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7.5.1 Goals

7.5.1.1 System Goals Versus Collective Goals

Within a collective, goals can be pursued at both the system and collective level.
Goals can be either implicit, i.e. “hidden” in the system implementation, or explicit,
i.e. provided as a machine-readable representation. Typically, several collective and
system goals are pursued simultaneously. Hence, goals and their interrelations play
a major role and must be considered carefully when designing collectives of self-
aware systems. Here, we aim to discuss the kinds of relations that can occur between
systems depending on the way in which they impact each other’s goals, and in which
they contribute to collective goals.

Figure7.4 extends the notation introduced in Chap.5 to depict how goals can
occur at both system level and collective level. Goal interconnections indicate how
goals relate to each other. Very generally, and in line with [34], we denote joint
intentions between systems with compatible goals via the “+” notation attached to a
bidirectional relation between their respective goals. As detailed below, this typically
represents a cooperation relation implemented via direct or indirect communication
between the systems. In contrast, we denote antagonistic intents between systems
with conflicting goals via the “-” notation attached to a bidirectional goal relation.
This typically represents a competition relation, which may occur via indirect com-
munication or direct negotiation between the systems (also referred to as contention
in the literature [34]). Finally, we denote the positive or negative impact of a system’s
goal towards a collective goal via the “+” or “-” notation, respectively, attached to
the unidirectional relation between the system and the collective goals and directed
towards the collective goal. An arrow in the opposite direction would represent the
impact of the collective goal on an individual system goal (not shown).

fleet:Collective

shuttle2:

shuttle1:

shuttle3:

<<goal>>
fulfil orders

<<goal>>
fulfil orders

<<goal>>
fulfil orders

+

-

Fig. 7.4 Goals at the individual system level and at the collective level

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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7.5.1.2 Goal-Oriented Relations

We identify four types of relations based on the positive and negative effects that
they have on system goals, namely: (i) cooperation, (ii) competition, (iii) parasitism
and (iv) symbiosis. A key dimension to consider here is the self-awareness level of
the interrelated systems. Therefore, we describe these four relation types for both
self-aware (reflective) and pre-reflective cases and illustrate them with examples.

Cooperation denotes that systems help each other to achieve a shared goal. To do
this, systems have to have some knowledge about each other—at least if we assume
that the systems actively aim for the joint goal. We refer to the case where systems
unintentionally operate in away that leads to a commongoal as emergent cooperation.
In the following,wewill use the termcooperation for active cooperation and explicitly
indicate emergent cooperation otherwise. In the literature, cooperation is further
classified into communicative and non-communicative [10]. The first case covers
systems which cooperate by exchanging messages with each other, while the second
case denotes systems which merely observe each other’s behaviour. Communication
may also occur indirectly via observations of changes within a shared environment
(i.e. stigmergy). Interestingly, for communicative cooperation, the systems do not
need to be aware of each other and of themselves. This is because the cooperation
can be encoded into each system’s implementation and all systems trust each other.
Here, the collective is actually a reactive system.

In case of non-communicative cooperation, systemsmust feature some awareness
of themselves and of the other systems, since the only way to contribute to a shared
goal is to analyse the behaviour of cooperators and to plan for corresponding reac-
tions. In more sophisticated cases, cooperating systems may be aware of each other
and of their communications (Other-awareness and Interaction-awareness).

Example 7.16 (Cooperation in the RoboCup Soccer League) In the kid-size league,
teams of four autonomous humanoid robots compete. The relation type between the
robots of a team is communicative cooperation as they try to achieve the common
goal of winning the game and they can communicate. In contrast, in the small-size
league, each team has six robots and a camera to capture the field of play, resulting
in non-communicative cooperation among the robots.

Competition occurs in conflicting collectives, where systems pursue conflicting
goals.When goals are inherently conflicting, they always end up imposing incompat-
ible actions on shared resources—e.g. different values targeted for a shared resource.
Cases may also exist where goals are not inherently in conflict but the strategies the
systems select to achieve them may lead to conflicting actions (next subsection). In
case of conflicting goals, it is important to differentiate between competition by intent
and without intent. The difference lies in the awareness of the competing systems of
each other. Emerging competition is more likely here, where systems are not aware
of each other, but make use of the same resources to achieve their goals. If a system
is aware of the other systems and of their goals, then it can either actively compete
or engage in negotiations to establish a goal compromise. The former case denotes
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a special parasitic behaviour of the system, which is actively competing with the
others, while being aware of being a parasite. The latter case denotes a special kind
of cooperation, as the negotiating systems may share their goals and aim to operate
such that each system can achieve its goals. It differs from the cooperation relation
discussed above in that the systems do not work together towards a common goal,
but towards their own goals. Knowledge exchange between systems may speed up
the negotiating process, yet may also be costly in terms of resources and negotiation
leverage.

Example 7.17 (Competition in the RoboCup Soccer League) Robot teams compete
actively, each trying to observe the behaviour of the opposing team; that is, teams
are aware of the robots of the other team. Hence, two communicative and actively
cooperating collectives form an actively competing super-collective.

Parasitism represents cases where a system uses services of another system to
achieve its goals. The difference with cooperation is that systems agree to cooperate
to achieve a shared goal, whereas parasitic systems use others without prior consent
and possibly in their detriment. Parasitismmay be intentional (implying awareness of
the other system) or unintentional. Self-awareness can help a collective that contains
parasitic systems to reason about their effects and counteract if necessary. If a system
uses another, but there is a contract between them, we consider their relation a
negotiated competition.

Example 7.18 (Search and Rescue Robots) In search and rescue scenarios, robots
are deployed in the field, each with its own battery. If robots only focus on their goals
and do not cooperate, then when a robot uses another robot’s battery to charge its
own power supply, their relation becomes parasitic.

Finally, Symbiosis denotes cases where systems work within a shared environ-
ment and have a positive effect on each other, while not pursuing a shared goal.
If the positive effect is created on purpose, the systems are related via negotiated
cooperation. If it is unintentional, the relation denotes an emergent synergy.

Example 7.19 (Symbiosis in Cooperative SLAM) In simultaneous localisation and
mapping (SLAM), robots must jointly create a map of an unknown area—the com-
plete information is aggregated from the partial information collected by each robot.
Each robot leaves a (pheromone) trace to avoid remapping the same area; this also
benefits other robots, who can also avoid this area.

The relation types identified above are between the goals of systems within a
collective. When a self-aware collective has its own goals, the goal-specific relation
(a) between each system and the collective and (b) between the relations of systems
and the collective must be investigated. A systemmay have a positive, negative or no
effect on the collective goals—ofwhich theymay ormay not be aware. The collective
can also have the same effects on system goals.
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7.5.1.3 Goal Decomposition and Emergence

This subsection highlights the architectural considerations on how a system’s goals
can help or prevent the goal achievement of other systems, or of the entire collective.
While the broadness of this topic falls outside the chapter’s scope, we mention here
briefly how notions of goal decomposition and/or emergence can be used at a generic
architectural level to represent and reason about goal interrelations (e.g. [13]). We
focus on interrelation between compatible system and collective goals.

Figure7.5 provides a generic view of how system goals can be interrelated, from
an architectural perspective. This view is compatible with the generic notation in
Fig. 7.4 and depicts in more detail the semantics of compatible goal relations.

Here, goal decomposition denotes the process of translating and splitting the
global goal of a collective into individual goals for each system. This approach can
be applied recursively, e.g. through hierarchical systems, to progressively translate
higher-level goals into lower-level goals for individual systems and parts. Each sys-
tem has a set of goals that it aims to achieve, a set of required goals and a set of
provided goals. Required goals represent goals that a system needs to obtain from
other systems in order to fulfil its own goals. Provided goals are the set of all goals
that a system can achieve, either on its own or by relying on required goals (or both).
At any time, the system aims to achieve a customised subset of its provided goals,
depending on external requests, available resources, environmental context and so
on. Each system has to link its required goals to provided goals of other systems.
Moreover, a required goal may be indirectly linked to multiple provided goals, which
in their composition realise the required goal—via linear composition or emergent
goal provisioning.

This straightforward specification of goals allows to compose collective systems
by binding required goals of one system to the provided goals of another. Nonethe-
less, this demands for exact matches between provided and required goals, which is
unlikely when systems have not been developed jointly. In consequence, a transla-
tion mechanism for the required goals of one system to the provided goals of other

Fig. 7.5 Goal
decomposition in collective
systems
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systems is required, via a special-purpose system or part. This translation can be
realised: (a) vertically, i.e. lowering the level of abstraction between goals and/or
translating their syntax; and/or (b) horizontally, i.e. splitting the domain of the goal.
An example for vertical goal decomposition is the translation of the abstract goal of
“reduce cost” to the more concrete goal of “reduce execution time on rented virtual
machines”. The splitting of “maximise energy efficiency of a data centre” to the
“maximise energy efficiency of each server within the data centre” is an example for
horizontal goal decomposition.

7.5.2 Knowledge

The systems within a collective may have different ways of capturing, representing
and reasoning about knowledge of themselves, their parts, their environment and
other systems in the collective. In this context, the relation types between systems in
a collective describe this knowledge-related aspect. We identify four such relation
types: (i) cooperation, (ii) competition, (iii) parasitism and (iv) ignorance.

Cooperation denotes systems that assist each other in order to capture and reason
about knowledge of the collective and its environment. The systems need to be
aware of the type of knowledge that each of them can capture and reason about. The
activities related to knowledge capturing and reasoning can be distributed among the
cooperative systems. The results of capturing or reasoning of one system may be
used by another system to support its capturing and reasoning activities.

Example 7.20 (Smart Home Case Study (Chap. 4)) Washing machines are started at
different times depending on their cycles and on the grid load, in order to avoid high
costs during consumption peaks. Amonitoring system acquires knowledge on power
consumption and costs and shares it (cooperates) with a washing machine scheduler
to help it decide which cycle to use and when.

Competition occurs between systems in a collective that rival with each other for
capturing or reasoning about knowledge. That is, systems may execute incompatible
actions on shared resources when capturing and reasoning about knowledge. Also,
different systems may acquire knowledge that is inconsistent or incompatible.

Example 7.21 (Thermostat Case Study (Chap. 4)) Several thermometers in a room
take different readings, each trying to impose its value as the correct knowledge on
room temperature. A processor is introduced to collect all readings, filter outliers
and average remaining values to offer more reliable knowledge.

Parasitism occurs when a system uses services or resources of another system
to acquire knowledge, reason about knowledge and build models representing the
knowledge. This differs from cooperation where the systems agree to work together,
since parasitism implies no prior agreement and may be detrimental to its host.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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Example 7.22 (Smart Home Case Study (Chap. 4)) Devices in a smart home provide
“intelligent reports” about their states and behaviours to the home owners, as well
as a global report about the overall power consumption. In this case, the system
that produces the overall report uses knowledge from the other devices in the home
without necessarily having a previous agreement to make use of the knowledge
acquired by the individual systems, i.e. without prior consent.

Ignorance occurs when systems in a collective do not interact with each other
by either direct or indirect communication—i.e. they are uncoupled, yet may still be
correlated. Hence, there are no direct relations between systems, which are not aware
of each other’s existence. However, it is still possible to induce or deduce about the
existence of other systems by using certain reasoning techniques.

Example 7.23 (Ignorance Between Smart Micro-Grids (Chap. 4)) When smart
micro-grids operate in island mode—managing their power autonomously, discon-
nected from each other and from the main grid—they have an ignorance relation
type. The micro-grids do not communicate or influence each other directly in terms
of knowledge exchanges or coupled reasoning; they are not aware of each other.

7.5.3 Acting

Based on their goals, knowledge and reasoning, systems in a collective may act dif-
ferently in order to adapt to internal and external changes. Several relation types
correspond to different action-related approaches, of which we identify: (i) cooper-
ation, (ii) competition and (iii) ignorance.

Cooperation occurs when different systems (or their parts) help each other in
order to act, in response to internal and external changes. Hence, collective actions
form from the actions of cooperating systems; or, the actions of one system are
used by another system to support its own actions. Both cases represent a kind of
cooperation, where the ability of joint actions is leveraged. This is likely to occur in
collectives where individual systems cannot, on their own, perform a task or reach a
common goal, but can do so via joint action.

Example 7.24 (Smart Home Case Study (Chap. 4)) When a user sets a temperature
goal for a smart home, the thermostats in the home must act together to reach that
temperature, since none of them can achieve this alone. They should also coordinate
so as to avoid acting in synchrony, in reaction to individuallymonitored temperatures,
which may cause oscillations.

Competition occurs when systems in a collective execute conflicting actions—
that is, one system’s action is inconsistent with another system’s action.

Example 7.25 (Smart Micro-grid (Chap. 4)) A thermostat switches on a heater to
reach a temperature; a power manager switches it off to minimise consumption.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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Ignorance occurs when systems in a collective act without considering the other
systems in the collective. This is most often due to the systems’ lack of awareness
of each other’s existence. Nonetheless, it may also occur between systems that are
fully aware of each other, as well as of the mutual consequences of their actions.
This may occur when each system’s short-term benefits take precedence over the
long-term sustainability of the collective, of other systems and even of the acting
systems themselves. This can lead to a phenomenon known as “the tragedy of the
commons” [15], where the members of a collective, who make use of a shared
resource (i.e. a “commons”), individually act to maximise their benefit, but neglect
the cumulated effects of all systems and thus minimise the benefit for all members
including themselves over the longer term.

Example 7.26 (SmartMicro-grid (Chap.4)) Smart homes do not knowabout, ormay
chose to ignore, the other smart homes in the grid. Here, the commons is the shared
energy storage of the neighbourhood. If smart homes do not consider the others,
in a peak situation when all participants require energy, but the storage capacity is
insufficient for all, energy has to be bought from the public power grid, where the
costs are shared among all homes. Hence, due to neglecting the demand of other
homes, all homes have to pay for the bought energy. If the homes took each other’s
demands into account, they could schedule their demands to avoid peaks.

7.6 Organisation Patterns

7.6.1 Overview of Organisation Patterns

The organisation pattern of a collective of systems defines the generic roles and links
among the systems within the collective. No particular assumption is made about
the systems’ self-awareness levels (Sect. 7.4) or relation types (Sect. 7.5). Also, the
organisation pattern does not include any concrete or detailed specification of the
systems’ behaviours or communication protocols. At the same time, each organisa-
tion pattern does feature some generic characteristics, which will, to a certain extent,
impact the global behaviour and non-functional properties of the collective.

Several distinctive types of organisation patterns (or design patterns for collectives
of systems) can be identified acrossmost domains that deal with system composition.
These include hierarchical patterns, peer-to-peer patterns and stigmergic patterns,
e.g. [12, 13, 16, 36]. These patterns can be integrated into hybrid designs via two
main approaches—by “flat” composition and by embedding.We discuss these briefly
below, focusing on their relevance to collectives of self-aware systems and analysing
their compatibility with the previous two architectural concerns identified in this
chapter—i.e. system self-awareness levels and relation types.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
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(a) (c)(b)

Fig. 7.6 System organisation patterns: a Hierarchical; b Peer-to-peer; and c Stigmergic collective

Each organisation pattern is described with respect to three main concerns:

• Structure: the shape specificities of the systems interlinked in a collective;
• Abstraction level: the level of granularity of each system’s knowledge;
• Authority level: the relative ascendancy of each system with respect to the others.

Many other design patterns can apply to collectives of self-aware computing
systems, besides the ones discussed here, including various forms of coalitions,
teams, congregations, societies, federations, marketplaces, matrices or compounds,
as defined for instance in the multiagent systems (MAS) literature [16] (Fig. 7.6).

7.6.2 Hierarchical Collective

7.6.2.1 Overview

A hierarchical collective is a multilevel organisation, where systems at different
levels are distinguished in at least one of the following ways:

• higher systems detain knowledge over larger scopes than lower systems;
• higher systems detain knowledge that is more abstract than lower systems;
• higher systems detain more authority than lower systems.

In most hierarchical systems, these three characteristics occur simultaneously. How-
ever, various combinations of these factors are also possible. Structurewise, hierar-
chical collectives are shaped as either trees or acyclic graphs. They can be designed
via all structural alternatives presented in Sect. 7.2: UML hierarchies (with or with-
out component sharing and with or without encapsulation) or UML collaborations.
The notions associated here with hierarchical collectives—i.e. larger scope, higher
abstraction andmore authority—are both orthogonal and complementary to the struc-
tures selected to implement them—i.e. UML hierarchy or UML collaboration. Typi-
cally, however, in UML hierarchies, the systems that embed other systems will hold
more abstract knowledge, with larger scopes, and more authority compared to the
systems they contain. Similarly, in UML collectives with tree structures, the same
will apply to systems closer to the tree root, as compared to systems farther from the
root.
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7.6.2.2 Generic Characteristics

The main advantage of hierarchical collectives lies in the opportunity, via the higher-
level systems, for efficient optimisation of global behaviour, based on a global view
of the collective problem and application context and/or on a central point of coordi-
nation and control. The main disadvantage relates to issues of robustness, like single
point of failure, and of scalability, with respect to the size and update frequency of
global knowledge maintained, and the number of events processed.

7.6.2.3 Examples and Compatibility with the Other Architectural
Concerns

The hierarchy pattern applies to collectives featuring cooperation, parasitism and
competition relations. The roles of systems at different hierarchical levels depend on
these relations.

Within a hierarchical cooperation, the role of higher-level systems is to help coor-
dinate the activities of lower-level systems. They can achieve this by accumulating
knowledge about the lower-level systems, like an overall model of the collective,
and providing each system with action directives. This knowledge only needs to be
detailed in so far as necessary for coordinating the systems to achieve the collective
goal(s). Hence, it may be more abstract than the knowledge that systems at the same
level have on each other. The extent of a higher system’s authority over lower systems
is application-specific. Directives may range from strict orders (high authority) to
recommendations and simple informative reports (weak authority).

Example 7.27 (Smart Home Case Study (Chap. 4)—Hierarchical Cooperation) A
hierarchical organisation helps coordinate device usage within a house in order to
avoid power consumption peaks. A central coordinator maintains an overall model
of device consumption requirements (abstract knowledge with larger scope), plans
consumption schedules and sends directives to devices (higher authority).

Within a hierarchical competition, the role of higher-level systems is to implement
conflict-resolution among lower-level systems.

Example 7.28 (Smart Grid Case Study (Chap. 4)—Hierarchical Competition)
Houses interconnected in a smart grid compete for limited power consumption or
for selling their production. A higher-level system regulates power prices based on
an overall model of predicted power consumptions and productions (abstract knowl-
edge, with larger scope and no direct authority over the houses’ behaviour)—e.g.
PowerMatcher [20] and DEZENT [35].

In hierarchical parasitism, higher systems use lower systems without accord.

Example 7.29 (Service-Oriented Systems—Hierarchical Parasitism) A service
orchestrator selects and coordinates services available via a network in order to

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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provide new composed services, e.g. [23] or [1]. The orchestrator acquires knowl-
edge about the services it uses (abstract knowledge with larger scope), plans their
coordination and dictates their execution (higher authority).

By its very nature, hierarchical collectives are incompatible with cases where
systems in the collective ignore each other—i.e. via an ignorance relation.

7.6.2.4 Sample Usage in Related Areas

The hierarchy pattern has been widely employed across many computing domains
related to distributed control, adaptation, planning and so on. Considering our cyber-
physical use case in Chap.4, we can exemplify several contributions that use the
hierarchy pattern to integrate smart devices and homes into viable smart grids. In
the organic home [2] or in [26], a global house controller acquires knowledge about
smart devices (i.e. larger scope), builds an overall model (i.e. more abstract), reasons
and sends scheduling directives to devices (i.e. higher authority) [28] and extends this
approach to multilevel hierarchies, where higher levels schedule resources for lower
levels. Similarly, PowerMatcher [21] uses recursive hierarchies where higher-level
aggregators collect bids from lower-level prosumers (i.e. larger scopes and more
abstraction) to compute and regulate energy prices (i.e. higher authority). Finally,
approaches such as [31] propose to adapt the number of hierarchy layers dynamically,
to limit induced overheads depending on the system scale.

7.6.3 Peer-to-Peer Collective

7.6.3.1 Overview

A peer-to-peer (P2P) collective consists of systems that are interconnected and has
none of the systems play any particular rolewith respect to the others—with respect to
neither authority normore abstract knowledge over larger scopes. The only constraint
on the collective structure is that systems be interconnected directly, i.e. form a
connected graph. Each system in a P2P collective may feature different kinds or
levels of self-awareness. At the same time, none of the systems is constrained to
maintain self-awareness of the entire collective (even if this situation may occur).

7.6.3.2 Generic Characteristics

The decentralisation characteristic of the P2P pattern confers both its advantages,
such as robustness and scalability, and its disadvantages, such as latency, difficulty
to reach globally optimum solutions with respect to their collective goal(s) or the
risk to generate unstable behaviours such as overshoots and oscillations.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
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7.6.3.3 Examples and Compatibility with the Other Architectural
Concerns

The P2P pattern applies to collectives featuring cooperation, parasitism and compe-
tition relations.

Example 7.30 (Smart Home Case Study (Chap. 4)—P2P Cooperation) Several
heaters communicate to desynchronise their consumption cycles and avoid peaks—
e.g. [3]. Self-aware heaters also observe and predict each other’s cycles and shift
their cycles accordingly without requiring explicit inter-peer communication.

Example 7.31 (Smart Grid Case Study (Chap. 4)—P2P Competition) Smart houses
negotiate power sharing and prices directly. Self-aware houses evaluate other houses’
trustworthiness, prosumption behaviours or bidding strategies and adapt their tech-
niques in order to minimise their costs (individual goals), while abiding by the col-
lective prosumption constraints (collective goals).

Example 7.32 (Service-Oriented Systems—P2P Parasitism) In some service-
oriented technologies, such as Spring5 and iPOJO,6 services can find and connect
to required services dynamically. Self-aware services can assess the capabilities and
reputation of other services, so as to optimise their service choices and hence the
services they provide (individual goals). This, in turn, contributes to optimising the
services of the entire collective (collective goals), e.g. [5].

Since the P2P pattern implies system interconnections within the collective, it
does not apply to collectives of systems that ignore each other (ignorance relation).

7.6.3.4 Sample Usage in Related Areas

Considering the cyber-physical use case inChap.4, P2P patterns have been employed
to implement decentralised multiagent negotiations, such as ContractNet protocol
[18] and auction markets [7], or agent games, like the approach in [25].

7.6.4 Stigmergic Collective

7.6.4.1 Overview

A stigmergic7 collective consists of systems that do not communicate with each other
directly but may influence each other indirectly via a shared environment. They may

5https://spring.io/.
6https://felix.apache.org/documentation/subprojects/apache-felix-ipojo.html.
7“Stigmergy”—a nature-inspired mechanism for indirect coordination among agents or actions.
It is achieved by each agent leaving cues, or marks, in a shared environment and reacting to observed

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
https://spring.io/
https://felix.apache.org/documentation/subprojects/apache-felix-ipojo.html
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become aware indirectly of each other’s existence and adapt their actions accord-
ingly. The collective’s structure is only characterised by the lack of direct system
interconnections, with no restrictions on system authority or abstraction levels.

7.6.4.2 Generic Characteristics

The advantages of the stigmergic pattern stem from both its decentralisation and lack
of direct system communication. In the case of open, dynamic and highly heteroge-
neous collectives, this pattern circumvents communication compatibilitymismatches
among systems, since each one only needs to communicate with its environment.
As with the P2P pattern, decentralisation helps with robustness and scalability and
impedes on the efficiency of global optimisation or stable behaviour.

7.6.4.3 Examples and Compatibility with the Other Architectural
Concerns

The stigmergy pattern can occur in cooperative, parasitic and competitive collectives,
as well as when systems ignore each other. Depending on their relations, system reac-
tions to changes in the environment can contribute to a shared goal (cooperation),
serve another system’s goal (parasitism) or conflict with other system goals (com-
petition). When systems ignore each other, they do not observe or react to the other
systems’ effects on the environment.

Example 7.33 (Smart Home Case Study (Chap. 4)—Stigmergic Cooperation) All
heaters aim to achieve a house temperature (collective goal). Each can impact the
house temperature (shared environment) and hence influence each other’s actions
indirectly. Pre-reflective heaters simply react to temperature fluctuations. Self-aware
heaters plan their actions based on the predictions of others’ behaviour, e.g. to avoid
cycle overlaps and temperature overshoots.

Example 7.34 (Smart Home Case Study (Chap. 4)—Stigmergic Competition) Home
devices must achieve their respective goals by consuming power from a shared bat-
tery.When they observe the battery running low, they speed up their actions to achieve
goals before the battery is depleted. If all devices act in this manner, none of them
may complete their goals (tragedy of the commons).

Example 7.35 (Smart HomeCase Study (Chap. 4)—Stigmergic Parasitism) A heater
aims to achieve a temperature in its room (individual goal). It takes advantage of
heaters placed in adjacent rooms, which must also achieve their temperature goals,
relying on heat transfers across walls and openings. This impacts negatively other

(Footnote 7 continued)
accumulated effect of such marks in the environment. Marks can be actual environment modifica-
tions, e.g. carvings to form a trail (sematectonic stigmergy), or of signals left in the environment,
e.g. pheromone trails (sign-based stigmergy).

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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heaters’ power goals, since they consume more. If a self-aware heater can predict
this phenomenon, it may even plan its passivity.

Finally, the stigmergic pattern applies naturally to systems that ignore each other.

7.6.4.4 Sample Usage in Related Areas

Again considering the cyber-physical use case, the stigmergy pattern has been
employed for instance in [6, 17] or [3] to determine overall grid loads by observing
current frequency. These readings represent the global grid state based on an aggre-
gation of individual prosumptions. Hence, they enable smart devices to react and
adapt their prosumption schedules in order to balance global prosumption.

7.6.5 Pattern Composition and Encapsulation

The patterns discussed above can be integrated, via either composition or encapsula-
tion, to form hybrid designs (within a single collective or a collective of collectives).

In pattern composition, some systems must play multiple roles, one for each
pattern that they belong to (e.g. [14]). For instance, the hierarchical pattern can
be composed with both the P2P and the stigmergic patterns. Here, the hierarchy’s
“higher-level” system is added to coordinate “lower-level” systems organised as a
stigmergic or P2P collectives. Conversely, the higher-level systems of several hier-
archies can be organised as a stigmergic or P2P collective. Hybrid designs can cap-
italise on the advantages of all patterns combined, while avoiding their respective
deficiencies.

Example 7.36 (Smart Home Case Study (Chap. 4)—Composition of Hierarchy with
P2P or Stigmergy) A high-level system coordinates the activities of devices (hierar-
chy), which negotiate or react to each others’ actions (P2P or stigmergy).

Example 7.37 (Smart Home Case Study (Chap. 4)—Composition of Stigmergy with
P2P) All heaters within a room cooperate via direct communication (P2P) to reach
the room temperature. Heaters in different rooms react to each other’s influences on
global house temperature (stigmergy).

Interesting questions can be raised here with respect to the self-awareness of
systems that belong to different patterns simultaneously, including the different types
of relations they may entertain with different systems, exercising different roles
(Fig. 7.7).

In pattern encapsulation, systems are included within super-systems, recursively.
Each lower-level pattern is encapsulatedwithin one role of a higher-level pattern (e.g.
[14]). This approach has also been identified as “holonic” systems in domains dealing
with system complexity—e.g. [30] for complex systems in general, [19] focusing on

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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higher
level

lower
level

(a) (b)

Fig. 7.7 Integration example between Hierarchy and P2P, by: a composition; b encapsulation

humans and society, [33] for engineering self-adaptive and self-organising systems,
[11] and [27] for multiagent systems, [32] for manufacturing, [13] for smart grids,
[9] for commons management and [4] for systems of systems.

Ahigher-level patternmediates external access to the lower-level patterns it encap-
sulates, hence impacting their visibility and controllability from the outside (i.e.
black-box or grey-box approach). This differs from pattern composition (discussed
earlier) where all systems could be observed and accessed directly from any entity
within or without pattern composition. Encapsulation implies that external systems
cannot really be aware of encapsulated systems and can only speculate about their
presence from external observations. This can help address complexity issues (via
abstraction) and privacy concerns (e.g. smart homes are managed by a higher-level
smart grid, but most devices within each home should be neither visible nor control-
lable directly from outside the house).

7.7 Developing the Architecture of Collective Self-aware
Systems

This section focuses on how to use the architectural aspects discussed so far for
developing and maintaining self-aware collectives. We first highlight combinations
of meta-architectural aspects that lead to viable architectures. Then, we set the basis
of a methodology for navigating the meta-architectural space in order to select valid
architectures when developing and evolving self-aware collectives.

7.7.1 Viable Architectures

The meta-architecture introduced in Sect. 7.1.3 comprises three dimensions of
variability: system self-awareness levels (pre-reflective, self-aware and meta-self-
aware—Sect. 7.4); relation types (cooperation, competition, parasitism, symbiosis
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and ignorance—Sect. 7.5); and organisation patterns (hierarchy, peer-to-peer and
stigmergy, which can be composed or encapsulated—Sect. 7.6).

Yet, not all combinations of the choices above lead to a viable architecture.
Table7.2 offers a first attempt to identify such valid combinations. Each row denotes
a relation type and each column an organisational pattern among the systems of a self-
aware collective. Cells indicate the minimum self-awareness level that is required
from the systems to get a viable combination. When this level is “self-aware” we
also specify its domain—i.e. span and scope (Chap.3), where the span denotes who
is self-aware, and the scope what part of the world the self-aware system is aware of.
Since any self-aware system has (at least parts of) its self in both its span and scope
we do not repeat this information in the table.

Notably, we assume that systems do not ignore each other, meaning that they
explicitly intend to cooperate, compete or be parasitic towards each other. When
systems do ignore each other, being unaware of each other’s existence, the minimum
self-awareness level for all systems is pre-reflective (not shown in the table).

Finally, several relation types may occur within an organisation, or a composed
organisation, and hence require different self-awareness levels and domains for the
systems involved and the roles they play. For instance, in a hierarchy composed with
a P2P organisation, a system may compete with the systems at the same level (i.e. its
peers) and cooperate with systems at the superior level (i.e. parent systems). Since
this occurs quite frequently in real systems, we use this organisation composition
when referring to the hierarchy in the table.

Let us now analyse the various table values. If a system competes with other
systems in a collective that is organised in a hierarchy, then competition typically
occurs among the systems situated at the same hierarchical level (i.e. peers). To
actively compete, a system needs to be aware of itself and of all the peers it competes
with. It is also possible that a parent system competes with its children, in which
case the collective goals may suffer, while individual ones better represented. In
more subtle cases, child systems cooperate only partially with the parent, in order
to reach a compromise between the collective goal and their own goals. Similarly,
in P2P organisations, a competing system must be aware of itself and of all the
peer systems it competes with. Finally, for a stigmergic collective, a competing
system must be aware of its environment in order to observe whether and how other

Table 7.2 Minimal levels of self-awareness per relation type and organisation pattern

Hierarchy Peer-to-peer Stigmergy

Competition Self-aware incl. peers Self-aware incl. peers Context-aware

Parasitism Self-aware incl.
children

Self-aware incl. peers Meta-self-aware

Cooperation Self-aware incl. peers
or children

Self-aware incl. peers Context-aware

Synergy Self-aware incl.
partners

Self-aware incl.
partners

Meta-self-aware

http://dx.doi.org/10.1007/978-3-319-47474-8_3


7 Architectures for Collective Self-aware Computing Systems 227

systems impact it—e.g. monitor the shared resource they compete for. Additionally,
systems in stigmergic organisations may highly benefit from meta-self-awareness
capabilities, to interpret their observations of the environment as behavioural effects
from other self-aware systems and to adjust their competing strategies.

If a system behaves parasitically towards others in a hierarchical collective, then
the parasitic system is likely to be a parent system (due to the higher authority
and/or knowledge) with its hosts being its children. To actively be parasitic, the
system must be aware of itself and its hosts. The same holds for P2P organisations,
where the hosts are the peers of the parasitic system. In stigmergic collectives, active
parasitism requires the system to be meta-self-aware because of the lack of direct
communication. The parasitic system has to make indirect use of its host, by learning
and reasoning about itself, about the environment and about how the host reacts to
changes in the environment imposed by the parasite. Unintended parasitism is also
possible and only requires context awareness. However, the parasite cannot easily
adapt to its host to continue to take advantage of it when it changes.

For an active cooperation between systems in a hierarchical collective, a system
must be aware of itself and of either its peers—on the same level, if it cooperates
with them—or its children—if it coordinates them to achieve cooperation. In P2P
collectives, the same holds for the peer systems. In stigmergic collectives, no direct
cooperation is possible, as there is no direct communication. Indirect cooperation
can be achieved if systems are context-aware and can determine the correlation
between their cooperative behaviour and beneficial changes in the environment. This
can happen if systems share a pool of resources, become aware of this fact and
proactively try to minimise their resource demands. Systems can benefit from meta-
self-awareness to correlate changes in the environment with cooperative behaviour
from other self-aware systems, which it cannot observe directly.

Finally, for synergetic relations of systems in a hierarchical collective, systems
must be aware of themselves and of their partner systems. The same holds for P2P
collectives. For stigmergic collectives, all systems must be meta-self-aware.

7.7.2 Navigating the Meta-Architectural Space

This subsection aims to set a methodological basis to help system designers navigate
through the meta-architectural space (cf. Sect. 7.1.3). Two cases are distinguished
here. Firstly, a new system is designed from scratch. Here, we highlight aspects
that architects may consider so that the system architecture reaches a specific area
in the meta-architectural space. Secondly, architects may wish to evolve an exist-
ing self-aware system and have its architecture transit to a different location in the
meta-architectural space. Here, we propose a simple process and highlight necessary
system changes and desirable areas within the meta-architectural space.
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7.7.2.1 Designing New Collective Systems

When conceiving a new system, one has to first establish the main characteristics
of the system’s architecture. The main objective here is to reach an area of viable
architectures within the meta-architectural space (as discussed in Sect. 7.7.1), which
is also compatible with the system’s high-level requirements.

This initial proposal does not have the ambition to cover all possible criteria, but
rather to offer a general indication on how to approach this vast problem. There-
fore, we consider each meta-architectural dimension and provide several examples
illustrating possible architectural choices for this dimension. Certainly, these choices
cannot be taken in separation for each dimension, but must be considered together
and adapted to each other as discussed previously. Hence, for some of the examples,
we also provide some correlation hints with choices for other dimensions.

Criteria for Relation Types

When it comes to designing a new collective of systems, the architect must con-
sider how systems interact with respect to available resources and services. We can
distinguish between collectives where systems try to achieve their own goals and
collectives operating towards a common goal.

When a collective uses a common resource pool but each system pursues its own
goals, each system may self-govern and aim to optimise its goals over a short term.
In this case, new system(s) should be designed to compete with other systems (e.g.
a fleet of electrical vehicles that rely on a shared set of charging stations).

When the new systemmust use services of others to achieve its goals, it must sup-
port parasitism, negotiated competition and/or cooperation relations (e.g. a new ther-
mostat in a smart homemust use readings from thermometers and act on temperature-
impacting devices, such as heaters, air conditioners or windows).

When the targeted collective has a global goal that aims to use common resources
optimally in the long run, the new system should be designed to cooperate. If systems
belong to different authorities, then the cooperation should be designed so as to find
suitable compromises between system goals and the collective goal (e.g. sustainabil-
ity and fairness)—e.g. electric cars in a fleet may agree to not charge their batteries
completely in case of a power shortage, or to allow emergency vehicles to charge
first. If all systems belong to the same authority, as may be the case of smart devices
joining a smart house, then the cooperation may be designed to prioritise individual
or collective goals, at different times, as specified by inhabitants.

Finally, collectives may require that systems support several relation types
simultaneously—e.g. cars in a fleet cooperate while competing with cars from other
fleets. In advanced cases, a system may even have to switch between relation types,
depending on feedback from the environment and/or from other systems. This aspect
is heavily related to the system’s level of self-awareness, as discussed elsewhere.
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Criteria for Organisation Patterns

When considering organisation patterns for collectives, the architect is mostly con-
cerned about how systems in the collective are governed and coordinated. The gov-
erning authority may belong to the collective, or be external to it.

If the collective belongs to a single authority, then the activities of several systems
might need to be coordinated in order to achieve a collective goal, or a compromise
among several goals (e.g. coordinating all smart devices within a smart home). Here,
a hierarchy organisation can be applied—the architect designs new systems to obey
the directives of the high-level governing system. This situation can also impact the
requirements on the system’s self-awareness level, as discussed elsewhere.

Alternatively, each system governs itself. When systems communicate directly
and have the same status (in terms of authority and/or self-awareness levels), they
should operate in a P2P manner. When they communicate indirectly, the stigmergy
pattern can be applied and new systems enabled with environment-awareness, at a
minimum (e.g. a wide range of electric devices switch on and off depending on the
power grid’s load to help handle prosumption peaks [3]). When the impacts of other
systems in the environment are not known, new systems should feature increased
levels of (meta-)self-awareness, to determine such knowledge at run-time.

Finally, the new systems may have to be controllable by an external entity while
also collaboratingwith peer systems, directly or indirectly. For instance, a new system
joins several organisations at once, including hierarchy, P2P and stigmergy—e.g.
a thermostat controlled by a central power manager (hierarchy) negotiates power
consumption schedules directly with other devices (P2P) and cooperates indirectly
with other thermostats, via the ambient temperature (stigmergy).

Criteria for Self-awareness Levels

Designing a collective with a certain self-awareness level can be challenging. It does
not always require that all systems possess the corresponding level of self-awareness.
Heterogeneous collectives,with systems that havedifferent self-awareness levels, can
be highly advantageous.

If the collective has to be Context-aware, Other-aware and/or Interaction-aware
(Sect. 7.3.2)with respect to external systems and collectives, the architectmust ensure
that the systems within the collective possesses the necessary self-awareness levels,
kinds and scopes (e.g. Sect. 7.3.3); namely, systemsmust be Context-aware as well as
Collective-aware to differentiate between systems within and without the collective.
If these self-awareness functions are to be provided collectively, then the systems
must also be designed to support information exchanges (e.g. hierarchical or P2P
organisations with cooperation relations and collective goals).

If the architect designs a collective that must be reflective with respect to its
internal systems and their interconnections, then (at least some of) the systems should
be reflective (with respect to their internal resources) and Interaction-aware (with
respect to the other systems). If some of the systems are pre-reflective, then they
should be included in the self-awareness scopes of reflective systems.

Collectives that must adapt to dynamic environments, or internal changes, must
feature Time-awareness capabilities and be able to track the occurrence of events and
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actions that may trigger various timers. One solution is to have some of the systems
endowed with time-awareness and offer time-related services to other systems (e.g.
cooperation or parasitic relations within hierarchy or P2P organisations).

When the validity of a collective depends on its overall state, State-awareness at
the collective level may be needed. As before, this can be achieved by endowing
all systems with self-reflective capabilities, or having only part of them implement
such functions and containing the others in their self-awareness scopes. To obtain
the overall collective state, systems may share and merge their local states with each
other (cooperation within a P2P organisation), via a centralised entity (hierarchi-
cal organisation), or the environment (stigmergy). Combining State-awareness with
Time- and Interaction-awareness, the collective may be able to further improve its
performance in dynamic environments. This allows systems to react and adapt to
actions of other systems in the collective or the environment. In addition, having an
understanding of its own actions and impact on internal states and the environment
enables a system to reason about its actions a priori and adapt its behaviour.

In some cases, the system has to fulfil multiple, possibly opposing, goals in a
highly dynamic environment. Here, it can be beneficial to switch between pursued
goals, based on the current collective state and/or the environment. To achieve this,
Goal-awareness is required for the collective. A system is able to reason about its
current progress towards the goals and to select a goal based on the current state
of the collective or the environment. Goal-awareness at the system level (for both
themselves and other systems) and of the overall collective may also be useful here.

7.7.2.2 Architectural Transition of Collective Systems

Before delving into this subsection’s main topic, we would like to direct the reader’s
attention to a related Chap. 10, where we discuss how self-awareness can be intro-
duced into existing pre-reflective systems and how self-awareness levels can be
increased within reflective systems.

Several phases must be considered when aiming to change the architecture of a
collective of self-aware systems. Initially, the current architecture must be analysed
and the undesirable shortcomings identified. Next, if limitations can be related to
architectural choices, then one must determine the alternatives that would help alle-
viate them, and carefully consider any new limitations that they may introduce.
Architectural changes along one meta-architectural dimension, such as the relation
type, may require corresponding changes in the choices made for other dimensions,
like the type of organisation and self-awareness levels. Such architectural translation
should lead to a new valid architecture within the meta-architectural space.

Furthermore, one should also aim to predict the impacts of the architectural
updates on the system requirements and qualities. Before performing the analysis
task, a feasibility study should be conducted to determine what needs to be achieved
by the collective after the architectural changes. Moreover, the architect has to ensure
that there are sufficient resources for performing the actual transition. Finally, this
feasibility study has to look into the trade-offs arising between the invested resources,

http://dx.doi.org/10.1007/978-3-319-47474-8_10
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the expected gains and the risks. Only if the analysis produces a positive evaluation
should the architect proceed with the next transition step.

Once a new architecture is identified, one must consider how to transfer between
the existing architecture and the targeted one. In simple cases, this process can be
straightforward—the current collective is interrupted, discontinued and replacedwith
the newone. Inmore realistic cases, this transitionwouldhave to beprogressive,while
the collective of systems is still functioning. Here, the transition must be considered
carefully and the acceptability of the intermediate states established. Several paths
may be possible through themeta-architectural space, linking the current architecture
to the new one. The viability of these paths in terms of transfer costs (e.g. time and
resources) and risks (e.g. reaching invalid states) must be evaluated. In some cases,
even if a targeted architecture would offer several benefits when compared to an
existing one, it may be impossible to ensure a smooth transfer path leading to this
new collective state (e.g. all transitions pass by a non-viable area).

When the new architecture is achieved, the ensuing characteristics and behaviour
of the resulting collective should be evaluated. The architect verifies that the system
performs as expected and meets its requirements. This step is similar to the current-
state analysis. Failure of the updated collective to meet expectations may trigger
another transition process, which may or may not be able to roll back to a previous
architecture or to find a more suitable one. Chapter 15 provides an overview on how
to measure the self-awareness of a running system.

Transition of Self-awareness Levels

Constraints are often imposed by the capabilities of systems in the collective. For
example, if none of the systems provides any communication interfaces, they will
be unable to interact with other systems, and hence, it is not possible to achieve
Interaction-awareness within the collective, nor with respect to external systems.

Benefits and Risks are at stake when increasing or reducing system self-awareness
levels. Reducing self-awareness risks loosing key capabilities that the systems require
to achieve collective goals. At the same time, it might also diminish collective com-
plexity, hence facilitating its analysis and maintenance.

Transition of Relation Types

Constraints on viable relations depend on the system-level and collective-level goals,
on howknowledge is generated and sharedwithin the collective, andonhowdecisions
and actions are performed throughout the collective. Some relation types are more
or less suitable for achieving these aspects. For instance, a collective goal can be
difficult to achieve when most systems implement parasitic relations that only serve
their own goals. Similarly, collective-level-state knowledge is difficult to achieve
whether systems with local state-awareness do not cooperate to share knowledge.

Benefits and Risks when changing relation types depends highly on the systems’
goals. As mentioned earlier, certain relations may appear more suitable than others
for achieving certain objectives within a context. Nonetheless, considering the uncer-
tainties of systems (especially of self-aware systems of unknown provenance) and of
the environment, there is a risk that a promising relation will not provide the expected

http://dx.doi.org/10.1007/978-3-319-47474-8_15
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result and perhaps even worsen the situation. This may be further complicated for
run-time transitions where a mixture of old and new relations may destabilise the
collective.

Transition of Organisation Patterns

Constraints on organisation patterns are often imposed externally, such as by com-
pany regulations in industrial systems. Environmental constraints may also be
present. For example, if a collective must supervise a wide area with a large numbers
of highly dynamic targets, then centralised organisations, such as wide-scope hier-
archies, may be infeasible. The same applies when high robustness and resilience
are required, as centralised entities introduce bottlenecks and single points of failure
and limit adaptation.

Benefits and Risks may include, on the benefits side, an increase in processing
capabilities, a decrease in complexity of the decision process, higher flexibility,
faster deployment, better scalability and robustness; and, on the risks side, the oppo-
site aspects, including higher complexity, diminished performance in terms of goal
optimisation or adaptation speed, decreased scalability and diminished robustness.
The trade-offs between these must be considered carefully, case by case. As dis-
cussed earlier, a major additional risk lies in the transfer process between current and
targeted organisations, especially when performed online.

7.8 Conclusions

This chapter aimed to bring to the fore the main architectural concerns related to
collectives of self-aware systems. It first defined the notion of collective of self-
aware systems, based on individual systemswhich are correlated or coupled viaUML
hierarchy or UML collaboration interconnections. It then discussed the various kinds
of self-awareness that can occur at the collective level based on the self-awareness
of individual systems and their knowledge exchanges.

The chapter then identified higher-level architectural concerns related to collec-
tives of self-aware systems and their interconnections, notably self-awareness lev-
els, relation types and organisation patterns. These three architectural dimensions
were brought together to define a generic meta-architecture for collectives of self-
aware systems, defining a broad space of possibilities for concrete architectures to
be explored. Each dimension was discussed separately and illustrated via examples
from the cyber-physical domain. The most likely areas of the meta-architectural
space from which viable architectures can be instantiated were also discussed, and
an associated methodology for navigating through this space in search of such viable
area was proposed.

Since collectives of self-aware computing systems have not yet been built on an
extensive scale, the content of this chapter could not be based on previous expe-
rience in this domain. Instead, we relied on identifying reoccurring architectural
concepts across related domains, such as autonomic and organic computing, artifi-
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cial intelligence, multiagent systems, self-adaptive and self-organising systems. We
then discussed why and how similar architectural concepts would most likely also
apply to collectives of self-aware systems and identified the main considerations to
be taken into account in this particular case.

The outcome of this chapter should provide an initial and rather abstract base
for exploration and validation of concrete architectures for collectives of self-aware
computing systems. Future experiments and results with concrete designs will then
confirm, refine or even contradict the various aspects of the initial generic meta-
architecture described here. Yet, if the present proposal can help offer a generic
background of existing architectural considerations, which may help to start off such
exploration, even if consequently proven somewhat inaccurate by obtained results,
then it would have largely fulfilled its intended purpose.

We hope that this chapter provides a base for future explorations which will help
address some of these major questions within this vast research domain.
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Abstract In this chapter, we review the state of the art in self-aware computing
systems with a particular focus on software architectures. Therefore, we compare
existing approaches targeting computing systems with similar characteristics as self-
aware systems to the architectural concepts for single and collective self-aware sys-
tems discussed in the previous chapters. These approaches are particularly reference
architectures and architectural frameworks and languages. Based on this comparison,
we discuss open challenges for architectures of self-aware computing systems.

H. Giese (B) · T. Vogel
Hasso Plattner Institute for Software Systems Engineering at the University of Potsdam,
Prof.-Dr.-Helmert-Str. 2-3, D-14482 Potsdam, Germany
e-mail: holger.giese@hpi.de

T. Vogel
e-mail: thomas.vogel@hpi.de

A. Diaconescu
Telécom ParisTech, Equipe S3, Department INFRES, 46 Rue Barrault, 75013 Paris, France
e-mail: ada.diaconescu@telecom-paristech.fr

S. Götz
Tu Dresden, Dresden, Germany
e-mail: sebastian.goetz@acm.org

N. Bencomo
Aston Institute for Systems Analytics, Aston University, Birmingham, UK
e-mail: nelly@acm.org

K. Geihs
University Kassel, Wilhelmshöher Allee 73, D-34121 Kassel, Germany
e-mail: geihs@uni-kassel.de

S. Kounev
University of Würzburg, Department of Computer Science, Am Hubland,
D-97074 Würzburg, Germany
e-mail: samuel.kounev@uni-wuerzburg.de

K.L. Bellman
Aerospace Integration Science Center, The Aerospace Corporation, California, CA, USA
e-mail: Kirstie.L.Bellman@aero.org

© Springer International Publishing AG 2017
S. Kounev et al. (eds.), Self-Aware Computing Systems,
DOI 10.1007/978-3-319-47474-8_8

237



238 H. Giese et al.

8.1 Introduction

Westudied the architectural dimension of the vision of self-aware computing systems
in the previous chapters. Particularly, we discussed generic architectural concepts in
Chap.5, which we used as a basis to investigate architectures for single and collec-
tive self-aware computing systems. Therefore,we discussed architectural designs and
styles—inspired by control schemes and architectures of self-adaptive software—
for prereflective, reflective, and meta-reflective self-awareness and how such sys-
tems may construct reflections of themselves and their environment in Chap.6. We
extended this discussion in Chap.7 for collective self-aware computing systems and
how they address prereflective, reflective, and meta-reflective self-awareness at the
architectural level with respect to the interactions and the organization of the col-
lective. In this chapter, we discuss the state of the art in architectures for self-aware
computing systems by comparing existing approaches with themajor ideas presented
in Chaps. 5, 6, and 7.

In this context, the self-aware computing paradigm sketched in Chap.1 empha-
sizes a development that is already partially supported by a number of research
initiatives aiming for more flexible software systems. Examples of such initiatives
are autonomic computing [50], self-* systems [5], self-adaptive and self-managed
systems [20, 21, 25, 26, 54, 71], organic computing [1, 64], and cognitive com-
puting [49]. All of these initiatives advocate a paradigm shift for software from
design-time decisions and understanding toward resolving issues dynamically at
runtime.

Such approaches traditionally consider reactive solutions that dynamically act in
response to changes causing issues (cf. [32, 54]). In contrast, self-aware computing
emphasizes anticipating future changes or reasoning about the long-term future and
therefore advocates another paradigm shift from a reactive to a proactive operation
that integrates the ability to learn, reason, and act at runtime (cf. [19, 22, 46]).
This trend is well in line with the ideas centered around the notion of self-aware
computing [1, 2, 47, 51, 57, 62, 81], runtime models [9, 11, 12, 75, 78, 80], and
related terms [24, 28, 61, 67]. A broad discussion of such research initiatives with
respect to self-aware computing systems can be found in Chap.2.

In this chapter, we review the state of the art concerning self-aware computing
systems with the particular focus on software architecture [74]. Moreover, we focus
on specific approaches—in contrast to research initiatives—and compare them to
the architectural concepts for self-aware computing systems discussed in the previ-
ous chapters. Thus, we cover the basic architectural concepts (see Chap.5) and how
pre-reflective, reflective, and meta-reflective self-awareness with the related observ-
ing, analyzing, and reacting as well as learning, reasoning, and acting processes can
be organized at the architectural level for an individual self-aware computing sys-
tem (see Chap.6) and for a collective of such systems (see Chap. 7). The specific
approaches we discuss in this chapter are either reference architectures or architec-
tural frameworks and languages for software systems that share similarities with
self-aware computing systems.
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The rest of this chapter is organized as follows. We discuss the state of the art
in architectures for self-aware computing systems in three steps. We discuss exist-
ing reference architectures in Sect. 8.2, architectural frameworks and languages in
Sect. 8.3, and open challenges for architectures of self-awareness computing systems
in Sect. 8.4. Finally, we conclude the chapter in Sect. 8.5.

8.2 Reference Architectures

In this section, we discuss existing reference architectures and compare them to
the developed architectural concepts for self-aware computing systems. These refer-
ence architectures address systems related to self-aware computing. Specifically, we
discuss the MAPE-K loop from the autonomic computing field [50], the reference
architecture for self-managed systems proposed by Kramer and Magee [54], the ref-
erence architecture for models@run.time systems proposed by Aßmann et al. [4],
the reference architecture from the organic computing field [72], the reference archi-
tecture for requirements reflection [10], and finally, architectural principles from
artificial intelligence and multi-agent systems.

8.2.1 MAPE-K Loop

Core of autonomic systems, as defined in autonomic computing (cf. Chap. 2), is an
entity that realizes the self-* properties [48]. This entity, referred to as autonomic
manager, can be understood as an executable software unit that implements the
adaptation logic in order to continuously meet the system’s operational goals.

To structure the principle of operation exhibited by autonomic managers, a refer-
ence architecture based on a control loop, referred to as theMAPE-K loop, has been
proposed [50]. This reference architecture has the advantage that it offers a clear
way to identify and classify areas of particular focus, and thus, it is used by many
researchers to communicate the architectural concepts of autonomic systems.

The acronym MAPE-K reflects the five main constituent phases of autonomic
operations, i.e.,Monitor,Analyze,Plan,Execute, andKnowledge (see Fig. 8.1). Basi-
cally, theMonitor phase collects information from the sensors provided by the man-
aged system and its context. The Analyze phase uses the data of theMonitor phase to
assess the situation and determine any anomalies or problems. The Plan phase gen-
erates an adaptation plan to solve a detected problem. The Execute phase normally
applies the generated adaptation plan on the actual system. A cross-cutting aspect
shared among all phases of the loop is theKnowledge about the managed system and
its context, capturing aspects such as the software architecture, execution environ-
ment, and hardware infrastructure on which the system is running. The knowledge
may also explicitly capture the operational goals of the system, for instance, the tar-
get quality-of-service level the managed system should provide. The representation
of the knowledge can take any form, for example, a performance model describing
the performance behavior of the system.

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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Fig. 8.1 MAPE-K (taken
from Chap. 1) Autonomic Manager

Monitor

Plan

Execute
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The software engineering community uses a similar feedback loop concept, dis-
tinguishing the four phases Collect, Analyze, Decide, and Act (cf. [15, 20]). Con-
ceptually, the behavior of these phases is similar to the phases in the MAPE-K loop;
however, this concept does not explicitly consider the Knowledge part. More details
about the use of feedback loops in self-adaptive systems, such as the use of multiple,
multi-level, positive, or negative feedback loops, can be found in [15, 20].

The activities or processes of a MAPE-K loop are similar to those of the LRA-M
loop realized by self-aware computing systems (see Chap.1). Nevertheless, the
MAPE-K loop does not consider advanced forms of learning and reasoning but
rather basic monitoring and analyses of the managed system. Both kinds of loops
use runtime models representing parts of the system (especially the managed system
in the case of MAPE-K) and goals; however, the MAPE-K loop uses operation-level
goals and the LRA-M loop may use higher-level goals.

Separating an autonomic system into an autonomic manager reflecting on a man-
aged system, we may consider the managed system to be the scope and the man-
ager to be the span of awareness. Hence, the managed system is prereflective and
the manager is reflective. Hence, systems realizing a MAPE-K loop may achieve
reflective self-awareness (cf. Chaps. 3 and 5). With respect to the forms of reflection
discussed in Chap. 6, the MAPE-K loop adopts centralized reflection by employing
a single autonomic manager. Additionally, hierarchical reflection can be achieved
by structuring multiple autonomic managers in a hierarchy [50]. Consequently, the
architectural style of MAPE-K is the hierarchical external approach (cf. Chap. 6).
Finally, the MAPE-K loop as introduced in [50] does not consider collective systems
such that the concepts proposed in Chap.7 do not apply here.

8.2.2 Reference Architecture for Self-managed Systems

Kramer and Magee [54] present a reference architecture for self-managed systems
that is inspired by layered robot architectures. As depicted in Fig. 8.2, the architec-

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_5
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7


8 State of the Art in Architectures for Self-aware Computing Systems 241

Fig. 8.2 Reference architecture for self-managed systems [54]

ture has three layers and the functionality is distributed among them based on the
execution time that increases from lower to higher layers.

First, theComponent Control layer implements the application functionality using
a set of components. This layer reports its status to the next higher layer and supports
change actions initiated by the higher layer for reconfiguring its component structure.
Particularly, if the component control layer encounters a situation in which it cannot
meet the application goals, it reports to the higher layer. In this case or if new
goals are introduced by the topmost layer, the Change Management layer adapts
the component control layer to be able to achieve the (new) goals in the current
environmental situation. Therefore, the change management layer contains a set of
prespecified plans amongwhich it selects an appropriate one for the current situation.
If there is no appropriate plan available, a request is sent to the topmost layer to devise
a plan. TheGoalManagement layer is responsible for planning, that is, creating plans
to achieve the application goals. Planning is triggered by a request from the layer
below or by introducing new goals. Created plans are then provided to the change
management layer that enacts such plans by adapting the component control layer.

With respect to self-aware computing systems, this reference architecture is sim-
ilar to the layered style discussed in Chap.6. The component control layer is prere-
flective. The change management layer reflects on the component control layer and
is therefore reflective. It typically will have some kind of awareness model of the
lowest layer to reason how the lowest layer has to be adapted to execute a certain plan.
The goal management layer explicitly maintains the application goals and reflects
on the change management layer. For instance, introducing new goals requires new
plans as well as potentially adjusted reasoning machinery at the change management
layer to cope with new plans and their execution at the component control layer.
Therefore, the topmost layer typically uses some awareness models addressing the
change management and, by this, also the component control layer.

http://dx.doi.org/10.1007/978-3-319-47474-8_6
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Considering the reference architecture depicted in Fig. 8.2, we may interpret the
arrows pointing bottom-up and top-down as awareness and expression links, respec-
tively. In contrast to our discussion of layered architectures for self-aware systems, the
reference architecture byKramer andMagee [54] does not explicitly address the envi-
ronmental context, the awareness and expression in terms of models, and processes
that achieve such awareness and expression. The same holds for MORPH [13], a
recent extension to the reference architecture, that explicitly distinguishes between
adapting the configuration (e.g., changing the architectural structure) and adapting
the behavior (e.g., changing the orchestration of the components) of the target sys-
tem. This extension does not change the conceptual characteristics of the architecture
with respect to self-awareness.

8.2.3 Reference Architecture for Models@run.time Systems

The models@run.time paradigm promotes the use of models and modeling tech-
niques (e.g., model transformations and code generation) at runtime and can be
applied to self-aware computing systems. Traditionally, models are only used during
the design of systems with the aim to achieve platform independence, to increase
reusability, and generally to improve the efficiency of software development, or as
defined by Rothenberg:

Modeling, in the broadest sense, is the cost-effective use of something in place of something
else for some cognitive purpose. It allows us to use something that is simpler, safer or
cheaper than reality instead of reality for some purpose. A model represents reality for the
given purpose; the model is an abstraction of reality in the sense that it cannot represent all
aspects of reality. This allows us to deal with the world in a simplified manner, avoiding the
complexity, danger and irreversibility of reality [68].

The challenge posed by models@run.time is, thus, how to transfer existing modeling
techniques, which focus on design-time problems, to be applicable to runtime prob-
lems. Over the last decade, since the term models@run.time has been coined [12],
a considerably large body of knowledge emerged from a vivid research community.
The reference architecture proposed in [4] and depicted in Fig. 8.3 summarizes a large
subset of this knowledge by showing the major architectural constituents found in
most of the approaches employing models@run.time.

A central characteristic of approaches based on the models@run.time paradigm
is the distinction between two systems, where one monitors and acts upon the other.
The former is often called the managing system and the latter is called the managed
system. Some approaches additionally distinguish between the managed system and
its environment. The managing system, on the other hand, can often be subdivided
into three layers conforming to the reference architecture discussed in Sect. 8.2.2. The
bottom layer, interfacing with the managed system, is comprised of models covering
different concerns of the underlyingmanaged system. The configurationmodel, often
also simply called runtime model, reflects the current state of the underlying system.
Additional models cover the managed system’s capabilities (e.g., for adaptation, but
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Fig. 8.3 A reference architecture for models@run.time systems [4]

also for use), not only context models focusing specifically on the managed system’s
environment, but also plan models constituting specifications of how to act upon the
managed system. The middle layer consists of three active entities: a reasoner, an
analyzer, and a learner. The learner is responsible to keep allmodels of the lower layer
in sync with the managed system. The analyzer provides means to further abstract
(i.e., decompose) the managing system, which enables a hierarchical decomposition
of models@run.time systems. Finally, the reasoner is in charge of processing the
models from the lower layer with the aim of decision making. The reasoner also
takes the third layer into account, which typically comprises requirements and goal
models. The key benefits of models@run.time systems originate from the position
of this reasoner, that is, the fact that this reasoner works on models. The level of
abstraction can be adjusted to the respective reasoning task and, thus, allows to
reduce the complexity of the reasoning tasks. Moreover, it is possible to use the
models for predictions, which, in consequence, enables reasoning about possible,
alternative, future states of the system. In summary, the key distinguishing features
of models@run.time are predictive reflection and tractability by abstraction.

In comparison with self-aware computing as introduced in Chap.1,
models@run.time systems do not treat self-awareness as a first-class concept. It
does, however, focus on the runtime model and observations to keep this model up to
date. According to Chap.6, the reference architecture of models@run.time denotes
the hierarchical external reflection style. The concepts introduced in Chap.7, which
allow us to describe how systems can be composed or related to each other, are not

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_6
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an explicit part of the models@run.time paradigm, yet. This might change, due to
increased interest in distributed models@run.time, where the focus is on integrating
multiple models@run.time systems.

8.2.4 Organic Computing

The organic computing initiative is motivated by the ever-increasing complexity of
software systems and the need to enable such systems to adjust themselves to their
users and not vice versa. The main objective of organic computing is the “controlled
self-organization” [72], that is, the ability of a system to self-adapt in accordance
with external influences while at the same time providing guarantees in terms of
trustworthy behavior. To reach this goal, the organic computing initiative introduced
a novel architectural concept: the observer/controller architecture depicted in Fig. 8.4.

The architecture is comprised of two top-level concepts: the organic system and
a human user. While the organic system adheres to the basic input/computer/output
principle of computing, the human user imposes goals on the organic system and
is able to perceive the system status. The organic system is further decomposed
into three major components: the system under observation and control (SuOC),
the observer, and the controller. All human interaction is relayed by the controller.
Notably, the input/compute/output principle is realized by the SuOC. The observer
and controller impose a feedback loop upon the SuOC, where the former observes
the SuOC and reports to the latter, which in turn controls the SuOC. An important
characteristic of the SuOC is that it is comprised of agents (i.e., autonomous entities).
In other words, the SuOC is already a set of self-organizing systems. The observer
and controller enhance this system to achieve controlled self-organization.

Organic computing differs from the other reference architectures presented in
this chapter in its initial situation and its main objective. While most other reference
architectures aim at enhancing prereflective systems to become self-aware, in organic

Fig. 8.4 The
observe/control loop of
organic computing (taken
from [72])
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computing the starting point is autonomous systems and the objective is to enhance
them such that they are enabled to provide trustworthy behavior. The fundamental
idea of models@run.time, which is the use of abstract representations of the runtime
system state (see Sect. 8.2.3), is present in organic computing as the link between the
observer and controller, which is used to report “an aggregated quantified context
(i.e., a description of the currently observed situation)” [72, p.3].

The MAPE-K loop in autonomic computing (see Sect. 8.2.1) can be mapped to
the observe/control loop. The observer comprises the monitoring and analysis, while
the controller comprises the planning and execution. However, a shared knowledge
base is not in the focus of organic computing. Moreover, the LRA-M loop of self-
aware computing systems (see Chap. 1) has similarities to the observe/control loop,
particularly the external imposition of goals. In contrast to organic computing focus-
ing on the realization of controlled behavior, the focus of self-aware computing is
to structure the system under observation and control (i.e., the self) and to realize
various forms of behavior such as self-explanation and self-modeling.

With respect to the architectural concepts discussed in Chap.5, the observa-
tion/control loop as a reference architecture (see Fig. 8.4) is described at a higher level
of abstraction. Therefore, organic computing systems do not explicitly consider the
different levels of self-awareness (i.e., prereflective, reflective, and meta-reflective)
although they include at least reflection since the observer and controller as the span
reflect upon the SuOC as the scope. In this context, the observe and control links in
Fig. 8.4 can be interpreted as awareness and expression links. However, the reference
architecture does not detail this reflection such that the potential use of awareness
models, empirical data, or goal models is not explicitly covered.

Concerning the forms of reflection discussed in Chap. 6, the organic computing
reference architecture realizes—similar to the MAPE-K loop—a hierarchical and
centralized reflection as it employs a single observer and controller upon a set of
agents. Moreover, the phenomena of overlapping, stacked, or cyclic reflection are
not explicitly addressed by the reference architecture. Therefore, the reference archi-
tecture primarily adopts the hierarchical external architectural stylewithout explicitly
considering the other styles discussed inChap. 6.Although organic computing targets
open and self-organizing systems, the dimensions for collective self-aware systems
discussed in Chap. 7 such as collective self-awareness and its levels, weak and strong
self-aware collectives, different types of relations between systems of a collective,
or the organizational patterns are not considered.

8.2.5 Requirements-Awareness

Traditionally, in requirements engineering (RE) it has beenmade the assumption that
the environmental context is reasonably static and can be understood sufficiently well
to permit the requirements model for a solution to be formulated with confidence
during design time. However, effectively, environmental contexts are hardly static
over long periods, and this can inhibit full understanding.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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As discussed before, systems are being produced for environmental contexts that
are subject to change over short periods and in ways that are badly understood.
In part, this is because the machinery of self-adaptation and autonomic computing
has improved, providing a means for systems to dynamically respond to changing
contexts. As described in this book, self-awareness and self-adaptivity will become
increasingly required properties for software systems. For this to become true, it is
crucial that these software systems offer requirements-awareness to discover, reason
about, and manage its own requirements that can dynamically change at runtime.

In this context, a key contribution is the seminal work on requirements monitor-
ing [29]. Such monitoring is required because of deviations between the system’s
runtime behavior and the requirements model, which may trigger the need for an
adaptation [8]. Such a deviation needs to be correlated with the state of the environ-
ment in order to diagnose the reasons and to perform appropriate adaptations. Where
systems have the need to adapt dynamically in order to maintain satisfaction of their
goals, RE ceases to be an entirely static, off-line activity and it additionally becomes
a runtime activity. This is because design-time decisions about the requirements need
to be made on incomplete and uncertain knowledge about the domain, context, and
goals. There are clear benefits of being able to revise these decisions at runtime when
more information can be acquired through runtime monitoring.

Therefore, requirements need to be runtime entities that can be reasoned over
at runtime [10]. Implicit in the ability for a system to introspect (i.e., to be self-
aware) on its requirements model is the representation of that model at runtime.
The running system provides information as feedback to update the model and to
increase its correspondence with reality, which is called causal connection. Analysis
of the updated model may detect whether a desired property (e.g., reliability and
performance) is violated, causing self-adaptation actions that aim for guaranteeing
the goals. Explicit use of computational reflection is a primary means to achieve
requirements-awareness. The consequence is that there exists a runtime representa-
tion of the requirements model that is causally connected to the running system.

Requirements-awareness enables software systems to revise and re-assess design-
time decisions at runtime when more information can be acquired about these by
observing their own behavior (i.e., by being self-aware). Two research issues have
been identified. One is the evolution of the requirements models and the maintenance
of consistency between the requirements and the running systems during this evo-
lution. To do this, it is necessary to specify the abstract adaptation thresholds that
allow for uncertainty and unanticipated environmental conditions. The second issue
is the need to maintain the synchronization (i.e., the causal connection) between the
runtime requirements model and the architecture of the running system as either the
requirements or the architecture may change (see Fig. 8.5).

Although requirement-awareness does not explicitly consider different levels of
self-awareness, it employs reflection and achieves reflective self-awareness. The ele-
ment shown in Fig. 8.5 reflects upon a managed system to maintain representations
of the system’s runtime architecture and requirements. These runtime models corre-
spond to the idea of system-awarenessmodels and goalmodels in self-aware comput-
ing systems (see Chap. 5). In this context, we can interpret the synchronization from

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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Fig. 8.5 Synchronization between the requirements and the architecture [10]

the running system to the architectural runtime model and then to the requirements
runtime model as an awareness link as well as the synchronization in the opposite
direction as an expression link. Hence, reflection is considered as a general means to
achieve requirements-awareness without detailing possible forms (e.g., local, cen-
tralized, hierarchical, or coordinated) or phenomena (e.g., overlapping, stacked, or
cyclic) of reflection discussed in Chap. 6. Still, the stepwise synchronization to the
architecture and then to the requirements can be seen as a specific form of hierar-
chical reflection that separates architectural and requirements concerns. Therefore,
the basic adopted architectural style in requirements-awareness corresponds to the
hierarchical external approach (see Chap.6).

Finally, establishing requirements-awareness for collective systems is not dis-
cussed such that the architectural concepts for collective self-aware computing sys-
tems introduced in Chap.7 do not apply here.

8.2.6 Decentralized Architectures from AI and MAS

In the following, we discuss decentralized architectures from the artificial intelli-
gence (AI) and multi-agent systems (MAS) domains as they could provide inspira-
tion for building self-aware systems.More information onMAS and their progressive
transformation into self-aware systems is provided in Chaps. 2 and 10.

http://dx.doi.org/10.1007/978-3-319-47474-8_6
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Fig. 8.6 Coordinated architecture with a Shared memory or b P2P communication

Decentralized architectures for rational 1 systems have been proposed in AI since
the early stages of this domain. The aim is to integrate a set of relatively simple
modules with limited capabilities into a globally intelligent system (e.g., one that
solves complicated problems). In the context of self-aware computing systems, a
similar approach may be used to integrate a set of prereflective modules into an
overall system featuring characteristics of self-awareness.

In general, decentralized architectures consist of a number of independent, spe-
cialized modules that execute in parallel and interact with each other. From a self-
awareness perspective (cf. Chap. 1), we may distinguish two main cases for such
modules. In the first case, modules are rational self-aware entities that pursue indi-
vidual goals (similar to deliberative agents in MAS), and can have intentional rela-
tions with other entities (e.g., cooperation or competition). This case is detailed in
Chap.7 focusing on collectives of self-aware systems. In the second case, modules
are non-self-aware (i.e., prereflective according to Chap.3) such that they are not
aware of any individual goals and merely react to inputs in predefined ways (i.e.,
they are reflexive and context-aware [70], but not reflective). Here, we focus on this
kind of systems and their architectures proposed in the literature.

Generally, each module in the system is specialized in detecting and reacting to
a set of stimuli. It implements a specific function and provides outputs when it is
triggered. Modules may be triggered in parallel and some of their outputs may be
conflicting. Hence, coordination becomes an important challenge for conflict resolu-
tion and synchronization of modules. Numerous coordination approaches have been
proposed, which we categorize into coordination based on shared memory (e.g., a
blackboard) [43, 66] and coordination based on peer-to-peer communication [14],
sometimes mediated by control modules [23, 31, 60]. Both variants are illustrated in
Fig. 8.6 and will be discussed with respect to their implications on self-awareness.

In a blackboard-based system, incoming events are perceived by dedicated mod-
ules and placed onto the blackboard. All modules read from the blackboard and each

1Here, rational refers to a system’s ability to take the best action for optimizing a performance
indicator or a goal. In the context of self-aware computing systems, we focus on rational systems
that can learn, represent, and reason about knowledge in order to act and achieve their goals.
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one reacts to content it is specialized in (e.g., based on event types or patterns). Thus,
each module performs its function and writes its ensuing outputs on the blackboard.
This, in turn, may cause a new wave of readings and writings by other modules.

Conflict resolution for incompatible module outputs is performed automatically
at the blackboard level using various strategies. For instance, ACT* [3, 65] favors the
output of modules triggered by conditions with higher matching degrees and speci-
ficities, or it considers each module’s success history avoiding repetitive activations
from the same module, or finally, it prioritizes outputs related to an active goal. In
Soar [65], conflicts represent new problems to be solved by the blackboard. Hence,
the blackboard does not control the modules directly with command messages but
rather indirectly by transforming individual postings into coherent global results,
which, in turn, impact the next wave of module activations.

With respect to self-awareness in blackboard systems, each module develops its
own knowledge about the particular type of problem it is specialized in. Modules
only share and combine the knowledge that is relevant to the problem being solved.
Hence, the system only acquires knowledge when developing the solution to each
problem. The acquired knowledge is not necessarily saved for later use, and there are
no global learning processes based on it. Each module updates, reasons about, and
learns from the knowledge shared via the blackboard. This process is cooperative
and opportunistic depending on the shared knowledge. However, modules are not
necessarily aware of each other’s participations (i.e., no interaction-awareness) as
they simply react to the changes produced by the others on the blackboard.

With respect to goal-awareness, the global goal to achieve (or problem to solve)
can be displayed on the blackboard. In this case, the specialized modules that par-
ticipate in solving the problem can be aware of the goal. In other cases, the system’s
execution is merely triggered by information obtained from the environment and
displayed on the blackboard. Here, the system’s overall goal is implicit in the way in
which the modules are selected and implemented. Hence, the specialized modules
are not goal-aware and they simply react to the state of the blackboard. Considering
state-awareness, all modules are aware of the state of the problem being addressed
and of the solution being developed since these are displayed on the blackboard.

The main difficulty in adopting a blackboard solution consists in implementing
the blackboard involving several complicated functions that are typical for distrib-
uted systems (e.g., synchronization, transactions, security, and communication) and
problem solving (e.g., conflict resolution). Increasing system scales exacerbates these
issues. Moreover, such a solution typically addresses only one problem at a time. On
the positive side, once a blackboard is implemented, it is fairly easy to dynamically
add, remove, or update specialized modules. Also, specialists can be fairly simple to
implement as they are focused on a specific type of problem.

In peer-to-peer systems, specialized modules react independently to events by
processing them and sending new events through the system. These new events, in
turn, trigger a new wave of module reactions. Hence, a collaboration chain of mod-
ules is formed in an opportunistic manner starting with modules observing external
inputs (or receiving goals), through modules developing a solution progressively,



250 H. Giese et al.

and ending with modules performing external actions. This allows several solutions
to be developed in parallel including conflict-resolution mechanisms.

A notable example of this approach is the multi-layered subsumption architec-
ture [14] for robotic systems. Each layer consists of a set of well-integrated reflexes
and offers functions of increasing complexity, which eliminates the need for an
explicit “intelligent” element to mediate between the robot’s perception and action.
Examples from the autonomic computing domain also introduce special-purpose
controllers in the coordination process (e.g., to resolve conflicts [23, 60]). This is
useful in open systems, where modules may dynamically join or leave the system,
which might even require decentralized coordination control [26, 31].

With respect to self-awareness in (controlled) peer-to-peer systems, knowledge
about a problem is only transmitted progressively across the modules that contribute
to solving the problem. This forms a problem-specific collaboration chain, which is
different from a blackboard, making the knowledge visible to the entire system.

The coordination logic does not necessarily form a reflective (self-aware) or meta-
reflective (meta-self-aware) layer. It can be implemented with reflex modules (i.e.,
they are only stimulus-aware) that do not learn and reason about the modules they
coordinate (e.g., [14]). Of course, a more advanced coordination logic that is goal-
and time-aware and includes sophisticated learning and reasoning functions can be
envisaged. When peer-to-peer systems are goal-unaware, their goals are implicit in
the implementations of the specialized modules and their coordination. Nonetheless,
goal-aware systems can also be implemented by providing explicit goals to a cen-
tralized coordination controller (e.g., an arbiter or scheduler), which can attempt to
achieve the goal by controlling (i.e., triggering or inhibiting) various modules [23,
60]. In such cases, the global system is goal-aware even though the individual mod-
ules are not. Finally, a goal-aware system can also be achieved by providing the
explicit goals to the specialized modules [27]. Here, both the overall system and
(some of) its modules can be considered as goal-aware.

With respect to state-awareness, the specialized modules participating in a collab-
oration chain are only aware of the state of the system and context by receiving related
information from othermodules or bymonitoring the system and context themselves.
Except for the action modules at the end of the chain, none of the modules has a
complete view of the solution being developed.

An important difficulty with peer-to-peer approaches relates to asynchronous
communication and data-formatting standards. However, existing middleware can
be used here to address many of these challenges. As with the blackboard, peer-
to-peer solutions allow for the dynamic addition and removal of modules and an
important advantage can be the ability to develop alternative solutions in parallel.

Finally, in both of the aforementioned approaches, a system can consist of het-
erogeneous modules with different self-awareness capabilities and levels (e.g., com-
bining prereflective modules with reflective and meta-reflective modules, featuring
various learning and reasoning capabilities, and having accumulated knowledge).
A major difficulty when constructing and changing such system consists in finding
and tuning the correct combination of specialists that together behave coherently
to address system-level goals. Also, guaranteeing that such system will behave “as
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expected” is particularly difficult. In this context, self-awareness capabilities such as
learning, reasoning, adaptation, and reporting can be of great help.

In general, the decentralized architectures from AI and MAS can be covered
with the architectural concepts introduced in Chap.5, and they mainly relate to the
architectures for collective systems discussed in Chap.7. The forms, phenomena,
and architectural styles of reflection discussed in Chap. 6 usually do not apply to the
decentralized architectures from AI and MAS since they only consider individual
self-aware systems but not the interaction among multiple systems. In contrast, the
concepts introduced in Chap.7 such as the collective self-awareness with its levels,
types of relations/interactions, organizational patterns, and weak/strong self-aware
collectives are important aspects of decentralized architectures, but they are often
not explicitly covered by AI or MAS architectures.

8.3 Architectural Frameworks and Languages

In this section, we discuss specific approaches to develop computing systems that
share similarities with self-aware systems. Focusing on architectures in this chapter,
these approaches are mainly architectural frameworks and languages, and we com-
pare them to the architectural concepts for self-aware computing systems introduced
in the previous chapters. Specifically, these specific approaches are reflective archi-
tectures, Mechatronic UML, MUSIC, EUREMA, MQuAT, and DML.

8.3.1 Reflective Architectures

In 1987, Maes [58] introduced computational reflection as a process of reasoning
about and/or acting upon oneself. It is an engineered system’s ability to reason about
its own resources, capabilities, and limitations in the context of its current opera-
tional environment. Reflection capabilities can range from simple, straightforward
adjustments of another program’s parameters or behaviors (e.g., altering the step size
on a numerical process or the application of rules governing which models are used
at different stages in a design process) to sophisticated analyses of the system’s own
reasoning, planning, and decision processes (e.g., noticing when one’s approach to
a problem is not working and revising a plan).

Reflection processes must include more than the sensing of data, monitoring of an
event, or perception of a pattern; theymust also have some type of capability to reason
about this information and to act upon this reasoning. However, although reflection
is more than monitoring, it does not imply that the system is “conscious.” Many
animals demonstrate self-awareness; not only do they sense their environment but
they are able to reason about their capabilities within that environment. For example,
when a startled lizard scurries into a crevice, rarely does it try to fit into a hole that is
too small for its body. If it is injured or tired, it changes the distance that it attempts
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to run or leap. This adaptive behavior reveals the ability of the animal system to
somehow take into account the current constraints of the environment and of its own
body within that environment [6, 7].

In order to bring out the ways in which the self-awareness processes and archi-
tectures could enhance and further develop reflective architectures, we will quickly
overview one approach to implementing computational reflection and the building
of reflection processes. By concentrating on what has been built for the Wrappings
approach [55, 56], we also want to show how an architecture can have very few fixed
relationships and yet still function as an architecture. In fact, because of the lack of
fixed relationships with a small amount of guiding infrastructure, the knowledge and
the processes used to map resources into appropriate uses for different goals become
the foundation for the systems flexible ability to reason potentially about any of its
own parts and their use in a goal and hence to have support for the building and
utilization of self-models.

Wrappings uses both explicit meta-knowledge and recursively applied algorithms
to recruit and configure resources dynamically to “problems posed” to the system
by users, external systems, or the system’s own internal processing. The problem
managers (PMs) algorithms use the Wrappings to choreograph seven major func-
tions: discover, select, assemble, integrate, adapt, explain, and evaluate. Discover
programs (or as called in Wrappings, resources) identify new resources that can be
inserted into the system for a problem. Selection resources decide which resource(s)
should be applied to this problem in this context. Assembly is syntactic integration
and these resources help to set up selected resources so that they can pass informa-
tion or share services. Integration is semantic integration, including constraints on
when and why resources should be assembled. Adaptation resources help to adjust
or set up a resource for different operational conditions. Explanation resources are
more than a simple event history because they provide information on why and what
was not selected. Evaluate includes the impact or effectiveness of a given use of this
resource. The Wrappings “problem-posing” has many benefits, including separating
problems from solution methods and keeping an explicit, analyzable trace of what
problems were used to evoke and configure resources. Because all of the resources
are wrapped, even the resources that support the wrappings processing, the system is
computationally reflective—it can reason about the use of all of its resources. Addi-
tional information on the Wrappings approach to reflection and its use in a test bed
of robotic cars is found in Chap.9.

TheWrappings approach considers amoredynamic case to achieve self-awareness
than the architectural concepts introduced in Chaps. 5–7. Therefore, it would be
required to enrich the architectural concepts, which apply mainly to snapshots of
architectures and do not make the dynamical aspects explicit, with support for
dynamic architectures as discussed in Sect. 8.4 in order to cover the Wrappings
approach. The architectural concepts introduced in Chap.5 can be relevant forWrap-
pings, but they are often not explicitly considered. For instance, the different levels
of self-awareness (i.e., the prereflective, reflective, and meta-reflective levels) are
not explicitly considered, even though they may very well exist in the Wrappings
approach. In contrast, the Wrappings approach considers self-models that relate to
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awareness models and based on the purpose, some of these self-models can be con-
sidered as goal models.

For the forms and phenomena of reflection as well as for the architectural
styles discussed in Chap.6 holds that they may temporarily occur in the Wrap-
pings approach, but they are not made explicit and visible at the architectural level.
Therefore, local, centralized/hierarchical, and coordinated reflection can be seen as
forms of reflection that result from the activities of the problemmanagers. In specific
situations, the resources of a wrapping may be composed such that certain reflection
phenomena (e.g., overlapping, stacked, or cyclic reflection) may occur temporar-
ily and certain architectural styles are adopted temporarily. Concerning Chap. 7, the
Wrappings approach employs a shared knowledge base such that the concepts of col-
lective self-awareness and weak/strong self-aware collectives are hardly applicable.
Likewise, the meta-architecture dimensions (i.e., collective self-awareness levels,
types of relations, and organizational patterns) are not suitable for a central knowl-
edge base, but they may be applicable with a distributed knowledge base.

8.3.2 Mechatronic UML

Mechatronic UML [16] is a model-driven development approach targeting self-
adaptive embedded real-time systems with substantial mechatronic elements. The
core building block for the architectural modeling with Mechatronic UML is the
operator–controller module (OCM) [17, 45] depicted in Fig. 8.7.

Fig. 8.7 The
operator–controller module
as the architectural building
block [38]
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Fig. 8.8 Collaborating hierarchy of OCMs [38]

The OCM is separated into a controller, a reflective operator, and a cognitive
operator. While the controller could be seen as the prereflective core describing the
regular operation of the system, the two operators realize different forms of reflec-
tive self-awareness. The reflective operator realizes self-awareness where learning,
reasoning, and acting are limited such that hard real-time guarantees can be given.
In contrast, the cognitive operator is decoupled from the hard real-time processing,
and therefore, it can use more powerful means for learning, reasoning, and acting.
Thus, the two operators separate their tasks based on the required reaction time. The
cognitive operator can operate at the same level as the reflective operator by steering
the decisions of the reflective operator, but it can also operate at the meta-level if it
optimizes parameters of the reflective operator.

As illustrated in Fig. 8.8, we structure multiple OCMs in a hierarchy to construct
complex mechatronic systems (e.g., a shuttle). Moreover, collaborations of OCMs at
the top level of such hierarchies are used to flexibly compose systems (e.g., multiple
shuttles to a convoy). The architectural modeling is supported by hybrid UML com-
ponents [36] and hybrid, real-time statecharts extending UML state machines [17].
Themodeling is complementedwith a code-generation scheme that derives an imple-
mentation with guarantees that the regular operation and the reconfiguration steps
stay within the real-time bounds specified in the models [16, 18, 37]. Therefore, an
assurance scheme has been developed for verification [38].

Compared to self-aware computing, Mechatronic UML is tailored for the particu-
lar domain of self-adaptive embedded real-time systems with mechatronic elements.
The supported architectural concepts indicate that a layered architectural style fits
well to the high quality and safety required in this domain. An OCM can be seen
as a local-reflective self-awareness module as discussed in Chap.6 since it has a
local feedback loop realized by its two operators. However, the OCM does not make
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the awareness and goal models as well as the awareness/expression links explicit
(cf. Chap. 5). Instead, the reflective operator manages the controller by defining a
particular configuration for each operation mode, while the reflection by the cogni-
tive operator is not specified at all in the architecture. Further supporting hierarchies
of OCMs (see Fig. 8.8), Mechatronic UML adopts a mixture of local and hierarchical
reflection (cf. Chap. 6). Moreover, hierarchies of OCMs can be composed of collab-
orations (see Fig. 8.8), which partially addresses collective systems as discussed in
Chap.7.

In general, Mechatronic UML suggests a more specific architectural design than
the concepts introduced in Chap.6. Thus, the prereflective and reflective levels of
self-awareness are covered by the controller by the reflective and cognitive operators
of an OCM, respectively. In contrast, the OCM hierarchies realize hierarchical con-
trol and not meta-reflective self-awareness such that the meta-reflective level is not
covered. Based on the adopted architecture implied by the OCMs and their hierarchi-
cal composition, Mechatronic UML employs local and hierarchical reflection, while
it excludes the phenomena of reflection, that is, overlapping, stacked, and cyclic
reflection (cf. Chap. 6). Concerning the architectural styles discussed in Chap.6,
Mechatronic UML follows the hierarchical control approach. Concerning the spe-
cific concepts for collective self-aware systems introduced in Chap.7, Mechatronic
UML only supports the organizational patterns, particularly in the form of collabo-
rations that combine mechatronic systems (see Fig. 8.8).

8.3.3 MUSIC

The main goal of MUSIC was to simplify the development of adaptive applications
that operate in open and dynamic computing environments and adapt seamlessly
and without user intervention in reaction to context changes. The main innova-
tions of MUSIC were a comprehensive development framework that consists of a
model-driven development methodology with a tool chain for self-adaptive, context-
aware applications as well as a corresponding extensible context management and
adaptation middleware supporting the development [30, 42]. Context is under-
stood in a broad sense as any information about the user needs and the application
execution environment that may vary dynamically and impact the applications. Con-
text parameters can be monitored using appropriate hardware and software mecha-
nisms, called context sensors. MUSIC supports a variety of adaptation mechanisms
such as changing configuration and application parameters, replacing components
and service bindings, and redeploying components on the distributed infrastruc-
ture [33, 69].

In the following, we provide an overview of the main ingredients of MUSIC and
an attempt to position MUSIC with respect to the discussion of self-awareness.

To meet the challenges of dynamically adaptive, context-aware applications on
mobile devices, MUSIC developed

http://dx.doi.org/10.1007/978-3-319-47474-8_5
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
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• an adaptation modeling language which separates self-adaptation and business
logic concerns to avoid the surge in complexity;

• generic, reusable middleware components which automate context management
and application adaptation based on design-time models that are translated into
runtime representations capturing the adaptation options and goals;

• tools which support the development of design models and their transformation
into runtime representations for the MUSIC middleware.

An overview of theMUSIC framework is given in Fig. 8.9. Themiddleware imple-
ments a control loop similar to the MAPE-K loop (see Sect. 8.2.1). It monitors the
relevant context sensors, and when significant changes are detected, it triggers a
planning process to decide whether adaptation is necessary. When this is the case,
the planning process finds a new configuration that fits the current context better
than the currently used one, and triggers the adaptation of the running application.
To do this, the middleware relies on an annotated QoS-aware architecture model of
the application which is available at runtime. The model specifies the application
dependencies on context information, its adaptation capabilities, and the objective
function for adaptation reasoning. The model corresponds to the “Knowledge” com-
ponent of the MAPE-K loop. The planning process of MUSIC evaluates the utility
of alternative configurations, selects the most suitable one for the current context
(i.e., the one with the highest utility for the current context which does not violate
any resource constraints), and triggers the application adaptation accordingly.

Fig. 8.9 Overview of the
MUSIC development
framework
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Fig. 8.10 Overview of the MUSIC middleware

An overview of the MUSIC middleware and its adaptation loop is depicted in
Fig. 8.10. It shows the main components of the middleware, represented as rounded
rectangles, and their mapping to the elements of MAPE-K. The managed system
includes the applications, as indicated by the arrows connecting the MAPE-K loop
to the application layer, as well as the underlying computing and communication
infrastructure. A similar mapping can be done for the LRA-M loop (see Chap. 1)
although MUSIC does not support any learning since it controls the applications
based on the QoS-aware architecture model resulting from the development.

The context middleware of MUSIC is responsible for monitoring and analyzing
context changes and for providing access to context information. It encapsulates
the diversity of context information and maintains the context model storing and
providing uniform access to both the current state and the history of context data.
Moreover, context reasoners may be added to the middleware to perform reasoning
on the lower-level context data and derive higher-level information. For example, a
reasoner could trigger adaptation planning only when there is major change in the
long-term trend of some context parameters rather than on every small value change.
With respect to the MAPE-K (LRA-M) loop, the middleware covers the monitoring
(collecting empirical data), partially the analyzing (reasoning) of the context, and
partially the knowledge (by maintaining context-awareness models).

Thus, the very basic elements of a self-aware system are present in the MUSIC
middleware. Even a learning component was considered conceptually in the design
of the middleware, but it was not implemented due to project constraints. Despite the
support for multi-party adaptation [34], theMUSIC solution focuses on adaptation of

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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applications on a single mobile computing device. The MUSIC framework misses a
notion of collective- or group-awareness. This will be a target of our future research.

In general, MUSIC provides a complete model-driven approach rather than a
framework focusing on architectural concepts as introduced in Chap. 5. Therefore,
the prereflective and reflective levels of self-awareness are not explicitly consid-
ered, but they result from the embedded support for self- and context-awareness.
In contrast, meta-reflective self-awareness is not covered by MUSIC. However, the
QoS-aware architecture and adaptation model of MUSIC can be seen as an aware-
ness and goal model as it captures the system, context, options for adaptation, and
the operationalized goals. In contrast, the awareness and expression links with their
span and scope are not addressed explicitly but rather embedded in the model.

Using such a model, MUSIC employs centralized reflection and excludes the
phenomena of overlapping, stacked, and cyclic reflection (cf. Chap. 6). Employing a
single reflection step, the architectural styles discussed inChap.6 are not supported by
MUSIC. ThoughMUSIC aims for distributed systems, it realizes a single, centralized
reflection step that does not address the architectural concepts for collective self-
aware computing systems discussed in Chap. 7.

8.3.4 ExecUtable RuntimE MegAmodels (EUREMA)

EUREMA (ExecUtable RuntimE MegAmodels) [76] is a seamless model-driven
engineering approach for the specification and execution of feedback loops for self-
adaptive software adopting the external approach (cf. [71]) and a layered architecture.
The EUREMA modeling language is used to specify feedback loops, which makes
them explicit in the design. The resulting models are kept alive at runtime, and the
EUREMA interpreter directly executes these models to run feedback loops.

The specification is done using two types of diagrams as shown in Fig. 8.11 for a
self-healing example. A feedback loop diagram (FLD) specifies a feedback loopwith
its activities (also called model operations such as Update and Repair), control flow
among activities, and runtime models. Such models either represent the lower-layer
entity to be adapted to achieve model-based adaptation (e.g., the Architectural Model)

Fig. 8.11 Feedback loop diagram (FLD) and layer diagram (LD) (cf. [76])
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or specify the activities (e.g., Repair Strategies determining how the system should
be healed if failures occur). An activity and a model are linked in the FLD if the
activity accesses the model, for instance, to read, write, or annotate it. A feedback
loop can be modularly specified by multiple FLDs. For instance, the analyze activity
is defined in a distinct FLD (not shown here) that is invoked by the Self-repair FLD
using a complex model operation (cf. left-hand side of Fig. 8.11).

A layer diagram (LD)—as shown on the right-hand side of Fig. 8.11—then struc-
tures modules, which are instances of feedback loops as defined in FLDs, in a layered
architecture. The lowest layer contains the managed system, in this case the online
marketplace mRUBiS, that is not specified by EUREMA and thus considered as a
black box. This system is adapted by a self-repair feedback loop realized by the
two modules :Self-repair and :Self-repair-A. While the latter module is invoked by the
former module, the execution of the former module is triggered starting in its initial
state Monitor if :mRUBiS emits an RtException event and if more than ten seconds
has elapsed since its previous run.

Moreover, EUREMA supports the layering of feedback loops. For instance, the
Repair Strategies used by the Self-repair feedback loop will typically not be able to
heal all kinds of failures since we cannot anticipate all of them during development.
To adjust these strategies, we employ another feedback loop on top (see :Self-repair-
strategies in the LD while we omit the related FLD here due to space restrictions)
that provides new strategies to the self-repair feedback loop if the currently used one
is not able to heal the failures. Hence, the higher-layer feedback loop reflects on the
lower-layer feedback loop to analyze its performance and, if needed, to adapt the
lower-layer feedback loop to improve the performance. A benefit of EUREMA is that
the self-repair feedback loop is specified by a model (see the FLD on the left-hand
side of Fig. 8.11) that is kept alive at runtime such that the higher-layer feedback
loop can directly use this model to analyze and adapt the self-repair feedback loop.
Nevertheless, it is also possible to define activities that maintain a distinct runtime
model representing the self-repair feedback loop.

Concerning self-aware systems (cf. Chap. 5), EUREMA supports feedback loops
(reflective layers) that reflect on a managed system (prereflective layer) by using
abstract runtime models that are causally connected to the system. Such runtime
models are similar to awareness models representing the prereflective layer and used
by the reflective layer.Amajor difference is that EUREMAso far does not assume any
learning processes, but being an open framework, EUREMA can integrate arbitrary
(model-driven) processes and techniques to realize the activities of a feedback loop
such as learning, reasoning, and acting of the LRA-M loop.

Moreover, EUREMA explicitly supports meta-self-awareness by layering feed-
back loops on top of each other. Thereby, the specification, that is, the FLDmodel of a
feedback loop, can be directly used as the awareness model by the higher-layer feed-
back loop for learning, reasoning, and adaptation. Thus, EUREMA supports coor-
dinated reflection and in particular, centralized reflection (cf. Chap. 6). Moreover, it
addresses overlapping and stacked reflections but neglects cyclic reflections. With
respect to the architectural styles (cf. Chap. 6), EUREMA fully supports the stacked
external approach and partially the hierarchical and acyclic external approach. In
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contrast, the internal approach is not supported at all since it contradicts the layering
of feedback loops. Finally, since EUREMA does not restrict the number of lay-
ers and supports adding/removing layers at runtime, the concept of dynamic layers
leverages the long-term evolution of the system. Using (temporarily) an additional
topmost layer, adaptations for maintenance can be performed [76, 77].

Recently, EUREMAhas been extended to support distributed systems. The exten-
sion introduces collaborations to EUREMA, which describe the interactions among
multiple feedback loops [79]. These collaborations support flexible means to coor-
dinate multiple feedback loops and their runtime models as discussed in Chap. 7 for
collectives of self-aware systems and awareness models.

8.3.5 Multi-Quality Auto-Tuning (MQuAT)

Multi-Quality Auto-Tuning (MQuAT) is a model-driven approach to develop and
operate self-optimizing software systems using quality-of-service (QoS) contracts
and models@run.time [39]. Figure8.12 depicts an overview of MQuAT.

The principle idea of MQuAT is to develop self-optimizing software in terms
of individual software components (i.e., elements of reuse, which explicitly spec-
ify what they require and provide). Each component realizes a particular task (e.g.,
sorting, encryption, or compression) and can have multiple implementations, all pro-
viding the same functionality but differing in their non-functional properties (e.g.,
the time or energy required to perform the task). The non-functional behavior of
each implementation is characterized by the developer with QoS contracts [40]. As
concrete statements, for instance, about the execution time of a component, depend
on the used hardware and the respective input data, which are both unknown during
development, these contracts are refined at runtime by benchmarking. That is, the

Fig. 8.12 Overview of multi-quality auto-tuning

http://dx.doi.org/10.1007/978-3-319-47474-8_7
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Fig. 8.13 The role of
models@run.time in MQuAT

developer has to provide a benchmark for each implementation, which is used at
runtime to derive a hardware-specific variant of the contract. When a user poses a
request to the system, the input data are known and, hence, the hardware-specific
contracts can be refined further to be request-specific. This version of the contracts
now contains concrete statements about the non-functional properties of the respec-
tive implementation (e.g., the sorting task will take 30ms on this hardware for this
request). Based on these contracts and a runtime model representing the current state
of the system, MQuAT generates an optimization problem, which is solved using
standard solvers. The resulting solution is translated to a reconfiguration script [41].

This process is depicted in Fig. 8.13 and denotes a particular variant of a self-aware
computing system adhering to the models@run.time paradigm and the LRA-M loop
as introduced in Chap.1. The running system is learning by observing itself and its
environment with the aim to keep the runtime model of the system in sync with
the actual system. This runtime model is reasoned upon by comparing it to QoS
contracts to identify adaptation needs. The reasoning is realized by a model-to-text
transformation of the runtime model, the design-time models, and QoS contracts to
some optimization language (e.g., integer linear programming). Finally, if a better
configuration is found, the system acts by reconfiguring itself.

In terms of the concepts for self-aware computing (see Chap.5), MQuAT enables
the development of reflective systems by using an awareness model. If the scheme is
applied multiple times, MQuAT can cover the meta-reflective case, too. The aware-
ness model is kept synchronous to its underlying system by collecting empirical data
(benchmarking). MQuAT offers a simple variant of goal models in the form of QoS
objectives (e.g., minimize energy consumption). Awareness and expression links are
not explicitly represented. However, the accuracy of knowledge covered in an aware-
ness model is explicitly captured by the coefficient of determination (R2). In terms of
the concepts introduced in Chap.6, MQuAT uses coordinated reflection and follows
the hierarchical external style. As MQuAT does not aim to support the integration of
multiple systems, the concepts introduced in Chap.7 are not applicable to it.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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8.3.6 Descartes Modeling Language (DML)

The Descartes Modeling Language (DML)2 is an architecture-level modeling lan-
guage for quality of service (QoS) and resource management of modern dynamic IT
systems and infrastructures [53]. DML is designed to serve as a basis for self-aware
systems management during operation, ensuring that the system’s QoS requirements
are continuously satisfied while infrastructure resources are utilized as efficiently
as possible. The term QoS refers here to performance (response time, throughput,
scalability, and efficiency) and dependability (availability, reliability, and security).
The current version of DML is focused on performance and availability; however, the
language itself is generic and intended to eventually support further QoS properties.

DML has a modular structure and is provided as a set of meta-models for describ-
ing the resource landscape, the application architecture, the adaptation points, and
adaptation processes of a system. The meta-models can be used in both online and
offline settings for performance prediction and proactive system reconfiguration.

The designers of DML advocate a holistic model-based approach where systems
are designed from the ground upwith built-in self-reflective and self-predictive capa-
bilities, encapsulated in the form of online system architecture models. The latter
are assumed to capture the relevant influences (with respect to the system’s opera-
tional goals) of the system’s software architecture, its configuration, its usage profile,
and its execution environment (e.g., physical hardware, virtualization, and middle-
ware). The online models are also assumed to explicitly capture the system’s goals
and policies (e.g., QoS requirements, service level agreements, and efficiency tar-
gets) as well as the system’s adaptation space, adaptation strategies and processes.
Figure8.14 presents theDMLvision of a self-aware system adaptation loop, based on
the MAPE-K loop, in combination with the online models used to guide the system
adaptation at runtime. The four phases of the loop are as follows:

Phase 1 (Observe/Reflect): In this phase, the managed system is observed and
monitoring data are collected and used to extract, refine, calibrate, and continuously
update the online system models, reflecting the relevant influences that need to be
captured in order to realize the self-predictive property with respect to the system’s
operational goals. Here, expertise from software engineering, systems modeling,
and analysis, as well as machine learning, is required for the automatic extraction,
refinement, and calibration of the online models based on the runtime observations.

Phase 2 (Detect/Predict): In this phase, the monitoring data and online models are
used to analyze the current state of the system in order to detect or predict problems
such as SLA violations, inefficient resource usage, system failures, and network
attacks. Workload forecasting combined with performance prediction and anomaly
detection techniques can be used to predict the impact of changes in the environment
(e.g., varying system workloads) and anticipate problems before they have actually
occurred. Here, expertise from systems modeling, simulation, and analysis, as well
as autonomic computing and artificial intelligence, is required to detect and predict
problems at different timescales during operation.

2http://descartes.tools/dml (formerly also known as Descartes Meta-Model (DMM)).

http://descartes.tools/dml
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Fig. 8.14 DML system adaptation loop

Phase 3 (Plan/Decide): In this phase, the online system models are used to find
an adequate solution to a detected or predicted problem by adapting the system at
runtime. Two steps are executed iteratively in this phase: (i) generation of an adap-
tation plan and (ii) prediction of the adaptation effects. In the first step, a candidate
adaptation plan is generated based on the online models that capture the system
adaptation strategies, taking into account the urgency of the problem that needs to be
resolved. In the second step, the effects of the considered possible adaptation plan
are predicted, again by means of the online models. The two steps are repeated until
an adequate adaptation plan is found that would successfully resolve the detected or
predicted problem. Here, expertise from systems modeling, simulation, and analy-
sis, as well as autonomic computing, artificial intelligence, and data center resource
management, is required to implement predictable adaptation processes.
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Phase 4 (Act/Adapt): In this phase, the selected adaptation plan is applied on the
real system at runtime. The actuators provided by the system are used to execute the
individual adaptation actions captured in the adaptation plan. Here, expertise from
data center resource management (virtualization, cluster, grid, and cloud comput-
ing), distributed systems, and autonomic computing is required to execute adaptation
processes in an efficient and timely manner.

DML provides a language and a reference architecture for self-aware IT systems
and infrastructures where self-awareness is focused on QoS and resource manage-
ment. An overview of DML can be found in [53], and a detailed specification in [52].

Concerning the levels of self-awareness introduced in Chap. 3, DML can be used
to design self-awareness mechanisms at all three levels: prereflective, reflective, and
meta-reflective. The online system architecture models can be seen as awareness
models that are learned based on static information (model skeletons) provided at
systemdesign-time and empirical data collected at runtime (cf.Chap. 5).Operational-
ized goals are captured using DML’s Strategies/Tactics/Actions (S/T/A) formalism,
which includes a basic form of goal models. Awareness and expression links are not
explicitly represented.

In terms of the concepts introduced inChap.6, DMLcan be used to design systems
with hierarchical and centralized reflection; however, it currently does not explicitly
support coordinated reflection. Overlapping reflection is directly supported by using
alternative tactics for the same adaptation strategy; the stacked and cyclic reflection
phenomena are not considered explicitly; however, they can manifest themselves
when applying DML to manage different subsystems and/or layers of the system
architecture. In terms of the architectural styles, DML assumes the generalized exter-
nal approach while not prescribing a particular style that has to be followed. Finally,
as DML is not designed to support integrating independent systems, the concepts
introduced in Chap.7 are not applicable to it.

8.4 Open Challenges

Based on the previous sections, we now discuss open challenges for the fundamental
architectural concepts introduced in Chap.5 as well as for the generic architectures
of individual and collective self-aware computing systems introduced in Chaps. 6
and 7. We identified different classes of challenges such that we grouped them as
follows:

• self-awareness and self-expression,
• encapsulation for self-awareness and self-expression,
• interference, separation, and emergence,
• dynamic architectures, and
• other challenges.
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(1) Self-Awareness and Self-Expression

The first group of challenges relates to self-awareness and self-expression. It con-
cerns the complex and potentially cyclic graphs resulting from the awareness and
expression links, the support for detailed semantics of such links (cf. Chap. 3), the
static knowledge supporting self-awareness, and finally the uncertainty as a main
driver for inaccurate and imprecise self-awareness.

Complex and cyclic awareness and expression link graphs: The notation we pro-
pose in Chap.5 allows us to describe direct and indirect awareness and expression
links. The graph resulting from the combination of such links can become complex
when considering large systems and advanced forms of self-awareness (e.g., archi-
tectural elements acting as spans and scopes in various self-awareness relationships
that differ in the type of awareness such as stimulus-, interaction-, time-, or goal-
awareness). Concepts to describe such complex graphs of awareness and expression
links and to understand their implications are currently missing.

Describing the awareness and expression links as a graph supports studying the
dependencies between the individual spans and scopes of the awareness and expres-
sion. As known from the literature on self-adaptive systems (cf. [15, 63, 73]), not
only the individual-awareness or expression links but additionally their interplay that
forms feedback loops as well as the interferences of these loops are main challenges
for the design of self-adaptive systems. Therefore, means to describe and analyze the
interplay and interferences between awareness and expression links are required. In
this context, cyclic relationships are a particular challenge, for instance, to guarantee
termination, convergence, and an appropriate outcome of the learning, reasoning,
and acting processes along the expression and awareness links.

A related challenge is which detailed semantics of the awareness and expression
links should be covered at the architectural level to achieve separation of concerns.
We address the different dimensions of awareness such as time-, interaction-, or state-
awareness (cf. Chap. 3) with stereotypes attached to the awareness links (cf. Chap. 5).
However, to address the subtle aspects of suchdimensions and to enable their analysis,
they have to be treated in amuchmore explicit manner such as describing the specific
semantics of the dimensions in a particular case. The same holds for the expression
links that only represent the fact that a span impacts a scope without substantiating
their semantics such as the extent or kind of impact.

With our notation, we focused on how architectural elements dynamically obtain
knowledge by collecting empirical data as well as learning and reasoning about
that data (cf. LRA-M loop modeled in Chap.5). However, we also observed the
need to capture static knowledge that has been established at design time, embedded
into modules, and exploited at runtime (see the discussion of capturing the feed-
forward and adaptive control schemes in Chap.6). Such static knowledge supports
self-awareness and it might be enriched by dynamic knowledge at runtime. Hence,
means to describe static knowledge along awareness and expression links are required
to distinguish it from dynamic knowledge. This further requires means to describe
and analyze the composition of static and dynamic knowledge.

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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Regardless of static or dynamic knowledge, ruling the uncertainty that can be
tolerated for the runtime models and other elements of the architecture is a major
design issue (cf. [35]). Currently, the architectural descriptions donot show the degree
of uncertainty that exists in the system as well as the extent to which processes
are used to counteract the uncertainty. This calls for specifying or measuring the
accuracy and precision of empirical data, awareness models, and actions, which
should be supported by reflection interfaces (cf. Chap. 6) as well as how processes
address uncertainty in this context. Such information is the basis for determining the
uncertainty in the self-awareness of the system, which can be a critical dimension in
the design space for self-aware computing systems.

(2) Encapsulation for Self-Awareness and Self-Expression

The second group of challenges addresses the trade-off between the power of self-
awareness and self-expression and the need for encapsulation. While strong encap-
sulation demands explicit and restrictive interfaces, powerful self-awareness and
self-expression require generic interfaces for computational reflection with as little
encapsulation as possible. Furthermore, concepts for reflection interfaces are required
that are able to bridge the abstraction gap between the span and the scope.

Encapsulation and computational reflection: The proposed notation allows us to
describe the encapsulation of modules by means of ports and interfaces as well as
their links to elements contained in these modules such as awareness models, empiri-
cal data, or processes (see Chap.5). As an alternative, we can model the direct access
to a module’s internals, which denotes a form of computational reflection. However,
in practice a compromise between explicitly encoded access through ports and com-
putation reflection may be needed. Our notation primarily supports the explicitly
encoded access, while it lacks concepts to make various forms of computational
reflection (e.g., declarative and procedural reflection [58]) explicit.

In this context, finding an appropriate notion for a reflection interface (cf. Chap. 6)
that separates different levels of reflection such as the prereflective and reflective lev-
els is a crucial challenge. We either have local reflection interfaces where a single
interface encapsulates only one monolithic module, which results in a reasonably
low complexity for the interface and its realization. However, if a reflection interface
covers a group of modules, it becomes more complicated since multiple modules
have to be jointly observed and adapted while they and their interconnections may
dynamically change (e.g., considering a flexible collaboration of modules). Never-
theless, the increasing complexity of realizing the reflection interface shields the
reflecting elements from the complexity of the reflected elements by using the inter-
face. Hence, the design of a reflection interface impacts the complexity of elements
performing the reflection and hence establishing self-awareness.

Another dimension that has to be considered for a reflection interface is the degree
of observability and controllability. Observability determines the scope of an aware-
ness link, that is,what canbeobservedby a span.Controllability determines the action
and influence scope of an expression link, that is, what can be directly or indirectly
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changed by a span. Consequently, this dimension of a reflection interface has to be
properly chosen as it determines the system’s self-awareness and self-expression
capabilities that should be sufficiently powerful to achieve the goals.

To develop a notion of a reflection interface, a promising research direction can
be the use of models@run.time [12] serving as interfaces to a managed system.

Finally, the design of the reflection interfaces and the restriction implied by the
design may limit the evolution of the system as any reflection can only happen within
the anticipated observability and controllability. This might require means to support
dynamically adjusting the reflection interfaces to increase (or in certain situation even
to decrease) the degree of observability and controllability.

(3) Interference, Separation, and Emergence

This group of challenges targets the existence of multiple awareness and expression
links and raises questions of the granularity of self-awareness and self-expression as
well as of their separation and dependencies (e.g., interferences). While the separa-
tion of different self-awareness concerns such as self-healing or self-configuration
is a general problem, the following challenges additionally arise for collectives of
self-aware systems: How collective self-awareness can emerge from individual self-
awareness? How changes at the individual level can impact the collective level? How
concrete architectures for collective self-awareness can be developed?

Achieving a suitable separation of self-awareness concerns in an architecture,
which reduces the complexity of the problem for individual self-aware systems, is
challenging. It is well known from control theory that multiple feedback loops can
only be employed if a careful analysis ensures that they are sufficiently decoupled. For
self-adaptive software, it has been advocated that feedback loops should be treated as
first-class entities in the architectural design and analysis [15, 73]. Likewise,we know
from the agent domain that conflicting goals require our attention when designing
the agents. Consequently, when multiple awareness and expression links overlap or
compete, a suitable approach to study such phenomena at the architectural level is
required. However, such an approach is lacking although the concepts introduced in
Chap.5 already go beyond the state of the art (e.g., [44]).

Particularly for emergent architectures, means to ensure the runtime detection and
resolution of conflicts are required as such conflicts cannot be necessarily anticipated
and addressed by construction. Here, an additional problemmay occur since not only
feedback loops may compete, but cyclic networks of awareness and expression links
may require means to ensure convergent behavior achieving the goals. Addressing
such problems at the architectural level is further complicated as abstraction may
lead to spurious cycles (cf. Chaps. 5 and 6), which requires to identify the right level
of detail to identify and understand such problems.

Another challenge is to achieve collective self-awareness from individual self-
awareness of subsystems. Here, the main question is how the self-awareness at the
collective level can emerge from behavior and self-awareness at the individual level.
A related challenge is to identify and control the impact of changes in individual
self-awareness on collective self-awareness. How can such effects be addressed at
the architectural level such that the envisioned self-awareness at the collective level
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is achieved? Finally, it remains an overall challenge of how to translate the answers to
the above questions into concrete architectures for collectives of self-aware systems
that feature the targeted self-awareness levels and can meet their high-level goals.

(4) Dynamic Architectures

Challenges that apply to individual and collective self-aware systems concern the
dynamic architecture; that is, the architecture may dynamically change as a result of
either external changes or self-adaptation/self-expression. A first challenge is that we
lack a notation that is able to capture the architectural dynamics in a comprehensible
manner. Furthermore, it is a major challenge to rule the dynamics at the level of
individual systems as well as at the level of collectives such that the self-awareness
and self-expression mechanisms are able to cope with the dynamics. Moreover, the
coherent behavior of individual systems in a collective is crucial since each system
may evolve independently without any joint, overall management.

Capturing Dynamics: The proposed notation allows us to model static or snap-
shots of architectures that show the static existence of self-awareness. However, an
architecture can be dynamic by supporting structural changes [59]. The notation
proposed in Chap.5 lacks concepts to make the dynamics and the variability of the
architecture explicit. Moreover, it lacks concepts to describe and understand the
impact of such dynamics on (the existence and evolution of) self-awareness.

Therefore, the challenge is to cover the architectural dynamics of an individual
self-aware system, which concerns the establishing of self-awareness, for instance,
when prereflective or reflective modules dynamically join or leave the system. In
this context, the generalized external approach that separates the reflecting from the
reflected modules (cf. Chap. 6) seems to be better suited for handling dynamic cases
since it can employ centralized reflection to learn global models of the prereflective
layer and hence, it can have global knowledge of this layer and observe its dynamic
changes. In contrast, the generalized internal approaches often rely on a precoded
wiring among the modules, which might limit the dynamics to local changes. For
instance, an architecture adopting the generalized external approach can address
such dynamics by employing architectural-awareness models of each prereflective,
reflective, meta-reflective, meta-meta-reflective layer, etc. (cf. [76]). In addition, to
control the dynamics of each layer, behavior models specifying the architectural
dynamics seem to be necessary (e.g., [16]). However, it is not clear whether the ideas
of such approaches are generically applicable or whether they are applicable only
to specific styles and domains with their implied architectural restrictions such as a
strict layering of modules. Generalizing and applying such ideas to other styles and
domains are worth investigating.

Moreover, the variability in the architecture of self-aware systems should bemade
explicit to span the solution space, which can be explored and even extended by self-
awareness and self-expression. However, this inherent architectural aspect is not
addressed by the concepts we proposed in the previous chapters. An extension to
these concepts is needed and feature models can be a starting point for that.

In addition to a single, dynamically changing self-aware systems, the architectural
dynamics of a collective self-aware system is a big challenge including questions of
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how to dynamically adapt and evolve such a collective to the changing goals, self-
awareness levels, internal resources, and execution environment, and of how to ensure
a coherent behavior of collectives when individual subsystems change.

(5) Other Challenges

Finally, there are aspects and related challenges that we do not address at all with
the architectural concepts discussed in Chaps. 5, 6, and 7. For instance, we neglected
the aspect of integrating legacy software, enabling reuse, and supporting particular
domains with their specific needs and limitations.

The integration of legacy software with its architecture, respectively, used mid-
dleware/framework is challenging because of having to provide reflections on it.
The proposed architectural concepts consider either explicit reflection interfaces or
the direct access to the internals of a modules to realize computational reflection.
Integrating a legacy software into such an architecture imposes the challenge that the
architecture of the legacy software might adopt a different style and does not provide
a compatible mechanism to reflect upon it.

Furthermore, to enable reuse, some approaches advocate using a generic adap-
tation mechanism offered by the middleware and only encode the possible solution
space and optimization criteria (e.g., MUSIC as discussed in Sect. 8.3.3). How can
we cover such approaches at the architectural level—to benefit from the reuse—
without embedding the infrastructure/middleware in the architecture? On the other
hand, approaches such as Rainbow [32] advocate architectural frameworks that pre-
define large fragments of the architecture and thus restrict the design space of the
system. What is the appropriate granularity of reuse that still provides the freedom
to explore architectural choices for individual systems depending on the domain?

Finally, domain-specific extensions are required to address the additional con-
straints and requirements imposed by a particular domain. To realize self-awareness
for cyber-physical systems (cf. [16]), sensor networks, or Internet-of-things scenar-
ios, typical domain-specific aspects are predictable real-time behavior, safety issues,
or severe resource constraints. For enterprise application, besides the computing part,
also humans in the loop play an important role. How can we develop and integrate
such domain-specific extensions into a generic framework for self-aware systems?

8.5 Conclusion

In this chapter, we reviewed the state of the art concerning self-aware computing
systems with the particular focus on the software architecture. Particularly, we com-
pared state-of-the-art approaches with the fundamental architectural concepts for
self-aware systems (cf. Chap. 5), the generic architectures for individual self-aware
systems (cf. Chap. 6), and the generic architectures for collectives of self-aware
systems (cf. Chap. 7). The approaches we included in the comparison are either ref-
erence architectures or architectural frameworks and languages for software systems
that share similarities with self-aware computing systems.
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The comparison of the proposed architectural concepts with the state-of-the-art
approaches demonstrated that the concepts are helpful and oftentimes allow us to
make explicit or at least to emphasize specific aspects relevant to self-awareness.
Existing reference architectures or approaches often only support such aspects
implicitly, for instance, by assumptions. For example, the MAPE-K reference archi-
tecture keeps the knowledge part abstract, while we detailed this part. More specifi-
cally, wemade the awarenessmodels explicit and further linked thesemodels to spans
and scopes to denote the self-awareness and self-expression in the architecture.

Moreover, in contrast to the reference architectures and approaches that usually
suggest a rather specific architectural style, the proposed concepts support modeling
architectures of a broader spectrum ranging from layered architectures with a sin-
gle centralized self-awareness module to those architectures where self-awareness
emerges from the coupled operation of several modules at the level of an individual
system up to the level of collectives of systems.

Based on the comparison,we identified open challenges. These challenges showed
that the proposed concepts for awareness and expression links are too limited since
they do not address analyzing cyclic links, specifying detailed semantics of such
links, as well as capturing static knowledge and uncertainty. Furthermore, additional
challenges relate to the trade-off between the power of self-awareness and self-
expression and the need for encapsulation for reflection as well as to the design and
analysis of separating self-awareness and self-awareness concerns. Another group
of challenges pointed out the need to address architectural dynamics that result from
either external changes or self-expression. Finally, we sketched aspects and chal-
lenges that we completely neglected with the proposed architectural concepts. These
aspects are legacy software, reuse, and domain-specific extensions for self-aware
computing systems.

As future directions, we suggest approaching the open challenges as well as
conducting studies to obtain more practical experience with developing architectures
for individual and collective self-aware computing systems.
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Chapter 9
Self-modeling and Self-awareness
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Abstract The purpose of this chapter is to discuss why self-aware systems must pay
special attention to self-modeling capabilities, clarify what is meant by both strong
and weak self-modeling, and describe some of the defining characteristics of self-
modeling. This chapter is also about self-management via run-time model creation
by the operational system, explaining why systems need to build models at run time,
what phenomena they need to model, and how they can build models effectively.
A system that is expected to operate in a dynamic environment needs to be able to
update and occasionally dramatically change its models to maintain synchrony with
that environment. We describe several example systems, one rather extensively, to
show how the notions apply in practice.
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9.1 Introduction

In this chapter, we explain why we think that self-aware systems must pay special
attention to self-modeling capabilities, that is, approaches that the systems can use
for building and managing their own models of themselves and their operational
environment. These approaches may be as difficult as making choices of what phe-
nomena they will need to model, and choosing modeling methods accordingly, or as
seemingly simple as parameterizing models from a much more limited class provided
by the designers. We define strong and weak self-modeling and describe some of the
defining characteristics of self-modeling. We describe several example applications
and other systems, one rather extensively, to tie these seemingly abstract definitions
to particular implementations and applications.

We want to stimulate a general discussion within and among the communities
that study self-modeling, including autonomic computing [25], models@run.time [9,
19], architecture-based methods [12], software engineering [18], and many others.
When the designers have to provide all models to a system, it undercuts its ability to
adapt and to operate within new environments (or surprise us with new perceptions
or understandings). This chapter defines a collection of considerations and some
methods that can be used by the system at run time to model aspects of its operational
environment, its own behavior, and concept of operations (how the system is expected
to be used by its operators/users/peers, if any).

We do not assume that the system models all aspects of itself or the situation, or
even any particular aspect.

We are also especially interested in advanced mathematical methods, such as
occuring in data mining, to add new attributes. The self-models are not (usually) the
ones we human designers use to model the system; they are the ones the system itself
uses to build and analyze its situation and behavior. This chapter will describe some
of the new mathematical methods that can be used to produce new candidates for the
following aspects of models: model attributes and relationships, system structure and
behavior, the retained knowledge, archived and mined, to discover new relationships
and patterns, situation awareness, and entities. As the level of self-awareness rises,
we expect more of the modeling that supports self-awareness and self-adaptation
will be undertaken by the system itself.

9.1.1 Self-modeling

As in all modeling, self-models can be implemented in a wide variety of styles (e.g.,
rule-based, mathematical, logical, simulation, and other analogies). Indeed, there are
many definitions and opinions as to what should be labeled a “model.” Self-models
are distinguished from others by the following properties; if all of these characteristics
are present, we call the self-modeling capability “strong.”
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1. The system element (which can be an entire system, a subsystem, a component,
or a temporary grouping of components) has access to the content and the results
of any self-models for the purpose of supporting decisions/actions within that
system;

2. The system element uses the self-models to self* (self-control, self-manage, self-
heal, self-organize, and so forth);

3. The system element can change the models beyond updating data (where strong
implies the additional ability to add or change new parameters, add or change
objects, add or change rules, add or change algorithms, etc.);

4. The system element can change what context and use it has for the self-models;
it shares the goals for the models with human codevelopers [6] and;

5. The system can reason about its own resources and performance.

To these capabilities, we add that it is very important and very useful to have these
additional features:

1. Methods for sharing both the results and the process for determining results
(up to whatever given level is desired by human engineers) with both human
engineers/users/developers and optionally with other systems/agents, etc.;

2. Methods for self-testing and verification; and
3. Methods for learning, feedback, and self-improvement.

The above characteristics all depend heavily on instrumentation of several sorts:

1. Self-instrumentation so that the system can reason about its own behavior at a
granularity effective to its current goals; the ability to change this granularity
dynamically is important.

2. Feedback mechanisms that gauge the effectiveness and performance of its actions
and application of resources, both on its own internal resources and that may exist
in the environment. It is also important to have ways of measuring the desired
(and undesired) impacts on the external world (objects and situation).

3. Explicit evaluation criteria on the success of its processing/learning/reasoning.

Clearly from the above statements, self-models and self-modeling are to be distin-
guished from the automated models that may be built by a system for the purpose of
monitoring system performance that are usually intended for review by a human user.
The biggest difference with classical models, built to monitor, for example, some per-
formance or state metrics (e.g., network traffic and energy consumption), is that these
systems ordinarily have rigidly specified goals for the use of such models, less con-
nection to a diversity of reasoning mechanisms and potential actions/decisions that
can result and, perhaps most importantly, do not allow the system itself to change or
modify these goals, reasoning methods, and action mechanisms. For adaptive behav-
ior and the ability to cope with complex environments, we believe that it is critical to
have dynamic self-models that the system can change autonomously (up to a designer-
specified point). These self-models in fact can improve the ability of human users to
monitor and suitably control complex systems or agents because such models have
the capacity to compactly represent a great deal of system state knowledge, enriched
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with the system’s current reasoning or planning. The system’s current reasoning and
planning may include such important information on the system’s viewpoint as its
representation of the user or designer goals, more up-to-date information on the sys-
tems current resources, and how it intends to use its resources to map itself to its
perceived operational environment. It follows that even though we are emphasizing
self-modeling, that is, modeling of the system by the system, this capability presents
new opportunities for having models that are of immediate relevance and use by
human users working with the system.

9.1.2 Motivation

Self-aware and self-adaptive systems need the ability to build models of many types,
because no designer will be able to provide a priori all the models needed for any but
the most limited environments, or for changing among sets of operational environ-
ments. These models, built from the point of view of the system itself, include models
about the situation, the external environment, potentially other agents in the external
world, the potential goals and mission given to the system by external institutions or
agents, and most critically, the states and current limits on its own resources (e.g.,
sensors, effectors, and reasoning processes).

In any system of even modest complexity, it is impossible to save all information
collected by and known to the system as it operates. Models summmarize prior
results, but emphasize various aspects of those results. It is therefore useful to have
multiple models at varying levels of granularity and to focus on different aspects of
those results in order to provide the most useful view of both results and experience
(experience of both the system or component itself and its designers).

Though we can instrument any engineered system for external monitoring, a
system will always have quicker, more continuous, and potentially more relevant
access to its own internal state. Because the system itself has unique and immediate
access to its own internal state and current activation of reasoning and planning
mechanisms and other resources, there is an opportunity to have better, more accurate,
and more current models of its own state and models of its abilities to execute any
given goals and tasks. This is especially true when we want the system to adapt, as
much as it is able to, to new requirements, contexts, and situations. Unless the system
itself can change its own goals, contexts for usage of resources, models, and reasoning
processes, it will inevitably be slowed down by the lag time in communication, in
human decision processes and updates, in human intervention and review, and in the
lack of knowledge and insight of its human developers. This lag by humans can occur
because of such factors as distance (e.g., as is common in space systems or even in
downtown surveillance systems in cities), complexity (e.g., system of systems such
as emergency response [5], or smart cities), timing requirements (e.g., flight control
systems), or unknowns in the operational environment (e.g., surface of Mars).

We believe that self-modeling is one of the differentiating characteristics of self-
aware systems, because models seem to be the most convenient operational approach
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to retaining and using the knowledge of self that is essential for self-awareness.
However, as we describe below, these models may be of many types, including rule
bases and knowledge bases of different forms, as well as explicit object models,
graphs, and other mathematical models.

As we expect with human development, early models are replaced over time
with more sophisticated models and modeling processes. We assume that human
developers provide initial models, and even early refinements and adaptations as
the system are used, but we expect that the systems will take over their own model
refinements eventually.

9.2 Background

There is much relevant work on the issues of self-modeling, which draws from many
subject domains. Artificial intelligence, psychology, cognitive science, and ethology
provide us with many examples of self-modeling as done in natural systems, by
both humans and animals (see Chap. 3 for an overview of self-awareness concepts).
In biological systems, important properties of self-modeling are supported by play
and exploratory behavior, as well as many other perceptual, cognitive, and acting
capabilities. Model building is also seen in even primitive animals, as described in
ethological and behavioral studies. Some of these model-building processes have
been successfully modeled or used to limited extents in computational systems. The
next subsections provide some examples.

9.2.1 The DDDAS Program

The following is an example of how to dynamically update data in a model so that a
model can be more current; this of course is a first step to much more sophisticated
self-modeling. Data-driven dynamic application systems (DDDAS) were first devel-
oped by a US National Science Foundation program under the direction of Frederica
Darema [13], in order to address the very important challenge of how models could
be dynamically updated with current information that was then used by the system
to better direct the next data collection and computations of the system. One class of
examples focused on firefighting models [34]. In forest fires, there are very complex
reasons for a shift in the pattern and direction of a raging forest fire, but correct
prediction of such shifts can not only redirect scarce resources, but also save lives.
Early models were hindered because even excellent computational models of forest
fires have an enormous amount of uncertainty, due to variations in local conditions.
Therefore, it is very important to incorporate whatever ground information is avail-
able to the models to update the position and direction of the fire. In DDDAS mod-
els, the position and characteristics of the fire are updated as much as possible from
any ground sensors and aircraft sensors. Then, instead of trying to measure the local

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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conditions (an essentially impossible task), the system infers them from the observed
behavior of the fire, which then not only updates the position of the fire and its rate
and characteristics, but also prioritizes and directs what sensors and information it
needs next.

One of the difficult challenges in DDDAS research was to do more than fitting
model parameters to an observed behavior, but rather to do real-time updating of the
model structure. Of course, time constraints limit the effectiveness of anything but
incremental updates. To that end, a meta-model could be used to enforce appropriate
constraints, limiting any search processes to a priori acceptable regions, and suggest
appropriate modifications in those regions [24].

9.2.2 Models@run.time

Another community, which can be connected to self-modeling, emerged from model-
driven software development (MDSD). The principal idea is to utilize design-time
models—starting from goal models derived from requirement analysis up to detailed
structural and behavior models—to generate implementation artifacts and thereby
to reduce the engineering costs of software systems. To reach this goal, a variety of
techniques has been researched, e.g., model transformations and model analysis, to
name but a few.

The models@run.time community pushes this idea to the run time of (software)
systems by promoting the use of MDSD techniques at run time. The two key prin-
ciples for models@run.time are as follows: (1) a run-time model, which reflects a
certain aspect of a running system for a given purpose, and (2) a causal connection
between the running system and the run-time model [9].

Thus, models@run.time represents a part of self-modeling, since a self-model
represents part of the system’s current state. In contrast to self-modeling, the focus
is not how to empower systems to autonomously create, manage, and use models
of themselves, their environment, and the interaction between them. Instead, mod-
els@run.time focuses in particular on the questions of how to realize the causal
connection between the running system and the run-time model and how the run-
time model should be characterized, but not on the process of creating the model.

9.2.3 Situation Awareness

The situation awareness community [5, 10, 14] has many important examples of
systems with dynamic modeling capabilities that are used in processes to continually
improve the ability of a system to reason about a given environment for the purpose
of whatever goals and tasks it has been given with respect to that environment. These
systems also show the ability to modify some of their objectives and goals. Here, we
are using the term “situation” in the technical sense [3], where a situation includes
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at least the elements that define what we identify as a situation, e.g., objects, events,
people, systems, historical and environmental factors, and their current states, e.g.,
locations, conditions, modes, and actions.

When we add self-awareness to situation awareness, the system is not simply
trying to find out what is going on in its environment; instead, it is trying to find
out how those changes relate to and impact its own intentions and capabilities. That
requires the system to be able to simulate the future effects of those changes, at least
in the near term, and to evaluate their impact and assess their utility.

9.2.4 Reflection

Building reflective architectures has given us experience in building reflective
processes that reason about a sensor, a computer program, and a strategy or a situ-
ation, and many of these reflective processes require the use of models. Within the
context of building reflective architectures, we have gained some experience into
what self-modeling means and how one might build at least some early forms of
self-modeling capabilities [7, 28].

In 1987, Maes [30] defined and implemented “computational reflection” as “the
process of reasoning about and/or acting upon oneself.” Computational reflection is
an engineered system’s ability to reason about its own resources, capabilities, and
limitations in the context of its current operational environment. Reflection capa-
bilities can range from simple, straightforward adjustments of another program’s
parameters or behaviors (e.g., altering the step size on a numerical process or the
application of rules governing which models are used at different stages in a design
process) to sophisticated analyses of the system’s own reasoning, planning, and deci-
sion processes (e.g., noticing when one’s approach to a problem is not working and
revising its plan). To be considered as such, the reflection processes must include
more than the sensing of data, monitoring of an event, or perception of a pattern;
they must also have some type of capability to reason about this information and to
act upon this reasoning [5, 7].

The Wrappings approach is one way to implement computational reflection and
self-modeling systems. In continuous development since 1988, the approach grew
out of work in conceptual design environments for space systems which had hundreds
of models and computational components [4]. It amounts to a radical rethinking of
the architecture of a running system [27]. The Wrappings approach uses both explicit
meta-knowledge (the Wrappings, typically defined in one or more knowledge bases)
and recursively applied algorithms to recruit and configure resources dynamically
to respond to “posed problems” to the system by users, external systems, or the
system’s own internal processing. The ProblemManagers (PMs) are algorithms that
use the Wrappings to choreograph seven major functions: discover, select, assemble,
integrate, adapt, explain, and evaluate.Discovery identifies new resources that can be
inserted into the system for a problem. Selection decides which resource(s) should be
applied to this problem in this context. Assembly is syntactic integration and helps set
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up selected resources so that they can pass information or share services. Integration is
semantic integration, including constraints on when, why, and how resources should
be assembled.Adaptation helps to adjust or set up a resource for different operational
conditions. Explanation is more than a simple event history because it provides
information on why and what was not selected. Evaluation includes the impact or
effectiveness of a given use of this resource. The Wrappings “problem-posing” has
many benefits, including separating problems from solution methods and keeping
an explicit, analyzable trace of what problems were used to evoke and configure
resources. Because all of the resources are Wrapped, even the resources that support
the Wrappings processing, the system is computationally reflective: It can reason
about the use of all of its resources [28].

9.3 CARS: An Extended Example

Wrappings is being used in computational architectures for reflective systems
(CARS), an experimental test bed of robotic cars built in partnership with students at
California State Polytechnic University, Pomona [7, 26]. The development of self-
models, the dynamic substitution of different operational goals and strategies, and
adjustments in the uses of sensors and other resources are key parts of how the robotic
cars (agents) will be able to participate in four very different types of simple games
with the same control infrastructure, as well as adjusting for sensor and component
failures. The test bed is experimenting with four games:

1. Follow-the-leader (replicate the trajectory of another with relatively constant dis-
tance or time headway);

2. Tag with a pursuer (“It”) and evaders;
3. Soccer practice (cars cooperate to bump a ball into a goal); and
4. Push the box (cars must synchronize to push an object that is too large and

unwieldy for any one car).

These games have been purposely designed to require a broad range of different and
even conflicting game-playing strategies.

The flexibility of the Wrappings approach provides multiple entry points for reflec-
tive processes. Given a goal, purpose, or function, a reflective process uses sources
of information to do some action, make a decision, or create data that is used by
other processes. The goal or function for that reflective process could be built in
during design time or assigned dynamically to that reflective process by other pro-
grams. It may be in continual use, or it may be recruited or evoked only when certain
resources are active or particular conditions exist. The sources of information can
be data sets (historical or current), sensor output, internal monitors, other programs’
results, and context models. The reasoning process for reflection can be done with
an algorithm, decision process, rule base, cognitive model, or planner. The resulting
actions are myriad, but include sending messages, setting program or context para-
meters, recruiting new components, initiating new processes, or instigating a replan
or undo process.
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Fig. 9.1 Sample car

The cars (agents) in the test bed have different capabilities (e.g., different sizes and
shapes, kinds of sensors, engine capacities, and turning ratios). Each car has various
sensors, such as video, gyroscopes, magnetometers, accelerometers, wheel or other
sensors used for distance traveled, bumper pressure sensors, ultrasound ranging, and
infrared sensors. An example of these cars is shown in Fig. 9.1.

In the CARS test bed, we are exploring the different roles of reflection by devel-
oping initially four major types of reflection processes that differ primarily in their
scope of responsibility: R1 is a reflection on an internal or external sensor; R2 is
a reflection about the use, behavior, and performance of a software program; R3
is a reflection on a global characteristic of the system; and and R4 is “a consis-
tency checker” that integrates several other reflection processes. For example, in
the CARS test bed, some R2 processes are deciding whether the software programs
called “game-playing strategies” are working well enough in the current game con-
text for a specific agent. A strategy is a program that includes a set of rules for playing
a game and a reasoner for how to apply these rules to the current game situation.
Each agent modifies the parameters of the strategies based on their own capabilities
(e.g., their own turning ratio, maximum speed, fuel efficiency, and remaining fuel).
Examples of CARS “Tag” strategies include the following:

1. a strategy to keep moving so that one keeps all cars at a distance,
2. identify “It” and hide behind other cars (always keep another car between yourself

and “It”), or
3. the energy-minimizing strategy: wait until “It” appears to be approaching you

before you move.

The R2 actions include adjusting parameters to the current strategy or posing the
problem to select a new strategy.
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Each car must actively explore the limits of its own specific capabilities within
its environment, a process we call “active experimentation” [5, 8]. To accomplish
this, the system must have safe places to “play” and to therefore build the experi-
ences that produce the self-models needed by its reflective processes [8]. Animals
invest energy and time in “exploratory behavior” (learning their environment) and
“play” (exploring one’s own capabilities within that environment) instead of adopt-
ing the usual engineering approach of shutting off processes to conserve resources.
Clearly, biological systems find value in such experimentation that compensates for
the investment of resources.

We thus claim that a system and its agents need ample opportunity for integration
of resources within realistic operational environments and with realistic interactions
with other entities within that environment. This type of experimentation purposely
tests how well certain game-playing strategies fit with an individual agent’s own
capabilities and is in imitation of the type of self-discovery with which a young child
learns how fast they personally can run in water, on sand, or on grass. The agent uses
this information to build self-models and to refine game-playing strategies to match
its personal capabilities. At the moment, the primitive model-building capabilities in
CARS are mostly parameterized templates provided to the agent and adjusted during
active experimentation; the parameters (such as turning radius or speed uphill) are
in turn used in planning, reasoning, and reflective processes to decide which game
strategy will be used in a given game situation. We intend eventually to go beyond
such self-parameterization capabilities to enable the system with powerful methods
for building new models.

The above description of implementing some basic reflection processes in CARS
exemplifies several general principles for reflective architectures. First, there are
many types of reflection. There is no single centralized collection of “self-models.”
However, there is also not a one-to-one mapping between the number of reflective
processes and sensors, effectors, or processing elements. Instead, one uses critical
functions, requirements, and process entry and exit points to decide where to place
the reflective processes. Inserting reflection is an engineering decision depending on
requirements (the nature of the decisions and the quality and timing of the perfor-
mance needed) and the complexity of the system. The lessons learned from biological
systems should encourage us to invest enough in instrumentation and reflection to
benefit from having many direct and indirect sources of feedback and information.

Play times also offer opportunities to explore responses to unexpected conditions.
Such experience is critical to developing trustworthy complex systems, especially
autonomous or partially autonomous ones. Because of scale, a complex system can-
not test all possible external data conditions with all integration paths, nor analyze all
possible side effects. When we add systems that are relatively open or have require-
ments creep or changing contexts, missions, or technologies, there will never be
a chance for the system to do a complete self-discovery and testing. Any design
approach for such systems must have two capabilities. First, there must be a strategy
for performing continual verification and validation (V&V) [15]. If we allow the
system to perform an active role in this continual self-verification and validation,
then this continual V&V can be directed by the system to correspond to its most
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recent experiences and challenges. For example, it can purposely instigate new self-
tests or sets of previously constructed benchmarks to correspond to the addition of
a new component or a new relationship with another agent. Through non-directed
“play,” the system can also institute additional tests when it has failed to perform as
expected. Second, because no testing will ever be complete, at any given moment,
the system must have a robust set of favorite behaviors that it can execute when it
needs more time to devise a more specific response. This strategy of “buying time”
in a safe configuration is akin to several biological strategies [7]. A weak version of
biological strategies exists in technical systems, with an example being “safing” of
spacecraft should some anomaly occur.

Deciding, based on experience, what to incorporate into the models developed
by a self-aware system requires pairing the results of experimentation with sophis-
ticated cognitive processes. In the next section, we briefly examine some modeling
truisms that are especially relevant to self-modeling and then describe how existing
computer capabilities and processes both support this self-modeling and also provide
opportunities for incorporating advancements that will lead to them becoming part
of the powerful repertoire of self-modeling mechanisms.

Our current plan is to use active experimentation to provide extensive raw data
for correlating an agent’s own capabilities to different operational environments and
then to enhance our current methods with the use of advanced data mining/learning
algorithms (as described in Sect. 9.5) to help discover new relationships and vari-
ables/vectors of interest. To address this challenge, we must deal with representations
and language, which we discuss later in Sect. 9.6.

However, we must always keep in mind that modeling failures can and will occur
[33]. In our experiments on deducing terrain from movement, we the designers did
not realize that the wind had a significant effect on that movement, so the initial and
derived models were incorrect and could not easily be fixed. We do not yet expect our
systems to identify “unmodeled phenomena,” to study them and create wholly new
models, so we must expect the designers to verify that the initial models at least have
the appropriate set of phenomena, even if their parameters and some interactions are
not known at design time.

9.4 Modeling Issues

Many seemingly minor modeling issues especially impact self-models. Whether a
complex system is self-aware or not, such systems will each have a repertoire of
modeling styles that it recognizes and that it can extend or build new instances of.
It also will need processes to decide which style it will use for what data and for
what goals/purposes. Even what one think of as “simpler” systems often have much
more diversity of models than one might first think, especially when one considers
the ways in which data is structured for that application, decisions framed, rules or
logic incorporated, and algorithms set up or results presented.
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9.4.1 Modeling Questions

We start with a common set of questions relevant to all models and then specifically
ask what is different when we address self-models. The purpose of this section is to
stimulate the reader to consider many aspects of building models that are currently
done by human labor; the challenge for us here is to discover approaches for both
automating these aspects and assessing the benefits and costs of doing so.

A common suite of questions about models are

• Models are What?
• Models for What?
• Models of What?
• Models from What?
• Model assurances.

In the rest of this section, we discuss each question in turn.

9.4.1.1 Models Are What?

Starting with the first question, “models are what?” in the most general sense, models
are abstractions of phenomena, emphasizing some aspects and ignoring or simpli-
fying others. A self-model, like many other domain-specific and system models,
describes what the system can do and cannot do, but it does so from the point of
the view of the system itself (as in the Dirty Harry quote “a man’s got to know his
limitations” [16]).

A model definition is complete, and the model is well-defined, if it can be examined
or exercised without reference to any other source information outside the definition.
This is especially important in the case of self-models and autonomous systems. In
many cases, meta-knowledge about the assumptions, limitations, and correct appli-
cations and contexts for use of a given self-model must be available to the system in
addition to the self-model, so the system can make proper use of it.

9.4.1.2 Models for What?

As far as the second question, “models for what?”, models can be prepared for dif-
ferent purposes. In the case of self-models, we are most interested in the use of
models for adaptation, performance improvement, explicit policy representation and
management, and system maintenance. Self-models can be used for system modifica-
tion and behavioral adaptation via either existing rulesets or learning for adaptation
to changed conditions or changed capability. They can be used for improvement
in performance, when there are appropriate instrumentation (external and internal)
and suitable metrics, such as energy consumed, time spent, or even more abstract
measures such as degree of safety.
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Self-models can be used to enforce policy, such as the constraints on the allowable
solutions generated by the planner for a robot interacting with humans (e.g., keeping
a certain distance while crossing a room) or for the management of trade-offs and the
optimization among competing parameters (e.g., weight and cost, speed of response,
and quality). That trade-off space is a map from courses of action to results, which can
often be predicted using simulations of hypothetical but possible situations. These
models need a good representation of the likely environmental responses, to make the
computation more accurate. Much of this modeling can be done in advance, either
during design and integration or during periods of active experimentation, so that
the resulting map is almost known, and the computation of the likely futures is more
like a table lookup than a full-scale simulation.

Lastly, we are interested in the use of models for such maintenance functions
as model repair. Since system self-models are personal, they may be incorrect due
to limited perception. In some cases, as the system acquires more information, this
limited perception may be overcome by additional sources of input, while in other
cases, the system may have a repertoire of models that it can substitute into a new
context or situation. Still in other circumstances, another agent or system might
provide new models to the system or the human developers may have to intervene
by upgrading the models.

9.4.1.3 Models of What?

For the third question, “models of what?”, aside from modeling its own internal
state and current processing capabilities, the system can make models of the sys-
tem environment, as in situation awareness models, and incorporate into models any
knowledge the system has on the rules and policies impacting its CONOPS (concept
of operations; see below), and its operational context information. Context informa-
tion can include aspects of its environment, such as the amounts of radiation in its
operational environment or the time of day, as well as other agents and influences.
One key type of model for self-aware systems is how the system’s current state and
capabilities map into its plans and its environment. There can be multiple time and
space scales (minimal representable difference), to facilitate quick reasoning. There
can be multiple scopes (ranges of possibilities and domains of concern), to facilitate
the exploration of possible responses. There can be models of the focus of attention
(that is, which aspects of the environment matter more at the current time).

The system can make models of system internals, using computational reflection
to examine and affect behavior at many different scales. In the reflective architecture
approach used as an example in this chapter, we have long advocated using more than
one scale for reflection (as is done in biological systems [8]) and argued that reflective
processes must be local, to facilitate historical perspective as well as simplifying the
reasoning process.

These internal models will include many aspects, depending on the purpose for
the internal models. Hence, some of these internal models will include structure
(statics) and behavior (dynamics), which can be especially useful for planners. Often,
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they must include the system components (parts at a given level of detail) and the
interactions and interferences among them. Part of the self-modeling processes will
add new interactions and interferences as they become known. There can be models
of communication events, including the participants and the locations and times.
There can be models of action conflicts, so that the system can perform arbitration
among or merging of actions [28].

The system can make models of the CONOPS (concept of operations), which
describe how the system is intended to be used by its users within its planned opera-
tional environment. These models are important for explaining many aspects of use
that are not captured in part-whole models, policy models, or behavioral models. In
a sense, they are at the intersection of all of these other models. Some of the types
of questions they address are as follows: how the system is being commanded or
otherwise tasked, whether the interactions are peer-based, and where there will be
online tasks during operation or offline as initial goals. There may be a definition of
the expected use, though there is always a consideration about how well that is to be
trusted (systems have a long history of being used outside their design space).

The system can make models of its “activity loops” or parallel sequences of
processing steps (another important aspect used in reflection, reasoning, and evalu-
ation functions), including additional information recording the decision processes
used at each step and any failures that occur. This type of information can be used
with extensive instrumentation to engage in detailed anomaly detection, and even
fault detection, isolation, and recovery, and then predictively for fault mitigation or
prevention. In some cases, fault mitigation may include giving up on a goal or task,
accompanied by suitable reports to other agents or human operators. In this latter
case, it may be important to not just record the failed goal, but to actually model the
purposes and goals, so that the system can reason about what parts of a goal can be
accomplished or not and how to change a goal if possible.

It is essential in all of these models to decide what aspects of the modeled objects
(internal or external, abstract or concrete) must remain fixed or highly constrained
and what can be more variable. The variable parts become essentially the knobs of
change that the system can act upon in order to accomplish adaptive responses [6]
[8]. This strategy of “allowable variation” is well known in biological systems. For
example, in animal behavior, fixed action patterns (genetically encoded pieces of
rigid behavior) are interspersed with behaviors that are open to learning and adaptive
responses. As an example [36], there is a famous ethological story about the red
squirrel raised since it was born in a basement laboratory with no outdoor light to
indicate the passage of seasons. Even so, during its first autumn, when given a nut,
the red squirrel attempts to dig a hole in the linoleum floor, swish the nonexistent dirt
back over the hole with its tail, and tamp it down with its snout, while all the while the
nut has actually bounced along the linoleum into a corner. This is taken as a perfect
example of genetically fixed behavior, with the rationale being that red squirrels who
do not instinctively bury their nuts in the fall will not survive the upcoming winter.
However, this example of rigid behavior is punctuated by areas of no fixed behavior.
Hence, a red squirrel is dependent upon its experience and learning processes to
learn how to open nuts. The explanation for this flexibility is that an animal might be
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exposed to many new types of nuts in its life, and so there is an advantage to having
to learn how to open a nut so that it can take advantage of new food sources.

In a similar fashion, the designers of a system will have to decide what parts of a
system’s goals and functions they have mechanisms for the system to do itself, and
what parts they must prescribe in fixed models and processes. Hence, for any given
model of either external or internal objects and processes, the system uses the fixed
models and changes and maintains the variable models.

The simplest example of this implementation style can be found in any simple
control system, where the only variable parts of the model are the parameters, or in
CARS, where the game being played is fixed (for a certain amount of time), and the
collection of strategies changes as the individual agents learn how to play better. In
fact, a more general way to view this issue is as a hierarchy of timescales, each of
which is constant relative to the next. This approach has been shown to be effective
in many systems [1].

Eventually, we want it to have sophisticated enough processes to also create and
maintain new models. With the self-testing described above, there is also the possi-
bility of detecting a failure in a fixed model and reporting that so the designers can
either fix it and redeliver it to the system, or make it variable, so the system can take
over its operation. Over time, we would expect to learn how to take our fixed models
and make them variable enough for the system to take over its own operation.

9.4.1.4 Models from What?

The next question is “models from what,” that is, where do the models come from?
One can imagine that there are contexts in which the designer has built a rigid,

fixed self-model for a system that the system uses to make some decisions (a weak
kind of self-model, but since the system is using this model of itself to make decisions,
we still call it a self-model). Certainly, a more interesting case is when the design-
ers build an initial set of models for the system (representing what we, the human
designers and operators, know about what will be relevant to observe and to decide
in a given context) that acts as an initial starting point for the system which then has
processes for enhancing and modifying that model through experience, reasoning,
and learning processes. This, in primitive form, is the strategy shown in the CARS
example earlier, where the templates of parameters worth learning are provided by
the CARS designers. The most interesting case, of course, is to envision a system
that has the right processes to construct the self-model it needs.

In either of these two interesting cases, self-modeling is not exactly the same as
run-time model construction, unless the run-time model construction is the models
of parts of its own components, behaviors, or intentions. Run-time models often
are part of situation awareness, but self-models are part of self-awareness (which of
course includes situation awareness, but is much wider in scope).

For example, the camera handoff process in some autonomous surveillance sys-
tems [32] (see also Sect. 9.6.2 below) depends on the camera’s knowledge of its field
of view (which is a self-model), the phenomena in view (which is not, though it is
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a run-time model), and goals (what is the camera looking for, if anything). One of
the interesting challenges in self-modeling systems will be to blend the results from
the self-models that the system creates with the models of the system created and
provided from outside the system.

We would expect some of the provided models to be slowly varying models for the
hardware (to manage failures and other hardware degradation), more quickly varying
models for the software, and even more quickly varying models for the current state,
including models focused on failure identification. This multiplicity of relevant time
scales is a characteristic of some early robot models [1, 21].

9.4.1.5 Model Assurances

Finally, we need to know something about limiting the effects of applying the models,
in the form of “model assurances.” The designers need to be able to prove, or at least
demonstrate with great confidence, that the systems being constructed will not do
bad things. Of course, they would also like to demonstrate that the systems will do
good things.

The problem is that there are many uncertainties in models, because all models
are simplifications, because the system may be too complex for adequate testing,
and because the environment is always partly unpredictable and almost always com-
pletely uncontrollable by the operational system. When we add systems that can
change their operating models, we get to some serious assurance issues. We have
addressed some of these issues in our research on self-modeling systems [28], but
much more is needed in this area.

9.5 Data Analytics

We claim that advanced mathematical methods are essential to effective self-
modeling. One aspect of model building is the ability to incorporate new features or
patterns into a model, and to do that, first one has to discover them. Then, one has
to have other processes that help relate any discovered pattern or parameter to other
objects, situations, and actions. In this section, we describe using data analytics as
one way of finding out new patterns and features that might be incorporated into
existing models or used to formulate new models, and other advanced mathematical
methods to support our ability to relate such new patterns and results to existing ones.

9.5.1 Grammatical Inference

Perhaps the simplest and most easily applied of these methods is grammatical infer-
ence [22]. It is about producing a structural description of a sequence of events, based
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solely on the sequence that is observed. The process can be used for event pattern
discovery (to infer patterns that may be important) and for correlations with other
patterns to try to get a notion of what the environment is doing and will do. It can also
be used to discover the architecture of a running system [35]. The process itself is
simple: We assume that the data is made available as a sequence of events (really as a
merged collection of separate sequences of events, since we have to assume loosely
coupled parallel processes in most interesting applications). The purpose of gram-
matical inference is to identify behavior “tropes” in a sequence of discrete events.
Grammatical inference finds a set of descriptive rules, using several different creation
processes: The simplest two are finding common sequences and finding alternatives
that occur in a common context. These produce “series–parallel” grammars, but not
all context-free grammars (CFGs).

Theorems in the field say that even regular grammars are not recoverable using
only positive instances and that any context-free grammar is recoverable with enough
positive and negative instances. This poses a problem to any and all audit mechanisms
that only see what did happen, because they see no negative instances (i.e., things
that did not happen). Therefore, to make use of this process for self-aware modeling,
the negative information must also be gathered. This is a part of the purpose of active
experimentation.

The purpose of grammatical inference is to identify behavior in discrete events.
A useful aspect of the Wrappings approach is that it already defines behavior as a
sequence of discrete events within the system, along with the context in which it is
being done. It also has a description of why other choices were not made, which
gives us negative instances also. As in any engineering application, designers have
to choose some level of detail appropriate to the problem and the expected detail of
the results.

Structure building processes also need a few more inference rules to get more
interesting and complex grammars. Indefinite iteration is seen as consecutive rep-
etitions of a symbol (iteration with an explicit limit is very hard to detect without
an enormous amount of training data). With this added rule, this set of rules will
identify regular grammars. The last two rules are even more complex: Recursion
is the key to context-free grammars, and identification of appropriate context is the
key to context-sensitive grammars. There are far fewer theorems about grammar
recoverability in these cases.

There is a suggestion for a particular kind of observational modeling, using gram-
matical inference to determine patterns of recurring behavior and then using some
induction to define those “grammars” as (rule-based) programs. Then, continual
comparison of their predictions with the actual behavior provides an online check of
the correctness of that behavior. This is analogous to the Runge–Kutta 4.5 ordinary
differential equation solver, in the sense that there are two versions of the behavior
generator, used to assess the correctness of the results. This approach could be used
for the environment and the CONOPS models also, not just the self-model.
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9.5.2 Other Mathematical Methods

There are other advanced methods that will be useful and still others that may be
useful.

• Time Series Analysis: Kalman filter and analogs in other spaces; noise versus
clutter (clutter is structured noise; noise is assumed to be random);

• Fractal Dimension and Dynamic Mapping: regime change detection;
• Manifold Discovery: nonlinear maps; and
• Topological Data Analysis.

Some of these advanced mathematical methods can be used to build, assess, and
maintain models within these systems. Some of them may be too time-consuming to
use, for most purposes, but one of the biological strategies we have noted several times
in this chapter is the investment in longer-term processes. Hence, these mathematical
methods are like play and exploratory behavior, in that they are investments in the
system’s improved understanding and hence improved “positioning” with respect
to potential changes in its environment or in its tasking. Some of the data mining
methods that are currently done off-line by human analysts could be imitated in
self-aware systems by allowing background “continual contemplation” [29].

Clearly, time series analysis is already known to be useful, with Kalman filters
and analogs in other spaces to help the system distinguish fluctuations from trends
(transient changes from changes in character). Here, the designers have to make a
careful distinction between noise and clutter (for our purposes, clutter is a structured
and unwanted data; noise is assumed to be random).

Another measurement method that can be very useful is computing the fractal
dimension and dynamic mapping of a sequence of measurements, since that is known
to be able to identify a regime change. This strategy of using a fractal dimension as
a signature for a pattern of events has effectively been used in ethology, geology, the
analysis of SAR imagery [31], and recently network intrusion detection applications
[2]. This could be of great use in building self-aware models, by becoming an indi-
cator for a point at which the patterns change and the dynamic models have to be
rebuilt, since whatever processes governed the measurements up to that point may
no longer be relevant.

Analysis of long-term behavior of a measurement, what we call trajectory space
analysis, can also benefit from some advanced mathematical methods. In particular,
we can define a “trajectory” or “path” space using short sequences of measurements
that we call segments and collect many of them over time. Determining the appro-
priate length of these sequences is an important experiment for each application, and
again, active experimentation of some form can be used to determine even these (and
other) mathematical parameterizations.

The set of all collected segments lies in a tiny little subspace of the entire space.
Manifold discovery and related techniques, using nonlinear maps, can find that sub-
space and provide constraints on the coordinates in that subspace [11]. These tech-
niques could become an important method for discovering unexpected patterns and
new relationships that will go into the self-models.
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Finally, topological data analysis can be used to study the behavior of the trajectory
space at many scales simultaneously, but there have been as yet no definitive expla-
nations of what we can expect from these advanced uses of topology or examples of
results that are not easily discoverable some other way [37].

One of the critical points we would like to emphasize here is that complex self-
aware systems will need a repertoire of different analytic methods to build the dif-
ferent kinds of models they will need to use. Since these methods are relatively new,
there will have to be a great deal of experimentation by the system designers and the
system itself to learn which methods contribute most effectively to which purposes
for the models.

9.5.3 Supporting Processes

Many processes in current systems both support self-modeling and are good targets
for additional self-aware processes. As noted at the beginning of the chapter, there
are many strategies for implementing modeling processes and, by extension, self-
modeling processes. One major distinction in such strategies is where one places
the resources, such as the instrumentation, the reasoning and decision processes,
the monitoring programs, and data transformation procedures for turning data into
knowledge that impacts the self-models. One could in fact have generalized versions
of all of these types of resources for all system models, as well as specialized versions
of each of these types of resources colocated with a given component or subsystem.
Although it might be tempting to consider run-time, dynamic, and adaptive modeling
processes in systems as exotic and as being a new type of capability, in fact such
capabilities have been part of complex systems for a long time.

Consider for example the picture in Fig. 9.2 of a moderately complex system. The
architecture is based on the ELF loop (elementary loop of functioning [1]), a very
generic choice for reactive systems. The basic cycle goes from the sources of data
(live sensors, real-time queries from data bases, and results from other processing
systems, all marked “sensors”) to a set of programs that process this data (sensory
processing, perception), setting it into the appropriate formats for use by the rest of
the analysis and at the same time pulling out prioritized data for immediate actions.
This processed data goes to update the World Model (which is the system’s notion of
its current situation and environment, generally captured as models with interaction
and change rules), and to Value Judgement, which is providing plan evaluations to the
decision processes and the archives for long-term analysis. The decision processes
determine actions to be taken. All of these steps are about behaving in the present.

If we were to enhance this system to be self-modeling, then there would be addi-
tional links from each of the processing boxes into the sensor box, so that internal
behaviors would also be monitored and analyzed. The World Model would also
include a system model, an interaction model, and a model of the CONOPS (the
concept of operations, which is the definition of how the system is expected to be
used). These models would be used to affect the Value Judgements, by refining or
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Fig. 9.2 Self-modeling steps

adjusting goals according to the current situation, the decision processes, by changing
the data provided by the models and, more fundamentally, the manner in which the
models incorporate new data and modify themselves, and even the Sensory Process-
ing, since they may change what is deemed to be important, or even change the
manner in which data is collected from sensors and other data sources. In Chap. 10,
more strategies for enhancing self-awareness in current systems are discussed.

Hence, although we are focused in this chapter on defining methods to build up and
modify self-models, many of our current methods for transforming data into usable
forms, evaluating success in plans, and reasoning about results can be adjusted for
use in self-modeling self-aware systems.

There are engineering trade-offs for any mixture of these strategies. Parame-
ters considered will include requirements for the speed of local decision-making,
uniformity of processing, easing self-verification processes, diversity of specialized
processing required, and similar considerations.

9.6 Challenges

There are many challenges as we consider different types of self-models. For exam-
ple, based on the importance of play and exploratory behavior emphasized above,
how do systems build models without having any particular function or goal in mind?

http://dx.doi.org/10.1007/978-3-319-47474-8_10
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Clearly, in biological systems, experiences attach themselves to existing models, but
then in rather a mysterious process, they split off into new models. Hence, models
can also be driven bottom-up by the exploratory imperative that is ongoing and con-
tinual. This is related to the management of a suite of models of varying resolution
and initiative.

This exploratory imperative means that model building and pattern discovery can
occur without explicit mapping to a goal or purpose.

Even low-level data patterns can be considered as an early descriptive model
(since it supports knowledge building as in mapping a territory, etc.), though they
may not be particularly informative. But we must also emphasize how the data
patterns become increasingly stronger “models” when tied or mapped to semantics,
useful observations, or goals and actions. In increasing order, the levels we consider
are as follows:

1. Knowledge building patterns, pure description (CARS Example: blob detected
with relative movement);

2. Descriptive with some semantics tying patterns to objects, situations, contexts,
etc. (CARS Example: It does not seem to be moving by itself very much, but it
does occasionally change position);

3. Descriptive with semantics mapping patterns/observations to uses and purposes,
like affordances [20] (CARS Example: It is an obstruction that may allow pushing
and may allow hiding);

4. Descriptive model folded in with other existing models, extending those, adding
to prediction, but not predictive in itself (CARS Example: It is an obstruction that
could be part of an evasion strategy for Tag); and

5. Predictive model based on observations/patterns after experimentation, like the
wind example (CARS Example: It could be part of a deception strategy for Tag).

As the picture in Fig. 9.3 shows, sometimes one cannot get the modeling right even
with sophisticated modeling and human designers. Some situations are very hard to
predict; there are rare events that contradict the designers’ assumptions about possible
behaviors. In this case, the observations of other agents may become invaluable to the
individual system’s ability to discover new factors in the environment or to understand
what has happened to them and incorporate those new understandings into both
models and control actions. For external observers (humans or other systems) to help a
system’s modeling, it will need other processes and methods for communicating these
observations, reasoning about these observations, and incorporating any new insights
into the models and control actions. Aside from the use of external observers, another
very important challenge will be to develop in self-aware systems the equivalent of
what is done in space systems with “safing” behaviors or in animal systems with
“holding patterns.” These behaviors put the system in the best possible configuration
for the given circumstance. In the example above with the car driving up onto the
ball, the best the system can do might be to stop all its use of fuel by not trying to
drive and to issue an announcement that it will wait for help.
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Fig. 9.3 Unmodeled phenomenon

There are many other cases which can prove formidably difficult for both humans
and machines to learn from and model correctly. Another example drawn from the
CARS test bed was as follows [33]. In order to improve the ability of a car to play
the “soccer practice” game by being able to predict the path of the ball, some stu-
dents made a terrain map. However, the map computed from vehicle position and
inclination did not improve the ability to predict the motion of the ball. Furthermore,
videos of the ball trajectory for the same initial conditions were not the same. Even-
tually, the students began to understand that there was an unmodeled effect in the
environment: the breeze’s effect on a light ball! Unlike the example above with the
car driven up on the ball, this effect does not appear as a discontinuity in operation.
Could a combination of active experimentation, data analytics, and reflection and
modeling identify this case? Could modeling processes determine that one solution
for modeling (in this case, a simple polynomial extrapolation) was more effective
than a more advanced model?

9.6.1 Language as a Challenge

In the two examples above with the CARS test bed, the observations of potential
external observers or the new insights of a self-modeling system to its human devel-
opers need to be communicated somehow. But how do the words for these potentially
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new objects or patterns or occurrences come about? Our technical systems, whether
self-aware or not, must ultimately be monitorable and verifiable in their behavior
and processing by others. This implies sharing representations or language. But in
a self-aware system that is able to change its own models and even introduce new
parameters, how can it share terms with us? To address this challenge, we must deal
with some initial approaches for creating and sharing representations and language.
One very limited approach that we have started to explore for CARS is to let the
system generate arbitrarily a term for some new pattern or event that it has identified
(“umpyfromp” or “&*ˆ$”), but their definition initially is a collection of context
information that is made shareable with the human designer/user. Good starting
information could include the following: context information, current associations
with other co-occurring systems, agents, or components, and associations with what
goals or decisions were being addressed. With Wrappings, such information is auto-
matically generated in its internal control processes. The human can then look at this
information and perhaps say “oh this is a new variable called WIND” and add it with
suitable content and actions to existing or new models.

9.6.2 The i-Room

The phenomenon of noticing is one of the more mysterious capabilities of biological
systems. How can you notice something you were not looking for? This is clearly
an important capability for systems that have to operate in the real world. Building
systems that notice is an excellent application for self-modeling systems. One of the
most difficult issues in model construction is identifying significant events. We try to
build systems with sufficient sensors to detect conditions that we think are important
(especially the dangerous ones), but we cannot always predict all of them, and we
usually cannot afford all the potentially useful sensors (not just for cost, but also
weight and data processing time).

The i-Room began as a joint NSF project between The University of Southern
California (USC) and The Aerospace Corporation and then continued later with The
California State University at Pomona. In this project, detailed neurophysiological
models of how mammalian visual systems come to notice something [23] were
combined with traditional target identification and tracking algorithms, as well as
other computational methods for managing the deployment of multiple sensors [17,
32]. The mammalian visual attention system goes a long way toward providing
mechanisms that explain noticing, but only for the space of visual cues, not for
other domains. It is an active area of research to extend the noticing algorithms to
other domains, which is a matter of selecting good features and adapting the change
algorithms to them.

The biological mechanisms of noticing can be biased; their attention criteria can
be adjusted toward certain features (“look for a white truck” and “look for a motion
correlated with your own”) and then further adjusted by having the system also
assess what is significant or relevant for its own purposes in the current situation.
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Part of that is built in (like the parameterized models above), but we would like to
leave as much of that as possible to be discovered or determined. We are currently
examining an approach that selects information partly by associations of information
with decisions and actions needed by system and uses a suite of more powerful data
and information mining methods to detect unexpected connections.

9.7 Conclusions and Prospects

In this chapter, we have explained why self-aware systems must pay special attention
to self-modeling capabilities, clarified what is meant by both strong self-modeling
and weak self-modeling, and described some of the defining characteristics of self-
modeling. We also gave some examples of successes and limitations in current self-
modeling capabilities. We discussed several advanced end even new mathematical
methods and where they may be used for self-modeling, as well as a number of
current computational processes in complex systems that can be used to support
self-modeling. Lastly, we gave some examples of real-world situations (rare events
and unmodeled phenomena) that are formidably difficult, even for human beings to
understand and build models for them. In those cases, we offered some lessons learned
from biological systems in how they “buy time” and “safe” themselves and have
learned preferred behaviors to rely on in the face of enormously complex possibilities.
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Chapter 10
Transition Strategies for Increasing
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of Computing Systems
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Abstract In this chapter, we propose a methodology to analyse the different levels
of self-awareness present in distinct types of computing systems and architectures,
investigate the level of self-awareness that is already present in those systems and
architectures, and describe some transition strategies to increase the level of self-
awareness in these systems.

10.1 Introduction

Several types of computing systems and architectures exist and are largely used to
support different applications and domains. The level of self-awareness in these dif-
ferent computing systems and architectures may vary and can range from completely
self-aware systems to systems and architectures that do not implement any level of
self-awareness.
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Based on this variant level of self-awareness, and following from the definition of
self-aware computing systems provided in Chap.1, in this chapter, we (i) propose a
methodology to analyse the different levels of self-awareness present in distinct types
of computing systems and architectures, (ii) investigate the level of self-awareness
that is already present in those systems and architectures, and (iii) describe some
transition strategies to increase the level of self-awareness in these systems.

More specifically, the purpose of this chapter is to give readers from diverse
computer science communities an entry point for increasing the self-awareness in
their respective systems. We do this by pointing out the benefits that additional self-
awareness would bring to existing capabilities and systems. We then analyse some
systems in terms of their existing capabilities and viewpoints from a self-awareness
perspective and showwhich systems could already support self-awareness.We follow
by providing some high-level suggestions for design and implementation strategies
for transitioning to a more self-aware system.

It is not possible to provide an exhaustive analysis of the level of self-awareness
in all different types of existing computing systems. We analyse some systems and
architecture types that are mostly used and that provide a good range of possible
different levels. We do not focus on the communities closest to the main topic of this
book such as autonomic community, self-adaptive community, and organic com-
puting community. Instead, we focus on some other communities to show how their
respective systems could benefit from the concept of self-awareness.We complement
the systems discussed in Chaps. 1 and 3 and analyse self-awareness in legacy dis-
tributed systems (e.g. military and power systems), service-based systems, systems-
of-systems, and agent-oriented systems. Due to their current popularity and use, we
also analyse the level of self-awareness in some architecture types such as cloud
computing and pervasive computing. It is possible that some of these systems and
architecture types already have certain levels of self-awareness, but not necessarily
the communities associated with these systems know about these levels.

The remaining of this chapter is structured as follows. In Sect. 10.2, we present
an overview of the capabilities and functions of self-aware systems. In Sect. 10.3,
we define some questions to support the analysis of systems and architectures in
terms of the different levels of self-awareness and discuss about various systems and
architectureswith respect to these questions. In Sect. 10.4, we present some transition
strategies for self-aware service-based and multiagent systems. In Sect. 10.5, we
describe an example of how to use the transition strategies proposed in Sect. 10.4 in a
smart home service-based system. Finally, in Sect. 10.5, we present some conclusions
and open challenges.

10.2 Capabilities and Functions of Self-aware Systems:
An Overview

Considering the advantages that self-awareness can bring to computing systems,
many existing domains may gain from the introduction of self-awareness abilities
into their computing systems. This subsection aims to highlight the main capabilities

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_3
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and functions of self-aware systems, in order to help the extension process necessary
for endowing existing technologies, platforms, or frameworks with self-awareness
features.

We consider that a system capability represents an ability or a feature that is
desirable and useful in itself for achieving the system’s goals. For instance, self-
optimization, self-repair, self-adaptation, self-configuration, and self-protection are
all system capabilities that would help systems to better meet their high-level require-
ments. For achieving such capabilities, a system must implement a number of func-
tions. Such functions are essential building blocks for achieving system capabilities.
At the same time, if taken in isolation, such functions do not provide desirable or
useful system’s abilities. For instance, a system’s self-monitoring and self-analysis
functions are key to all of the aforementioned capabilities. Yet, if provided in isola-
tion, and without being combined with further functions such as planning, runtime
system modification, or logging, they would not help the system to meet its require-
ments.

Certainly, in many situations, the distinction between function and capability will
not be clear. We merely make this conceptual distinction here to help the discussion
on the advantages that self-awareness can bring at different system levels, in terms of
interdependent capabilities and functions. InSect. 10.4,wewill rely on this discussion
to identify the capabilities that may be advantageous to acquire for various domain-
specific systems; to indicate the capabilities that could be improved by introducing
self-awareness support; and to determine the additional functions that such systems
may need to introduce for these purposes.

The most common capabilities envisaged for self-aware systems include:

• Self-configuration;
• Self-healing, including self-correction and fault management;
• Self-optimization;
• Self-protection, including security insurance;
• Self-adaptation to internal, external, and goal-related changes;
• Self-documentation;
• Self-reporting.

Achieving the above capabilities requires support for various combinations of finer-
grained and sometimes interdependent functions, including:

• Self-monitoring and context monitoring, including other systems and humans—
these functions are required, in various forms and extents, for achieving most of
the aforementioned self-* capabilities;

• Self-modification, including dynamic reconfiguration, introduction/updating/
removal of components and subsystems, creation or removal of component
instances, relocation of instances on different platforms, and dis/connecting ser-
vices or component instances;

• Data analysis;
• Self-modelling, knowledge acquisition, learning—these are typical self-aware
functions, which may rely on finer-grained functions such as data monitoring
and analysis;
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• Planning and, more generally, finding solutions to problems;
• Reasoning about itself, about others, and about the environment—these are typical
self-aware functions;

• Communication with other systems or humans: negotiation, co-operation, usage,
and data sharing;

• Identifying the adaptations needed in order to conform to high-level goals—these
are typical self-aware functions.

As indicated before, most of the above capabilities and functions can, and have been
achieved and used successfully, in other computing domains, without self-awareness
support. Nonetheless, in most of these cases, self-awareness can help to improve the
range of conditions under which such capabilities and functions apply, as well as the
efficiency and the quality of their results.

In short, self-awareness can enable systems to exert their self-* capabilities within
a wider range of unexpected changes, for which hard-wired solutions are not readily
available. Here, self-modelling and reasoning abilities can ensure a faster and more
accurate diagnosis of novel problems and, hence, more appropriate adaptation solu-
tions. Moreover, learning abilities can enable a system to adapt its internal models
to changes and to learn from its mistakes, in order to tune and to extend the knowl-
edge of itself and of its environment. Consequently, the system’s knowledge and the
capability to reason on this knowledge can help to better predict the outcomes of its
adaptation actions, within particular contexts, that have not been tested before. This
can lead to achieving successful adaptations more efficiently, minimizing necessary
trial-and-error iterations or the need for expert human intervention. Finally, the sys-
tem’s awareness of its high-level goals is essential for its ability to find new adaptation
strategies or approaches to unexpected situations. Otherwise, the system can only
verify and ensure predefined constraints or optimize predefined utility functions.

In addition to achieving its goals successfully, a self-aware system can also help
its owners to understand its behaviour and to better administer its resources, environ-
ment, and goals. For example, it is possible to extract information from self-aware
systems about the reasons and motivations behind certain behaviours and the cases
where appropriate solutions to problems could not be identified or applied. This
information can be used to suggest external interventions such as adding resources
or updating the goals.

10.3 Computing Systems Analysis

In order to analyse the various systems and architectures of our interest, we have
defined some questions related to the definition of self-aware computing systems.
The process we used to define these questions was based on the independent iden-
tification of some questions by the authors of the paper, followed by a collective
analysis and discussions of the suggestions of each author. The results of these analy-
ses and discussions are the questions presented below. We have defined questions



10 Transition Strategies for Increasing Self-awareness in Existing Types … 309

concerned with the actions associated with data and information processing; knowl-
edge processing: learning, modelling, and reasoning; types of knowledge; and types
of actions. We present these questions grouped into four corresponding categories,
as follows:

Data and Information Processing

• Q1: What type of information can be gathered?
• Q2: When can information be gathered?
• Q3: What are the means for collecting information?

Knowledge Processing: learning, modelling, and reasoning

• Q4: What types of learning processes are available?
• Q5: What types of modelling techniques are available?
• Q6: What types of reasoning techniques are available?
• Q7: When is knowledge acquired (e.g. deployment time vs. runtime)?
• Q8: What are the means by which knowledge is acquired?

Types of Knowledge

• Q9: What type of knowledge is present in the system?
• Q10: What type of knowledge can be learned and how much can be learned?
• Q11: What type of knowledge can the system acquire?
• Q12: What is the scope (span) of knowledge (also with respect to time)?
• Q13: What is the scope (span) of the goal-awareness (also with respect to time)?

Types of Actions

• Q14: What types of actions the system supports (goal-oriented, social, self-
adaptive auditing, and reporting)?

• Q15:What types of runtime integration are supported (acting, knowledge process-
ing, information processing)?

• Q16:What types of integration are supported for the results of self-aware processes
across the system?

In the following, when necessary, we provide a brief description of each of the
different types of systems and architectures of our concern and analyse them with
respect to the above questions. For some of the systems and architectures, their brief
descriptions are presented in Chap.2. It is worth noting that for some systems and
architectures, not all the questions can be applied and answered.

10.3.1 Existing Distributed Systems Architectures

One of the motivations for early work in self-adaptive and self-aware systems comes
from the challenges of managing very large distributed systems such as space, health
care, automobile, manufacturing, power grids, and military systems. These systems

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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are characterized by having a very large number and variety types of components
(often millions), many diverse users with differing goals and requirements, and dis-
tinct managerial policies and organizational concepts of operation (CONOPS). In
addition to the challenge of designing such systems (which often takes many years
of development, dozens of organizations, and thousands of man-hours testing and
ensuring that requirements are met), the evolution and maintenance of these systems
also require enormous efforts to keep parts up to date, to insert new technologies and
new requirements, and to identify and correct failures. The need for, and the evolu-
tion of, system engineering where developed in parallel to these complex systems.
Traditional system engineering emphasized a careful sequence in the development
process, which could be iterated. These development processes consist of determin-
ing requirements and specifications; drilling down from overall system to detailed
component design; and climbing back up the development process with component,
integration, and overall system test. In such traditional engineering process, the roles
for a component are determined a priori, the rigidly and fixed interfaces and protocols
among parts are fully tested, and the change processes are carefully managed and
restricted [11, 27].

Because of the enormous effort and cost required to develop these large complex
distributed systems, at any time during the development, there is usually a combina-
tion of both legacy and new software and computer hardware. The physical sensors,
effectors, and devices also range from brand new components to obsolete parts that
are still being used. Due to this changing mix of new and old components, one often
finds that even in a carefully designed and controlled legacy system, there is a patch-
work of quick fixes, specially written interfaces and drivers, and other exceptions to
standard uses of components. The distributed nature of these systems further com-
plicates the implementations as developers and users locally specialize components
or operations to fit their local needs.

This complicated patchwork means that for the most part, a complex distributed
system will not have a single style of serving users and processing information.
To the contrary, such distributed systems are typified by very diverse roles, func-
tions, and behaviours of their components. For example, a space system has millions
of components,1 some of which serve its intricate communication functions, solar
panel deployments, fuel consumption, separate spacecraft and payload movements,
housekeeping sensors, guidance, and navigation. A healthcare system may include
not only all the equipment and patient monitors in its clinics, and equipment in the
laboratories in its hospitals, but also financial services, information services, security,
and facility control. The World Health Organization broadens even this definition of
a healthcare system to include a variety of associated public health and education
outreach programmes [2]. The challenges of integrating these vastly diverse com-
ponents are further complicated by a number of characteristics that have been well
described in the literature [8, 9], namely (i) the resource sharing across users and
system components; (ii) the relative openness of environments both in terms of soft-
ware and equipment from different vendors and in terms of the rapid insertion of

1According to NASA, the space shuttle had two and half million moving parts alone [1].
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new types of components; and (iii) the concurrent ongoing processes creating lots of
opportunities for unplanned dependencies and side effects.

The above leads to many challenges for distributed systems. First, one paradox-
ically has an overly rigid system and at the same time an overwhelming diversity
of activities, processes, and events requiring monitoring, management, and conflict
resolution. Second, as part of this enormous amount of activity, the human users and
development team (as well as the systems’ own automated decision processes) can
lack perspective over all the events and, with that lack of perspective, fail to notice
and respond in a timely fashion to key requirements. Further, within a distributed
system, it can be difficult to monitor and respond quickly enough to requests or
events. Third, polling the right components for the right data, and understanding the
dependencies and implications among the interactions or results, is difficult, given
all the concurrent goals and processes. As part of this, it is difficult to discover, select,
and set up the right configuration of resources both to identify an event, reason about
that request or event, and to respond to it and again—in a timely fashion.

The knowledge collected by such systems and the actions allowed are, therefore,
quite diverse. But both the knowledge and the alternative actions are usually com-
pletely predefined, and the use of them has been carefully tested for their various
uses for specific functions. For example, the sensors used to determine the attitude
control are well understood, defined, and tested. The use of sensor data is carefully
collected for controlling attitude and for identifying any anomalies.

Comparison Based on the Methodology

Not surprisingly, existing distributed systems have a variety of existing methods
for introducing some flexibility and adaptivity into their systems. As noted, they
are a patchwork of old legacy and new components. Hence, with the variety of
components, there is also a range ofmethods for adapting and adjusting the behaviour
of a component or a set of components (Q5). This flexibility has been introduced in
very specific and controlled ways, but the result is that there are still many unknown
interactions among components (Q16). In general, learning methods to improve
adaptation and responses are not widely used throughout the system (Q4). Any
models, rulesets, CONOPS, and actions are predefined at design time (Q1, Q2),
and at best, some of the models and actions are parameterized in order to allow
some adaptation to changing contexts and operations (Q3). Models and rulesets are
not updated in a continual fashion by the system itself as recommended by DDDAS
systems [13, 15] (Q3,Q12). However, inputs and results are used to constantly update
system models which change the focus and settings of data collection sensors and
programs (Q5). This changes data processing programs and decision processes (Q6).

One of the current adaptive mechanisms in large distributed component systems
is to support the necessary adaptation by using a large selection of predefined and
carefully tested alternative components with their alternative behaviours, solutions,
and capabilities (Q14). The challenges in this case are similar to the ones for service-
oriented architecture: one must discover, choose, and select among appropriate alter-
natives for some current event or need, and then determine any necessary local
adjustments (to parameters, interfaces, or co-occurring services) (Q16). Self-aware
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computing can benefit the discovery, selection, and adjustment processes by speed-
ing them up and bymaking themmore context-sensitive and fine-tuned to the current
state of the system and the operational context.

Due to diverse activities that occur in large distributed systems, it is easy to
lose traceability or perspective over all the ongoing activities in terms of the spatial
distribution of all the active components (and their wide-ranging relationships and
dependencies) across the system; and over time, unless processes that monitor the
likely history leading up to events and the decisions and actions that occurred at each
point are created (Q4, Q6, Q8). Self-awareness can support better perspective over
all the systems (as in the integration among reflective processes proposed in the Web
of reflection [22, 23]) and can support better recording for building a meaningful
history, analysis, and evaluation (decidingwhat causal events led to other events) (Q4,
Q6, Q10). This certainly can help the human analyst better understand the situation,
as well as any automated reasoning in the machine system.

Most of the adaptive behaviours in existing systems have been carefully segre-
gated from other parts of the system, with the purpose of making that system func-
tion more robustly in the face of either failure or the demands of new operational
environments. In general, such experiments in adaptivity do not occur in the inte-
gration among system components or across the system and its components (Q15).
The dynamic integration and configuration described in self-aware computing could
potentially benefit the ability of distributed systems to have better and more secure
configurations, in response to failure or new requirements.

10.3.2 Service-Based Systems (SBSs)

Comparison Based on the Methodology

By referring to the overview on SBSs reported in Chap.2, and considering all the
questions from Q1 to Q16, the SOC paradigm and the SOA principles do not impose
any specific constraints on SBSs forwhat concerns self-awareness.More specifically,
the level of self-awareness of an SBS depends on the way a specific SBS is designed
and developed.

As far as orchestration is concerned, by its centralized nature, the orchestra-
tor component realizes the whole interaction logic required to achieve a goal. The
orchestrator is aware of the goal of the composed system. A straightforward con-
sideration here is that goal-awareness represents the primary knowledge base for
orchestration-based systems (Q9). This awareness is global in space (Q12, Q13) in
the sense that it concerns all the orchestrated distributed services. The scope of the
awareness spans the entire life cycle of the system (Q12, Q13) in the sense that it is
acquired at design time (Q7, Q11), and it is used at execution time (Q15).

The basic knowledge of the orchestrator can be enriched, by gathering information
at deployment or runtime (Q2) on the resources offered by the execution environment,
the system global state, and the intraprocedural interaction behaviour among the

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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orchestrated services (Q1). For instance, the latter represents the typical knowledge
that a BPEL-based orchestrator can gather at execution time (Q2) by observation.
With respect to the orchestrator, each single orchestrated service is passive and not
goal-aware, meaning that it does not have any knowledge in principle. Clearly, this
does not prevent an orchestrated service to exploit external resources like monitors
(Q3) and (locally) learn the external interaction protocol followed by the orchestrator
(Q4, Q11).

As far as choreography is concerned, there is no complete/global goal-awareness,
since there is no centralized entity (Q9). In particular, although choreography is built
based on a given goal, it is realized through goal distribution. This means that,
differently from orchestration, the interaction logic required to achieve the goal is
not explicitly codified into a single centralized entity; rather, it emerges and can
be learned only at runtime (Q2, Q7), through observation (Q6, Q8) of the global
collaboration among the choreography participant services (Q7). The latter can be
proactive and, due to full distribution, have only knowledge about local views of
the goal. In principle, choreography service participants are not aware of the global
state, the system architecture, and the ongoing global collaboration among the ser-
vices. This does not prevent to interpose additional software entities among the
participant services such as external coordination entities (Q8), which aim at aggre-
gating/monitoring/interpreting (Q6) at runtime (Q2, Q12) information exchanged
through message passing (Q1, Q3), in order to infer some form of global knowl-
edge (e.g. global state, interconnections among the participant services, and flows of
exchanged messages (Q11)).

Following the discussion above, for both orchestration and choreography, there
is no specific limit on when the knowledge is acquired (Q2, Q7) and on what type
of information is gathered at runtime (Q1, Q11). Knowledge can be acquired at
either deployment, discovery, binding, or runtimes. The type of gathered informa-
tion is related to what can be observed from outside directly by the composition
code (orchestrator), or by additional resources used as proxies to the participant
services and their interaction (choreography). For example, information can range
from flows of exchanged messages, to response time of invoked service operations
and instance pool of data useful to invoke service operations. Thus, as far as orches-
tration is concerned, the means by which the knowledge is acquired are related to
global monitoring/coordination/mediation/adaptation mechanisms (Q3). In the case
of choreographies, knowledge is acquired by aggregating pieces of information com-
ing from distributed resources, i.e. distributed monitoring, coordination, mediation,
and adaptation mechanisms (Q3).

Another important aspect is the gap between the gathered information and the
different types of knowledge that the system aims to acquire. It depends on the
kind of exposed service contracts. It also depends on whether a machine-readable
specification of the goal is available and on what this specification predicates (e.g.
structure only and structure plus behaviour (functional and/or non-functional)). For
instance, as far as choreography-based SBSs are concerned, let us suppose that a
BPMN2 choreography diagram specification, G, of the system goal, is available.
It is possible to synthesize distributed exogenous controllers that force the global
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collaboration of the participant services to exhibit only the interactions specified
in G (Q14, Q15, Q16). If the system architect is not interested in assessing non-
functional properties of the composed system, and if the participant services come
with a description of both their signature and interaction protocol, in order to perform
the above synthesis, no further processing is required. Rather, if services are provided
together with a description of their signature only, then a protocol for interaction
learning is required, in order to perform distributed coordination code synthesis
(Q14, Q15, Q16).

SBSs do not impose particular constraints and limits on the kind of available acqui-
sition and learning processes (Q3, Q4). Again, they depend on the specific adopted
design and development technologies and related modelling notations. Examples in
the literature are concerned with service interaction protocols; learning and acquisi-
tion of data-oriented information through online (black box) testing [10]; automated
synthesis of the required distributed coordination and adaptation logic [3, 20]; and
online verification of behavioural properties of the overall service interaction, service
discovery, reputation, and trust.

Considering goal-awareness aspects, orchestrations can support self-adaptation
of the composition logic to possible goal changes through monolithic or modu-
lar/compositional reasoning (Q14–Q16). The ability/inability to perform adaptation
in a modular/compositional way depends on how the orchestrator is realized (prop-
erties of the composition), on the adopted adaptation technique, and on the type of
changes applied, which trigger adaptation. On the other hand, choreographies can be
realized to support self-adaptation of the distributed coordination logic to possible
goal changes, based on modular reasoning, compositional in the best case (Q14–
Q16). Monolithic reasoning is ineffective in this case, often not applicable. Self-
adaptation mechanisms can have a layered structure, e.g. coordination/composition
layer, adaptation layer, filtering layer, and monitoring layer. Considering design
and/or implementation strategies used to implement self-aware mechanisms, the
integration and aggregation of related results across the overall system and the com-
position and integration of business processes realized as composite services are
native characteristics of SBSs built via orchestration or choreography.

10.3.3 Systems-of-Systems (SoSs)

Comparison Based on the Methodology

The types of information and actions in systems-of-systems (SoSs) are very similar
to those in other large distributed component-based systems with the addition of
much more organizational oversight, standards, and policies in regard to authority
and access to the various assets in a system. For example, in space systems, only
certain groups are authorized to support an asset (e.g. to point the system to a certain
direction.) In a hospital system, only some groups or individuals are allowed access
to medications under a strict protocol, or are allowed to authorize changes to the
patients’ medical record.
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Systems-of-systems (SoSs) need to be very aware of when different organiza-
tional policies are relevant (Q7) and where they can be applied. They also need to
understand how their viewpoints (as formed by their specific goals, values, missions,
and CONOPS) impact their ability to interface successfully with other organizations
(Q15, Q16). For example, how are the viewpoints and capabilities of an SoS hinder-
ing the ability of the SoS to perceive solutions that are suitable to all participating
organizations in the current situation. Self-aware computing can have processes that
specifically reason about the limits of their own sensors, approaches to a problem,
and reasoning processes. Furthermore, the extra layer of policies and authorizations
required in an SoS (Q9, Q11) also requires much more careful record-keeping and
during failures and a complete investigation of what has occurred. The self-aware
recording processes can greatly improve the accuracy and detail in the trace of what
has occurred, as well as the speed and correctness of the evaluation processes (Q8).
The multiple self-monitoring and reporting processes present in an SoS (Q4, Q6,
Q8) can also help the system to have better context awareness so that rulesets and
policies may be adjusted according to both goals and the context.

There are many other challenges to SoSs because the components of an SoS
are not just big components (such as libraries of functions or massive simulations).
Rather, the subcomponents are systems themselves, and therefore, they may have
many stringent rules on access to any of their internal capabilities. It also means
that they may perform changes independently of their roles in a SoS (Q14) and
these unannounced or limitedly announced changes could alter some of the carefully
predefined protocols and interfaces among the SoS participating systems (Q1). It
is already hard in a distributed architecture to keep all the services and interfaces
updated by the system. In the case of SoSs, with limited control, limited access, and
limited visibility , the problem of keeping agreements, relationships, and interfaces
up to date is extremely difficult (Q1, Q2, Q3). Even if permissions are in place, the
additional time to go through the security processes of one system could add lag
time to many discovery and execution processes. Although self-awareness does not
automatically solve these difficult organizational issues, they can make the need for
further negotiation and actions more explicit, and rapidly identified, in an ongoing
continual fashion when the self-aware processes are distributed in parallel at many
levels throughout the system.

However, the next two types of SoS Acknowledged and Directed are especially
relevant to our understanding of what reflective and self-integrating processes need
to do at the SoS level. The Acknowledged SoS is described as having recognized
objectives, a designatedmanager, and resources for the SoS; however, the constituent
systems retain their independent ownership, objectives, funding, and development
and sustainment approaches. Changes in the systems are based on collaboration
between the SoS and the system. The Directed SoS is described as one in which the
integrated systems-of-systems are built and managed to fulfil specific purposes. It
is centrally managed during long-term operation to continue to fulfil those purposes
as well as any new ones the system owners might wish to address. The component
systems maintain an ability to operate independently, but their normal operational
mode is subordinated to the central managed purpose.
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There are different types of SoSs. For example, in a Directed SoS [26], the inte-
grated systems-of-systems are built andmanaged to fulfil the specific purposes based
on a centralizedmanagement component. In this case, the SoS is designed in a similar
way to a traditional complex distributed system. Although there is a difference in the
scope of some of the components, there is no difference when considering during
design time a large amount of meta-knowledge collected or developed (Q9, Q12). It
is important to use specific self-aware computing processes to reason about the types
of sensors, feedback, evaluations, and decisions necessary for an SoS (Q4, Q6). Con-
flicts and issues among participating systems should be corrected in advance together
with necessary interfaces, agreements on priorities and operating rules, and resources
that embody policies, priorities, authorizations, and agreements (Q1, Q9, Q11).

In another example, in an Acknowledged SoS [26], there are recognized objec-
tives, a designated manager, and resources for the SoS. The participating systems
retain their independent ownership, objectives, funding, and development and sus-
tainment approaches. Moreover, changes in the systems are based on collaboration
between the SoSs and the system. In this case, integration must occur during runtime
operations as a result of collaboration, negotiation, and interaction among partic-
ipant systems (Q15, Q16). To provide a self-aware perspective to these systems,
it is important to consider wrapping processes to support dynamic runtime selec-
tion and configuration of system components using meta-knowledge about system
components and reflective processes provided at design time (Q2, Q9, Q11). How-
ever, integration (Q15, Q16) will mostly occur at runtime with no guarantee that
the individual systems will have provided all the necessary access to their internal
information, state, or functionality. Furthermore, new systems added into a SoS do
not have all the necessary knowledge of the goals of the collective, the policies,
operational restrictions or context information, or clear input on what is their role
within that collective (Q1, Q11).

10.3.4 Multiagent Systems (MASs)

Comparison Based on the Methodology

As discussed in Chap. 2, the type of agents most suitable for comparison with self-
aware computing systems are deliberative agents, as they must typically possess
symbolic representation and learning and reasoning capabilities, in order to achieve
well-specified goals. Conversely, reflex agents would be closer to pre-reflective enti-
ties, as defined in self-aware computing (Chap.3), as they merely react to stimuli in
their environment.

Considering information and knowledge-related aspects (Q1–Q13), there is no
particular constraint on the types of knowledge that a deliberative agent may acquire,
in principle, either on its own (via learning—Q4) or from an external resource (Q8).
Thiswillmostly depend on the agent’s type, implementation, and application domain.
All agent types are able to collect some information from their environments (Q1), at
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runtime (Q2). The exact types of information collected will depend on the problem
that the MAS system must solve (or the goal to reach). Similarly, the exact means of
data collection will be implementation and application-specific (Q3).

Transforming collected information into knowledge, or symbolic models, is typ-
ically a capability of deliberative agents. Model-based reflex agents also maintain
models of their internal states and external environment, yet mostly as a record of
past events and current states that they can react to, rather than as a base for reason-
ing. When agents acquire knowledge, it occurs during runtime (Q7), though offline
knowledge can also be provided. There is no particular constraint on the knowl-
edge representation (Q5), acquisition means (Q8), types (Q9), and scope (Q12); on
the kind of reasoning techniques provided—e.g. based on deduction, induction, or
abduction (Q6); or on the types of learning processes (Q4) and the types and amounts
of knowledge that can be learnt (Q10, Q11).

With respect to goal-awareness (Q13), goal-oriented and utility-based agents do,
by definition, have knowledge of the goals that they have to achieve. At the other end
of the spectrum, reactive agents are totally unaware of their goals and of themselves
as a goal-pursuing entity within an environment. Various options are possible in
between these extremes.Concerning the actual scopeof goal-awareness (Q13),where
this applies, an agent either may be limited to knowledge of their local goals, or have
a complete view of the global goal pursued by the multiagent system; intermediary
cases are also possible.

As with monitoring, all agent types are able to perform some type of action (Q14).
Depending on each MAS application, agent actions may include adaptations of their
environment, co-operations, or negotiations with other agents, or various reports
to users or other agents. Deliberative agents may also represent the results of their
actions explicitly and reason upon them for deciding on further actions,while reactive
agents will merely act directly depending on their observations (and state in the case
of model-based reflex agents) (Q16).

With respect to an agent’s self-adaptation—an action that can chiefly profit from
self-awareness—even though possible and often provided, this is not a core research
topic in the MAS community. Instead, MAS research has focused on the challenge
of decentralized problem-solving and on the associated issues of task decomposition
and distribution, agent communication, coordination and collaboration, and conflict
resolution via negotiation. Within each agent, the focus has been placed on strat-
egy planning and optimization, decision-making, or learning, in order to better fulfil
their assigned tasks. Agent self-adaptation mainly occurs when agents change roles
within an organization or as theymove between organizations.Hence, self-adaptation
mainly implies the (de)activation of a behaviour from a predefined set, rather than
an actual modification in the agent’s internal architecture or implementation. Typical
agents are not concerned with maintaining knowledge about their internal struc-
tures (Q9–Q12), or adapting their structure based on such knowledge (Q14–Q16).
Learning agents can reconfigure their strategies and/or interactions based on expe-
rience (e.g. game theoretical or trust-aware agents), in order to optimize their goal
achievement (Q14).
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Inmultiagent systems, integrating information, knowledge acquisition, reasoning,
and action processes, via agent interactions, is quite natural, at the very core of the
MAS paradigm (Q15, Q16). Much effort has been spent into this research domain
for identifying different types of agent organizations, providing different ways to
aggregate agent processes (Q15), and associated results (Q16), across the overall
system.

Depending on the type of agent organization, the capabilities discussed above will
be distributed differently across the agents andmay have different characteristics. For
instance, in hierarchic or holarchic organizations, agents placed at the higher levels
will havewider knowledge and goal scopes compared to agents at lower levels (Q13).
Since they may also have more authority and control, higher-level agents may also
feature more sophisticated reasoning and learning capabilities Q4, Q6). In market
organizations, the agents’ social interaction abilities, such as negotiation, are central
to their individual success. Similarly, in organizations formed for goal optimization
purposes, such as coalitions, congregations, or federations, social interaction skills
are essential. In addition, some organizations such as teams also require global goal-
awareness from their participating agents (Q14, Q15).

10.3.5 Cloud Computing

Comparison Based on the Methodology

As discussed in the overview about cloud computing reported in Chap.2, in this
chapter we compare cloud computing with respect to the methodology based on the
three service models for cloud computing, namely (a) Software as a Service, (b)
Platform as a Service, and (c) Infrastructure as a Service.

As far as self-awareness at the Software as a Service (SaaS) level is concerned,
application services share the same abilities thatwediscussed above for service-based
systems (Q1–Q16). However, specifically, considering knowledge-related aspects
about the environment, application services do not manage or control the cloud plat-
form (which is transparently managed by the underlying PaaS) including network,
servers, operating systems, storage, or even individual application capabilities (Q9,
Q12). An exception is found with respect to the limited user-specific application con-
figuration settings. For instance, there is no control or knowledge over the exact loca-
tion of the provided resources (Q9), and hence, it is not possible to reason based on
this information (Q6,Q7,Q10). However, there is the possibility to specify location at
a higher level of abstraction (location independence). Application services can have
knowledge about resource usage. The cloud platform offers mechanisms to reason on
and acts on resource usage through monitoring, controlling, and reporting (Q6, Q8).

At the Platform as a Service (PaaS) level, similarly to what was discussed for the
SaaS level, it is not possible to manage or control the cloud infrastructure (which is
transparently managed by the IaaS level) (Q9). However, PaaS has control over the
deployed applications and possibly configuration settings for the application-hosting
environment (Q14).

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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At the IaaS level, Infrastructure as a Service provides control over operating
systems, storage, deployed applications, and hardware components such as host
firewalls (Q14).

10.3.6 Pervasive Computing

Comparison Based on the Methodology

Based on the overview about pervasive computing reported in Chap.2, there is no
direct constraint on what kind of information a pervasive system is able to gather
from the environment or other systems (Q1).Nevertheless, inmost cases, the acquired
information is about local context. This is due to limitations in sensing capabilities and
to information only being required locally. If multiple entities constitute a pervasive
system, information can still be exchanged among these different entities to pursue
a common, global goal.

Information canbegatheredduring runtime (Q2). Information can also be supplied
to the system before deployment, allowing for a priori information about various
factors such as the environment, its own capabilities and resources, or other systems
in the environment with which to interact (Q2). As pervasive systems usually possess
only limited resources and are also often battery-based, the question on ’how often’ is
information gathered becomes also quite important. While higher frequencies allow
the system to build up a more detailed model of the sensed environment, gathering
information often may deplete scarce resources more quickly. One may also be
interested to know how long information should be kept within the system. This
is highly dependent on the available resources of the pervasive system, but also on
the frequency and the amount of information gathered. If the system gathers large
amount of data seldom, this might still require too much resources in a short time.
In this case, the oldest information might be discarded in favour of newly acquired
information.

The type of information that can be gathered highly depends on the system, its
implementation, and its capabilities in terms of communicating and sensing (Q3,
Q11). In an aggregated system, combining multiple pervasive entities, the informa-
tion gathered by the individual is used to achieve local goals. The information is
gathered in a distributed fashion and only aggregated where needed to achieve the
respective goal.

Existing limited resources also affect the available learning methods and their
capabilities to self-adapt, self-explain, and self-* (Q4). Therefore, pervasive systems
with constrained resources often apply simple rule-based approaches or selection
methods (e.g. multiarmed bandit solvers) to switch between predefined learning,
monitoring, and reasoning processes (Q6). Alternatively, they often learn based on
batches of acquired information in certain predefined intervals, or triggered by cer-
tain events (e.g. in cyber-physical systemswhenever a user interaction occurs).Meta-
learning is usually not employed online due to the limited resources. Nevertheless,
pervasive systems do apply simple rule-based approaches or selection methods (e.g.
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multiarmed bandit solvers) to switch between predefined learning, monitoring, and
reasoning processes. The modelling of information and knowledge within the per-
vasive system depends on the actual implementation of the system (Q5).

Both information and knowledge can be acquired at deployment and runtime.
(Q7). In the case of deployment time, one would refer to this knowledge as embed-
ded knowledge. During runtime, tacit knowledge can be built internally by simple
learning mechanisms, but also pervasive systems may share their knowledge with
other systems in their environment, allowing them to increase their knowledge base
without having access to the underlying information (Q8, Q9). In most cases, the
individual entities receive knowledge about the other individual entities and their
capabilities (available and acquirable knowledge, sensing capabilities, and possible
actions) in the pervasive system (Q10). Furthermore, pervasive systems are often
receiving an initial knowledge base in order to avoid an initial learning phase after
deployment. In many cases, modern pervasive systems are deployed with simple
learning capabilities in order to refine the initial knowledge over time.

The amount of knowledge that can be learned is similar to the amount of informa-
tion that can be gathered.Due to resource constraints, knowledgemay only be derived
based on the available information and is limited by processing power, amount of
available memory, or communication bandwidth (Q10). To define the span and the
scope of the knowledge, we have to distinguish between centralized pervasive com-
puting systems and distributed pervasive computing systems, where multiple entities
collaborate in order to achieve a common goal. A centralized system can also con-
sist of a global controller, collecting and aggregating information of the individual
entities and coordinating them in order to achieve a single goal for the entire system.

In centralized pervasive systems, the central coordination is aware of the global
goals and often about the local goals of the individual entities.Nevertheless, the single
entity is also aware of its own goals. Furthermore, a pervasive system can be aware
of its state and learn about its behaviour and the corresponding effects on its envi-
ronment. The amount in which a pervasive system is aware of the results of its self-*
actions (scope) highly depends on the sensing capabilities of the system (Q12, Q13).

For a distributed pervasive system, goals can be shared among the individual
entities through information exchange. However, this is usually done on a per-request
basis and does not make the entire system aware of the actual goals of the individual
entities.When it comes to an awareness of states, a similar situation occurs where the
individual entities are only aware of their local state. Depending on how they have
been implemented, individual entities can be aware of the state of their immediate
neighbouring pervasive entities through information exchange. They can also receive
feedback regarding their self-* actions and their impact on the environment (including
other systems). The amount and range of information and knowledge that can be
shared define the span regarding knowledge and goal-awareness (Q12 and Q13).

To conclude, a general pervasive computing system does not inherently possess
any capabilities to support self-awareness. In a centralized mode, self-awareness
could be implemented by the central controller aggregating the information, deriv-
ing knowledge, and controlling the individual entities. In a distributed system, self-
awareness would be limited to the individual entities, only allowing the self-aware
properties to emerge from these individual entities.
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10.4 Transition Strategies

In this section, we provide some general strategies to transition an existing system
into a more self-aware system. As pointed out before, a self-aware system may be
composed of many different types of self-awareness and self-aware components.
Hence, there is no single site of self-awareness and no single self-awareness compo-
nent in most self-aware systems. Therefore, an important part of transitioning a given
system into a self-aware system is to analyse the goals and objectives for inserting
self-awareness into a given system.

We describe three high-level processes that are meant to stimulate the reader to
ask certain kinds of questions and to consider different uses for self-awareness and
different types of components that one might want to insert into the implementation
of a given architecture. The three high-level processes are shown in the graphs pre-
sented in Figs. 10.1, 10.2, and 10.3. This is meant as an overview for a process that
would eventually have to consider in detail the specific components of a system and
how these components might be implemented in a more self-aware component. The
process also needs to consider specific system goals, evaluation criteria for proper
performance, types of data sources, and models, and to analyse the requirements
for integrating self-aware components into an architecture capable of meeting the
system requirements and objectives.
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The flow chart in Fig. 10.1 starts with the process for generating more self-aware
components. The flow chart in Fig. 10.2 lays out some of the typical data sources and
the types of processes necessary for using the data and transforming it into knowledge
used by the system for all of its diverse purposes. The flow chart in Fig. 10.3 shows
some of the major aspects of integrating self-aware processes.
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As shown in Fig. 10.1, the process starts as in the design of any system by laying
out the basic goals and objectives for a system and identifying all the parts of that
system. In the case of transitioning from a traditionally designed system into a self-
aware system, it is necessary to concentrate on the objectives that the system should
have in terms of self-awareness, as noted in the list of self-awareness benefits. The
process considers the types of resources (components) in the system, defines the types
of roles these resources play in the system, and defines the goals or requirements for
each of these resources, focusing on possible uses for increased self-awareness. For
example, in the case of a planner component, it is possible to add a new capability
for that planner to reason about the effectiveness of its current plans and to be able
to replan according to its reflections on its current areas of weakness. As another
example, in the case of security monitoring, in order to increase self-awareness, the
security monitors may be extended to negotiate the consistency of their observations.
For each resource, after restating roles, goals, and uses and, perhaps, adding somenew
roles for an increasingly self-aware component, the process consists of identifying
the types of knowledge (rulesets or models), reasoning processes, interfaces, and any
other supporting programs that would be needed by that resource to do its functions.
It is also important to identify the sets of test cases or evaluation resources, in order
to evaluate and manage the performance, results, and behaviour of each resource.

The box in Fig. 10.1, defining data sources, is further elaborated in the flow chart
in Fig. 10.2. The purpose here is to allow to pull out all the different kinds of data that
exist in existing systems and to identify possibly new types of data and knowledge
necessary to transform the system into amore self-aware system.Most large complex
distributed systems have many types of data sources which need to be archived or
stored in some fashion (raising questions on what should be stored and for how long
and on whether there is an opportunity for self-awareness to allow more adaptive
strategies on deciding what to archive and what can be analysed from an archive).
Also, some of the data will need to be treated in different ways in order to transform it
into the knowledgeneededbyboth self-aware reasoningprocesses andother activities
within the system. For example, in many existing systems, data from sensors can
include sophisticated models and processing programs that are used by the system to
determine how to set up and direct sensors for data collection, for postprocessing in
order to turn rawdata into usable data, and for other programs that filter incoming data
for immediate prioritization and alerts. In addition, there may be additional programs
that help fuse several sources of data that use the data to update existingmodels or that
create new models. A key advantage of a self-aware system is its potential ability to
adapt dynamically to changing situations. Therefore, a requirement for the use of data
and knowledge in a self-aware system is the ability to dynamically update existing
knowledge (e.g. models, rules, and schemas). The evaluation, feedback mechanisms,
and approaches to update all data and knowledge are emphasized in Fig. 10.2. Lastly,
as shown in Fig. 10.1, some resources exist in order to help the system manage and
evaluate self-aware components. Figure10.2 presents resources that are necessary to
update the meta-knowledge used by the system to adjust its collection processes, its
pre- and postprocessing methods, and its transformation processes.
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The flow chart in Fig. 10.3 shows the main considerations for integrating across
different types of self-aware components. As noted earlier in Chap. 1, a self-aware
component has four aspects, namely (i) a goal or purpose for the self-awareness; (ii)
a source of data with whatever instrumentation or interface is needed to monitor that
source of data; (iii) some type of reasoning process that can be implemented as a
simulation, a model, a ruleset, or an algorithm; and (iv) some actions executed by the
self-aware component (e.g. send a message, replan, recruit additional resources, and
set parameters in another program). This is summarized in each self-aware resource
represented as an OODA loop (Orient (focus), Observe (monitor), Decide, and Act).

In order to integrate self-aware components, there are three considerations which
can be implemented in different ways. First, there is the need for the self-aware
components to communicate with other components, which may or may not be
self-aware components. This communication scheme can be a blackboard, a service-
oriented architecture, a software bus, or other types of schemes. Furthermore, in large
systems, there may be several communication schemes running in either different
sections of the system or sometimes in parallel involving overlapping components.
If the self-aware components contain certain level of intelligence, then a system
may have been designed with all the self-aware components interacting as peer to
peer, self-organized, and self-regulated, so that no further types of components are
necessary. However, in most complex self-aware systems, there is the need to have
two additional types of integration components, as explained below.

An integrationmanager (IM) resource is a self-aware component with the purpose
ofmanaging the integration between several other self-aware resources. For example,
in a CAR test bed, one IM resource receives input from the reflective processes of five
different types of sensors on the individual robotic car and uses this information to
reason about the consistency of the sensor information in order to detect both failures
or active cyber attacks. Another IM resource receives input from different self-aware
game-playing strategies and uses that information to decide which strategy should
dominate in the current game among robotic cars. The IM resource is overseeing how
the results from several self-aware resources may be integrated, mitigate conflicts
among resources, combine and fuse results, or evaluate whether the correct resources
are being recruited. The important point here is that the IM resource is an expert on
issues of integration for those specific resources and for a specific goal and situational
context.

10.4.1 Transition Strategies in Service-Based Systems (SBSs)

Following the discussion in Sect. 10.3.2, a transition strategy to increase self-
awareness of existing SBSs should consider the following enablers.

Automated composition. When third-party services are involved in the compo-
sition of a complex SBS, automatic and dynamic synthesis of the services’ com-
position code (i) allows the SBS to dynamically adapt to internal and external
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conditions according to its goal that, in turn, can be continuously changing and
(ii) involves the production of models and related runtime management, capturing
knowledge about the SBS, and the ability to perform automated reasoning on the
producedmodels for (self-)adaptation purposes. Note that, according to Sect. 10.1,
(i) and (ii) constitute the two fundamental aspects of self-awareness.
Dynamic coordination of service interaction. Composed services cannot be
let free to interact in an “uncontrolled” way. Rather, their interaction has to be
dynamically controlled, mediated [20], and coordinated [3] in order to allow the
composed SBS to achieve the specified goal, even when third-party services are
involved in the overall collaboration and might exhibit possible interoperability
issues.
Dynamic evolution. The SBS composition and coordination logic has to be pro-
duced, or automatically synthesized, in a way that it can continuously evolve in
order to dynamically (self-)adapt to new and modified goals (goal changes), as
well as changing execution environment.

To achieve the above enablers, the following technical aspects need to be considered.

Machine-readable specification of the SBS’s goal. Methods and techniques to
transform high-level business goals of an SBS into a machine-readable specification
of this SBShave to be applied. For instance, in the early stages of anSBSdevelopment
process, a domain expert has the responsibility of defining global SBS requirements,
in order to help and co-operate with the SBS designer in the production of goal-based
models of services and SBSs. This includes the definition of high-level business
needs, which can be represented by exploiting state-of-the-art common technologies
for requirements specification [5, 24]. Examples include requirement models based
on structured natural language, on the usage of “qualifiers” for expressing non-
functional attributes, and, specifically concerning choreography-based SBSs, on the
exploitation of “task models”.

Starting from the semi-formally defined SBS business goal by the domain expert,
the SBS designer refines and transforms the business goal into a specification of the
SBS that is required to achieve the goal. For instance, in the case of orchestration-
based SBSs, the specification can be provided by using BPEL or the BPMN notation.
For choreography-based SBSs, the specification can be provided by using BPMN2
choreography diagrams. The designer identifies the activities, the related involved
services, and the flowof the services as it is required to achieve the goal (e.g. reserving
a taxi from the local taxi company, purchasing digital tickets at the train station, and
performing transactions through services based on near-field communication in a
shop).

In general, the goal-oriented specification of the SBS must be machine-readable,
meaning that it must be able to support automated reasoning for different kinds of
analysis, possibly passing through more formal, yet equivalent, models produced
through model transformation techniques.

Automated elicitation of enhanced service descriptions. In this case, the knowl-
edge about the involved services is limited. In order to increase the self-awareness of
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an SBS, involved services should be equipped with detailed behavioural descriptions
(functional and non-functional) to allow for automated composition/coordination,
dynamic evolution, and goal-oriented reasoning. This does not mean that self-aware
SBSs can be built only if the involved services publish such enhanced descriptions.
Rather, when these descriptions are missing, model elicitation/learning techniques
should be applied in order to automatically explore the behavioural aspects of avail-
able services, extract observations, andproducemodels that abstract the actual service
behaviourwith the strictly necessary accuracy. For instance, as described in [10], elic-
itation techniques should be able to synthesize a behavioural model of the services’
interaction protocol from their WSDL descriptions [10], with reference to some spe-
cific functionality of interest for achieving the SBS goal. In other words, to make the
elicitation/learning process feasible at runtime, hence increasing the self-awareness,
these techniques should be “opportunistic” and SBS goal-driven.

It is also important to consider third-party, typically black box, services. As intro-
duced in Sect. 10.3.2, an SBS is built through composition of independently devel-
oped services; therefore, we are primarily interested in extracting behaviouralmodels
of service interaction protocols. One of the challenges is how to measure the behav-
iour of themodel with respect to the SBS goal. The elicitedmodels can be incomplete
and/or inaccurate, where incompleteness refers to the behavioural modelling (e.g.
less and/or more traces), and the inaccuracy refers to the quantitative modelling
(e.g. usage probabilities, response time, and throughput) [25]. Another challenge is
related to the problem of eliciting quantitative models in an automatic way, as well
as the possibility to elicit partial models referring to a specific goal. Considering the
work in [10], we envisage that the same strategy, i.e. coupling static analysis at the
interface level with test selection, can be used to obtain partial models relevant to
the SBS goal, as well as quantitative models.

Goal-driven elicitation can be very effective, as observed on the Amazon
E-commerce WS (AEWS) where we apply the approach in [10] to elicit the AEWS
interaction protocol. The experiment considered a goal-independent elicitation ver-
sus a goal-driven one [4]. Starting from the AEWS WSDL consisting of 85 XML
schema type definitions and 23 WSDL operation definitions, the goal-independent
elicitation resulted in an interaction protocol made of 24 states and 288 transitions by
using 106 test cases, each executed in 10−2 s, e.g. few hours of testing. By consider-
ing a goal specification that the user wished to “develop a client for cart management
only”, the interaction protocol computed was made of 6 states and 21 transitions
only. The goal-driven elicitation required the generation and execution of 105 test
cases in few seconds of testing.

Addition of autonomous coordination software entities. To increase the self-
awareness of SBSs by enabling dynamic service coordination and SBS goal-aware
evolution, we suggest to add in the SBS coordination software entities that can be
automatically synthesized out of the specification of the SBS goal and the goal-
driven description of the involved services. When interposed among the services
according to a predefined architectural style (see below), these software entities can
use as proxies the services involved in the SBS composition to coordinate their
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interaction. The coordination entities (called coordination delegates—CDs) enforce
the collaboration specified by the machine-readable specification of the SBS goal
through protocol coordination. Examples of distributed protocol coordination for
choreography-based SBSs can be found in [6, 7]. For orchestration-based SBSs,
centralized protocol coordination can be sufficient [28].

In order to design self-aware systems, it is necessary to consider as first-class
entities feedback loops that enable adaptiveness [14, 17, 18]. Furthermore, the system
engineering process must be rethought, in order to break the traditional division
among development phases. This can be achieved by moving some activities from
design time to deployment time and runtime [19] and, therefore, allowing exploitation
of the models at runtime [12].

Based on the work in the literature, and advancing the notion of CD in [16],
our CDs are first-class coordination entities. CDs represent external controllers that
realize multiple interacting feedback loops enabling SBS (either choreography or
orchestration) evolution at the level of both the supervised services (local evolution)
and the emergent collaboration among them(global evolution). In this sense, theSBSs
should be considered as autonomic systems. For example, the CDs should manage
their internal status and behaviour, as well as relationships with other autonomic
elements according to SBS’s goal specifications. This enables goal-aware evolution
of the SBS to (self-)adapt based on goal changes.Moreover, following the idea behind
models at runtime, CDs should manage their own coordination models (CMs).

CDs should also implement a MAPE [17] (Monitor, Analyser, Planner, and
Executor) loop. The exact executions in each MAPE phase depend on the specific
kind of SBS (e.g. choreography- or orchestration-based) and on the specific real-
ization of CDs. In Sect. 10.5, we present a specific instance of autonomous CDs for
choreography-based SBSs that are able to evolve based on goal changes.

Reference architectural style. In the case of increasing self-awareness of existing
SBSs, it is important to use a predefined architectural style to support interposing
CDs among the services participating in an SBS. Different architectural styles can be
used, and they depend on the type of an SBS: choreography- or orchestration-based.
For example, referring to the case study described in Sect. 10.5, Fig. 10.4 shows a
sample instance of a suitable architectural style for choreography-based SBSs.

CDs use the participant services as proxy in order to coordinate their interaction,
when needed. CDs guarantee the collaboration specified by the choreography-based
SBS’s goal specification through distributed protocol coordination [7]. CDs perform
pure coordination of the services’ interaction (i.e. standard communication in the
figure), in a way that the resulting collaboration realizes the specified choreography.
The coordination logic is extracted from the machine-readable goal specification,
and it is distributed among a set of CMs that codify coordination information. At
runtime, the CDs manage their CMs and exchange this coordination information
(i.e. additional communication) to prevent possible “undesired interactions”. The
latter are those interactions that do not belong to the set of interactions allowed
by the choreography-based goal specification and can happen when the services
collaborate in an uncontrolled way. The coordination logic embedded in CDs is
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Fig. 10.4 Reference architectural style for choreography-based SBSs

obtained by a distributed coordination algorithm implemented in Java; each CD runs
its own instance of the algorithm. Once deployed, CDs support the correct execution
and goal-aware evolution of the choreography-based SBS by realizing the required
distributed coordination and evolution logic among the participant services.

In summary, at deployment time, for each interface that a service Si requires
from another service Sj , a CDi. j , is interposed between Si and Sj that play the
roles of the choreography participants pi and p j , respectively. Furthermore, the
channel of the service-CD to exchange standard communication is synchronous;
the CD–CD channel to exchange standard communication is either synchronous or
asynchronous depending on the services’ implementation; the CD–CD channel to
exchange additional communication (i.e. coordination information) is asynchronous.

10.4.2 Transition Strategies in Multiagent Systems (MASs)

In the case of multiagent systems, agents are defined at a conceptual level, rather than
at a technical level. The agent paradigm focuses on generic approaches for distributed
problem-solving, rather than particular ways of implementing specific techniques.
The specific techniques are developed in a case-by-case basis, depending on each
problem domain. The definitions of agents pose no particular restrictions on the
design and implementation strategies of their particular capabilities (Sect. 10.3.4). In
the case of the development of concrete multiagent systems, numerous approaches
have been employed for various agent capabilities ranging from knowledge acquisi-
tion, representation, and learning to goal distribution, social interaction, and reflex
behaviours. The choices made depend on the problem at hand and on the restrictions
imposed by the application domain. Therefore, allowing an agent or a multiagent
system to be more self-aware will most likely mean to adopt further capabilities
and advanced techniques related to self-aware computing (e.g. knowledge repre-
sentation, learning, and reasoning). Most of these capabilities have already been
proposed, developed, and applied in the MAS and AI domains.
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At the same time, multiagent systems may have a lot to gain from extending such
capabilities and applying them to the agents themselves, as promoted by the self-
aware computing domain. This would enable agents to observe, reason, adapt, and
report upon themselves, in addition to applying these functions to their environment
and to other agents. Such self-* capabilities would help agents to increase their
autonomy, adaptability to changing and unpredictable contexts, and robustness in
case of internal failures, as well as improving the agent’s goal-oriented strategy, as
traditionally applied in MAS.

A transition strategy to increase self-awareness of agents or multiagent systems
should consider the following functions:

• self-monitoring and self-adaptation: instrumenting agents, via sensors and actua-
tors, to enable monitoring and adaptation of themselves and/or of other agents;

• self-modelling and self-learning: adding learning and modelling functions to
enable agents to use monitoring information for modelling themselves and their
environment, so as to accumulate knowledge in an ongoing fashion, at runtime;

• self-configuration/healing/optimization/protection: adding reasoning functions
that allow agents to capitalize on the available information and knowledge, so
as to achieve their goals and/or collective goals more efficiently, even when their
external environments, internal states, and goals change unpredictably. These rea-
soning functionsmayconcern the agent’s internal state, behaviour, and capabilities,
as well as other agents, the execution environment, and the goals;

• self-documenting and self-reporting: adding functions that enable an agent to spec-
ify formally its current knowledge concerning its state, behaviour, and history, and
to communicate this knowledge to external entities, such as other agents or humans;

• dynamic integration of agent resources: adding functions that enable agents to
discover and integrate resources at runtime, in order to adapt and enhance their
learning, reasoning, and acting strategies, so as to achieve their goals in various
execution environments, which may change during runtime;

• dynamic integration of agents: adding functions that enable agents to discover
and communicate with each other, to negotiate and coordinate their actions, and
to identify and resolve conflicts, in order to help optimize their respective goals
and/or to achieve a global goal.

10.5 Example of Transition Strategies: Smart
Home Case Study

In this section, we use the Smart Home case study described in Chap.4 in order to
illustrate how our proposed strategies could be used in order to enable goal-aware
evolving choreographies. We consider the development of a self-aware Smart Home
choreography-based SBS. However, most of the considerations we make below can
also be applied to the case of a self-aware Smart Home MAS.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
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The Smart Home case study involves several devices pursuing different goals
within a smart home. It builds on the thermostat use case and introduces an additional
smart window shutter and a washing machine, as described in Chap.4. The smart
window shutter can pursue goals related to the home’s lighting and temperature. The
sensors are sensitive to sunlight and heat, aswell as to other sensors and thermometers
inside the house. The actuators can rotate the shutter panels (individually) to various
degrees. Opening or shutting the window panels can help heat up or insulate the
house, respectively. The same actions will also let through or block incoming light,
respectively, hence impacting light intensity in the house. The washing machine
offers different programs with different lengths and on–off cycles. Users can select
any of these and also specify a time frame within which they are to be run. Hence,
when the washing machine is connected to a smart grid, the starting of a selected
washing cycle can be delayed automatically, to avoid power consumption (or price)
peaks, for instance. The new devices may become in conflict with the thermostat,
since the shutter’s actions can impact temperature and the washing machine impacts
power consumption.

As shown in Fig. 10.5, the Smart Home system is designed as choreography
of a number of software and services. The choreography specification shown in
Fig. 10.5 is given by using BPMN2 choreography diagrams (http://www.omg.org/
spec/BPMN/2.0). BPMN2 choreography diagrams model peer-to-peer communica-
tion by defining amultiparty protocol that, when put in place by the co-operating par-
ties, allows reaching the overall choreography objectives in a fully distributedway. In
BPMN2, a choreography task (e.g. getTemperature) is an atomic activity that repre-
sents an interaction bymeans of one or two (request and optionally response)message

Fig. 10.5 Initial choreography for the Smart Home scenario

http://dx.doi.org/10.1007/978-3-319-47474-8_4
http://www.omg.org/spec/BPMN/2.0
http://www.omg.org/spec/BPMN/2.0
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exchanges between two participants (e.g. THERMOSTAT and THERMOMETER).
Graphically, BPMN2 choreography diagrams use rounded-corner boxes to denote
choreography tasks. Each of them is labelled with the roles of the two participants
involved in the task and the name of the task. A role contained in the white box
denotes the initiating participant. The BPMN2 standard specification employs the
theoretical concept of a token that, traversing the sequence flows and passing through
the tasks specified by the choreography, aids to define its behaviours. The start event
generates the token that must eventually be consumed at an end event. Basically, the
BPMN2 choreography diagram in Fig. 10.5 specifies that the Smart Home system
periodically (every 5 min) compares the temperature in the house with the one set
by the thermostat. If the sensed temperature is in the specified range, then there is
nothing to do. If it is below the range, then THERMOSTAT concurrently acts on the
actuators of the HEATING SYSTEM and of the other smart devices to increase the
temperature in the house, for example, by switching on the heating system and/or
opening the window panels. Similarly, if the sensed temperature is above the speci-
fied range, then THERMOSTAT concurrently acts on the actuators of the HEATING
SYSTEM and of the other smart devices to decrease the temperature in the house. To
energy consumption, the Smart Home system checks whether the power consump-
tion is below or above the threshold. If it is below the threshold, then WASHING
MACHINE is enabled; otherwise, it is disabled.

Based on Fig. 10.6, suppose that a person wants to move to an even “smarter”
Smart Home system by dynamically adapting the Smart Home scenario described
above. Consider that for the adapted system, (i) the power consumption of the heating
system can be optimized according to the external temperature, and (ii) based on this

Fig. 10.6 Adapted choreography for the Smart Home scenario
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optimization, a dehumidifier can be enabled or disabled. The example shown in
Fig. 10.5, and its evolution into the choreography shown in Fig. 10.6, shows how to
evolve the coordination logicmodular choreography evolution in response to possible
changes.

The changes of the goals happen during the lifetime of the system. Following the
transition strategy process described in Sect. 10.4, the choreography diagram repre-
sents the concrete specification of the system’s goal. Thus, on the practical side, the
source of this type of changes are the choreography modellers (i.e. software produc-
ers, domain experts, and business managers) that modify the current specification of
the choreography at runtime, by adding/removing choreography tasks to meet new
customers’ needs.

Our CDs represent external controllers that realize multiple interacting feedback
loops enabling choreography evolution at the level of supervised participants (local
evolution) and emergent collaboration among them (global evolution). Moreover,
following the transition strategy process in Sect. 10.4, CDs distributively co-operate
to collect information (knowledge) in the form of CMs, and each CD manages its
own CM. CDs implement an “OODA” (Orient/Observe, Decide, and Act) loop. In
order to enable choreography evolution without incurring in disruptive interruptions,
the CDs’ OODA loop makes use of the notion of choreography quiescent state (see
to [21] for a formal definition of quiescent state).

In our context, a choreography is in a quiescent state with respect to given goal
changes if the CDs affected by the change are in a quiescent state. Roughly speaking,
a CD is in a quiescent state if (i) the portion of its CM,which is affected by the change,
does not involve the current execution state; (ii) it has completed all service-CD and
CD–CD interactions required to perform a task, and it has not yet started interactions
required for a new task.

After the current choreography-based system specification is changed, a chore-
ography synthesis processor [3] can resynthesize (only) the CMs that are affected
by the change and redistribute them to the interested CDs. Moreover, the processor
may also synthesize a new choreography deployment model due to CDs’ addition,
removal, or substitution of their CMs. The following cases can be distinguished:

• The CM of an already deployed CD is substituted when the interactions among the
participants controlled by the CD have been modified due to participant service(s)
substitution, or specification of new interactions between the already deployed
participant services.

• A new CD is added when a new participant has been introduced in the evolved
choreography, or new interactions have been specified among existing participants
not already controlled by any CD;

• A CD in between two participants is removed when at least one of them is not
involved in the choreography anymore.As clarified below,CDs’ addition, removal,
or substitution of their CMs are handled by specific adaptation rules and related
mechanisms.
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The CDs’ OODA loop is realized as follows:

1. Orient/Observe—Each monitor of a CD preprocesses the new CM and choreog-
raphy deployment model, gathers differences with the previous ones, and informs
the CD’s observer. By reasoning on the gathered differences, the latter establishes
the nature of the change, for example CD addition or removal, or CM substitution.

2. Decide—Each planner of a CD selects suitable actions to enable choreography
evolution according to the supported adaptation rules, relatedmechanisms, and the
results of the observer. Before executing the required adaptations, a choreography
quiescent state has to be reached and kept all throughout the adaptation process.
For this purpose, each interested planner communicates with each other to check
whether their CDs are all in a quiescent state. If this is the case, the planner
activates the executor (see theAct phase below) by providing itwith the adaptation
plan. Examples of the adaptation plan are substitution of the CM and substitution
of one of the two controlled services. The planner waits for the quiescent state to
be reached (if possible). Note that the way CD planners are realized points out
the distributed nature of the overall OODA loop we realize by means of multiple
interacting feedback loops.

3. Act—After each executor of a CD is activated by its planner, the executor is in
charge of keeping the quiescent state of its CD for the time that is needed to
realize the received adaptation plan. First, the executor informs the instance of
the distributed coordination algorithm run by its CD to buffer possible incom-
ing service requests. Second, the executor interacts with the needed deployment
time and runtime support to reconfigure the current architectural configuration,
e.g. by deploying/undeploying services and (re-)establishing the new dependen-
cies. Finally, pending service requests are handled once the adaptation process
terminates and after the affected portion of the choreography is re-enacted.

10.6 Conclusions and Open Challenges

In this paper, we have analysed different levels of self-awareness that may exist in
several types of systems and architectures. More specifically, we concentrated on
legacy distributed systems, service-based systems, systems-of-systems, and agent-
oriented systems, as well as cloud computing and pervasive computing architectures.
We have also discussed the main capabilities and functions of self-aware systems
and provided some transition strategies to be applied to different systems and archi-
tectures in order to increase their level of self-awareness. The analysis of the level
of self-awareness was performed based on a methodology that we proposed. This
methodology consists of using questions related to the definition of self-aware com-
puting provided in Chap.1. The questions are classified into four categories, namely
(a) data and information processing; (b) knowledge processing: learning, modelling,
and reasoning; (c) types of knowledge; and (d) types of actions. We have also illus-
trated the use of the transition strategies in an example of a SmartHome service-based
system, as per the case study described in Chap. 4.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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Thework presented in this paper was developed based on the experience and skills
of the authors in all the above systems and architectures, as well as their knowledge
and experience with self-aware computing systems. The provided transition strate-
gies were identified based on these experience, skill, and knowledge, but were not
evaluated and used in practice. In the future, we plan to evaluate and use these
transition strategies in practice, not only in the types of systems and architectures
discussed in this paper, but also in other types of systems and architectures. More-
over, the questions described in the paper and used for the analysis of the systems and
architectures are not fixed. We believe that with more practical work, these questions
will be expanded in order to provide a more complete way of analysing the level of
self-awareness in a system, as well as defining the necessary strategies for a system
to become self-aware. The work in this paper serves as a starting point on how to
incorporate self-awareness in different types of systems and architectures.
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Chapter 11
Synthesis and Verification of Self-aware
Computing Systems

Radu Calinescu, Marco Autili, Javier Cámara, Antinisca Di Marco, Simos
Gerasimou, Paola Inverardi, Alexander Perucci, Nils Jansen, Joost-Pieter
Katoen, Marta Kwiatkowska, Ole J. Mengshoel, Romina Spalazzese and
Massimo Tivoli

Abstract Self-aware computing systems are envisaged to exploit the knowledge of
their own software architecture, hardware infrastructure and environment in order to
follow high-level goals through proactively adapting as their environment evolves.
This chapter describes two classes of key enabling techniques for self-adaptive sys-
tems: automated synthesis and formal verification. The ability to dynamically syn-
thesize component connectors and compositions underpins the proactive adaptation
of the architecture of self-aware systems. Deciding when adaptation is needed and
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selecting valid new architectures or parameters for self-aware systems often requires
formal verification. We present the state of the art in the use of the two techniques for
the development of self-aware computing systems and summarize the main research
challenges associated with their adoption in practice.

11.1 Introduction

Self-aware computing systems address a rapidly growing need for automation in
the management of large, complex computer applications. Made possible by recent
advances in the numbers and types of sensors embedded in computing systems, and
in the ability to dynamically change system parameters and architectures, self-aware
systems are envisaged to be self-reflective, self-predictive, and self-adaptive. As such,
self-aware systems need to learn models that encode knowledge about themselves
and their environment, and to reason using these models in ways that allow them to
self-adjust in response to evolving environments and goals [47].

This chapter presents two classes of key enabling techniques for self-aware sys-
tems. First, Sects. 11.2 and 11.3 describe techniques for the automated synthesis
of self-aware service compositions and self-adaptive connectors, respectively. These
synthesis techniques support the run-time modification of software architectures that
underpins the adaptation of an increasing number of self-aware computing systems.

Second, Sects. 11.4–11.6 present formal verification techniques that support
model-based reasoning within self-aware systems. Quantitative verification at run-
time, the technique summarized in Sect. 11.4, supports the run-time detection of
quality-of-service (QoS) requirement violations in self-aware systems and the selec-
tion of new configurations that reinstate system compliance with these requirements.
Section 11.5 introduces a technique called parametric verification, which is particu-
larly suited for use in a run-time context, to establish the QoS properties of self-aware
computing systems. Finally, Sect. 11.6 discusses run-time verification based on prob-
abilistic graphical models such as Bayesian networks.

The two classes of techniques—verification and synthesis—are brought together
in Sect. 11.7. This section describes how modeling a system and its environment as a
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stochastic multiplayer game supports the analysis of their interplay, and can be used
to drive run-time strategy synthesis for self-aware computing systems.

11.2 From Design-Time to Run-Time Synthesis
of Self-aware Choreographies of Software Services

The automated synthesis of the distributed coordination logic that is required to com-
pose software services achieves correctness by the construction of the composed
system with respect to specified business goals. State-of-the-art approaches (see [36]
and references therein) are static and are poorly suited to the synthesis of service
compositions that are able to dynamically evolve in response to changes, e.g., goal
changes, QoS degradation, and security policies changes. Focusing on goal changes,
this section overviews a novel approach where, together with self-awareness, the
integration of design-time and run-time synthesis enables the dynamic evolution
of service compositions so as to adapt to possible goal changes. Automatic sup-
port is required at design time to synthesize the initial overall logic to exogenously
coordinate (in a fully distributed way) the involved services. At run-time, automatic
support is then required to achieve self-adaptation, through self-awareness, when
re-synthesizing on the fly the portion of the coordination logic affected by the change.
For a reasonably complete treatment of alternative approaches in the state of the art,
we refer to related work described in [3, 7].

11.2.1 Setting the Context

The Future Internet [31] promotes a distributed computing environment that will
be increasingly inhabited by a virtually infinite number of software services. Soft-
ware systems will be more and more built by composing together software services
distributed over the Internet.

Today’s service composition mechanisms are based mostly on service orches-
tration, a centralized approach to the composition of multiple services into a larger
application. Orchestration works well in static environments with predefined ser-
vices and minimal environment changes. These assumptions are inadequate in the
Future Internet vision, in which many diverse service providers and consumers keep
changing and cannot be coordinated through a centralized approach. In contrast, ser-
vice choreography is a form of decentralized composition that models the external
interaction of the participant services by specifying peer-to-peer message exchanges
from a global perspective [3, 7].

The need for service choreography was recognized in BPMN2 (Business Process
Model and Notation Version 2.01), the de facto standard for specifying choreogra-

1http://www.omg.org/spec/BPMN/2.0.

http://www.omg.org/spec/BPMN/2.0
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phies, which introduced choreography-modeling constructs. BPMN2 Choreography
Diagrams model peer-to-peer communication by defining a multiparty protocol that,
when put in place by the cooperating parties, allows reaching the overall choreogra-
phy objectives in a fully distributed way. In this sense, service choreographies differ
significantly from service orchestrations, in which one stakeholder centrally deter-
mines how to reach an objective through cooperation with other services. Future
software systems will not be realized by orchestration only; they will also require
choreographies. Indeed, services will be increasingly active entities that, commu-
nicating peer-to-peer, proactively make decisions and autonomously perform tasks
according to their own imminent needs and the emergent global collaboration.

11.2.2 The Need for Self-adaptation

When third-party participants are involved, usually black-box services are to be
reused; a key enabler for the actual realization of choreographies is the ability to
automatically compose services, and to dynamically perform exogenous coordina-
tion of their interaction. However, in a distributed setting, obtaining the coordination
logic required to realize a choreography is non-trivial and error-prone. Accordingly,
automatic support for realizing choreographies is needed.

Choreography-based software systems may be in operation for a long time, and it
is impractical (if not infeasible) to replace or retry the whole choreography process
whenever a change occurs. Instead, choreographies will continuously self-adapt to
new and modified goals, e.g., to meet new business requirements, as well as changing
execution environment, e.g., to support new technologies. Indeed, in general, many
facets can be considered when dealing with software systems that are capable of
evolving by adapting their behavior at run-time. The study presented in [2] identifies
the multiple facets of (self-)adaptation and classifies them into four groups. These
modeling dimensions and their classification help engineers to precisely characterize
the types of change that a given system can deal with, and how the system can evolve
to face them.

To address the above challenges, this section describes a method for the automatic
synthesis of self-adaptable choreographies [3]. The synthesis processor used by this
method takes as input a BPMN2 choreography diagram together with a set of services
discovered as possible candidates to play the choreography roles and automatically
generates a set of coordination software entities. When interposed among the services
according to a predefined architectural style, these software entities proxify the partic-
ipant services to coordinate their interaction, when needed. Specifically, coordination
entities (called Coordination Delegates—CDs) enforce the collaboration specified
by the choreography diagram through distributed protocol coordination [7].

The synthesis steps performed by the synthesis processor are described in
Sect. 11.2.3. The synthesis processor has been fully implemented within the con-
text of the EU FP7 CHOReOS project as a set of REST services whose open source
code is available at http://www.choreos.eu. Moreover, a set of Eclipse plugins that

http://www.choreos.eu
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allow for interacting with the REST services according to a predefined develop-
ment process model is available at choreos.disim.univaq.it, and in [4] a
tool demo is described on a real CHOReOS case study in the marketing and sales
domain. In Sect. 11.2.4, we report on recent enhancements of the CHOReOS synthe-
sis processor that are being developed within the context of the EU H2020 CHOReV-
OLUTION project (http://www.chorevolution.eu), a CHOReOS follow-up project.
The main aim of these enhancements is to cope with the automated synthesis of
adaptive/evolvable choreographies. An explanatory example showing the enhanced
synthesis processor at work is given in Sect. 11.2.5.

Following key principles of autonomic computing and related architecture con-
cepts [39], it is widely recognized [27] that, in order to effectively design adaptive
systems, feedback loops enabling adaptiveness must become first-class entities. Fur-
thermore, the system engineering process must be rethought in order to break the tra-
ditional division among development phases by moving some activities from design
time to deployment- and run-time, hence asking for the exploitation of models at
run-time [27].

Being inspired by this valuable work in the literature, our enhanced CDs are first-
class coordination entities. CDs represent external controllers that realize multiple
interacting feedback loops enabling choreography self-adaptation at the level of both
the supervised participants (local adaptation) and the emergent collaboration among
them (global adaptation). In this sense, the choreography-based systems we target
are self-aware systems where individual autonomic elements, i.e., CDs, manage their
internal status and behavior and their relationships with the other autonomic elements
in accordance with the choreography specification.

11.2.3 Method for the Synthesis of Self-adaptable
Choreographies

The method presented in this section advances our previous work in [3, 6, 7] by
enhancing the synthesis method to also deal with the dynamic evolution of the coor-
dination logic implied by the choreography in response to goal changes.

The synthesis processor takes as input a BPMN2 choreography diagram together
with a set of services discovered as possible candidates for the choreography roles
and automatically generates a set of coordination entities (i.e., CDs). Figure 11.1
pictorially describes the main steps of the synthesis processor.
Step 1. Software producers cooperate with, e.g., domain experts and business man-
agers to (i) set the business goal (for example, assist travelers from arrival, to staying,
to departure); (ii) identify the tasks and participants required to achieve the goal (for
example, reserving a taxi from the local taxi company, purchasing digital tickets at
the train station, and performing transactions through services based on near-field
communication in a shop), and (iii) specify how participants must collaborate through
a BPMN2 choreography diagram.

http://www.chorevolution.eu
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Fig. 11.1 From choreography design to execution and evolution, through automatic synthesis

Step 2. The synthesis processor takes as input the BPMN2 choreography diagram.
Step 3. The synthesis processor queries the registry to discover services suitable
for playing the choreography’s roles. The registry contains services published by
providers (for example, transportation companies and airport retailers) that have
identified business opportunities in the domain of interest. As service interfaces
description, the synthesis processor assumes WSDL.2 To describe service interaction
behavior, the synthesis processor assumes an automata-based specification, i.e., a
Labeled Transition System—LTS, or a BPEL3 specification.
Step 4. Starting from the choreography diagram and the set of services, the synthe-
sis processor generates a set of CDs through model transformation. The processor
also generate the so-called ChorSpec, a specification of service dependencies to
be used by the enactment engine (EE) component for deploying and enacting the
choreography.
Step 5. The generated CDs, together with the description of the services and their
dependencies, serve as an input to the EE for deployment and enactment. The descrip-
tion of the EE is outside the scope of this chapter.
Step 6. Following the dependencies, CDs are then interposed among the participant
services needing coordination.

When interposed among the services according to a predefined architectural style
(an instance of which is shown in Fig. 11.2), CDs proxify the participant services to
coordinate their interaction, when needed.

CDs guarantee the collaboration specified by the choreography specification
through distributed protocol coordination [7]. CDs perform pure coordination of
the service interactions (i.e., standard communication in the diagram) to ensure that
the resulting collaboration realizes the specified choreography. For this purpose,

2http://www.w3.org/TR/wsdl.
3https://www.oasis-open.org/committees/wsbpel.

http://www.w3.org/TR/wsdl
https://www.oasis-open.org/committees/wsbpel
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Fig. 11.2 Instance of the predefined architectural style

the coordination logic is extracted from the BPMN2 choreography diagram and is
distributed among a set of Coordination Models (CMs) that codify coordination
information. Then, at run time, the CDs manage their CMs and exchange this coor-
dination information (i.e., additional communication) to prevent possible undesired
interactions [5, 7], and dynamically self-adapt to possible changes in the specified
choreography diagram.

11.2.4 Dealing with Choreography Self-adaptation

For choreography-based systems, the choreography diagram represents the concrete
specification of the system goal. The source of goal changes is the choreography mod-
eler (i.e., software producers, domain experts, and business managers in Fig. 11.1)
who modifies the current specification of the choreography at run time, e.g., by
adding/removing choreography tasks to meet new customer needs.

Following the philosophy of models at run time [27], CDs realize multiple inter-
acting feedback loops while managing their own CMs as follows.

CDs implement a MAPE loop [39], i.e., an abstraction of a feedback loop where
the dynamic behavior of the managed system is controlled using an autonomic man-
ager. Thus, by following the architectural blueprint for autonomic computing, CDs
implement four phases: Monitor (M), Analyzer (A), Planner (P), and Executor (E).
Moreover, in order to enable choreography self-adaptation without incurring in dis-
ruptive interruptions, the CDs’ MAPE loop makes use of the notion of choreography
quiescent state. For a formal definition of the seminal general notion of quiescent
state, we refer to [48]. In our context, a choreography is in a quiescent state with
respect to given goal changes if the CDs affected by the change are in a quiescent
state. Roughly speaking, a CD is in a quiescent state if (i) the portion of its CM,
which is affected by the change, does not involve the current execution state, and (ii)
it has completed all service-CD and CD–CD interactions required to perform a task
and it has not yet started interactions required for a new task.



344 R. Calinescu et al.

After the choreography modelers change the current choreography specification
(see goal changes in Fig. 11.1), the synthesis processor re-synthesizes (only) the CMs
that are affected by the change and redistributes them to the interested CDs. Moreover,
the processor may also synthesize a new ChorSpec due to CDs addition, removal,
or substitution of their CMs. The CDs MAPE loop is then realized as follows:

1. Monitors—each interested monitor pre-processes the new CM and ChorSpec,
gathers differences with the previous ones, and informs the analyzer.

2. Analyzers—by reasoning on the gathered differences, each interested analyzer
establishes the nature of the change, i.e., CD addition or removal, or CM substi-
tution.

3. Planners—each interested planner selects suitable actions to enable choreogra-
phy evolution according to the supported adaptation rules, related mechanisms,
and the results of the analyzer. Before executing the required adaptations, a chore-
ography quiescent state has to be reached, and kept all throughout the adaptation
process. For this purpose, interested planners communicate with each other to
check whether their CDs are all in a quiescent state. If it is the case, the planner
activates the executor by providing it with the adaptation plan, e.g., the substitu-
tion of the CM and, according to a new ChorSpec, the substitution of one of the
two controlled services. Otherwise, the planner waits for the quiescent state to be
reached (if possible). Note that the way CD planners are realized is in line with
the distributed nature of the overall MAPE loop, which we realize by the means
of multiple interacting feedback loops.

4. Executors—after each interested executor is activated by its planner, the executor
is in charge of keeping the quiescent state of its CD for the time needed to
realize the received adaptation plan. For this purpose, the executor first informs the
instance of the distributed coordination algorithm run by its CD (see Sect. 11.2.3)
to buffer possible incoming service requests. Secondly, the executor interacts with
the EE to reconfigure the current architectural, e.g., by deploying/undeploying
services and (re-)establishing the new dependencies. Finally, pending service
requests are handled once the adaptation process terminates and after the affected
portion of the choreography is re-enacted.

11.2.5 Case Study

We applied our method in a case study from the military domain concerning an
instance of an Emergency Deployment System (EDS) inspired by the scenario in
[2, 51], which is representative of a large number of modern distributed software
applications. We implemented a simulation of this system and used it to validate
the approach described in the previous sections. Briefly, starting from a BPMN2
Choreography Diagram specification and following the steps shown in Fig. 11.1, the
case study shows that our method is able to automatically synthesize the needed CDs
and let them dynamically evolve in response to goal changes without re-synthesizing
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the whole choreography. A detailed description of the case study, including a report on
our findings from this work, detailed results, and related implementation, is available
at choreos.disim.univaq.it/downloads.

11.3 Synthesis of Self-adaptive Connectors Meeting
Behavioral and Quality Requirements

Today’s networked environment is increasingly characterized by a wide variety of
heterogeneous networked systems (NSs), including, for instance, tablets and smart-
phones, that dynamically decide to achieve goals through interoperation with other
systems. Some independently developed heterogeneous applications running on NSs
could interact since they use similar interaction protocols implementing compatible
functionalities. However, they can exhibit mismatches in their interaction protocols
(e.g., different ordering of messages and/or input/output data, or different formats
and granularity of input/output data) preventing them to interact seamlessly. More-
over, applications should obey quality requirements, and this may undermine their
ability to seamlessly interoperate. Achieving interoperability requires solving such
mismatches and meeting the quality requirements. This asks for the adaptation of
the applications through the use of connectors (or mediators) that are the only locus
where we can act to make the NSs adaptable.

In this section, we report on the synthesis of connectors that take into account
the behavioral and quality constraints (Sect. 11.3.1) and how such techniques can
be used to synthesize self-adaptive connectors (Sect. 11.3.2), whereas out of scope
of this section are program synthesis, feedback generation in programming, code
generation, or frameworks that automatically manipulate specific files.

11.3.1 QB-Synthesis: Quality and Behavioral
Connector Synthesis

The research community has devoted significant effort to the synthesis of connectors
since when the seminal paper [67] proposed an adaptor theory to characterize and
solve the interoperability problem of augmented interfaces of applications. In the
Web Service domain, a huge effort has been recently devoted to the description and
the automated generation of adaptors, e.g., [55] that is much related to our work.
Works [40, 41] describe an approach for the automated synthesis of functional (i.e.,
behavioral) connectors to reconcile application protocol diversities from a behavioral
viewpoint. The approach considers NSs as black boxes which expose within their
interface the application interaction behavior protocol and an ontological descrip-
tion of exchanged messages and data. By reasoning on the ontology, the approach



346 R. Calinescu et al.

automatically synthesizes a connector between the considered application protocols
allowing interoperability.

Concerning combined approaches taking into account both behavioral and quality
issues, two relevant approaches are present in the literature [64, 66]. The first presents
an approach to formally specify connector wrappers as protocol transformations,
modularizing them, and reasoning about their properties, with the aim to resolve
component mismatches. A wrapper is a new code interposed between component
interfaces and communication mechanisms, and its intended effect is to moderate
the behavior of the component in a way that is transparent to the component or the
interaction mechanism.

In [66], the authors propose an approach to automatically derive adaptors in order
to assemble correct by construction real-time systems from COTS. The approach
takes into account interaction protocols, timing information, and QoS constraints to
prevent deadlocks and unbounded buffers. A synthesized adaptor is then a compo-
nent that mediates the interaction between the components it supervises, in order to
harmonize their communication.

Even though the above-described approaches take into account both behavioral
and quality issues, they do not take into account self-adaptation, which is considered
a challenge for modern systems [27].

To the best of our knowledge, three works contributed to the automated synthesis
of self-adaptive connectors meeting both functional and quality requirements, [55]
more at middleware level and [29, 54] at application level. This latter presents an auto-
mated connector synthesis approach for the interoperability at application layer, tak-
ing into account both behavioral and quality interoperability at both predeployment
time and run-time. Functional interoperability refers to the applications’ behavior
and aims at allowing systems to correctly communicate. Non-functional interoper-
ability is about the performance and dependability attributes that must be guaranteed
during systems interoperation. The synthesized connector is self-adaptive since it is
able to tolerate environment variations and changes within certain ranges. When the
environment diverges from the considered assumptions, an adaptation cycle needs
to be run according to a provided approach at the cost of re-analysis and synthesis.

11.3.2 QB-Synthesis of Self-adaptive Connector

In this section, we describe a general approach of self-adaptive connectors synthesis
(see Fig. 11.3). It is a three-step approach that assumes as input the NS Applications,
and the QoS properties and requirements of the connected system. A case study that
used this approach is described in [29], where the general approach has been tailored
on performance properties and applied to a system coming from the e-commerce
domain used in CONNECT EU project.4 In the interest of brevity, we will present
only the general approach, and we refer to [29] for details about its application.

4https://www.connect-forever.eu/.

https://www.connect-forever.eu/
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As a first step, the approach synthesizes (Functional Synthesis) a Functional
connector (satisfying the functional requirements) that allows the input applications
to interoperate on the behavioral side. In this step, by choosing among different
settings, one could use different state-of-the-art approaches to synthesize connectors,
e.g., [41]. Then, the approach carries out the QoS Analysis on the connected system
(i.e., applications and connector) to ensure that it meets the QoS requirement during
interaction. In the literature, one can find many analysis approaches that can be
used in this step, such as [9, 24]. This step involves analyzing different connected
system’s configuration alternatives obtained by applying some adaptation strategies.
These strategies might include connector behavior slicing, tuning the upper bound
on the number of cycle iterations, and choosing the most convenient deployment
configuration (these strategies are better described later in this section). Next, the
Analysis Results are used to instrument the functional connector so that each possible
mediation path is decorated with quantitative information (Decorated connector) and
is executed only if the current QoS requirement is satisfied. The set of enabled paths
associated with a QoS requirement is called mediator configuration.

The Analysis Results are thus exploited for two different reasons: The first is
to decide (Reasoning) what is the current connector configuration to deploy (Self-
Adaptive connector). The second reason is to select at run-time a new mediator con-
figuration after a QoS requirement change, thus obtaining a new adapted connector.
The run-time adaptation is illustrated in the right part of Fig. 11.3 and is described in
the following. The approach synthesizes a self-adaptive connector between the appli-
cations and (1) the connected system is running. If the QoS requirements change for
an application (2), the adaptation process (3) is triggered. The connector, as done in
[11], is instrumented with monitoring probes that capture the event and triggers our
Adaptation Engine. The latter takes as input the decorated connector, the analysis
results, and the new QoS requirement. By reasoning on them, the adaptation engine

Fig. 11.3 Connector synthesis overview
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selects another connector configuration (4) to be properly deployed and run at the
end of the ongoing system transaction.

An example of the realization of this process, targeting performance concerns, is
proposed in Fig. 11.4 [29]. The process combines (i) the mediator synthesis taking
into account the behavioral concerns (upper part of the figure) and (ii) the QoS
analysis-based reasoning acting on the intermediary mediator to meet the connected
system’s performance requirements (bottom part of Fig. 11.4).

The considered approach for the automated synthesis of mediators overcoming
interoperability problems between heterogeneous applications, originally introduced
in [40, 41], takes as input the systems with compatible affordances, i.e., compatible
high-level capabilities in the same domain and comprises three steps: identification
of the common language, behavioral matching, and mediator synthesis. The Identifi-
cation of the Common Language, or Abstraction (❶ in Fig. 11.4), among the actions
and data of the various applications takes as input the applications protocol and the
subset of the domain ontology they refer to, and identifies the applications com-
mon language by classifying their respective (sub-)ontologies into the application
domain ontology through an ontology reasoner revealing the correspondences. The
common language makes applications’ behavior comparable to reason on them. The
Behavioral Matching or Matching (❷ in Fig. 11.4) checks the applications’ behav-
ioral compatibility, i.e., that the two applications can synchronize at least on one
trace reaching one of their respective final states by properly reconciling possible
mismatches through a mediator. An extensive description of the identified and man-
aged mismatches is given in [63]. Finally, the Synthesis (❸ in Fig. 11.4) automatically

Fig. 11.4 Overview of the connector synthesis



11 Synthesis and Verification of Self-aware Computing Systems 349

produces a (intermediary) mediator that addresses the identified mismatches, thus
enabling the functional interoperation of the two applications.

The QoS analysis-based reasoning takes into consideration QoS concerns during
the synthesis. This is done by acting on the intermediary mediator produced before.
This reasoning is composed of two steps detailed in the following: Generation of a
QoS Model and QoS analysis-based reasoning. The Generation of a QoS Model is
composed of two activities: The first one, Fig. 11.4 ❹a, takes as input the LTS-based
specification of the NSs and of the synthesized mediator, and the descriptive prop-
erties to generate the QoS Model. To execute QoS analysis, a measure specification
that defines the QoS indices of interest is required. The second activity, Fig. 11.4
❹b, translates the prescriptive property defining the QoS requirements on the final
system into the required measure specification. In the QoS analysis-based reason-
ing, from the QoS specification and the measure specification, the QoS analysis is
executed. If the composed system satisfies the specified requirements then the medi-
ator is not modified, otherwise it undergoes a reasoning step that tries to obtain a
mediator showing better QoS (see Fig. 11.4 ❺). In [29], the performance analysis-
based reasoning leverages the Æmilia ADL [10]. As mentioned before, to improve
the composed system QoS, we can act on the mediator to slice alternative behaviors,
limit the number of execution of cycles, and find out the best deployment. At the
end of this step, two scenarios are possible: (i) we obtain a mediator that allows
the composed system to meet the QoS requirements; (ii) all the refined mediators
obtained by applying the identified strategies do not allow the composed system to
meet the QoS requirements. In this case, the approach does not produce a mediator
and asks to relax the QoS requirement in order to provide a suitable system.

Adaptation Strategies. The proposed approach tries to act on the mediator to
satisfy the quality requirement. Three possible strategies are identified and can be
applied individually or in combination [29]: (i) connector behaviors slicing that
can be applied if at least one of the NSs protocols has alternative paths to achieve
communication. In this case, the connector behavior is sliced and it mediates only a
subset of the NSs communication paths; (ii) tuning the upperbound on the number
of cycle iterations. If the protocols contain cycles, several bounds are considered in
the analysis and only the ones that allow the satisfaction of the QoS requirements
are considered in the final synthesized connector. Finally, (iii) choosing the most
convenient deployment configuration among three possibilities: all remote where the
mediator and the applications are deployed on separate machines, and local to NS1
or local to NS2 where the mediator is deployed on the same machine where either
one application or the other is running, NS1 or NS2, respectively. It is worth noticing
that the synthesis process generates the most general connector that satisfies the
functional and non-functional requirements. Most general means that, with respect
to the functional mediation, the connector protocol prevents the execution only of
the paths that do not satisfy non-functional requirements.

Due to context evolutions, and in particular to run-time changes on the QoS
requirements, it might also happen that at run-time the connected system does not
satisfy the new requirements. To address this issue, the proposed approach performs
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a run-time adaptation of the connector based on the three strategies identified above
thus obtaining a new connector.

Adaptation Reasoning. Based on the applicable strategies, the reasoning iden-
tifies a number of different mediator configurations (# mediator configurations = #
possible slicing * # different upper bounds on cycles * # different deployment). For
instance, the combination of the strategies in a case study in [29] gave us 54 final
configurations to consider and hence 54 corresponding experiments to conduct.

The initial QoS requirement, from the analysis results performed before during
the synthesis, can be satisfied by several configurations. Among them is selected the
best configuration based on one policy or more, e.g., in [29] is selected the admissible
configuration that maximizes the user interactions (no mediator slicing and highest
upper bound on the number of the number of cycles in the protocol).

This run-time change in QoS requirement triggers an adaptation, since the new
requirement is not satisfied by the previous mediator configuration. The adaptation
is realized by selecting, among all the admissible mediators configurations, the one
that better suits the new requirement taking into account the policy (e.g., maximize
the user interactions).

11.3.3 Open Issues

Nowadays, it is possible to enable interoperability between heterogeneous protocols
leveraging automatically synthesized self-adaptive mediators that let them interact
seamlessly. Many automated mediator synthesis methods address the functional facet
of the problem. Additionally, a few approaches have recently been proposed to also
deal with non-functional aspects and with adaptations of the connector due, for
instance, to run-time QoS requirement changes.

However, the behavioral connector synthesis and the quality analysis approaches
suffer from the usual limitations of model-based (stochastic) analysis and synthesis
(e.g., state explosion). Hence, more efficient methods are needed to make behavioral
synthesis and quality analysis widely applicable. Along these lines, a study on how to
optimize the designed approaches should be made. This would improve the run-time
applicability and scalability of the overall approach for the synthesis of self-adaptive
connector that considers both behavioral and quality concerns.

11.4 Quantitative Verification at Run-Time

The integration of formal verification techniques into the reconfiguration of self-
aware systems aims to guarantee that these systems continue to meet their require-
ments as they change over time. The formal verification paradigm overviewed in this
section extends the applicability of quantitative verification to self-aware systems.
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Quantitative verification [49] is a mathematical-based technique for analyzing
the correctness, reliability, performance, and other QoS properties of systems char-
acterized by stochastic behavior. The technique carries out its analysis on finite
state-transition models comprising states that correspond to different system config-
urations, and edges associated with the transitions that are possible between these
states. Depending on the analyzed QoS properties, the edges are annotated with tran-
sition probabilities or transition rates; additionally, the model states and transitions
may be labeled with rewards. The types of models with probability-annotated transi-
tions include discrete-time Markov chains (DTMCs) and Markov decision processes
(MDPs), while the edges of continuous-time Markov chains (CTMCs) are annotated
with transition rates.

Given one of these models and a QoS property specified formally in a variant of
temporal logic extended with probabilities and rewards, the technique analyzes the
model exhaustively to evaluate the property. Examples of properties that can be estab-
lished using the technique include the probability that a system component operates
correctly, the expected reliability of a composite service, and the expected energy
consumed by an embedded system. Quantitative verification is typically performed
automatically by tools termed probabilistic model checkers.

We will illustrate the use of quantitative verification for a dynamic power man-
agement (DPM) system with the structure in Fig. 11.5a. This system comprises a
service provider responsible for handling requests generated by a service requester
and stored in a finite request queue. The service provider can operate in three dif-
ferent modes—busy, idle, and sleep—that correspond to different power usages and
operation rates. Figure 11.5a depicts the power usage of each mode (in watts), the
possible transitions between modes, and the energy consumed by each transition (in
joules). These values correspond to a Fujitsu disk drive [57].

The DPM system operates as follows. Upon receiving a new request, the service
provider automatically transitions to the busymode, if it is in the idlemode; otherwise
(i.e., if in the sleep or busy mode), its mode remains unchanged. If the queue contains
q > 1 requests and the service provider is in the busy mode, one of these requests is
processed. Upon processing the last request, q = 0, the service provider automati-
cally transitions to the idle mode. A software power manager controls the transitions
between the sleep and idle service provider modes. In doing so, the power manager
considers the state of the system and aims to reduce power use while maintaining an
acceptable service level.

Figure 11.5d shows a CTMC model of the DPM system. This model is adapted
from [57], and is defined in the high-level modeling language of the probabilistic
model checker PRISM [50]. The RequestQueue, ServiceProvider, and PowerMan-
ager modules within this model correspond to the similarly named components of the
DPM system. The local variables from the RequestQueue and ServiceProvider mod-
ules represent the number of requests within the queue (q) and the service provider
mode (sp). Synchronization between all modules occurs through the request and
serve actions, which denote requests arriving into the queue and being processed,
respectively. The service provider manages the transitions between the busy and idle
operating modes (lines 28–31). In contrast, the transitions between idle and sleep
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Fig. 11.5 Modeling and quantitative verification of DPM system properties

are controlled by the power manager through the synchronization of ServiceProvider
and PowerManager commands using common actions (lines 32–34 and 44–45). For
instance, when the request queue becomes empty, the power manager performs an
idle to sleep transition with probability switchToSleep (lines 41–42). Similarly, when
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the request queue grows to q ≥ qThreshold requests, the power manager performs
a sleep to idle transition to ensure that the service provider starts handling requests
(line 44).

Finally, CTMC states and transitions are associated with rewards...endrewards
structures (lines 48–62). The “Energy” reward structure encodes the energy con-
sumed by the service provider in each mode and during transitions between modes.
The“DroppedRequests” and“ServedRequests” reward structures associate a reward
of 1 with the transitions where requests are dropped due to a full queue and served,
respectively. Using these reward structures and a reward-augmented variant of con-
tinuous stochastic logic (CSL), it is possible to specify and to analyze the QoS
properties of the DPM system. For example, Fig. 11.5b, c depict the expected num-
ber of dropped requests and the expected energy use over 100 s of system opera-
tion, as a function of the switchToSleep probability, when arrivalRate = 0.8 s−1 and
qThreshold = 8. These results were obtained by analyzing the CSL reward properties
R“DroppedRequests”

=? [C≤100] and R“Energy”
=? [C≤100], respectively.

11.4.1 Application to Self-aware Systems

Extending the applicability of quantitative verification to self-aware systems requires
the continual use of the technique at run time [15]. To this end, quantitative veri-
fication at run-time integrates this formal verification technique into the MAPE
(Monitor–Analyze–Plan–Execute) closed control loop of self-aware systems.

Quantitative verification at run-time requires the monitoring of self-adaptive sys-
tems and their environment, in order to identify relevant changes and quantify them
using fast online learning techniques. These observations are used to continually
update a probabilistic model of the system, starting from an initial model provided
by the system developers. For example, fast online learning techniques [16, 17, 30]
can monitor the changing probabilities of successful service invocation for service-
based systems, and thus update DTMC models of these systems. Probabilistic model
checking performed at run-time is then used to re-verify the compliance of these
updated models with QoS requirements related to the system response time, reliabil-
ity, cost, etc. If QoS requirement violations are identified or (when the functionality
associated with the unsatisfied requirements has not been exercised) predicted, the
results of the analysis support the synthesis of a reconfiguration plan. Executing this
plan ensures that the self-adaptive system will continue to satisfy its QoS require-
ments despite the changes identified during monitoring.

To illustrate the use of the technique, suppose that the DPM system from the
previous section must comply with the QoS requirements from Table 11.1 in the
presence of changes in the request arrival rate. To achieve this compliance, the power
manager uses quantitative verification at run-time. Request arrivals are monitored to
establish the current request arrival rate. This information is used to continually
update the CTMC model from Fig. 11.5d. The updated CTMC model is then verified
to identify values for



354 R. Calinescu et al.

Table 11.1 QoS requirements for the self-aware DPM system

ID Informal description Formal specification

R1 Performance: “The expected number of dropped
request per 100s of running time should not exceed
0.5”

R“DroppedRequests”
≤0.5 [C≤100]

R2 Energy use: “The service provider should consume
at most 100 Joules per 100s of running time”

R“Energy”
≤100 [C≤100]

R3 Utility: “Subject to R1 and R2 being met, the DPM
system must use a configuration that maximizes

utility(switchToSleep, qThreshold) = w1S + w2/E,

where S is the number of requests served given by
evaluating the property R“ServedRequests”

=? [C≤100] and
E is the energy used by the service provider per 100s
of system’s running time. The weights w1,w2 >0
express the trade-off between system throughput and
battery usage”

find

argmax utility(switchToSleep,
qThreshold)

such that R1 and R2 are
satisfied

• the probability switchToSleep for setting the service provider to sleep mode, and
• the parameter qThreshold for switching the service provider to idle mode

which ensure that the DPM system meets its QoS requirements for the current request
arrival rate. As an example, Fig. 11.6a, b show the results of the quantitative verifi-

(a) (b) (c)

Fig. 11.6 Verification results for a requirement R1 and b requirement R2 from Table 11.1, and c
utility of the valid configurations of the DPM system
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cation carried out at run-time when arrivalRate = 0.65 s−1. These results establish
the expected number of dropped requests and the energy usage for a range of pos-
sible switchToSleep and qThreshold values. The shaded areas from Fig. 11.6a, b
correspond to parameter values (i.e., to power manager configurations) that violate
requirements R1 and R2, respectively. These configurations are discarded. Next, the
utility of the remaining, feasible configurations is computed. Figure 11.6c depicts
the utility values calculated for the feasible configurations from Figs. 11.6a, b, with
w1 = 1 and w2 = 2000 in the utility formula from Table 11.1. The configuration that
maximizes the system utility is circled in Fig. 11.6a–c. This configuration is adopted
by the power manager when arrivalRate = 0.65 s−1.

11.4.2 Research Challenges

Quantitative verification at run-time is a new area of research. Although successful
applications have emerged in QoS optimization for service-based systems [16, 30],
reconfiguration of cloud computing infrastructure [43], and adaptive resource man-
agement in embedded systems [13], several research challenges remain unsolved.

In particular, the state explosion problem that affects model checking is an even
greater challenge for quantitative verification at run-time. In the case of self-aware
systems, the probabilistic model checking of an updated model needs to be performed
not only with acceptable overheads for the verified system, but also fast enough to
support timely self-adaptation, and before the model is rendered obsolete by the next
update. Recent research has proposed preliminary approaches to tackling this chal-
lenge through parametric verification (described in the next section), compositional
and incremental [43] verification, and, more recently, decentralized quantitative ver-
ification [13]. Nevertheless, further research is needed to extend these approaches
and to enable the application of the technique to large, rapidly changing distributed
systems.

Even when quantitative verification at run-time can be performed very fast for the
model associated with a configuration of a self-aware system, the extremely large
configuration spaces of many such systems pose a major challenge. The recently pro-
posed search-based software engineering approach to probabilistic model synthesis
[35] may have the potential to help address this challenge, as it operates without
an exhaustive exploration of the configuration space. Assessing the applicability of
these solutions to self-aware systems remains an area of future research.

A final key challenge is to ensure that the probabilistic models verified at run-
time are accurate. Despite the development of effective techniques for learning the
transition probabilities of Markov chains from run-time observations [16, 17, 30],
the current use of point estimates for these probabilities may introduce unquantified
estimation errors. Quantitative verification with confidence intervals has been intro-
duced recently to address this problem [14], although its use in self-aware systems
is yet to be explored.
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11.5 Parametric Verification

Many systems that are subject to verification are inherently stochastic. Examples
include randomized distributed algorithms (where randomization breaks the symme-
try between processes), security (e.g., key generation at encryption), systems biology
(where species randomly react depending on their concentration), embedded systems
(interacting with unknown and varying environments). A well-known example is the
crowds protocol, which employs random routing to ensure anonymity. Nodes ran-
domly choose to deliver a packet or to route it to another randomly picked node.
In the presence of “bad” nodes that eavesdrop, we could be interested in analyzing
probabilistic safety properties such as “the probability of a bad node identifying the
sender’s identity is less than 5 %.”

In the recent past, different automata- and tableau-based probabilistic model-
checking techniques to prove model properties specified by, e.g., probabilistic ω-
regular languages or probabilistic branching-time logics such as pCTL and pCTL∗
have been developed [38]. Probabilistic model checking is applicable to a plethora of
probabilistic models, ranging from discrete-time Markov chains to continuous-time
Markov decision processes and probabilistic timed automata, possibly extended with
notions of resource consumption (such as memory footprint and energy usage) using
rewards (or prices). For instance, PRISM [50] or MRMC [45] are mature probabilistic
model checkers and have been widely applied with success.

A major practical obstacle is that these quantitative verification techniques and
tools work under the assumption that all probabilities in models are a priori known.
However, at early development stages, certain system quantities such as faultiness,
reliability, reaction rates, and packet loss ratios are often not (or at the best partially)
known. In such cases, parametric probabilistic models can be used for specifica-
tion, where transition probabilities are specified as arithmetic expressions using real-
valued parameters. In addition to checking instantiated models for fixed parameter
values, the important problem of parameter synthesis arises, posing the question
which parameter values lead to the satisfaction of certain properties of interest. Para-
metric models are very natural in adaptive and self-aware software where “contin-
uous” verification frequently amends system models during deployment as well as
in model repair, where probabilities are dynamically tuned so as to satisfy a desired
property. This section will describe the state of the art in parametric quantitative
verification and its usage in model repair.

11.5.1 Parametric Markov Chains

We will first introduce the model at hand. A parametric discrete-time Markov chain
(pMC) is defined as a usual discrete-time Markov chain (MC), with probabilities
given by rational functions (fractions of polynomials) over a given set of parameters.
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(d) The pMC M resulting from elimi-
nating all states but s0, s4, and s5.

Fig. 11.7 Parametric Markov chains

Consider the example pMC given in Fig. 11.7a. From state s0 three transitions
emerge, one transition carrying probability 0.5 and two parametric transitions with
the parameters p and q. In order for these three transitions to form a suitable proba-
bility distribution, one needs to make sure that the parameters are only instantiated
in a way such that all probabilities emanating from s0 sum up to one. We call such
an instantiation a valuation of parameters, which is a function mapping from the set
of parameters to the real numbers. A valuation inducing probability distributions is
called well-defined. For instance, the valuation v with v(p) = v(q) = 0.25 induces a
well-formed MC which is depicted in Fig. 11.7b.

The properties we investigate are the so-called reachability properties, i.e., to
compute the probability of reaching a dedicated set of target states. For instance, for
the MC in Fig. 11.7b, the probability to reach state s5 from the initial state s0 is 0.72.
For pMCs, this can be solved by computing a rational function over the occurring
parameters describing the reachability probability. This means, if the parameters of
the function are instantiated by a valuation that is well defined for the original pMC,
this will evaluate to exactly the reachability probability of the corresponding instanti-
ated MC. In our running example, the functions describing reachability probabilities
from s0 to s4 and s5 are given by:

fs0,s4 = 40p2 + 20pq + 6p + 3q

68p2 + 34pq + 34q2 + 34p + 17q

fs0,s5 = 28p2 + 14pq + 34q2 + 28p + 14q

68p2 + 34pq + 34q2 + 34p + 17q
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This example shows that already for very simple benchmarks rather complicated
functions might occur.

11.5.2 State of the Art

In 2004, Daws [26] first proposed to represent reachability probabilities in pMCs by
means of rational functions, which are obtained by state elimination (as for obtaining a
regular expression from automata). The basic idea is to “bypass” a state s by removing
it from the model and increasing the probabilities P(s1, s2) of the transitions from
each predecessors s1 to each successors s2 by the probability of moving from s1 to
s2 via s, possibly including a self-loop on s.

Consider again the pMC in Fig. 11.7a. Assume, state s3 is to be eliminated. The
states that are relevant for this procedure are the only predecessor s0 and the succes-
sors s0 and s5. Applying state elimination yields the model in Fig. 11.7c. Moreover,
if all intermediate states are eliminated, only transitions directed from initial states
to absorbing states remain. The result is depicted in Fig. 11.7d. This is what we call
the model-checking result for parametric probabilistic verification.

This technique has been improved by Hahn et al. [37] by directly computing and
simplifying intermediate functions, as a major drawback of the state elimination
technique is the rapid growth of rational functions. The simplification involves the
addition of rational functions where the costly operation of computing the greatest
common divisor (gcd) needs to be performed. Jansen et al. [42] further improved the
state elimination technique by combining it with SCC decomposition, and a dedicated
gcd computation operating on partial factorizations of polynomials. State elimination
is the core of the tool PARAM [37] and has recently been adopted in PRISM [50]. The
new tool PROPhESY [28] also employs variants of state elimination. These are—
to the best of our knowledge—the only available tools for computing reachability
probabilities (and expected rewards) of pMCs. For the common benchmarks available
at the PRISM Web site [50], PROPhESY performs best on nearly all benchmark
instances both for reachability probabilities and expected rewards. In general, for
systems with two parameters instances having up to 10 million states can be handled
within reasonable time.

With the exception of PROPhESY, the available tools just output the rational func-
tion sometimes accompanied by constraints ensuring well-definedness. The problem
of parameter synthesis is thereby not addressed directly. Other works consider para-
meter synthesis of timed reachability in parametric CTMCs [19].

In model repair [8], models refuting a given property are amended so as to satisfy
this property. In this setting, parametric MCs are used as underlying model.
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11.5.3 Parameter Synthesis

In our setting, a requirement is given as an upper bound on reachability probabilities.
For instance, for the function fs0,s5 as in Fig. 11.7d one might give a value λ ∈ [0, 1]
such that fs0,s5 < λ. Now, to determine whether the requirement is met, one has to
consider all possible parameter valuations for p and q. These parameter synthesis
problems are challenging and substantially more complex than verifying standard
MCs—just checking whether a pMC is realizable (having a parameter evaluation
inducing a well-defined MC) is exponential in the number of parameters.

The tool PROPhESY addresses this problem as follows. To give the user a feasible
and usable approach, an (approximate) partitioning of the parameter space into safe
and unsafe regions is computed. Each parameter instantiation within a safe region
satisfies the requirement under consideration, while inside the unsafe regions, no
instantiation meets the requirement.

This is done in an incremental fashion: After the rational function is computed,
the first step is to sample the rational function up to a user-adjustable degree. This
amounts to instantiating parameter values (determined by dedicated heuristics) over
the entire parameter space. This yields a coarse approximation of parts of the solu-
tion space that are safe or unsafe and can be viewed as an abstraction of the true
partitioning into safe or unsafe parts. A typical sampling result with respect to two
parameters can be seen in Fig. 11.8a. Points (or rather parameter instantiations) that
satisfy the requirement are drawn green, and the other are red.

The goal is now to divide the parameter space into regions which are certified
to be safe or unsafe. This is done in an iterative CEGAR5-like fashion. First, a
region candidate assumed to be safe or unsafe is automatically generated. An SMT
solver such as Z3 [44] or SMT-RAT [25] is then used to verify the assumption. In
case it was wrong, a counterexample in the form of a contradicting sample point is
provided along which the abstraction/sampling is refined, giving a finer abstraction
of the solution space. Using this, new region candidates are generated. A very coarse
partition into such regions is shown in Fig. 11.8b, a fine partition covering over 90 %
of the parameter space is shown in Fig. 11.8c. For the used benchmarks, a covering
of over 95 % can be achieved within seconds. After that, it is increasingly costly to
determine the rest.

11.5.4 Model Repair

A still open and important problem is how to automatically and efficiently repair a
MC model that does not meet a certain requirement. This application of paramet-
ric models is highly relevant for several applications, for example, in robotics. A
first approach was presented by Bartocci et al. [8], based on defining a nonlinear
optimization problem encoding that the system is changed with minimal cost such

5Counterexample-guided abstraction refinement.
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(a) Sampling (b) Coarse region partition

(c) Fine region partition

Fig. 11.8 Initial sampling (a), coarse (b) and refined (c) region analysis

that desired property is satisfied. The main practical obstacle of using nonlinear
optimization, be it using a dedicated optimization algorithm or using an SMT solver
for nonlinear real algebra [44] coupled with a binary search toward the optimal
solution, is scalability. As the optimization involves costly computations of greatest
common divisors of polynomials, approaches like [37, 42] are inherently restricted
to small pMCs with just a few parameters.

Recently, Pathak et al. [56] proposed a heuristic approach to model repairs moti-
vated by a robotics scenario. The method starts from an initial parameter assignment
and iteratively changes the parameter values by local repair steps. To illustrate the
basic idea, assume a model in which the probability to reach some “unsafe” states is
above an allowed bound. Using model checking, we know for each state the prob-
ability to reach “unsafe” states. The higher this probability, the more dangerous it
is to visit this state. To repair the model, we iteratively consider single probability
distributions in isolation and modify the parameter values such that we decrease the
probability to move to more dangerous successor states. The approach is shown to
be sound in the sense that each local repair step improves the reachability probability
towards a desired bound for a repairable pMC.
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To illustrate the robotics scenario and the proposed technique, consider a toy
example from [56] given in Fig. 11.9a. An object moves between two places (1)

and (2) according to the MC M1. To catch the object, a robot moves between the
places according to a strategy modeled by the pMC M2. With certain parameter
domains, this defines the degree of freedom one has to perturb the strategy. For these
two systems, the synchronous parallel composition is depicted as the pMC M in
Fig. 11.9. Intuitively, the probability to actually catch the ball is the probability to
finally reach the states (1, 1) and (2, 2).

Assume now that for some reason it is dangerous to catch the ball at (2). We
therefore want to decrease the probability of reaching state (2, 2) in M , say it should
be smaller than 0.5. Assume furthermore, an initial valuation of parameters leads
to the MC D depicted in Fig. 11.10a by basically instantiating all parameters with
zero. In D , the probability to reach (2, 2) is 0.5, i. e., the requirement is not met.
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Fig. 11.9 Example setting for a robotic application of model repair
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Fig. 11.10 Markov chain which is repaired towards satisfaction of the given property
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Locally changing the probability distributions towards the requirement means that
the reachability probability needs to be decreased. A possible result is the MC D̂
depicted Fig. 11.10b, where the probability to reach (2, 2) is now only 4/9, which
means that the requirement is met. We call D̂ a repair of D . Experiments show that
this approach is feasible for systems with millions of states.

11.6 Run-Time Verification and Probabilistic Models

The goal of system health management is similar to that of a healthcare system, which
aims to keep people healthy. System health management [23], in contrast, focuses
on artificial or engineered systems, including aerospace [60, 61], electrical power
[52, 58], infrastructure, mobile, and software systems [53, 59], and aims to keep
them (and consequently also their users and operators) healthy or safe. Key system
health management processes are detection, isolation, prognosis, and mitigation.
Detection amounts to asking “Is something wrong or faulty in the system?” Isolation
asks “Which components, if any, are faulty?” Prognosis is forecasting, and asks the
question “Is the system or any components going to fail soon?” Finally, mitigation
focuses on the question “What can I do in order to work around failures?”

The methods used to address each of these four questions, along with their rel-
ative importance, vary between applications. In this section, we will focus on gen-
eral methods—namely probabilistic graphical models [46] and run-time verification
[62]—and illustrate them by means of aerospace applications. Unmanned aerial sys-
tems (UASs), some of which are also known as drones, will be emphasized.

In general, there are two systems involved [23]. One is the system being monitored,
or target. This can be a mechanical system, an electrical power system, a mobile
phone, or a software program. Second, there is the monitoring system, or monitor.
In our case, the monitor is called a system health monitor (SHM). The SHM is
typically a computer running adjacent to the system being monitored, and is taking
as input sensor readings from the monitored (or target) system. The concept of sensor
reading should here be interpreted broadly and can be vibration measurements for
a mechanical system, voltage measurements for an electrical power system, or log
file entries for a software application. What these sensor readings have in common is
that they reflect the target’s health status and are used by the system health monitor
to compute the estimates of the target’s current and future health status. Often, the
SHM relies on the use of one or several models, along with algorithms operating
on them, and key SHM questions center around how these models are expressed,
how they are developed, what they are used for, and how computation with them is
performed.

We are in particular focused on models that are represented as probabilistic graphi-
cal models using Bayesian networks and arithmetic circuits. Bayesian networks have
received substantial attention both from researchers and practitioners, and have been
successfully employed for target systems such as electrical power systems and soft-
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ware systems. Sometimes, not only the monitored system is being modeled, but also
its sensors. This enables us to distinguish between system failure and sensor failure
in the SHM model and thus by the SHM monitor.

Bayesian network models for system health management can be developed man-
ually by developers in collaboration with subject matter experts as well as in a
completely data-driven fashion [65]. There are also hybrid development methods,
in which the structure of the Bayesian network is constructed manually, while its
parameters are estimated from data, perhaps informed by a Bayesian prior. Once
a probabilistic graphical model for SHM has been developed, there is the question
of deployment. A Bayesian network can be used directly by an SHM monitor for
online system health management, or it can be compiled to a secondary model which
is then used by the SHM monitor. Data structures for such secondary models include
junction trees and arithmetic circuits. Benefits of using a secondary data structure
include faster computation, simpler SHM algorithms, more predictable compute time
and memory consumption, and lower power consumption. Different computational
platforms can be used, including not only CPUs but also graphics processing units
(GPUs) [68, 69] and field programmable gate arrays (FPGAs) [61].

Regardless of whether a Bayesian network model or a compiled model is used
for SHM monitoring, a posterior distribution P(H | e) is computed. Here, e is the
input to the model (computed from sensors of the target or monitored system), while
H is a set of random variables that reflect the health status of the target system.
Each component in the target system is typically represented by a handful of random
variables in the SHM model. One random variable among this set can, for example,
represent the health status of one component or one subsystem in the target system.
The graph structure of the model will reflect dependencies and independencies of
the target system, and will also reflect the structure of the problem being solved.

There are at least three central design requirements for UAS SHM in aerospace
[61]: unobtrusiveness, responsiveness, and realizability. Unobtrusiveness means that
the SHM framework must not change the properties of the vehicle.6 Responsiveness
means that the SHM framework must operate in real time. Realizability means that
the SHM framework must easily plug into the existing technology stack of the UAS.
One cannot expect that this stack can be easily changed; an SHM component needs
to blend into an existing ecosystem without too much “pain.”

The above requirements have been met in the novel rt-R2U2 framework [61]. The
rt-R2U2 framework is a hybrid or modular one, in which different models are, to a
large extent, developed separately but with well-defined interfaces. Typical building
blocks of rt-R2U2 are the following: signal processing blocks, temporal logic blocks,
Bayesian reasoning blocks, and miscellaneous computing blocks. These blocks can

6For example, for manned flight, there is a stringent certification requirement. For both unmanned
and manned flights, there is typically stringent resource limitations. These resource requirements
may vary from aerospace vehicle to aerospace vehicle, but are often concerned with electrical
power consumption, weight, and computational needs. These requirements are different from what
is often seen in other applications of verification or run-time verification, and impact the techniques
developed to meet the requirements.
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be connected in a block diagram fashion; thus, a temporal logic block can take as input
results from a Bayesian reasoning block and vice versa. Bayesian reasoning blocks,
containing arithmetic circuits compiled from Bayesian networks, typically estimate
component and sensor state-of-health from noisy and uncertain sensor data. Tem-
poral logic blocks, on the other hand, contain temporal logic formulas that express
aerospace safety requirements. Linear Temporal Logic (LTL) and Metric Temporal
Logic (MTL) are often used to formalize safety requirements in aerospace. The key
benefit of the rt-R2U2 framework is that such temporal formulas can be used for
run-time verification, even on a UAS under the three central design requirements
discussed above (unobtrusiveness, responsiveness, and realizability).

The rt-R2U2 framework has been successfully implemented and validated using
data from the Swift UAS, an unmanned all-electric aircraft at NASA [61]. In the Swift
UAS, there is a read-only interface from the bus attached to the main flight computer.
This interface is used by the SHM monitor, which is implemented by FPGA. The
FPGA is used to compute with an arithmetic circuit (AC) model compiled from a
Bayesian network model. In addition, run-time verification methods are being used.
These run-time verification techniques are evaluating temporal logic formulas on the
FPGA. These temporal logic formulas express flight rules, operational limitations of
the Swift UAS, and so forth. Inputs to an AC model can be sensor readings, filtered
sensor readings, or outputs of another Bayesian reasoning or temporal logic block.
This enables a powerful and flexible system health management capability for the
UAS, and we believe it could be a foundation for similar SHM systems outside of
aerospace.

11.7 Analysis and Synthesis of Self-adaptation Exploiting
Environment Assumptions

During the construction of a self-aware computing system, developers face many
decisions about the system’s architecture and design. For example, questions such as
whether to employ centralized or decentralized decision-making, or whether adap-
tation should be executed reactively or proactively must be carefully considered.

The answer to these questions can be informed by past experience with similar
existing systems, or by prototyping and simulation activities that can provide a good
estimation of the behavior of the system at run time. Nevertheless, experience with
similar systems may not always be available, and prototyping or simulating (poten-
tially many) system design variants is not cost-effective. Moreover, prototyping and
simulation are good at providing estimations of the behavior of a system in the “nor-
mal” case, but do not systematically support system analysis in the context of an
unpredictable environment (e.g., worst-case scenario).

In this section, we overview a technique to analyze self-adaptive systems that
explicitly considers the uncertainty in their operating environment. The approach
enables developers to approximate the behavioral envelope of a self-adaptive system
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by analyzing best- and worst-case scenarios of alternative designs for self-adaptation
mechanisms, given some assumptions about the behavior of the operating envi-
ronment. The formal underpinnings of the approach are based on model checking
of stochastic multiplayer games (SMGs) [20], a technique appropriate to analyze
the interplay between a self-adaptive system and its environment. SMG models are
expressive enough to capture: (i) the inherent uncertainty and variability of the envi-
ronment and (ii) the competitive behavior between a system and its environment
(reflecting the fact that environment changes cannot be controlled by the system).

The underlying idea behind the approach is modeling a system and its environment
as players in a SMG, which can either cooperate to achieve a common goal (best-
case scenario analysis), or compete against each other (worst-case scenario analysis).
Being purely declarative, this technique does not require the availability of specific
adaptation algorithms or infrastructure.

This technique is intended to endow developers with a preliminary understanding
of the behavior resulting from architecting a self-adaptive system based on a set of
coarse-grained design decisions, helping them to narrow down the solution space.
Once the coarse-grained architecture of the system has been laid out, it can be refined
into more detailed specifications that can be employed to develop prototypes or
simulations that require the availability of specific adaptation algorithms and demand
more effort to develop, compared to a declarative approach.

The remainder of this section first provides an overview of the technique for model
checking SMGs that serves as foundation for analyzing self-adaptation. Next, we
describe how model checking of SMGs is applied to compare alternative approaches
to proactive adaptation in the context of Znn.com [21], a benchmark system that has
been employed to assess different works on self-adaptation. Finally, we discuss the
challenges in shifting the technique from design-time analysis to run-time synthesis
of adaptation behavior.

11.7.1 Model Checking Stochastic Games

Automatic verification techniques for probabilistic systems have been successfully
applied in a variety of application domains that range from power management or
wireless communication protocols, to biological systems. In particular, techniques
such as probabilistic model checking provide a means to model and analyze systems
that exhibit stochastic behavior, enabling reasoning quantitatively about probability
and reward-based properties (e.g., about the system’s use of resources, or time).

Competitive behavior may also appear in systems when some component cannot
be controlled and could behave according to different or even conflicting goals with
respect to other system components. In such situations, a natural fit is modeling a
system as a game between different players, adopting a game-theoretic perspective.

The approach that we describe in this section builds upon a recent technique for
modeling and analyzing SMGs [20]. In this technique, systems are modeled as turn-
based SMGs, meaning that in each state of the model, only one player can choose
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between several actions, the outcome of which can be probabilistic. Players can
cooperate to achieve the same goal, or compete to achieve their own goals.

The approach includes a logic called rPATL for expressing quantitative properties
of stochastic multiplayer games and reasoning about the ability of a set of players
to collectively achieve a particular goal. Properties written in rPATL can state that a
coalition of players has a strategy which can ensure that either the probability of an
event’s occurrence or an expected reward measure meets some threshold. rPATL is
a CTL-style branching-time temporal logic that incorporates the coalition operator
〈〈C〉〉 of ATL [1], combining it with the probabilistic operatorP�	q and path formulae
from PCTL [12]. Moreover, rPATL includes a generalization of the reward operator
Rr�	x from [33] to reason about goals related to rewards. An extended version of the
rPATL reward operator 〈〈C〉〉Rr

max=?[F φ] enables the quantification of the maximum
accrued reward r along paths that lead to states satisfying state formula φ that can
be guaranteed by players in coalition C, independently of the strategies followed by
the other players. An example of typical usage combining the coalition and reward
maximization operators is 〈〈sys〉〉Rutility

max=?[Fc end], meaning “value of the maximum
utility reward accumulated along paths leading to an end state that a player sys can
guarantee, regardless of the strategies of other players.”

Reasoning about strategies is a fundamental aspect of model checking SMGs,
which enables the synthesis of a strategy that is able to optimize an objective
expressed as a property including an extended version of the rPATL reward operator.
An SMG strategy resolves the choices in each state, selecting actions for a player
based on the current state and a set of memory elements [20].

11.7.2 Reasoning About Self-adaptation Using
Stochastic Games

The underlying idea behind the approach to analyze self-adaptive systems consists
in modeling both the self-adaptive system and its environment as two players of a
SMG. The system’s player objective is optimizing an objective function encoded in a
rPATL specification (e.g., minimizing the probability of violating a safety property, or
maximizing accrued utility—encoded as a reward structure on the game). In contrast,
the environment can either be considered as adversarial to the system (enabling worst-
case scenario analysis), or as a cooperative player that helps the system to optimize
its objective function (enabling best-case scenario analysis).

We illustrate the technique in the context of Znn.com [21], a benchmark case
study employed to assess different works on self-adaptation.

The main objective of Znn.com is to provide content to customers within a rea-
sonable response time, while keeping the cost of the server pool within a certain
operating budget. From time to time, due to highly popular events, Znn.com experi-
ences spikes in requests that it cannot serve adequately, even at maximum pool size.
To prevent losing customers, the system can maintain functionality at a reduced level
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of fidelity by setting servers to return only textual content during such peak times,
instead of not providing service to some of its customers. There are two main qual-
ity objectives for the self-adaptation of the system: (i) performance, which depends
on request response time, server load, and network bandwidth and (ii) cost, which
depends on the number of active servers (Fig. 11.11).

When response time becomes too high, the system can execute adaptation tactics
to: (i) increment its server pool size if it is within budget to improve performance; or
(ii) switch servers to textual mode if the cost is near to budget limit. For simplicity,
we consider a simple version of Znn.com that adapts only by adjusting server pool
size. Note that different adaptation tactics take different amounts of time until their
effects are produced (i.e., they have different latency). For example, adapting the
system to serve results in textual mode may be achieved quickly if it can be done
by changing a simple setting in a component, whereas booting up a server to share
the load may take some time. When planning how to adapt, self-adaptive approaches
tend to make simplifying assumptions about the properties of adaptation, such as
ignoring the time it takes for an adaptation tactic to cause its intended effect.

In the following, we show how SMG analysis can be instantiated to quantify the
benefits of employing adaptation latency information in decision-making, comparing
latency-aware with latency-agnostic adaptation in Znn.com.

The approach consists of two phases: (i) model specification, consisting of build-
ing the game model that describes the possible interactions between the self-adaptive
system and its environment and (ii) strategy synthesis, in which a game strategy that
optimizes the objective function of the system player is built, enabling developers to
quantify the outcome of adaptation in boundary cases.

11.7.2.1 Model Specification

We consider a game for Znn.com played in turns by two players who are in control
of the behavior of the environment and the system, respectively:

• Environment Player. The environment is in control of the evolution of time and
other variables of the execution context that are out of the system’s control. During
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its turn, the environment sets the number of request arrivals for the current time
period and updates the values of other environment variables (e.g., increasing the
variable that keeps track of execution time).

• System Player. During its turn, the system can: (i) trigger the activation of a new
server, which will become effective only after the latency period of the tactic
expires; (ii) discharge a server (with no latency associated); or (iii) yield the turn
to the environment player without executing any actions. In addition, the system
updates during its turn the value of the response time according to the request
arrivals placed by the environment player during the current time period and the
number of active servers (computed using an M/M/c queuing model [22]).

The objective of the system player is to maximize the accrued utility during
execution. To represent utility, we employ a reward structure that maps game states
to a utility value computed according to a set of utility functions and preferences (i.e.,
weights). We consider two functions UR and UC that map the response time and the
number of active servers in the system to performance and cost utility, respectively.

In latency-aware adaptation, a reward structure rIU encoded in the game employs
the value of response time MMc(s, a) computed according to the request arrivals
a and the number of active servers s during the tactic latency period to compute
the value of instantaneous utility as rIU = wR · UR(MMc(s, a)) + wC · UC(cps · s),
where cps is the cost of operating a server.

However, in non-latency-aware adaptation, the instantaneous utility expected by
the algorithm during the latency period for activating a server does not match the
real utility extracted for the system, since the new server has not yet impacted the
performance (although there is an impact on cost, since the server is already active
while booting up). In this case, we add to the model a second reward structure rEIU in
which the utility for performance during the latency period is based on the response
time that the system would have if the new server had completed its activation:
rEIU = wR · UR(MMc(s + 1, a)) + wC · UC(cps · s).

11.7.2.2 Strategy Synthesis

To illustrate how SMG analysis can be employed to compare latency-aware with
latency-agnostic adaptation, we describe rPATL specifications that enable quantify-
ing the maximum accrued utility that adaptation can guarantee, independently of the
behavior of the environment (worst-case scenario analysis).

• Latency-Aware Adaptation.We define the real guaranteed accrued utility (Urga) as
the maximum real instantaneous utility reward accumulated throughout execution
that the system player is able to guarantee, independently of the behavior of the
environment player:

Urga � 〈〈sys〉〉RrIU
max=?[Fc t = MAX_TIME]
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This expression quantifies the utility that an optimal self-adaptation algorithm
would be able to extract from the system, given the most adverse possible condi-
tions of the environment.

• Latency-Agnostic Adaptation. In latency-agnostic adaptation, real utility does not
coincide with the expected utility that a self-adaptation algorithm would employ
for decision-making. Hence, the analysis is performed in two steps:

1. Compute the strategy that the adaptation algorithm would follow based on the
information it employs about expected utility. That strategy is computed based
on an rPATL specification that obtains the expected guaranteed accrued utility
(Uega) for the system player:

Uega � 〈〈sys〉〉RrEIU
max=?[Fc t = MAX_TIME]

For the specification of this property, we use the expected utility reward rEIU
instead of the real utility reward rIU (in latency-aware adaptation Uega = Urga).

2. Verify the Urga under the generated strategy. This is done by building a product
of the existing game model and the strategy synthesized in the previous step,
obtaining a new game under which further properties can be verified. In our case,
we quantify the reward for real utility in the new game in which the system player
strategy for maximizing expected utility has already been fixed.

The model checking different variants of Znn.com’s SMG shows that latency-
aware adaptation outperforms in all cases its latency-agnostic counterpart (more
details in [18]). Concretely, latency-aware adaptation is able to guarantee an incre-
ment in utility extracted from the system, independently of the behavior of the envi-
ronment (ΔUrga) that increases progressively with higher tactic latencies.

11.7.3 From Design-Time Analysis to Run-Time Synthesis

Although the approach presented in this section is oriented toward obtaining a pre-
liminary understanding of adaptation behavior at design time, its underlying princi-
ples can also be tailored to decide how to adapt at run-time by synthesizing system
strategies while considering explicitly the behavior of the environment.

The main advantage of using probabilistic model checking at run-time instead
of a specific adaptation algorithm is that the adaptation decision is optimal (e.g.,
over a time horizon), since the model checker selects a strategy that optimizes the
system’s goal through exhaustive search. However, the current approach has limited
scalability, since the interleaving of environment and system transitions can easily
lead to an explosion of the state-space. This limitation can be mitigated by carefully
choosing the level of abstraction of the model, or representing the behavior of the
environment only over a relevant time horizon, for instance. Moreover, we expect that
the maturation of this technology will result in the development of efficient run-time
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synthesis techniques, following the lead of recent advances in efficient quantitative
verification at run-time [32, 34].

11.8 Summary

We presented two classes of techniques that support key processes associated with
the operation of self-aware computing systems—verification and synthesis. Using
probabilistic models ranging from Markov chains and Bayesian networks to stochas-
tic multiplayer games, verification enables self-aware systems to reason about their
reliability, performance, cost, and other QoS properties. When changes in the envi-
ronment or goals render the actual or predicted values of these properties inadequate,
the synthesis of connectors and service compositions supports the adaptation of the
software architecture of self-aware systems.
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self-adaptation and identifies the role of self-awareness for each of the techniques
and the metrics used to evaluate these techniques. Finally, we pave the way toward
the following chapter, which discusses multiple entity adaptation, by introducing the
interaction of different self-adaptation techniques at the level of the single individual.

12.1 Introduction

Self-awareness plays a key role in the development of self-adaptation techniques.
Indeed, in order for any adaptation technique to be successful, it is necessary to
possess some knowledge about the effect of the adaptation strategies. This chapter
discusses self-adaptation based on self-awareness at the individual level. This means
that one single entity receives inputs both from itself or some of its components and
from the external environment and uses the input to adjust to the current conditions.

In order to fully understand the adaptation process, we analyze its drivers. We
have identified different drivers for adaptations. First, a system can adjust its behavior
because the high-level goals that it was trying to achieve are changed. Aside, it is
also possible that the adaptation process is triggered by changes in the system itself
or by changes in the environment.

A key role in defining the adaptation process is the technique that is used to
build the adaptation strategy. Among the many possible techniques, we focus on
three main categories and discuss control theory, machine learning, and optimization
research. Moreover, the technique of choice usually determines also how the results
are evaluated. We provide here an overview of different methodologies and metrics
and discuss the most widely used evaluation techniques.

While the scope of this chapter is limited to a single entity adaptation, we here
pave the way toward multiple entities that adjust their behavior, by discussing how
a single entity can have multiple adaptation strategies and coordinate among them,
to improve the overall behavior.

The chapter is organized as follows. Section12.2 provides a discussion about why
adaptation is introduced into the system and what components of self-awareness
drive it. Section12.3 describes some adaptation techniques, while Sect. 12.4 defines
how to evaluate these adaptation techniques. In the end, Sect. 12.5 discusses how
multiple adaptation policies can interact in the same entity and Sect. 12.6 concludes
the chapter.

12.2 What Drives Adaptation?

In this section, we will describe what are the drivers for self-adaptation.
Self-aware computing systems are characterized by the existence of at least one

reflection run-time model where the causal connection [12] realizes some form of
learning of the mentioned run-time model. Furthermore, the run-time models allow
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systems to reason about their behavior and self-adapt in accordance with changing
higher-level goals, and thus, these systems are also conceptually characterized by the
existence of an evaluation run-time model representing the higher-level goals that
may change over time [42]. Accordingly, it has to be emphasized that adaptation
in self-aware computing systems is based on reasoning with the run-time models
in order to determine adaptation steps that lead to a better fulfillment of the higher-
level goals. Consequently, the drivers for adaptation considered are (1) changes in the
higher-level goals; (2) changes in the system itself or in its run-time model; and (3)
changes in the environment. All these different changes are captured by the run-time
models and their updates.

For all three cases, the adaptation engine can be based on the reasoning capabili-
ties for the reflection run-time model of the system and environment or for run-time
models. Additionally, either static or dynamic knowledge about the adaptation capa-
bilities of the system is added, in the form of a change run-time model. Such a
change run-time model may either describe the solution space explicitly or implic-
itly by describing the possible changes but not the solution space directly. In cases
(2) and (3), it determines a solution that takes the changes in the environment and/or
system into account and likely better fulfills the evaluation run-time model than the
current solution. In case (1), in contrast, possible solutions are determined that fit to
the changed evaluation run-time model.

12.2.1 Adapting to Changes in High-Level Goals

Two common ways of expressing high-level goals [20]1 are:

• goal policies, which specify a desired state, or criteria that characterize a set of
desired states that are deemed equally desirable; or

• utility-function policies, which specify an objective function, possibly accompa-
nied by a set of constraints. The goal is defined as the desired feasible state or set
of feasible states for which the objective function is optimized subject to the set
of constraints.

A simple example of a goal policy is “the response time for Gold class should be
no more than 1 s.” A self-aware entity with such a goal will manage the compute
resources at its disposal (CPU, memory, bandwidth, or perhaps higher-level controls
such as concurrency levels) to do its utmost to fulfill this goal, along with other
goals that may dictate performance metrics for Gold or other service classes, along
with other types of criteria that reflect reliability, security, or power consumption
considerations. If the entity itself experiences changes in the environment or its

1While action policies are often used to specify behavior in systems, we do not consider them here
because they directly dictate actions that are to be taken if the system is in a given state, typically
without mentioning what is the goal or objective to be served by taking that action.



378 M. Maggio et al.

internal makeup, it will modify the control settings in an effort to continue satisfying
the goal. Such forms of adaptation are the typical case and are discussed more fully
in subsequent subsections. More rarely, the goal itself may be changed dynamically,
which will result in adaptation even if the entity does not experience changes in the
environment or in its internal makeup. There are two main scenarios under which
the goals themselves might change:

1. The end user deliberately modifies one or more of the entity’s goals.
2. Another entity in the system modifies the entity’s goals (including the entity

itself).

In either of these cases, a change to the goals themselves will typically require
that the self-aware entity adjust the settings of various system controls in order to
satisfy the new set of goals. Thus, the entity will adapt to the new goals, even if the
entity itself and the environment in which it is situated remain unchanged.

One entity changing the goals of other entities in the system is itself an adaptive
mechanism. If an entity finds it necessary to adapt for any reason, part of its adaptation
repertoire may be to place new and different requirements on other entities upon
which it depends, and in other words, to effectively modify those other entity’s
goals. Suppose, for example, that the environment changes in a way that affects
only entity A, but not entity B. Entity B will therefore not display an inclination to
change its controls in response to the environmental change, but if entity A modifies
the demands it places upon B, then B may well change its controls in order to satisfy
its new goals. Thus, B will be affected indirectly by the environmental change.

Now consider utility-function policies. Environmental or system changes will
naturally induce an entity to modify its control settings in an effort to re-optimize
the utility in the light of such changes. This form of adaptation will be discussed in
more detail in later subsections. Here, we consider adaptation that occurs in response
to modifications in the utility function itself. Just as was the case for goal policies,
an end user may deliberately change the utility function directly, or else the utility
function may be recomputed based upon the (changing) state of another entity’s goal
or utility function.

The Unity project at IBM Research [39] exemplifies how one utility function
can be derived from another. In Unity, an application manager conveyed its resource
needs to a resource allocationmanager by transforming its utility function (expressed
in terms of response time goals) to a utility function (expressed in terms of the num-
ber of servers that are made available to the application manager). In this scenario,
changes in the environment, such as an increase or decrease in workload intensity,
affected the transformation. Consequently, even if the response time utility function
remained fixed, the derived resource utility was determined in part by the work-
load intensity. Regardless of what drove the change to a utility function, the change
required adjustments in the control settings—just as was the case for goal policies.

A more subtle form of change in high-level goals occurs in the case of reinforce-
ment learning. Tesauro [39] showed how reinforcement learning could be applied
to the Unity example cited above to improve the long-term utility of the system.
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Reinforcement learning entails learning a reward function and a policy based upon
that reward function. If the system should operate at the same time that it is learning,
the fact that the reward function is being learned (and is therefore evolving over
time) means that the policy that maps from states to actions is also evolving, i.e., it
is not constant over time. One could say that the system’s behavior is being driven
by an evolving policy (one that bears a lot of similarity to a utility-function policy),
and therefore, under these circumstances the system’s behavior may change even if
the system itself and the environment are stable. (Of course, if the environment is
truly stable, then learning may not proceed very well, as the system must experience
different states in order to learn the reward function.)

12.2.2 Adapting to Changes in the System

There is also the chance of reacting to changes in the system, like the failure of a
component. In a production scenario of, for instance, electronic consumer goods,
individual quality variations among components and submodules could add up and
compromise the total functionality. Using only high-quality/low-variance compo-
nents makes the product much more expensive and one remedy could be to have
intermediate steps of manual or automatic calibration and tuning in the assembly, but
this may also add to the total production cost, and one would still need recalibration
when components age and change their functionality/performance. An alternative
could be to use automatic offset compensation and adaptivity in the design, which
then would allow for a range of uncertainties (slowly), time-varying components or
even for some malfunctioning submodules. The traditional alternative to adaptivity
is to make a so-called robust design which does not need to change with varying
components, but may on the other hand be conservative and suboptimal for several
of the individual sets of components. The complexity of the control is there traded
for performance and overall robustness versus sensitivity.

Finally, adapting to changes in the systemmay entail changing the algorithms used
to achieve goals in view of the new system model. An example is when changes in
the system cause certain parameters to become correlated. Hence, controlling these
parameters separately (as might be good for separation of concerns) is no longer
optimal. To illustrate, consider the data center of the reference scenario specified in
Chap.4, where multiple cooling elements uniformly cool all available space. The
operator wants to minimize the total energy cost of cooling. In this case, the amount
of energy expended on cooling a server depends only on server load and not server
location. Now, imagine that one of the cooling elements fails. The physical space is
no longer uniformly cooled. Areas previously cooled by the failed element are now
harder to cool (i.e., require more energy to cool). Hence, load allocation now has to
consider cooling efficiency. The load allocation algorithm needs to become aware of
physical space, such that more load is allocated to servers in cooling-efficient parts of
the data center. In other words, by virtue of the change in cooling efficiency resulting
from a component failure, new coupling is created between load allocation and

http://dx.doi.org/10.1007/978-3-319-47474-8_4


380 M. Maggio et al.

cooling that needs to be taken into account to continue to meet the energy-efficiency
goal. An adaptation must occur to swap allocation algorithms.

12.2.3 Adapting to Changes in the Environment

As mentioned above, in the environment-driven changes, the changes of the evalu-
ation run-time model drive the adaptation. A solution is determined to better fulfill
the new evaluation run-time model.

An interesting example of that occurs in systems thatmust satisfymultiple require-
ments of different criticality, such as simultaneous requirements on safety and perfor-
mance. Depending on the state of the environment, the systemmay choose to enforce
a safety goal, a performance goal, or both. In some cases, these goals become at odds,
in which case enforcement of one will override enforcement of the other. An adaptive
action must be performed by the system in view of the perceived state of both the
system and its environment to determine which goals to enforce. Said differently, an
evaluation run-time model may exist for each requirement. A switch of models may
occur dynamically, causing enforcement of one requirement to take precedence over
that of another.

An example, in the context of software performance management, is when an
adaptive agent recognizes an unexpected adverse interaction between itself and other
adaptive agents, which prompts it to change its normal behavior to continue to attain
its high-level goals (such interactions are discussed at more length in Sect. 5.2). To
illustrate, consider a data processing agent in some distributed data stream processing
workflow. A basic high-level goal of the agent could be to ensure progress such that
processing is never stalled as long as more data exists upstream. Amore refined oper-
ational goal could be to carry out the processing at an optimal level of local resource
utilization, such that the agent is neither overloaded nor underutilized. Hence, this
agent may exercise back-pressure by throttling the stream of incoming data when
local resource utilization is too high and releave the back-pressure when utilization
is low.

Ordinarily, the agent’s action will regulate utilization around a desired level. In
this case, the correlation between changes in back-pressure and resulting changes
in utilization should be negative, indicating that the back-pressure is successful at
changing utilization in the desired direction. Now assume the agent detects that the
correlation between changes in back-pressure and subsequent changes in utilization
has become positive. This is unusual because it means that decreasing back-pressure
now decreases utilization rather than increasing it, and vice versa. It is also dangerous
because it generates a self-reinforcing loop: Low utilization triggers a decrease in
back-pressure by design, but such a decrease triggers further reduction in utilization
according to the measured abnormal correlation (for a reason unknown to the agent).
This loop may grind progress to a halt as utilization continues to drop in a self-
reinforcing manner. The detected unusual condition in the environment (namely,
the detected positive correlation between changes in back-pressure and resulting

http://dx.doi.org/10.1007/978-3-319-47474-8_5
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changes in utilization) can thus trigger a reprioritization of goals from optimizing
utilization to attaining the presently endangered goal of merely ensuring progress. In
the new operation mode, utilization feedback is disconnected, and back-pressure is
reset to a fixed open-loop value that attains the progress goal although is suboptimal
in terms of resource utilization. In this example, environmental conditions affected
the selection of goals, triggering a switch in the run-time model of the system when
attainment of higher-level goals (progress)was jeopardized by apparentmalfunctions
inmechanisms geared to optimize for lower-level goals (optimal utilization). Despite
the goal not having changed, the run-time model incorporates the malfunctions and
is able to cope with them to keep achieving the goal.

A version of the aforementioned scenario was reported in earlier literature [17],
where the unusual positive correlation was triggered by interaction with the Linux
anti-receive-livelock mechanism. Specifically, data was received from a network.
When the received data rate was very high, the anti-receive-livelock mechanism
would switch from interrupt-driven I/O to polling I/O. This switch would trigger a
decrease in utilization. Clearly, responding to the decreased utilization by releaving
back-pressurewould be thewrong thing to do as such an actionwould only exacerbate
the overload and drive the anti-receive-livelock to reduce utilization further. This is
how a positive correlation between back-pressure reduction and utilization reduction
was triggered. In the adaptive goal reprioritization solution described above, even
though the data processing agent was unaware of the reason for the abnormal posi-
tive correlation, switching to an open-loop back-pressure scheme to ensure progress
would break the vicious cycle and undo the adverse interaction [17]. A separate
mechanism was designed to assess when to re-engage the evaluation run-time model
geared at optimizing utilization, once progress has been preserved.

A closely related challenge is to ensure system robustness in the presence of soft-
ware errors. This challenge is especially relevant to systems where different require-
ments (and thus, different components) have different criticality, as is common for
instance in cyber-physical systems. Hence, different components may be validated
to a different level of assurance. Errors may occur in less critical components but
should not propagate and bring down the system. The most critical requirements in
cyber-physical systems are the safety requirements. They ensure self-preservation.
Violating safety requirements may cause user death or catastrophic physical failures.
Subsets of the system that are instrumental to meeting the safety requirements are
subjected to a much higher scrutiny in the design and development process and are
certified to a higher degree of assurance. These subsets are usually minimal and rep-
resent a trusted core. Performance requirements are considered less critical. Often
meeting these requirements requires a higher degree of optimization and hence is
computationally more involved. Most of the overall system code may be dedicated
to computing such value-added performance optimizations. Due to its lower degree
of criticality, this code is not certified to the same assurance level as the trusted
core and hence can be relatively less reliable. A key adaptation challenge in this
context becomes: How to attain performance goals enforced by optimization algo-
rithms that are less reliable (and hence may generate errors) while at the same time
robustly guarantee meeting safety goals enforced by components that are intention-
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ally simplified (and hence do not address performance). The answer lies in clever
handover schemes between safety operation modes and performance modes (i.e.,
switching between different evaluation run-time models) depending on current state.
This adaptation allows the system to attain performance goals most of the time,
while ensuring overall robustness to unexpected failures, making sure that safety
requirements are never violated.

To illustrate, consider an implanted smart pacemaker. A key performance require-
ment is that the pacemaker adapts to user activity. For example, when the user is exer-
cising or is otherwise engaged in vigorous activity, the pacemaker should operate at
an elevated rate to ensure a sufficient blood flow. This adaptation can be achieved
using implanted accelerometers that measure motion. However, care should be taken
to differentiate user motion from ambient motion. For example, heart rate should not
be raised when a user is riding a bus on a bumpy road, just because the accelerom-
eters are measuring a high level of motion. Complex signal processing schemes are
required. Complexity breeds errors. Incorrect pacing was shown to possibly trig-
ger dangerous conditions such as fibrillation (a potentially fatal condition) in recent
work [18]. When onsets of such a condition are detected, the evaluation run-time
model is switched to elevate safety over performance, reverting to a simple constant-
rate pacing scheme, designed to restore a safe, but not necessarily optimal, heart
rate. In this example, the system watches for the dangerous condition in the physical
environment (i.e., user heart rate) and adaptively performs the safety override.

Other examples of similar automated overrides (switches in evaluation run-time
models) include overrides in collision-avoidance systems in partially autonomous
vehicles to prevent imminent collisions, overrides in intravenousfluid infusion pumps
to prevent patient overdose (especially when infusing pain medications and seda-
tives), and thermal emergency overrides in common laptops to prevent physical
damage to the processor. In each case, meeting a performance requirement (e.g.,
optimizing navigation progress, user comfort, or application execution) is adap-
tively switched for meeting a safety requirement (e.g., avoiding a vehicular collision,
avoiding user overdose, or avoiding processor meltdown) when a conflict is detected
between the two.

12.3 Adaptation Techniques

This section presents an overview of some of the techniques used to embed self-
adaptation in a self-aware system. Among the most commonly used techniques, we
survey control theory, machine learning, optimization and operations research, and
Markov processes. Other prominent techniques that we do not cover in details are
architectural models [16], reflection [25], event-based changes [8], fuzzy rules [44],
case-based reasoning [32] and knowledge-based controllers [39].
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12.3.1 Control Theory

Control theory in the last century developed a broad family of mathematically
grounded techniques for designing objects that make industrial plants behave as
expected [2]. These objects, named controllers or regulators, can provide formal
guarantees about meeting target specifications, under precise assumptions on the
operating conditions. A classical example is the antilock braking system (ABS) in
modern vehicles, that detects the wheel lock condition and encapsulates a behavior
of most efficient braking; by interpreting the driver’s hard braking command, the
system adjusts the braking force on the wheel(s) to keep them barely rolling and
thereby achieve the highest friction force toward the ground as sliding wheels would
decrease the braking force. ABS-brakes can further be utilized in a so-called elec-
tronic stability program (ESP) to improve the vehicle’s stability under maneuvering.
Information from the ABS combined with measurements from a gyroscopic sensor
that detects that the direction taken by the car is not aligned with the one given by the
steering wheel can distribute the braking on the different wheels so that the vehicle
better follows the driver commands.

The presence of a controller already makes the system (composed by the entity to
be controlled and the controller itself) self-adaptive in nature. The controller takes
care of deciding how the adaptation is performed, by selecting one or more control
variables (in the ABS example, the pressure applied to up to three of the wheels). The
choice of the control variables depends on measured values of the current conditions
of the plant (in the ABS/ESP example, the direction taken by the car), and therefore
on the self-awareness that the system has about its current state.

Control theory ismainly divided in two broad fields: time-based control and event-
based control. The choice often arises from the nature of the system to be controlled,
the implementation aspects of the controller and the possibilities to measure and
actuate. Whereas physical systems often can be (approximately) described by differ-
ential equations, for computing systems with periodic execution times discrete-time
representations and difference equations seem to be more appropriate. Event-based
modeling is a common formalism to represent these systems. For example, these can
be individual arrivals of jobs to a Web server, hybrid systems with switches, sensors
signaling when thresholds are passed, etc. While the theory regarding both analysis
and design for continuous- and discrete-time systems is well-developed with strong
tools available, the case for event-driven system often gets very complex even for
low-order systems. However, it was shown in [1] that a simple threshold-based rule
can outperform periodic control by a factor of three regarding either state variance
or average event rate in a stochastic setting.

It should be noted that outside the control-theoretic community, “adaptation”
is often used to describe/denote ordinary feedback control compensating for, e.g.,
external disturbances and systems which achieve desired set points and references
also under unknown load conditions. This is typically solved by introducing so-called
integral action on the error between desired and actual/measured levels. The notion
of “adaptive control” is in this framework a particular class of feedback control
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systems, where explicit or implicit estimating of the underlying run-time model is
made, and thereby, it influences the parameters (and possibly structure) of the control
algorithm. Whereas integral action is a linear operator, adaptive control inherently
results in nonlinear feedback control.

The nonlinear adaptationmechanismwith respect to unknown or changing system
parameters in an a priori defined structure (or a set of structures) could classify as self-
aware with respect to this model. Observer techniques and control-theoretic methods
for fault detection and isolation is also an example of re-evaluation of systemmodels
and corresponding parameters during operation and taking action based on changed
performance.

Model-predictive control of non-minimum-phase systems is another example
where self-awareness of the system properties and in particular the inevitable tran-
sient behavior “in the wrong direction” is important. Such system knowledge is cru-
cial for correct evaluation of performance, where choices of cost function, prediction
horizon, and sample-weightings are fundamental factors for successful compensa-
tion.

In the area of inference, either as a stand-alone service or as part of a bigger picture,
feedback computing can also play a role. For example, Bayesian network inference
have been wrapped into a feedback control loop, thereby creating a computational
engine that is more aware of its goals (in the specific case, desired completion time)
and environment (in the specific case, operating system, and host computer) [28,
33]. This idea has been demonstrated using both non-adaptive [28] and adaptive [33]
feedback control techniques.

12.3.1.1 The Data Center Scenario

Time-based control theory has been used to ensure that a computing system would
obtain a desired behavior, see for example [9]. Another problem that is related to
the single entity is temperature control. In [36], a controller entirely designed with
control-theoretic principles (equation-based) was proposed that decides to introduce
some idle time in multiprocessor architecture to keep the temperature of the cores
below or around a certain threshold. This was not novel, but the use of a pure control-
theoreticmodel allowed to obtain better resultswith respect to previous contributions.

Timescales, workload, and granularity may influence the choice of modeling.
Whereas the arrivals of different new jobs to a server system seem to be well modeled
by a discrete-event system, a timeperiodic samplingmaybebeneficial for simplifying
the model by looking at average behavior within a certain time span. For larger traffic
and intensities, the individual events have a small contribution and the main behavior
could be characterized by continuous-time flow models. As control and adaptivity
most often is based on a process model, not only the action, but the algorithms may
change structurally depending on workload conditions.

In the data center scenario described in [9], the use of threshold levels to trigger
adjustments is a good example of event-based control, which in a straight forward
way addresses and handles the issue of how fast to sample a system not to lose
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information and not to waste capacity. For increased workload the levels and, e.g.,
queue lengths quickly increase and then triggers actions via the thresholds. Control
action is thus taken much more often than under low workload scenarios, without
the need to explicitly change sample times.

12.3.2 Machine Learning

Machine learning can be used to achieve different goals and may also benefit from
being adaptive or self-adaptive in order to reach those goals. On the one hand,
machine learning algorithms typically have numerous (hyper-)parameters which
require appropriate adjustment based on the given context. On the other hand, a
systemmight want to learn about its own performance in order to improve itself over
time. This requires the system to learn about its available actions and the correspond-
ing impact of these actions on its own performance. In the following, we discuss both
of these situations, where machine learning and self-adaptive as well as self-aware
systems intersect.

12.3.2.1 Optimizing Parameters

Many algorithms, including machine learning algorithms, have one or more (hyper-
)parameters that substantially impact how they perform. For example, evolutionary
algorithms have parameters such as mutation probability, crossover probability, and
winning probability [27]. Stochastic local search algorithms have parameters such
as a noise step probability, a greedy step probability, and a restart parameter [29].
Reinforcement learning algorithms have parameters controlling their learning or
exploration rate, where these parameters either can be constant during computation
or can be adapted, which includes self-adaptation.

Evolutionary algorithms (EAs), in particular genetic algorithms (GAs), have the
following key components. There is a fitness function f and a population of candi-
date solutions (or genomes). Selection, using f , decides which candidate solutions
survive from the current generation to the next generation. EAs start outwith an initial
generation, typically randomly initialized. When it comes to their evolutionary oper-
ators, EAs vary somewhat. Considering GAs in particular, they typically employ
the following two operators, working on a population of bitstrings. The mutation
operator changes one candidate solution into another by flipping (changing 0 to 1
or 1 to 0) one or more bits. The crossover operator takes two candidate solutions
(the so-called parents) as input, and outputs two different solutions (the so-called
children). Generally, a child contains bits from both parents, and the parental bits
not found in one child are found in the other child. These two operators, along with
selection, are applied in an iterative fashion until a termination criterion is met.

We now consider GAs when applied to optimization problems and in particular
optimization of multimodal functions. There are at least three challenges with tradi-
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tional GAs related to optimization of multimodal functions. These problems, along
with potential solutions, are as follows:

1. Problem of convergence: A traditional GAwill typically convergence to one local
optimum, which may not be a global optimum.
Solution: Use niching (crowding) techniques, for example, generalized crowding
[14] to find multiple local optima.

2. Problem of parameter optimization: Setting of a GA’s parameters in order to opti-
mize performance.
Solution: Parameter-less or self-adaptive GAs, including self-adaptive general-
ized crowding [26].

3. Problem of control: Lack of control over typical GAs; feedback computing (i.e.,
feedback control techniques applied in the computer science and computer engi-
neering settings) is not utilized.
Solution: Integrate feedback computing with evolutionary algorithms [35].

We now discuss each of the above three problems and their corresponding solu-
tions in some more detail.

Solutions to the problem of convergence: Crowding algorithms, which are focused
on here, are one class of GAs. Crowding algorithms are focused on preserving
diversity—or multiple niches—in the population of candidate solution. For this rea-
son, they are better suited to optimizing multimodal functions than many traditional
GAs. Crowding applies in the survival (or selection) stage of a GA and consists of
these two phases. First, in the grouping phase, individuals are grouped (paired), often
but not necessarily with their offspring, according to a similarity metric. Second, in
the replacement (or competition) phase, for each group (pair), one or more winners
are picked. The winner(s) remain in the population.

Many crowding algorithms exist, including deterministic crowding, probabilistic
crowding, and generalized crowding. As an example, we now study probabilistic
crowding. Assume, in probabilistic crowding, that a parent p competes against a
child c for survival. Let pc denote the probability that a child c replaces a parent
p in the population. This is the replacement rule for probabilistic crowding: pc =
f (c)/( f (c) + f (p)).
Intuitively, the key point in crowding GAs is that competitions (selection) take

place between individuals that are close in the search space. In other words, for two
bitstrings their Hamming distance is small. This may seem like a minor difference
from traditional GAs, but it has a dramatic impact on how the algorithm behaves. In
crowding, individuals spread out in the search landscape–diversity is maintained to
a larger extent than in traditional evolutionary algorithms. In other words, crowding
prevents premature convergence by preserving population diversity through local
competitions. Consequently, crowding GAs will often converge to multiple local
(global?) optima. In addition, crowding GAs have simple and high-performance
implementations, are useful in broad range of settings (including multiobjective and
real-valued problems), and have proven useful in different application areas.

Solutions to the problem of parameter optimization: Self-adaptive techniques
have been quite popular in evolutionary algorithms. In evolutionary algorithms, self-
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adaptation typically refers to parameters that “control the behavior of the algorithm”
being coded as part of the genome. Thus, the parameters are undergoing the same
evolutionary processes, driven by f , as the rest of the genome [26]. The general-
ized crowding GA (GCGA) builds on probabilistic crowding by introducing a scal-
ing parameter. This scaling parameter φ determines the selection pressure in local
competitions through a parametric rule pc(φ) instead of simply pc used in proba-
bilistic crowding. However, how to optimize φ remains unclear. Adaptive methods,
including self-adaptive generalized crowding, address this problem, giving improved
optimization performance [26].

Solutions to the problem of control: Recently, the observation has been made that
while self-adaptation can improve performance, it does not explicitly communicate
the actual external objective or goal to a GA. Such external objective or goals are, on
the other hand, important in self-aware systems—see Sect. 12.2. Consequently, the
idea of introducing techniques from feedback control into evolutionary algorithms
has emerged [35].Aconcrete example of this integration is the use of feedback control
to enable the GCGA to be better steered or controlled in terms of the number of local
optima it computes. The number of local optima is provided as an external objective
or goal to this feedback computingGA (FCGA), based on generalized crowding. This
method of using feedback computing to control EAs, as demonstrated in the FCGA,
has not previously been investigated within the evolutionary algorithms community.

12.3.2.2 Exploring Available Actions

In reinforcement learning, the algorithms try to explore possible actions and their
corresponding impact on the performance and on the environment [37]. The main
goal is to identify the trade-off between required resources and the achieved per-
formance. In this case, resources include, among others, things such as processing
power, consumed energy, required memory, or time to complete a task. Performance
is measured as a feedback from the environment. It represents how well the system
is able to achieve its goals or performs its given tasks. In reinforcement learning,
this exploration of the available actions and their corresponding impact has to be
performed only on the feedback available from the environment and its interpreta-
tion. This means there is no explicit correction of falsely interpreted feedback or
suboptimal behavior [19]. An important problem hereby are the possible dynamics
of the environment where the reinforcement learning approach is deployed. While
these changes in the environment may be induced by others, they may also be the
result of the performed action itself. There is a wide range of approaches in rein-
forcement learning, where Q-learning [43] and multiarmed bandit solvers [5] are
only two examples.

Both approaches introducevarious parameterswhichneed to be tuned according to
the preferences of the user as well as the application they are used for. In Q-learning,
the learning rate defines the importance of the latest information to the system.
Even-Dar and Mansour [10] discuss the relationship between the convergence rate
to the optimal function and the learning rate in Q-learning. In multiarmed bandit
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problem solvers, the exploration rate describes the trade-off between exploration of
newpossibilities and the exploitation of already available information [3]. In addition,
reinforcement learning uses a reward function that assigns a stochastic reward for
each action in the corresponding state. A person operating a system employing a
reinforcement learning algorithm with multiple, maybe even conflicting, objectives
might want to tune the learning according to her of his preferences. Introducing
a handle parameter in the reward function of a reinforcement learning algorithm
allows to steer the learning according to ones preferences. An iterative approach can
help to select this handle in order to allow equal exploration of the possible Pareto
frontier [41].

12.3.2.3 The Data Center Scenario

In data centers, reinforcement learning is often employed to trade off power con-
sumption and system performance optimally. Furthermore, reinforcement learning
techniques are employed in order to allocate resources within data centers accord-
ingly and in a resource and energy aware manner.

In order to optimize the utilization of data centers, Tesauro et al. [38] propose
to combine a queuing theory approach with reinforcement learning. Here, an initial
queuing model policy controls the system and its utilization. The reinforcement
learning trains offline using the data collected during run-time and adapts the queuing
model accordingly. Berral et al. [4] employ reinforcement learning to developmodels
of previous system behaviors. In addition to the optimization of the utilization of the
data center, they also use this model to identify the best trade-off between power
consumption and performance of the system in future situations.

When using virtualization techniques, one is able to integrate many physical
machines into a pool of virtual resources which can be controlled in a central fashion.
Reinforcement learning is applied to control resources management and decision
making when coordinating multiple tasks with a high degree of dynamics. Yuan et al.
[45] propose to use reinforcement learning to introduce energy awareness while
controlling the resources of the data center. Similarly, Farahnakian et al. [11] use a
consolidation approach among multiple virtual machines to conserve resources and
energy during run-time within the data center.

12.3.3 Optimization and Operations Research

Optimization techniques are useful when the underlying system model is known
to a sufficient degree of accuracy and when its inputs can be reasonably measured
and predicted. Optimization nicely complements feedback control, which is more
useful when uncertainty is present, motivating a “trial and error” approach, where
adjustments are made that depend on how far the system currently is from desired
behavior. Often optimization is used in conjunction with feedback control. Specif-
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ically, optimization is used as a feed-forward scheme that attempts to directly set
parameters to what is believed to be their optimal values. Feedback is then used to
make adjustments around these values in view of actual resulting performance.

It is often the case that an agent has multiple parameters that can be jointly varied.
Each of the parameters produces a different effect on desired outputs. The joint set-
ting of these parameters is an optimization problem. A key decision in formulating
such optimization problems is to understand whether parameters are coupled (and
hence must be jointly optimized) or not (and hence can be optimized separately).
The performance advantages of optimizing the parameters jointly compared to opti-
mizing them separately depend on the degree of coupling [31]. Since optimizing
different subsystems separately has distinct advantages in terms of computational
efficiency and separation of concerns, an adaptive agent might optimize different
parameters separately by default, until it detects a mode of operation where coupling
has increased, motivating a switch to a joint optimization regime.

Among the optimization-based techniques, one is driven by the operations
research and called constraint solving [34]. Constraints are a means to declaratively
describe large, particularly combinatorial, problems in the form of variables and
constraints that must hold between them. Constraints solver, which employ ideas
from artificial intelligence, symbolic computing, computational logic, and operations
research, then allow deriving solutions for the problems formulated via variables and
constraints. The algorithms employed for constraint solving can be based on com-
binations and search or algebraic and numeric methods as well as the combination
of both. While the technique is very powerful and solvers exist for many problems,
solving constraint problems can be time-consuming and in case of contradicting
constraints the existence of a solution cannot be guaranteed.

Constraint solving can be employed for adaptation by encoding the current system
and environment (in the form of a reflection run-time model) as well as possible
adaptations (in the form of the change run-time model) and the higher-level goals
(in the form of a evaluation run-time model) into a constraint problem. A constraint
solver can then be employed to compute a solution that is optimal concerning the goal
and possible adaptations. However, oftentimes the solver results in severe limitations
that require that the encoding only approximate the goal fulfillment and adaptation
options. The self-awareness comes in here from the fact that the constraint solver
can reason over alternative solutions while taking also changing goals into account.

12.3.3.1 The Data Center Scenario

Several data center resource allocation problems can be cast as optimization prob-
lems. Examples include load allocation and data storage allocation [24]. The output
of the optimizer prescribes settings of various actuators that attain agent goals.

We sketch here how a self-optimization of the deployment and resource allocation
for a data center using a constraint solver can in principle be done:
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• Encode possible configuration of the deployment, etc., as variables of a constraint
problem.

• Encode additional constraints such as upper bounds on the resources to restrict the
possible configurations for the deployment and assigned resources as constraints.

• Encode the additive utility function of the different applications running on the
data center as a optimization function.

• Use the constraint solver to determine a solution in the permitted configuration
space with maximal overall utility.

By repeatedly applying this scheme, the deployment and resource allocation will
be optimized by always switching to the optimal configuration according to the
constraint problem and its utility function.

The need to repeat the optimization step results from the fact that the application
landscape running on the data center or the user loadmay change, and thus, the utility
function and application characteristics encoded into the constraint problem change
as well and therefore a different optimal solution exists.

However, there are some limitations of this approach that may be relevant:

• The approach only supports a static view on the configuration space without taking
the likelihood of events such as node crashes into account. Therefore, the deter-
mined optima may be not very robust and changes may lead to temporarily rather
bad configurations until the optimization counteracts a change.

• The efficient solving of the constraint problems usually only works for linear
or quadratic optimizations functions. However, in many practical problems the
utility functions may be much more complex and then either a longer run-time or
a coarse-grained optimization has to be accepted.

• The solver does usually not take into account the old solution, and therefore, it
searches the solution space globally. Oftentimes, this procedure results in many
required changes to realize the new optima while a more local fix with nearly as
good characteristics but less costs concerning the changes is not considered.

There is a subtle trade-off between searching a larger solution space (taken also
more costly options in the change run-timemodel into account) and the quality of the
solution. If there are frequent changes that trigger an adaptation and/or the realization
costs for particular adaptation steps are high, it is worthwhile to consider limiting
the solution space first and then step by step extend it until a solution can be found
such that the computation of the solutions takes less time and involves less costly
adaptation steps.However, as themost suitable step size and initial size of the solution
space may vary depending on the situation, besides an adaptation engine working
with fixed step size and initial size of the solution space also a meta-self-aware
computing system may be envisioned where an additional adaptation layer on top of
the basic adaptation engine steers these two parameters based on its observations of
the underlying run-time models and constraint solver as well as their characteristics.
In this example, themeta-self-awareness comes from the fact that the adaptation layer
on top of the constraint solver can observe which parameter for the step size and the
initial size of the solution spaceworkwell forwhich situation. It does so bymeasuring
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the average number of extension steps and adjust the parameters accordingly if this
number seems to be unnecessary high (resp. the step size seems too small).

Another parameter for the meta-self-awareness may be the frequency with which
the system is monitored. Using a stochastic model of the failure frequencies of the
nodes, the monitoring frequency can be adjusted to ensure that the self-repair hap-
pens frequently enough to reach the availability goals while minimizing the required
additional resources [40]. If the stochastic analysis run-time model is derived and
reasoned about at run-time, this higher-level adaptation is also capable to handle if
the availability goal is adjusted at run-time. Here, the meta-self-awareness comes
from the fact that the adaptation layer on top of the monitoring can observe which
monitoring frequency is sufficient by employing a stochastic analysis run-timemodel
to achieve the availability goals and adjust the monitoring frequency accordingly.

12.4 Adaptation Evaluation

The problem of evaluating adaptation strategies is non-trivial. There are different
methodologies for the evaluation that can be divided into two broad categories. On
the one hand, one needs to test the adaptation strategy itself and check that it does
the intended thing. In some cases, when control-theoretic approaches are used, a
part of this is already done proving the properties of closed-loop systems, such as
stability. However, this does not test the controller implementation. The second part
is the verification of the adaptation strategy together with the system under control,
to understand if the strategy can deliver the promised properties, and to which extent.
This should be true, in general, but there might have been model discrepancies that
have been overlooked during the design process; therefore, validation is needed
despite the analytical guarantees given, for example, by the control theory.

Static analysis and verification techniques can be used to assess both the con-
formance of the adaptation strategy code to its intended behavior and the absence
of numerical errors due to the specificity of different programming languages and
execution environments.

There is a growing area of verification theories and tools focusing on real analysis
and ordinary differential equations (ODEs). The most recent advancements include
satisfiability modulo ODEs and hybrid model checking. The former can be used to
verify if a system described by means of a set of ODEs can reach certain desirable
(or undesirable) states, within a set finite accuracy [15]. In terms of scalability, sat-
isfiability modulo theory (SMT) approaches over ODEs have been proven to scale
up to hundreds of differential equations. Hybrid model checking is instead focused
on the verification of properties for hybrid systems, which can in general be defined
as finite automata equipped with variables that evolve continuously according to
dynamical laws over time. These formalisms are, for example, useful to match dif-
ferent dynamical behavior of a system with its current configuration and can be
valuable especially to study and verify switching controllers and the coexistence of
discrete-event and equation-based ones. Current hybrid model checkers are usually
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limited to linear differential equations [13]. The adaptation strategy code usually
relies on numerical routines. Using the primitives of general-purpose programming
languages to develop complex numerical procedures introduces unavoidable source
of uncertainties, including the common issues related to finite numerical precision of
their implementations. Some tools (e.g., jpf-numeric) usemodel checking techniques
to identify possible sources of numerical problems for programs implemented with
general-purpose languages (e.g., Java) and produce counter examples helping the
developer with reproducing and fixing the problems. Moreover, modern SMT tools
can be used at compile time to verify the occurrence of numerical problems and auto-
matically provide fixes guaranteeing the final results of the procedures to be correct
up to a target precision [7]. When dealing with control-based adaptation strategy,
there are techniques able to reduce quantization effects and numerical issues [23].

Once the adaptation strategy is verified alone, it is necessary to verify its imple-
mentation, together with the self-adaptive system. This can be done by means of
extensive experiments, but the process can be supported by different tools. Each tool
comes with its own drawback and guarantees.

For rigorous analysis, one can use tools like the scenario theory [6] to provide
probabilistic guarantees on the behavior of the self-adaptive system together with
the adaptation strategy. The performance evaluation can be formulated as a chance
constrained optimization problem and an approximate solution can be obtained by
means of the scenario theory. If this approach is taken, the performance of the soft-
ware system can be guaranteed to be in specific bounds with a given probability.
This, for example, allows for quantifying which is the probability that the proposed
solution is fulfilling the service level agreements (SLAs) also in the case of failures
or unexpected behaviors. This type of analysis requires performing an large num-
ber of experiments, varying many sources of randomness in the system, to cover
potentially very many cases with the randomized experiments. It is advisable to use
this tool when one needs formal guarantees that the implementation meets specific
requirements in all the possible conditions and when it is not too costly to experiment
with the production ready system. Other types of analysis are based on systematic
testing. One common way to validate an adaptation strategy implementation and its
system under control is to show statistical evidence, for example, using cumulative
distribution functions, or via classical statistical hypothesis test, as done in [22].

Independently of the chosen tool, experiments must be properly designed. Among
the various design directions, one needs to define the type of goals, i.e., functional
or non-functional, the type of available measurements and how these measurements
map to the goals, and objectives of the adaptation strategy. For example, one might
be interested in evaluating different autoscalers in cloud systems, and onemight have
the objective of minimizing over- and under-provisioning of resources and provide
probabilistic guarantees on the behavior of the different autoscalers [30].
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12.5 Interaction of Different Adaptation Strategies

When multiple software components are present within a self-adaptive entity, each
with its own feedback or adaptation mechanism, unexpected interactions between
these componentsmay arise that lead to performance degradation of the overall entity.
In this section, we discuss examples of such interactions that can occur when the
overall entity lacks self-awareness and hence lacks the means to identify the poten-
tial for bad interactions. While the section discusses entities composed of multiple
coupled components, it is restricted to scenarios, where the components are encom-
passed within a single entity that can offer a single point of learning and control, and
a single scope of self-awareness. This is as distinguished from interactions discussed
in the next chapter that focus on multiple entities each with its own learning and
control mechanisms and its own self-awareness scope. We first introduce interaction
challenges that arise from lack of self-awareness and then present their solutions
when the overall entity is aware of its component models and hence can anticipate
and centrally resolve undesired interactions.

A particularly incidious form of component interactions is one that results in
dynamic instability in the form of self-reinforcing loops. Such loops drive the over-
all entity away from the desired operating point and into an extreme that features
significant performance degradation. Informally, software dynamics (in a control-
theoretic sense) arise most often due to delays in response to stimuli. In an adaptive
computing system, software components measure and react to various state variables
such as latencies, timeouts, error rates (e.g., in communication), resource utilizations
(e.g., in energy saving schemes), and event queues. The reactions are not instanta-
neous, which makes software vulnerable to stability problems if adaptation does not
properly account for loop delay.

Software designers are very good at tuning individual components and feedback
loops to ensure that they are stable. However, interactions among individually stable
components may generate dynamical instability in the system. Consider a scenario
where three software components are individually designed, tested, proven bug-free,
then put together into one system (the self-adaptive entity), without complete system-
wide self-awareness. In other words, the overall entity does not possess a model of
all components and does not centrally reason about their joint behavior.

Assume that among other things that each component does: (i) component A
measures variable x and affects y, (ii) component B measures variable y and affects
z, and (iii) component C measures variable z and affects x . When only a subset
of these components is present (or jointly tested), all is well. However, if in some
configuration or software state all three components are activated, a new feedback
loop arises, where x affects y, which affects z, which affects x again. In the absence of
entity-wide self-awareness, this loop might not be explicitly considered, since it is a
resulting property of the specific component combination and not a design problem
with any of the individual components. It represents an unintended side effect of
having these components together.Nevertheless, if that loop does not properly respect
system dynamics (e.g., if it creates a positive feedback cycle), it may cause instability
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and degradation. Examples of such cases in real systems are presented below, together
with solutions that rely on entity-wide self-awareness.

The first example reports a casewhere a flowcontrolmodule caused instability and
degraded performance in a certain run-time corner-case in a priority-based service,
due to an interaction with the Linux kernel’s receive anti-livelock mechanism. In this
experiment, a server application was executed on top of Linux, serving incoming job
requests of two different priorities over a network. High-priority requests were served
first, followed by low-priority requests. When the low-priority queue grew large, a
flow controller would exert back-pressure on the upstream workflow stage (of low-
priority traffic). Conversely, when the queue was sufficiently depleted, the upstream
stage would again be allowed to increase low-priority flow rate. The system mostly
performed well. On some occasions, however, a sharp increase occurred in dropped
high-priority requests. The high drop rate persisted even though the rate of high-
priority requests alone should not have overloaded the system. Further investigation
explained that anomalous high-priority drops were attributed to a feature of the NAPI
LinuxAPI (kernel 2.6) that prevents livelocks by resorting (for someperiod of time) to
polling-based I/O instead of interrupt-driven I/O under heavy networkworkload. The
shift to polling would disable network interrupts, leading to many dropped requests,
and also reducing the utilization. As utilization and arrived requests dropped, the flow
controller would consider it safe to ask the downstream workflow stage to increase
the low-priority request rate. This would exacerbate the overload problem, leading to
more drops. In control-theoretic terms, this is positive feedback. The root cause of the
problem is the interaction between livelock protection andflowcontrol, each ofwhich
contributes different arcs to complete one positive feedback loop.Namely, an increase
in incoming low-priority request rate causes the anti-livelock mechanism to react in
a way that reduces system utilization, which triggers the flow control mechanism to
further increase low-priority request rate, making the problem worse. A solution to
this problem relied on self-awareness, which (in this case) refers to understanding
components’ models within the entity, and monitoring to check that the behavior of
each component is conformant with its model. For example, the component models
may predict that (i) an increase in low-priority traffic should increase input queue
size and (ii) increasing back-pressure upstream should decrease queue size (and vice
versa). A run-time monitor should check that this is indeed the case. When a livelock
occurs, run-time behavior may deviate from the model. Specifically, contrary to the
model, once polling is activated, reducing the back-pressure upstream will result in
decreased server queue size (due to packet increased drops at the interface resulting
frompolling-based I/O). The self-aware entity, having detected this deviation from its
model of self, now has the opportunity to take a corrective action. For example, it can
adapt by choosing to operate in an open-loop fashion with a safe fixed back-pressure
set point for some period of time.

The second example is related to energy consumption. In a multiserver system,
an excess of energy consumption was observed because of an adverse interaction
between independently designed energy management policies. Imagine scaling up
the previous example, such that the server in question is replaced by a set of identical
service instances running on different processors. To save energy when load is low,
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let these processors be equipped with a dynamic voltage scaling (DVS) policy. Fur-
thermore, let a load consolidation policy (that turns processors On/Off) be allowed
to put processors to sleep when load is sufficiently below total capacity (consolidat-
ing the service on the remaining ones) and turn on processors when load exceeds
capacity. In the implementation of this scenario, for some range of workloads, when
either policy was used alone, energy savings were observed, but when the two were
used together, the energy consumption actually increased. Analysis of system logs
revealed the reason. The DVS policy, which ran at a higher rate, would check CPU
utilization and decrease the processor frequency whenever the utilization was lower
than a threshold. The consolidation policy, consequently finding the resulting mea-
sured machine utilization high, would turn on an extra processor and rebalance load,
thus reducing utilization and causing the DVS policy to further decrease frequency.
The cycle continued resulting inmore processors turned-on than needed and hence in
highly suboptimal energy consumption. The above illustrates the peril of integrating
separately designed software components without correspondingly extending the
scope to self-awareness, leading to missing possible interactions. In our example,
the consolidation policy was designed with no knowledge of the DVS policy. Hence,
improper interaction occurred. DVS reacted to lower processor load by reducing fre-
quency and increasing utilization. Consolidation reacted to increased utilization by
turning on more processors and reducing processor load, unnecessarily increasing
energy consumption. A single self-aware system, on the other hand, would manage
both consolidation and DVS as two mechanisms within a joint optimization frame-
work and compute optimal settings for both jointly.

Let us now add to the example above a thermal management policy to prevent
processor overheating. This scenario was observed in a machine room, where a
number of servers were cooled by a single air-conditioning unit. We observed in
the initial implementation that the consolidation algorithm appeared to malfunc-
tion when we turned off air-conditioning (i.e., when room temperature temporarily
increased). Specifically, during normal operation, all assigned processors had com-
parable throughput. In one instance, however, when air-conditioning was turned off,
we observed that the throughput of the system was unusually low, despite normal
input load. The problem, as analysis revealed [21], was due to an interaction between
consolidation and thermal management. The consolidation was designed to distrib-
ute incoming jobs across multiple worker processors according to their capacity.
Capacity was computed dynamically as the ratio of assigned jobs to processor uti-
lization. For example, if 5 jobs results in 50% utilization, then capacity is 5/0.5 = 10
jobs. As new jobs arrived, they were bin-packed to the smallest number of proces-
sors, after sorting the latter in decreasing capacity order. The consolidation policy
did not account for thermal emergency management. In particular, when a processor
overheated, it was temporarily put into a sleepmode by a thermal emergencymanage-
ment algorithm. The low utilization (due to sleep) on the machine where emergency
management kicked-in caused the load balancer to incorrectly compute its capacity
and assign more and more work to it in a futile attempt to increase its utilization.
This effect continued until all load was redirected from other machines, causing the
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overheated machine to get severely overloaded while the remaining machines were
turned off.

In general, system-level self-awareness implies that the system should use models
that correctly account for its various behaviors. For example, themodel for computing
component capacity should account for the possibility that componentsmay be asleep
due to thermal management.

12.6 Conclusion

In this chapter, we have discussed how a single entity can adjust to fulfill higher-
level objectives, using the self-awareness it has of its own status and of the external
environment. To introduce the self-adaptation capabilities, we have considered what
are the drivers that push a system toward adaptation: higher-level goals and changes
in the system or in the environment. Subsequently, the chapter introduced some
adaptation techniques. Clearly, many techniques are viable to design an adaptation
strategy, but in this chapter, we focused on control theory, machine learning, and
optimization. For each of the techniques, we have provided pointers to situations in
which they were applied to the data center scenario described in Chap.4.

The chapter also discussed how to evaluate existing adaptation strategies and
eventually how to compare themwith one another. Finally, we introduced the concept
of multiple adaptation strategies in the same entity, leading the path to the more
general problem of multiple and potentially conflicting strategies that will be treated
in Chap.13.
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Abstract The goals of this chapter are to identify the challenges involved in self-
adaptation (including learning and knowledge sharing) of multiple self-aware sys-
tems (or system collectives). We shall discuss the techniques available for deal-
ing with the challenges identified (e.g., algorithms for conflict resolution, collective
learning, and negotiation protocols), and which are appropriate given assumptions
regarding the collective system architecture.We refer to notions of knowledge, learn-
ing, and adaptation; various self-awareness levels; and reference scenarios introduced
in Chap.4.
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13.1 Introduction

Whereas Chap.12 dealt with the issues of learning and adaptation by individual self-
aware entities, the purpose of this chapter is to explore challenges, opportunities, and
methods that arise in the context of learning and adaptation by collectives consist-
ing of multiple self-aware entities. In other words, we treat the issues of learning,
adaptation, and self-awareness at the system level. Nevertheless, we are interested in
learning mechanisms at at least two levels of abstraction: in the individual systems,
which compose the collective, and at the level of the collective itself. An important
question concerns how the structure of distributed knowledge, and local learning
and adaptation, can affect and give rise to global learning and adaptation behav-
ior. We elaborate upon reference scenarios of Chap.4 to explore issues of learning,
adaptation, and self-awareness at the collective system level in both cooperative and
competitive settings.

According to the terminology introduced in Chaps. 3 and 7, we focus on the
collectives that are self-aware at the level of individual entities, and which may or
may not be self-aware at the level of the collective itself. For the most part, we will
assume that there is no entity responsible for coordinating or otherwise managing
the collective as a whole in accordance with goals that are described at the level of
the collective. In other words, imagine that the entities adapt using the techniques
described in Chap.12, with no conception of or regard for the existence of other
adaptive entities in the system. However, in individual agents, the scope of adaptive
or other behavior is clearly enabled or limited by its self-awareness. While this is
true of the component members of the collective, it is also the case for the collective
itself. When considering the case of collective adaptation therefore, two important
questions arise: How does distributed self-awareness enable or limit the adaptation
at the level of the collective? and, more precisely perhaps: How do different types
(cf. Chap. 3) and organizations (cf. Chap. 7) of collective self-awareness impact on
the collective adaptation?

Based on the more detailed concepts related to the collectives and self-aware col-
lectives introduced in Chap.7, we employ UML hierarchies and UML collaborations
to denote the collectives of self-aware systems. We also broaden the scope of these
concepts by not requiring that the direct communication must be present between
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the involved systems, and we only assume that we want to study the correlation
(or anti-correlation) between the systems in the collective. These definitions follow
the design taxonomy introduced in [36]. In addition, we distinguish the special case
where the correlation observed between systems results from information sharing
during runtime and thus is a form of coupling. Therefore, various additional cases
can be covered, including local random behavior of systems in a collective with no
coordination, direct forms of coordination of systems in a collective using messages,
and indirect forms of coordination of systems in a collective based on stigmergy.

As detailed in Chap.7, sometimes there is only a negligible correlation between
systems at the considered level of abstraction, such that it is possible to consider the
systems involved in the collective as independent. In such cases, the behavior of the
collective at the considered level of abstraction is more or less the superposition of
the behaviors of the separate systems, as long as certain constraints are fulfilled that
guarantee that the coupling can be neglected. However, in cases where the design of
the collective has to consider that some correlation (usually some coupling) occurs
that is not negligible at the considered level of abstraction, this correlation may have
either adverse effects, due to the correlation, that have to be mitigated, or expedient
effects from which the collective behavior can benefit.

In line with Chap.7, we will discuss the role that self-awareness and the related
coordination has with respect to mitigating or exploiting the correlation between the
systems of a collective. For this purpose, we will look into the elements of learning,
reasoning, and acting processes making-up the LRA-loop, as per the definition of
self-aware computing systems in Chap.1. In particular, this will include discussions
on how to mitigate or exploit the correlation by choosing the right design for the
collectives concerning the self-awareness scope (seeChaps. 3 and 7) and coordination
approach.

This chapter is structured as follows. Each of the next several sections deals
with a general class of collective challenge or opportunity. The first subsection of
each section describes one or more scenarios, several of which are the extensions of
scenarios introduced in Chap.4. The focus is upon behavioral phenomena that result
from interactions among self-aware entities—many of which are undesirable, but
some of which are desirable. In the second subsection of each section, we discuss the
approaches that may be taken to cope with or eliminate undesirable phenomena. The
third and final subsection discusses ways in which desirable collective phenomena
might be encouraged and capitalized upon.

In the first few sections, we consider non-self-aware (or prereflective) collectives
in which the entities are individually self-aware, but for which there is no awareness
at the level of the collective, and for which no entity is aware of the self-awareness
of other entities in the collective. First, in Sect. 13.2, we discuss the interactions
among entities whose goals are not in direct conflict, and which act in ignorance of
one another’s goals, demonstrating the situations in which the actions undertaken to
reach their individual goals are in conflict. In Sect. 13.3, we discuss the situations
in which the goals among entities are in direct conflict, and in which the entities
act in ignorance of or despite the goals of other entities. Next, in Sect. 13.4, we
consider the collectives in which the individual entities learn, treating both the case
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in which they are unaware of one another’s existence and, the opposite case, in which
they know about (and take into account) one another’s existence. Here, we explore
the effects that can occur when multiple self-aware entities are all adapting to their
environment and to one another simultaneously. Section13.5 then treats the situations
in which the entities coordinate deliberately with one another, either via centralized
or decentralized techniques and either based on cooperation or competition relations
(cf. Chap. 7). Finally, in Sect. 13.6, we summarize the chapter andmake some general
observations.

13.2 Actions

In this section, we consider the collectives in which the entities are only locally
self-aware. That is, they possess an awareness of themselves, but they either do not
recognize or otherwise do not account for the behavior, state, or self-awareness of
other entities in the system. Additionally, we suppose that the individual goals that
govern each individual entity’s behavior are not inherently in conflict. Through a
series of scenarios, we illustrate negative and positive global behaviors that may
occur under such conditions. At the end of the section, we summarize our observa-
tions regarding these phenomena and the means that may be taken to ameliorate or
eliminate the undesirable global behaviors, or to capitalize on the desirable ones.

13.2.1 Scenarios

We consider two domains in which the self-aware entities strive to realize goals that
do not explicitly conflict, but for which the actions taken in service of those goals
may cause unintended interactions that result in desirable or undesirable collective
effects. First, we describe two scenarios from the cyber-physical system domain (cf.
Sect. 4.5 of Chap.4) involving smart appliances in a smart home. Second,we describe
an IT scenario involving the self-aware sorting algorithm (cf. Sect. 4.3 of Chap. 4)
plus a power manager.

13.2.1.1 Smart Appliances

Consider the interactions that could conceivably take place between a thermostat
and a smart window. The thermostat aims to maintain room temperature within a
targeted range, for instance between 21 and 23 ◦C, while consuming as little power as
possible. In the same room, a smart window controller opens thewindow periodically
to maintain the air freshness, and it also opens and closes the blinds to regulate
room luminosity. The aforementioned behaviors are governed by the home owner’s
preferences, along with the environmental conditions (such as the weather and the
presence of people in the home).

http://dx.doi.org/10.1007/978-3-319-47474-8_7
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The goals of the thermostat and the smart window are not explicitly related, but
nonetheless their actions can affect one another. For example, if the smart window is
open on a cold day, the thermostat may struggle to maintain the targeted temperature;
and even if it succeeds in doing so, the heater it controls may consume much more
power than it would have had the window stayed shut. Similar issues may occur
if the thermostat controls an air-conditioning device during summer months. For
example, if the smart window controller opens the blinds on a sunny day to increase
the luminosity, this could force the thermostat to choose between consuming extra
power to attain the temperature goal, and deliberately falling short on the temperature
goal in order to avoid the excessive power consumption. On the other hand, theremay
be other conditions under which the smart window and the thermostat unwittingly
help one another accomplish their respective goals. For example, if the smart window
opens the blinds to increase the luminosity on a cold sunny day, the open blinds may
help warm the room, allowing the thermostat to attain its temperature goal with less
effort than would have been required had the blinds been closed.

13.2.1.2 Adaptive Sorting and Power Management

Consider the adaptive sorting service introduced in Chap. 4, which strives to perform
the sort as quickly as possible without exceeding a preset limit on the amount of CPU
that should be used. It uses linear regression to adaptively estimate the number of
CPU cycles required per basic sort operation, using observations over the last 5 min.
Then, it sets the concurrency to a level that is calculated to keep the CPU usage in the
neighborhood of 90%. Consider as well the adaptive power management algorithm
introduced in Chap.12, embodied as a service. It allows a server to use power up to
a predefined limit, above which it uses a feedback control mechanism to reduce the
chip frequency to a value that is just below that limit.

When taken individually, the sorting service and the power manager are using rea-
sonable approaches to controlling the system, ensuring that it operates efficiently and
stably. Each goal is quite reasonably trying to achieve a balance between accomplish-
ing work and reducing resource consumption. However, consider what may happen
when the power management algorithm controls the server on which the sorting
service is running. Suppose that the power manager detects a slight exceedance in
the power and adjusts the chip speed downward. After the chip has been operating
at a slower speed for a while, the sorting service will notice a decrease in the rate
at which sorting operations are performed, and conclude that the number of opera-
tions required per sort has increased. To obtain more resource for sorting, the sorting
service adjusts the concurrency level downward. With the decreased concurrency,
there is less demand placed on the server, whereupon the power manager decides
that it can raise the chip speed. The increased chip speed increases the rate at which
the sorting operations are performed, causing a reversal of the logic that was used
to decrease the concurrency, and the sorting service now increases the concurrency.
This in turn may cause an exceedance of the power limit, beginning the cycle anew.
A very related phenomenon was reported by Kephart et al. [22], who observed spon-
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taneous oscillations generated by an unanticipated feedback loop between a power
manager and a performance manager (illustrated in Fig. 13.1).

13.2.2 Mitigating Undesirable Collective Behaviors

The scenarios described in this section exhibited two basic classes of undesirable
collective behavior that may occur when two or more self-aware entities attempt to
satisfy the goals that are not inherently in conflict, but for which the actions taken
in an effort to satisfy those goals may create inadvertent conflicts or misalignments
that result in suboptimal behavior:

1. conflicting actions that waste resources and/or thwart attainment of one or more
individual goals; and

2. spontaneous instabilities that waste resources and/or thwart attainment of one or
more individual goals

We now examine each of these classes in turn, first diagnosing their cause and
then (based on that diagnosis) proposing and critiquing various possible approaches
to reducing or eliminating these undesirable collective behaviors.

The first class of behavior was exhibited in the scenario involving the thermostat
and the smart window. Abstracting from the specifics of that scenario, it is apparent
that such phenomena may occur when actions taken by one entity induce an envi-
ronmental state change that affects the goal of another entity; i.e., the actions taken
by the entities are coupled through the impact those actions have on the environment
in which both are situated. In more mathematical terms, an action ae taken by entity
e causes the system state S to evolve to state S′, and the difference between S and S′
matters from the perspective of a second entity ε. In that particular example, when
the smart window controller opens the blinds to increase the luminosity, the act of
opening the blinds not just causes the luminosity to increase, but also has the side
effect of causing the temperature to rise. To the thermostat, the increased luminosity
is of no consequence that aspect of the difference between S and S′ does not matter
to it, but the increased temperature does matter, as the thermostat’s goal concerns
temperature.

The underlying cause of the conflict is that the smart window controller is unaware
of two important facts: (a) Opening the blinds affects temperature and (b) the tem-
perature affects the behavior of another adaptive entity. Note that the situation is
asymmetric; i.e., the action taken by the thermostat to increase or decrease heating
or cooling does not affect luminosity, the variable of interest to the smart window
controller. Thus, the thermostat’s lack of awareness of the existence of the smart
window controller and its interest in the luminosity of the room does not contribute
to the problem.

What can be done tomitigate this class of collective behavior? In general, an entity
A whose actions create a state change that matters to some other entity B must first
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of all become aware of its impact upon B and second modify its behavior in some
way that uses that awareness to reduce or eliminate the conflict. For the thermostat
scenario, the smart window controller must somehow become aware that its actions
affect the temperature and that temperature matters to some other adaptive entity
in the system, and moreover, it must somehow change its behavior to take this new
awareness into account.

Many general approaches can be contemplated, some of which we enumerate
below. For clarity, all are expressed in terms of the thermostat/smartwindow scenario,
but the generalization should be readily apparent:

1. Joint control. Anticipating that theywill be used in conjunctionwith one another,
a joint controller is designed to manage the behavior of the smart window and
the thermostat (or perhaps the thermostat can be eliminated entirely). The user
specifies joint luminosity and temperature goals, along with any trade-offs that
may be needed. The joint controller can be situated in either appliance—in fact
it could be designed into both, and if both the smart window and the thermo-
stat happen to operate in the same room, then one of the joint controllers can
voluntarily turn itself off and let the other take control. The joint controller can
also be placed in a dedicated device, which monitors and inhibits other devices
when their actions risk causing conflicts. From an architectural perspective, this
approach corresponds to a hierarchy pattern where devices implement a cooper-
ation relationwith the joint controller (as discussed in Chap.7). A valid criticism
of this approach is that such conflicts may be difficult to envisage at design time
because the heater andwindowoperate a priori in different domains—temperature
versus air freshness and luminosity, respectively. Similar issues may occur if an
air-conditioning device is added in the summer, as the window may open the
blinds on a sunny day to increase the luminosity, which in turn will also cause
the temperature to rise.

2. Distributed control with derived individual goals. Anticipating that the smart
window may be used in an environment where a thermostat is present, the smart
window controller is designed to take into account data provided by the tem-
perature sensors located in the room in which it operates. The user specifies
joint luminosity and temperature goals, along with any trade-offs that may be
needed. The joint goals are transformed into a set of derived goals or policies to
be followed by the smart window controller, which if followed are expected to
produce nearly the same behavior as would be exhibited by a joint controller. The
smart window then operates according to these derived goals, which now take
temperature into account. Since devices do not communicate with each other
directly but only via their impacts on their joint environment (i.e., temperature),
this case corresponds to a solution implementing a Stigmergy pattern (as dis-
cussed in Chap.7). Also, with respect to the relation types identified in Chap.7,
systems implement a synergy relation with respect to their goals, since they have
positive effects on each-other’s goals yet without being explicitly aware of this.
At the same time, systems implement ignorance relations with respect to their
knowledge and actions, since they are unaware of each other and do not exchange
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any direct information to coordinate their knowledge and actions; coordination
is provided by-design instead.

3. Distributed control based upon individual goals derived from global feed-
back. The smart window controller is given access to temperature readings as
a potentially interesting environmental variable and provided with moment-by-
moment readings of a utility variable that indicates the degree to which the overall
joint goal of luminosity plus temperature is satisfied. The smart window controller
can then learn an association between its actions, the temperature, and the over-
all utility, and using that model can modify its behavior to try to maximize the
joint utility. As in the case above, this corresponds to a Stigmergy pattern, since
devices only react to each-other’s actions indirectly, via feedback from the envi-
ronment. The types of relations they implement are also similar to the previous
case. Themain difference consists in the increased adaptability (e.g., via learning)
of this feedback-based case, with respect to the previous one where goals were
hard-coded at design time.

4. Changing one orboth strategies. In the smart home example, the thermostatmay
choose to achieve a temperature goal by opening the window shutters during a
sunnywinter day (hence heating by solar energy and saving energy for optimizing
a power goal). This, in turn, may conflict with the window shutters’ luminosity
goal, which would require closing the shutters partially to avoid direct sunlight. If
the thermostat chose to switch on its power instead, the conflict would be solved,
or more precisely avoided. Such strategy adaptation can be performed either
at design time, to avoid conflicts, or at runtime, when the conflict is detected
automatically.

In general, the solutions discussed above can be implemented either at design
time, when conflicts are being predicted, or during runtime, in cases where systems
are able to detect conflicts dynamically (e.g., [20]) and adapt accordingly.

While joint control can certainly solve the problem of conflicting actions, it is
impractical under many conditions. It can be extremely difficult for designers to
anticipate all of the possible combinations of controllers that could be copresent in a
given environment, and to anticipate the couplings that might occur. A more flexible,
decentralized solution can be more suitable for unpredictable open environments,
where both the initial execution context and the participating devices may change
during runtime. Here as well, the levels and kinds of self-awareness that the devices
require of each other (Chaps. 3 and 7) will depend on the extent to which device
discovery and coordination can be predicted at design time. At the same time, while
more decentralization and higher self-awareness capabilities increase the adaptability
of devices and of the entire collective, it also increases the overall system complex-
ity and raises several risks (e.g., more unpredictability or decreased performance).
Ideally, design-time solutions should be provided to address the aspects that are
known and unlikely to change, in order to ensure the desirable outcomes and sta-
ble behaviors—e.g., important in a smart home scenario; and self-adaptive solutions
with various degrees of self-awareness should be provided to deal with unpredictable

http://dx.doi.org/10.1007/978-3-319-47474-8_3
http://dx.doi.org/10.1007/978-3-319-47474-8_7
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aspects—e.g., where a safe, yet perhaps non-optimal solution is better than system
failure.

The second class of behavior, spontaneous oscillation, was exhibited in the sort-
ing algorithm/power manager scenario. At a high level of abstraction, one can see
that spontaneous oscillation has the same basic cause as the first class, except that
the situation is now symmetric rather than asymmetric: Each of the entities induce
an environmental state change that affects the goal of the other, thereby creating the
potential for an infinite cycle. The environmental coupling in the sorting algorithm
and powermanager scenario occurs, not through a single-shared resource, but instead
through two different environmental variables: The sorting algorithm inadvertently
affects power consumption by adjusting concurrency, while the power manager inad-
vertently affects the computational speed by adjusting chip frequency. A systemwith
such couplings could be modeled to a first degree of approximation as:

x ′(t) = αy(t)

y′(t) = βx(t), (13.1)

from which one can derive y′′(t) = αβy(t). When the product αβ is negative (as it
is in the case of the power manager and the sorting algorithm), y(t) is sinusoidal;
when it is positive, then the solution is a growing exponential (a positive feedback
loop that runs amok until something in the system saturates).

For spontaneous oscillations that occur due to couplings to two different environ-
mental variables, we offer the following set of mitigations:

1. Breaking the feedback loop by using any of the methods listed above for miti-
gating asymmetric resource conflicts, such as joint control or distributed control
with derived individual goals. Note that applying such a mitigation to just one
of the two couplings may suffice to break the feedback loop, but it may leave
the system with the asymmetric goal conflict problem, resulting in suboptimal
behavior. In such a case, the mitigation may be applied to the second coupling as
well.

2. Giving one or both of the entities knowledge of the variables through which
their actions are coupled, such that it can update its model appropriately. Such
a method was employed by Kephart et al. [22] to eliminate the spontaneous
oscillation shown in Fig. 13.1. Specifically, the power manager conveyed to the
performance manager the chip frequency setting at which it was operating. With
this information, the performance manager was able to change its model for the
speed at which computations were being performed, enabling it to stop reacting
too stronglywhen the chip frequencywas changed. This simple change eliminated
the oscillations entirely.

Another case of undesirable synchronization can occur when multiple entities
within a collective react in the same way to the same stimuli detected in their shared
environment. For instance, if all devices detect a power consumption peak (e.g., by
monitoring the frequency of a shared micro-grid), then they may all react simulta-
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neously to reduce their consumptions and to lower the overall load on the grid. This
may in turn cause an abrupt fall in overall consumption and risk a blackout. If devices
then detect this lack of consumption and start consuming, oscillations may occur and
threaten the grid. Similarly, when all thermostats in a room react independently to
temperature fluctuations, undesirable oscillations may also occur. Direct coordina-
tion may be employed for addressing this issue when dealing with relatively small
numbers of devices. Alternatively, randomizing reactions to common events can also
be employed when dealing with large-scale collectives. This latter solution has been
used [1] for desynchronizing electric devices connected to a shared power grid, as
discussed above.

13.2.3 Capitalizing on Desirable Collective Behaviors

In other scenarios, global synchronization can be a desirable property of a collective
system, which can help achieve a global goal collectively. In such cases, system syn-
chronization helps them achieve goalsmore efficiently. This is the case for instance in
robot swarms where all robots self-synchronize their speeds, and/or their movement
directions in order to better achieve some collective goal [33].

In addition, most cases of spontaneous synchronizations can be capitalized upon
if some extra design and tuning are introduced to regulate their behaviors. Most
often, some form of randomization that is proportional to the number of entities and
dependent on the desired aggregated effect can be introduced to obtain lightweight,
highly flexible and scalable self-adaptation solutions.

13.3 Reasoning and Goals

In this section, we consider the individual goals that drive the reasoning and subse-
quent actions of self-aware entities, and discuss the collective behaviors that arise.
As in Sect. 13.2, we consider here collectives in which the entities are only locally
self-aware; that is, they possess an awareness of themselves, but they either do not
recognize or otherwise do not account for the behavior, state, or self-awareness of
other entities in the system. In contrast to Sect. 13.2, however, here, we suppose that
the individual goals that govern each individual entity’s behavior are inherently in
conflict, either overtly or indirectly through their mutual need for the same limited
resource collective. This is because of the following: (i) individual components may
themselves differ, for example, in terms of capabilities or resources; (ii) they may
be in different locations, and hence be subject to different experiences; and (iii)
the individual entities may have different domains, processes, accuracy, or levels of
self-awareness. Therefore, learning, adaptation, and knowledge present will all vary
between individuals in typical collective systems (e.g., [16, 31]). Through a series of
scenarios, we illustrate negative and positive global behaviors that may occur under
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such conditions. At the end of the section, we summarize our observations regarding
these phenomena and the means that may be taken to ameliorate or eliminate the
undesirable global behaviors, or to capitalize on the desirable ones.

13.3.1 Scenarios

13.3.1.1 Heater Versus Air Conditioner

As a first, very simple example of direct goal conflicts, consider the case of
two (misconfigured) appliances: a heater that aims to maintain temperature above
24 ◦C, and an air conditioner that aims to keep the temperature below 22 ◦C.1 Several
different behaviors might arise in such a situation:

1. If the heater and air conditioner are approximately equal in heating or cooling
capacity, and if both operate continually, the system might stabilize at a tempera-
ture in between the two set points. Each would labor continually to achieve their
goal, wasting enormous amounts of energy in the process.

2. If the heater and the air conditioner are substantially more powerful than the other
appliance, and both operate continually, the temperature may stabilize at the set
point of the more powerful appliance. As above, tremendous amounts of energy
could be wasted in the process.

3. If the heater and air conditioner operate sporadically, each turning off when their
set point is met, the system could oscillate: When the heater reaches its goal, it
turns off for a while, allowing the air conditioner to start bringing the temperature
down. If the air conditioner accomplishes its goal before the heater can turn on,
it too will turn off. Then, when the heater turns on, it will once again warm the
room—and so the cycle may continue indefinitely, wasting lots of energy. Even
if the heater and air conditioner do not act quickly enough to completely reach
their set points before the other appliance turns on, significant oscillation (and
energy wastage) may occur.

Of course, if one of the appliances were to become aware of the other’s goal, it
could at least detect the conflict and warn the user about the conflict, in hopes that
the user would then rectify the conflict by changing one of the goals.

13.3.1.2 Dishwasher Versus Oven

As a second example of direct conflicts among goals, consider interactions that might
take place between a smart dishwasher and a smart self-cleaning oven. The dishes
must be washed and the oven must be clean by 9am, and furthermore, the cost of

1As ridiculous as it may sound, anecdotally such situations have been observed in industrial build-
ings, and one basic rule in doing energy audits is to check for this type of conflict.
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electricity consumed by these appliances must be minimized. Due to a constraint on
the total amount of power that may be consumed by the smart home, the oven (which
consumes up to 3 kW) and the dishwasher (which consumes up to 2 kW) may not
consume more than 4 kW in total for a period of longer than 5 min (i.e., there is
a soft circuit breaker). Each appliance checks every 5 min to ensure that its power
consumption is not causing the total power consumption for the house to exceed the
limit. Suppose further that the cost of electricity is $0.20 for most of the day, but
reduced to $0.10 between midnight and 6am.

Now imagine that each appliance pursues its own objectives independently, igno-
rant of the goals (or even the existence) of the other appliance. In an effort tominimize
the cost and ensure that their cleaning jobs are done before 9am, both appliances
might turn on automatically as soon as the rates go down, at midnight. After 5 min,
each would sense that it is causing the total power to exceed the limit and voluntarily
turn itself off. After waiting another 5 min, each would sense that the current power
consumption of the house pluswhat they anticipate adding to that consumptionwould
fall under the limit, and so each would turn itself on again. Five minutes later, each
would discover that they are causing the limit to be exceeded again, whereupon each
would turn itself off. This oscillatory cycle would continue for a while, until one or
the other (probably the dishwasher) finally finishes its job, leaving the other to con-
tinue uninterrupted. Alternatively, if the warm-up time for each appliance is longer
than 5 min, neither would ever finish their job. In any event, regardless of whether
either or both finish cleaning, the continual cycling would potentially shorten the
lifetime of both appliances, cause frequent exceedance of the power limit, and create
instabilities in total power consumption that might be problematic for neighboring
homes. The instability might even affect the electric grid as a whole. If similar smart
appliances are installed in many homes throughout the grid, the common electric
utility pricing policy (exacerbated further by a propensity for consumers to leave
appliance goals at common factory settings) might trigger synchronized instabilities
in smart homes throughout the grid.

On theother hand, one can also envision circumstances underwhich independently
acting appliances might function efficiently with no explicit coordination. Suppose
that the goals of the two appliances are exactly as described above, but a small bit
of randomness is introduced into the algorithms used to realize those goals, such
that the oven waits until 12:02am to turn itself on, while the dishwasher waits until
12:04am. Consider the dishwasher’s perspective first. When the dishwasher wakes
up and decides whether to turn itself on, it will decide not to do so, because the extra
2kW that it will add will cause the total consumption to be too high. Thenceforth, at
5-min intervals, the dishwasher will check again and come to the same conclusion—
until the oven finishes its job, at which point the dishwasher will find that it can
turn itself on. From the oven’s perspective, it will reconsider its state at 12:07am
and find that it is fine to stay on, as the total power consumption for the house
remains below the limit (because the dishwasher has decided not to turn on).A similar
thought experiment shows that even if the starting times for the two appliances are
not randomized, randomizing the time intervals between decisions will also prevent
disastrous synchronous power cycles. If some randomness is incorporated into the
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algorithms, one cannot predict which appliance will turn on first, but whichever one
does so will stay on until finished, whereupon the second will turn itself on and then
finish. This is an example of a beneficial spontaneous (or emergent) coordination
that could occur among two (or even more) self-aware appliances that have no direct
awareness of one another.

13.3.1.3 Community of Smart Houses Interacting with Electric Utility

As a third example, we shift our perspective a level up in scale from the smart
home. Consider a multitude of smart homes, connected by a power grid owned by
a utility that prices energy dynamically according to the supply and demand. Each
smart home may have a power manager responsible for ensuring that the overall
power consumption of each house does not exceed some limit. As illustrated in the
previous scenarios, this may be accomplished by curtailing energy use by various
appliances. Note that, in its effort to intelligently manage the consumption of power
by household appliances, a smart home’s power manager has a slight effect upon the
overall demand within the grid and that its level of demand for power in turn affects
prices in the grid. Since all homes see and can respond to the same price at the same
time, prices and power consumption across all of the homes in the grid are coupled
to one another, and one can therefore envision a variety of dynamics that include
oscillations in price (price cycles) and power consumption.

As a crude approximation to this coupling, imagine that the aggregate demand for
power p is approximately inversely related to the price of power π , while the price
π is linearly related to the aggregate power consumption p, i.e.,

p′(t) = −απ(t)

π ′(t) = βp(t), (13.2)

One can readily see that Eq.13.2 is essentially identical to Eq.13.1 and therefore
capable of exhibiting the same cyclical dynamics. Such cycles in price and power
consumption may hurt both consumers and the electricity provider, as they introduce
extra uncertainty into prediction (and therefore planning).

13.3.2 Mitigating Undesirable Collective Behaviors

The heater versus air conditioner scenario exemplifies direct goal conflicts that can
result in considerable waste of resources or even spontaneous instabilities in sys-
tem behavior. Recovering from such a situation requires that the goal conflicts be
detected and then resolved in some way. One method by which self-aware entities
could recognize that they are involved in a goal conflict with one or more other enti-
ties is to recognize that they are consistently failing to meet objectives, and advertise
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this fact to other entities in the system, along with some information about the vari-
ables or metrics that are not behaving according to the expectations. Upon receiving
such information, other self-aware entities could check the variables and/or metrics
that are most relevant to their function. If there is overlap, the overlapping goals
or metrics could be exposed to a human user of the system, or else to some auto-
mated authority operating within the system. Once alerted to the conflict, a user may
then specify additional goals or preferences that resolve the conflict. One approach
to resolving such conflicts is to prioritize some goals higher than others. Another
approach is to define a utility function that maps the state (as defined by all of the
metrics that matter to the user) to a scalar, in which the system goal is to reach a
feasible state that maximizes the utility subject to any constraints that might also
be specified. Determining how a self-aware system might exploit models of itself
and its environment to elicit additional goals and preferences that suffice to resolve
detected conflicts is a worthy research challenge [28, 30].

In the smart homes and power grid scenario, the periodic oscillations in the price
and the usage of electric power result from a cause similar to that which drove the
spontaneous oscillations in the sorting algorithm and power manager scenario of
Sect. 13.2.1. In that case, the sorting algorithm and the power manager each induced
an environmental state change that affected the goal of the other. Here, the smart
homes each adjust their power consumption in reaction to the electricity price set
by the utility, while the utility adjusts its price in response to the aggregate power
consumption of the smart homes. All of the mitigation mechanisms discussed in
Sect. 13.2.2 apply here. Since the smart homes are a collective rather than a single
individual entity, some additional mitigations are possible. For example, the smart
homes might collaborate with one another via negotiation or some other mechanism
to coordinate with other homes to make the overall consumption more inherently sta-
ble, thereby making the prices more stable, which in turn results in less susceptibility
to consumption oscillations. Flexible houseswith consumption reduction and/or stor-
age capabilities might anticipate peak prices and deliberately consume less energy
at times when other households are demanding more, resulting in more stability and
lower overall payments to the utility. Houses that are less flexible in their energy
consumption might still contribute to scheduling by advertising their consumption
predictions, thereby enabling the more flexible houses to schedule their power con-
sumption to avoid oscillations.

In the dishwasher and oven scenario, we also observed spontaneous oscillations.
However, the underlying cause is of a different nature, and therefore, the mitiga-
tion strategies are necessarily different. The environmental coupling in the sorting
algorithm and power manager scenario occurs through two different environmen-
tal variables: The sorting algorithm inadvertently affects the power consumption by
adjusting concurrency, while the power manager inadvertently affects the computa-
tional speed by adjusting a chip frequency. However, in the case of the dishwasher
and oven, there is a single environmental variable through which their actions are
coupled—a shared resource of which there is a limited supply, electric power.

This situation is closely related to computational ecosystems, large-scale, dis-
tributed, decentralized computing systems composed of agents that each require a
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specific type of resource for their operation. Each agent uses exactly one resource at
any givenmoment in time, and asynchronously and independently reconsiders which
to use, based upon an expected payoff that depends on their belief about the current
usage of that resource by other agents. An agent’s belief about the current usage of
each resource may not be entirely correct, due to the inherent uncertainty and/or time
delays. Kephart et al. [26, 27] showed that in the limit of large numbers of agents,
the dynamics of resource consumption in computational ecosystems could be mod-
eled as a differential-delay equation. If the uncertainty is sufficiently large and/or
the delay is sufficiently low, the solution to the differential-delay equation is damped
oscillations that settle to a fixed equilibrium, but for small uncertainty and/or large
delays, the solution may be persistent oscillations, possibly quite complex—even
chaotic—in nature. The dishwasher–oven scenario involves only two agents, and for
that case, the electricity consumption is best modeled as a difference equation, but
the principles and the dynamics are very similar.

For spontaneous oscillations that arise from constraints on shared resources, some
possible approaches to stabilizing the system include the following:

1. Introducing randomness into the actions of the entities. For computational
ecosystems, Kephart et al. [26] showed that introducing randomness into the
decision about which resource to use (modeled as softening the decision function
for choosing a resource as a function of the usage of all resources) could eliminate
oscillations at the expense of shifting the stable operating point to one that is less
optimal globally.

2. Introducing heterogeneity into the goals of the entities. For computational
ecosystems, Kephart et al. [26] also showed that if the agents’ resource needs
are heterogeneous, then the ecosystem as a whole is much less vulnerable to
spontaneous instability; in effect, the agents settle into different niches. Such a
strategy is only possible in situations in which the goals of the individual agents
may be controllable by a system designer. As above, if this causes the goals to
differ from those really intended by the designer, then this greater stability is
achieved at the cost of suboptimal behavior.

3. Reducing information delays. Since this type of spontaneous instability arises
from a differential-delay equation, and the susceptibility to such instability tends
to increase with the delay, stability can be restored by reducing the delays in
information regarding resource usage (if it is possible to do so).

4. Endowing entities with an awareness of other entities, and some ability to
approximately predict their behavior. For computational ecosystems in which
some of the entities are able to predict the behavior of other entities (or at least
the collective behavior of the system as a whole), Kephart et al. [23, 27] showed
that the overall behavior may improve provided that the proportion of predictive
agents is small. However, the collective behavior can become even more unstable
(and strongly suboptimal) if too large a proportion try to predict the collective
behavior of the system and act on that basis.

5. Introducing a resource broker to resolve resource conflicts. If entities cannot
resolve the resource conflicts cooperatively, one or more resource brokers can
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be charged with governing resource usage in the system. Rather than each entity
placing a direct demand on resource usage, they submit requests to a resource
broker that describe the extent towhich they need resource, and the broker decides
how much resource to allocate to each such entity. Walsh et al. [38] described
a system that allocated compute resources, in which each of several application
managers could send to a resource broker utility functions describing the value
they would realize if they were to as a function of the amount of resource that
they might be granted by that broker, and the broker determined the resource
allocation by maximizing a (perhaps weighted) sum of utility functions.

13.3.3 Capitalizing Upon Desirable Collective Behaviors

The scenarios of this section focussed exclusively on undesirable collective effects
that may occur when multiple self-aware adaptive entities pursue their own goals
without considering adaptive goal-driven behavior by other entities operating within
the same environment.However, there are conditions underwhich no serious conflicts
will emerge among the goals pursued independently by the self-aware entities. For
example, resource conflicts will not emerge if resources are relatively plentiful. If
goals donot explicitly conflict, and the actions undertaken to realize those goals donot
result in unanticipated couplings, then they may be pursued independently without
negative consequences. In such a situation, the system as a whole benefits from the
individual adaptive goal-driven behaviors of the individual self-aware entities from
which it is composed, as no explicit coordination is needed.

13.4 Learning

Adefining characteristic of self-aware entities is that they learnmodels of themselves
and/or the environment in which they are situated, and use these models to reason
about what actions to take so as to best realize their goals. Consider for example the
various self-aware entities that have appeared in scenarios described in this chapter:
smart appliances of various kinds, or a house power manager, or a grid power man-
ager. In all of these cases, and quite generally, default design-time settings cannot
encompass the full variability of situations in which an agent will find itself during
its lifespan.Moreover, it is often the case that system goals will only be provided by a
user at runtime; i.e., they are inherently not predictable by the system designer—and
therefore, some sort of learning will be required in order to determine a sequence
of actions or behaviors that best realizes the system’s goals. Yet another motivation
for endowing self-aware entities with an ability to learn is so that they can avoid
suboptimal or unstable behaviors resulting from conflicts among actions or goals
(as described in Sects. 13.2.2 and 13.3.2). In short, for many different reasons, learn-
ing is a must.
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A variety of learning mechanisms are described in detail in Chap.12. The purpose
of this section is to explore the impact that learning by multiple individual self-
aware entities may have upon the behavior of a collection of self-aware entities
that are learning models of themselves and their environments. When multiple self-
aware entities are situated within an environment, they typically interact with one
another—either directly, or indirectly through the impact their actions have upon the
environment. In effect, they form part of one another’s environment. Therefore—for
better or for worse—whether or not the entities are explicitly aware of one another’s
existence, their learning algorithms may respond to one another’s behavior.

In Sects. 13.2 and 13.3, we considered collectives in which the entities are only
locally self-aware; that is, they possess an awareness of themselves, but they either
did not recognize or they did not otherwise account for the behavior, state, or self-
awareness of other entities in the system. In this section, we first treat learning
self-aware entities with such limited awareness of other entities, and then, we extend
our treatment to agents that are aware of the existence of other self-aware entities,
and (in some cases) aware of the fact that those other self-aware entities are learning.
While it is possible in some situations to contemplate approaches that model the
entire collective as a single learning problem, we give centralized approaches very
little consideration here, as they require a global system view [4], which is typically
not available to local components. One can approximate a centralized approach in a
decentralized setting through the use of joint-action learning [5], but such techniques
require strong assumptions about the cooperative nature of the learning problem, or
observability of others’ actions.

Through a series of scenarios, we shall illustrate negative and positive global
behaviors that may occur when agents learn both for the case where they are not
directly aware of other self-aware entities and for the case where they are directly
aware of other self-aware entities. In either case, very interesting dynamics can be
created in systems where agents try to learn simultaneously, as they create moving
targets for one another. Several interesting questions arise in this context:

1. How do individual learning strategies of agents influence the environment in
which they are situated?

2. Conversely, how should the fact that an individual self-aware entity is a member
of a collective affect the choice of learning strategies for that entity?

3. Overall, how does the scope of awareness affect this individual-collective inter-
play?

At the end of the section, we summarize our observations regarding these phe-
nomena and the means that may be taken to ameliorate or eliminate the undesirable
global behaviors, or to capitalize on the desirable ones.2

2It is worth noting in passing that data privacy is a very real issue in systems of self-aware learning
agents. With sufficient monitoring accuracy and long enough observation periods, accurate models
of user activities can be learnt and exploited for commercial and non-commercial purposes. In the
same way, search engines and social media can intrude in the private life of their users, and power
utilities would be able to reconstruct their user’s life patterns and habits, their usual presence at
home and absence periods, the nature and type of their electrical appliances, their usage of these

http://dx.doi.org/10.1007/978-3-319-47474-8_12
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13.4.1 Scenarios

For our learning scenarios,we extend the smart home scenarios of Sects. 13.2 and13.3
at three levels: smart appliances, smart homes, and multiple smart homes connected
to a smart grid.

13.4.1.1 Smart Appliances

Here, we extend the smart appliance scenarios of Sects. 13.2 and 13.3 to include
learning, and explore some issues that may result.

Consider a set of smart appliances operating within a smart home, which may
include thermostats and windows in each room, an oven, a dishwasher, and one
or more batteries. Each entity is equipped with algorithms and compute resources
required for building long-term models. Depending upon the nature of the learning
algorithms and the availability of data, such models may range from very elementary
to very sophisticated in terms of their complexity and predictive power. For example,
a smart thermostat might attempt to learn the temperature preferences and habits of
the human occupants of the rooms (perhaps even keyed to each individual). It might
further try to learn mappings between the external temperature and the time and
effort needed to cool or heat the room. It might even try to augment its models of
external temperature by contacting a service to obtain weather forecasts.

The other appliances could exhibit the same broad range in modeling sophistica-
tion and awareness of one another’s existence and capacity for adapting and learning.
A smart dishwasher might learn the consumption patterns of other appliances and
schedule its own washing cycles at times when the house’s total consumption is
expected to be low; a smart battery might learn and anticipate dynamic price varia-
tions on energy markets to schedule its load phases to times when prices are low and
unload phases when prices are high.

There is also a wide variation in the degree to which the appliances could be aware
of one another’s existence, and might attempt to develop models of one another’s
behavior or intent. For example, a smart thermostat that is aware of the existence
of other thermostats in other rooms might incorporate into its model the fact that
the temperature of the room it is controlling will be affected by not just the external
temperature, but also the temperature of neighboring rooms in the house. Given this
realization, it would be sensible for the smart thermostat to request from the other
thermostats’ current temperature readings from nearby rooms. Such information

(Footnote 2 continued)
appliances, and down to very specific details such as the multimedia contents they are watching—
reconstructed via specific consumption patterns, for instance, of a TV set playing a particular movie.
Therefore, the question of the scope of learning—which agents learn about which others and under
which conditions—and of the dissemination of the produced knowledge is becoming a critical
privacy and security matter. This privacy risk related to the development of self-aware systems must
be understood from the earliest design phases. However, as this chapter is concernedwith dynamical
behaviors, we shall not pursue these important issues further here.
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would be useful for both adjusting the demands the smart thermostat places upon
the heating or cooling system, but also as data that could be used to adapt its model
of how the room temperature depends on the external temperature, the temperatures
of nearby rooms, and the heating or cooling effort that it demands. Suppose further
that the thermostat is aware of the other thermostats, not just as entities capable of
reporting temperature, but as controllers of temperature. Then, it might request not
just the current temperature, but also the anticipated demand that the other thermostats
intend to place on the house’s cooling or heating system.

An evenmore sophisticated thermostat might try to learn the models employed by
the other thermostats by associating reported temperatures with the reported heat-
ing or cooling demand, and use this information to anticipate how the other ther-
mostats might respond to its own actions. A yet more sophisticated thermostat might
understand that the other thermostats are themselves adaptive and therefore take
into account that the models they employ are potentially dynamic. The thermostat
might even take into account that its own adaptivity might be anticipated by other
thermostats that possess a similarly high scope of awareness, and indeed, this can in
principle be taken to an infinite level of regress: “I know that A and B know that I
know that they know that I know that .... they adapt and learn.”

Self-aware entities that learn are potentially vulnerable to all of the potential pit-
falls that have been described in Sects. 13.2 and 13.3. For example, the aggregate
demand that thermostats, window controllers, smart ovens, smart dishwashers, and
smart batteries place upon electricity consumptionmay exceed a limit imposed by the
user or the utility company, resulting in the resource conflict described in Sect. 13.3.
All of the same mitigations described in Sect. 13.3.2 may apply. Of particular rel-
evance is the mitigation strategy according to which entities are endowed with an
awareness of other entities and an ability to predict their behavior, as behavior predic-
tion could be based upon a learned model. Another particularly relevant mitigation
strategy is the one that introduces a resource broker. In the case of a smart home,
the resource broker could be a power usage scheduler that takes into account the
power requests from the various self-aware entities (which are derived from the user
preferences) and performs some sort of optimization to determine how much and
when each appliance may consume power.

Consider what might happen under such circumstances when one or more of the
smart appliances have the capacity to learn about the typical daily power consumption
profile and reschedule their consumption during low-consumption periods. A typical
domestic consumption profile might exhibit peaks in the morning when residents
wake up and start their activities, at lunch time, and primarily at night when domestic
appliances are used intensively for utilitarian or recreational purposes. In principle,
this could enable the smart appliance to optimize its use of power, and if many or all
of the smart appliances learn, then the home as a whole could operate very efficiently.

However, one can also contemplate scenarios in which learning by one or more
smart appliances has undesirable consequences. To take a specific example, the dish-
washer agent might well discover through (via reinforcement learning, for example)
that its performance is optimized when it over-reports its consumption needs to a
house manager that allocates electric power to the various appliances. Other appli-
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ances that are more honest about their electricity needs may suffer, and so may the
inhabitants too if they find that the dishes are always washed whenever they want, but
the room temperature is often too hot or too cold, and the oven is hardly ever cleaned.
In other words, an imbalance in which a single smart appliance learns to optimize
its own performance may end up violating global objectives that express trade-offs
among tasks performed by the various appliances. Suppose further that one or more
smart thermostats and a smart self-cleaning oven also learn that over-reporting their
demands secures enough power for them to optimize their performance. Then, these
and the other appliances will benefit at the expense of others that do not learn—just so
long as their total demand for power does not exceed the limit. However, if all of the
appliances learn to over-report their demands—or enough do so that the aggregated
demand for power exceeds the limit—then it is easy to imagine that a disastrous
form of coevolutionary learning [32] could occur. As each appliance ratchets up its
resource estimate in an effort to grab more resource for itself, the other appliances
must do so as well, resulting in a never-ending arms race, a destructive feedback loop
that makes it impossible for the house’s power manager to really know the actual
resource requirements. Under such circumstances, the house’s power manager might
itself learn that the appliances are all lying to it and try to develop its own models
of their actual needs based upon their record of actual consumption—and in effect
become a central controller that largely or completely ignores the requests made to
it by the smart appliances.

Note that the arms race described above could happenwithout the appliances being
aware of one anothers’ existence; they would merely be adjusting their actions to
maximize their own reward. Now, consider what might happen if self-aware entities
were to become aware of one another’s existence, without trying to deliberately
model one anothers’ behavior. A scenario such as this was explored by Kephart and
Tesauro [29] in the context of two selling agents (pricebots) that use Q-learning
to learn pricing policies that govern the price they should charge for a commodity
as a function of the price charged by the other selling agent. The policies did not
embody a prediction of the other agent’s price; it merely expressed the price that a
seller should charge given the other’s observed price. The dynamics in this case were
surprising. Under some conditions, the pricing policies converged to a well-defined
symmetric pair. Under other conditions, they appeared to converge to an asymmetric
pair of pricing policies, but when viewed at long timescales these policies proved
to be unstable—shifting abruptly to a new pair of policies. One can imagine similar
behaviors being exhibited by smart appliances that formulate policies governing how
much resource to demand as a function of how much has been requested by other
appliances.

Now, consider the case where agents do attempt to model one anothers’ behav-
iors [4]. They could do this by observing one anothers’ actions, often in response to
their own. In some cases, tagging agents according to their type or their membership
in a social group may help, as it enables agents to cluster observations about other
agents and thereby potentially reduce the time required to learn models of other
agents’ behavior. Being able to simulate the likely actions of other agents in the
system has the potential to let agents anticipate and potentially avoid oscillations
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or other unfortunate dynamical collective behaviors. For example, the symmetric
price policies learned by the two competing Q-learning pricebots studied by Kephart
and Tesauro [29] resulted in pricing dynamics with much shorter (and higher-priced)
price war cycles than the naïve policy achieved without learning, resulting in a higher
profit for both sellers. As another example, Kephart et al. [23, 27] studied compu-
tational ecosystems into which some agents were “smart”; i.e., they were endowed
with the ability to predict the resource consumption decisions of other agents. Such
predictive capabilities could be based upon reinforcement or other forms of learning.
The smart agents experienced gains in utility for themselves and even sometimes for
the agents whose behavior they were predicting. However, when too many of the
agents in the system became smart, the system dynamics changed in such a way that
the smart agents could no longer predict them, and the resource usage of the system
became highly unstable and inefficient.

The field of game theory provides another family of techniques that self-aware
entities may use to learn the behavior of other self-aware entities. In fictitious play,
agents use the historical frequency of actions taken by other agents as a model
for their behavior and play their best (possibly randomized) strategy against that
distribution. Detailed descriptions of NIR and NER and algorithms that exhibit these
properties can be found in many references [10, 21]; the basic idea is to use the
observed frequency of other agents’ actions to converge to a policy (a mapping
from an opponent’s action to an agent’s response to that action) that minimizes the
regret that one would feel in hindsight. Depending on the details of the game (the
payoffs received by the agents under all possible joint actions), and the details of
the learning algorithms, the policies of the players may evolve to various forms
of game-theoretic equilibria, such as a Nash equilibrium or correlated equilibria.
However, convergence to an equilibrium is not guaranteed. Jafari andGreenwald [21]
observed that in the game of “rock, paper, scissors,” two agents use a no-regret
learning algorithm introduced by Hart and Mas-Colell [19] cycle indefinitely among
the various strategies of “rock”, “paper” and “scissors”, and yet interestingly, the
frequency of their play averaged over time does achieve the Nash equilibrium, in
which each strategy is played 1/3 of the time. A similar phenomenon was observed
by Greenwald and Kephart [17] who studied a probabilistic pricebot scenario in
which between two and five seller agents used NER and NIR algorithms to adapt
their pricing strategies. The seller agents did not always settle into a stable mixed
(probabilistic) strategy, but their long-term empirical frequency of play did coincide
with a Nash equilibrium. In some instances, a very long-term period of stability
would end spontaneously, and after a very brief transition period, the system would
settle into a new Nash equilibrium.

An alternative, less explored approach to self-aware collective learning and adap-
tation is through the sharing and aggregating of knowledge about global state and
progress toward goals. Furthermore, collective adaptation could include adaptation
of the architecture of the collective itself, such as to support and optimize such
knowledge sharing. A promising direction could be to integrate self-organization
mechanisms (e.g., [9]) in order to support such knowledge sharing. Indeed, as agents
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in a collective learn new architectures based on their self-awareness, more suitable
architectures may facilitate more effective collective learning and self-adaptation.

As a final note, it is worth pointing out that the timescale on which learning occurs
is typically a good deal slower than that on which operational decisions are made and
actions taken. For example, the pricing policies that are learned by Q-learning [29] or
by no-regret algorithms [17] evolve on a timescale that is 3 to 6 orders of magnitude
slower than the scale on which prices are reconsidered. Therefore, while oscillations
can occur both for actions and for the policies that govern those actions, and they
may even share similar mathematical bases at some level of abstraction, they are so
different in timescale that the shifts in policy can often be too slow to be coupled
with the actions themselves.

13.4.1.2 Smart Home

It is also worth considering one or more self-aware entities that could operate at
the level of the smart home as a whole. One such entity was already introduced in
Sect. 13.4.1.1: a power manager responsible for managing the total power consump-
tion by all of the appliances and other electrical equipment in the house. One can
draw an analogy between the power manager and mitigation strategy #5 introduced
in Sect. 13.3.2, which entails introducing a resource broker to stabilize systems that
are prone to spontaneous oscillation. In this analogy, the various smart appliances
could play the role of application managers that each appeal to the power manager
for resource. In scenarios where the smart appliances discover that they can increase
their resource allocation by exaggerating their resource needs, the power manager
might benefit from learning the mapping from an appliance’s requests to their actual
consumption. It is not clear a priori whether this practice would improve the sta-
bility and efficiency, or worsen it. Another form of learning that a power manager
might exhibit would be to learn the trade-offs among the various functions provided
by the appliances, which could be interpreted as weights on their individual utility
functions. While one might think that such weights could be provided explicitly, in
practice it is difficult for people to provide them, and therefore, the power manager
would more likely have to infer the weights from observations of human behavior.

Another key role that a power manager for the smart home would play is that
of an economic software agent that makes purchasing decisions that determine how
much power there is to divide among the smart appliances. For this purpose, the
power manager could employ various learning mechanisms to build models of the
environment in which it is situated, which includes other smart houses in the dis-
trict, the global behavior of the city grid, and the local and regional weather. Such
models would enable the house power manager to predict the consumption patterns
in the house and in the local grid with better accuracy. Of special importance in this
context would be learning mechanisms that enable the power manager to function
competently as an economic player. Each smart home’s powermanager could then be
seen as one economic player among an entire economy consisting of all of the smart
homes plus the utility (smart grid). From various works on multi-agent learning in
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economic systems that have already been referred to in this section [17, 29], it is
clear that there is a rich set of dynamical phenomena that can be exhibited in this
context.

A few additional observations are worth making here. First, in a related scenario,
the power manager might be expanded in scope to be a smart home manager that
makes intelligent trade-offs among power consumption, various notions of comfort,
and other attributes that matter to the home’s occupants. Second, learned models not
just are useful for making minute-by-minute decisions about resource allocation, but
can also be valuable for making informed decisions about long-term investments,
such as more energy storage capacities (batteries), local energy generators (such as
solar panels), replacing existing appliances with more efficient versions (e.g., more
energy-efficient water heaters or air conditioners or washing machines), or even
providing advice to users on their usage patterns (thereby helping the human end
user more self-aware with regard to the energy consumption).

13.4.1.3 Smart Grid

At the level of the smart grid as a whole, the self-aware entities could include myr-
iad smart home managers and a resource manager that represents the utility. Having
already discussed in the previous scenario the issue of economic learning by the smart
home managers, it suffices here to discuss what forms of learning might be valuable
to incorporate into the utility resource manager. The utility resource manager might
benefit from learning collective generation (e.g., via solar panels) and consumption
patterns through their interactions with the smart home managers. Knowledge of the
weather, vacation times, and special events that may have a noticeable impact on
aggregate demand can help energy providers to provision their capabilities accord-
ingly, on a day-to-day basis. Learning such patterns is also key to anticipating the
long-term evolution of the grid, in terms of required production and storage capa-
bilities, and to fine-tune the fair tariffs according to offer and demand. Such global
models become key economical and political decision support tools regarding the
development of grid infrastructures.

Many of the previously cited advantages and pitfalls of learning in an environment
in which other self-aware entities are simultaneously learning apply in the smart grid
context as well. One possible form of oscillation that might occur was described in
Sect. 13.3.1 (see Eq.13.2), in which electricity prices and consumption fluctuate at
the level of the grid as a whole. Note that this oscillation occurs in the actions; given
the observations reported above for Q-learning [29] and no-regret algorithms [17]
applied to economically motivated software agents, it may be possible to observe
oscillations in the pricing policies themselves, at a much slower timescale. Just as
a smart appliance might learn to do a better job of satisfying its individual goal by
over-reporting its resource need to the smart homemanager, so might the smart home
managers try to game the utility resource manager or the other smart home managers
by behaving inways thatmisrepresent their true needs and interests. In scenarios such
as this, one reasonable approach is to create coordination mechanisms that make it
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difficult or even impossible for smart homemanagers to game the system. The design
of incentive-compatible auctions (such as Vickrey or second-price auctions [37]),
which encourage bidders to honestly report their valuations for a good, is motivated
by such a goal.

13.4.2 Mitigating Undesirable Collective Behaviors

As has been illustrated several times in this section, learning can be both a cure
and a cause of undesirable collective behaviors in self-aware systems. Sometimes,
a learning mechanism can be both at the same time curing a problem at one level
and introducing a new problem at another, somewhat akin to the infamous efforts of
the Cat in the Hat and a succession of Little Cats to get rid of a pink bathtub ring in
The Cat in the Hat Comes Back [13] by employing progressively more aggressive
methods that only serve to exacerbate the original problem.

In the smart appliances scenario, learning can help appliances to improve their
ability to behave in accordancewith human preferences, but it can also lead to an arms
race inwhich each appliance tries to grabmore resource for itself byoverestimating its
resource needs. The arms race can occur whether or not the appliances are unaware
of one another’s existence. This arms race bears some resemblance the resource
conflict described in Sect. 13.3, resulting from constraints on shared resources. An
important difference is that whereas the resource conflicts of Sect. 13.3 resulted in
direction actions by the contending entities to grab resource, in the case described
in this section, the actions taken to acquire more resource were more subtle and
indirect, since the resource allocations were mediated through the resource broker
instead of being obtained directly from the resource. Even more importantly, the
dynamics of the system change on a slower timescale, because alterations in the
amount of resource requested from the broker are due to learning, and such learning
would typically require several resource allocation cycles.

Differences in directness and timescale notwithstanding, some of the mitigation
techniques introduced in Sect. 13.3 may still be applied to learning agents. The first
two approaches (randomness and heterogeneity) are still applicable in many situa-
tions, but of course they still suffer from the drawback that while they may stabilize
the system, the equilibrium to which they stabilize is typically suboptimal. The third
option, reducing information delays, is potentially of interest, but it is not immedi-
ately clear how to apply it in a situation where the unstable dynamics are generated
at least as much by the learning process itself as they are by the resource usage. It is
conceivable that given that the timescale on which information propagates through
the system can profoundly affect the dynamics of that system, such slowing down of
the system dynamics from the timescale on which actions take place to the timescale
on which policies governing those actions evolve may help reduce or prevent over-
reactions and oscillations, but more research would be required to determine whether
or not this is the case. The fifth option, introducing a resource broker, appears not
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to be available as a mitigation in the smart appliances scenario because a resource
broker has already been introduced into that scenario.

The fourth option (endowing agents with an awareness of one another, and an abil-
ity to predict one anothers’ actions) bears more discussion, as it was also discussed
as one variant of the smart appliances scenario. In the example of the Q-learning
pricebots [29], simultaneous multi-agent learning can result in action policies that
converge to an equilibrium, but it can also lead to pseudo-convergence that is punc-
tuated by brief episodes of transition among different near-equilibria that, while less
optimal thanwould be obtained by a benevolent dictator, are still preferable to the case
where the agents act in ignorance of one another. However, as noted previously [23,
27], in some cases, efforts to endow agents with awareness of other agents’ behavior
can succeed only if a sufficiently small proportion of agents possess this awareness.
As was discussed in Sect. 13.4.1.1, game-theoretic approaches involving fictitious
play or learning algorithms based upon no external regret or no internal regret show
some promise, as they can result in convergence to Nash or other game-theoretic
equilibria, at least in a time-averaged sense.

In addition to the mitigation strategies discussed in Sect. 13.3.2, another option
for avoiding or mitigating undesirable collective behaviors in systems of self-aware
learning agents is to introduce mechanisms used in economies to coordinate the
actions of self-interested entities, of which auctions are a prime example. Incentive-
compatible auction designs (such as Vickrey, or second-price mechanisms) [37] have
the potential to eliminate the learning and resource allocation dynamics because
they encourage agents to be honest about their resource needs. Such mechanisms
are conceptually similar to the idea of using a resource broker to coordinate the
actions of multiple self-aware entities, except that they are explicitly designed to
handle the systems of self-interested agents, whereas the resource broker concept
is inherently designed for cooperative systems in which agents honestly report their
resource needs. In a properly designed auction, agents are not just assumed to be
honest; they are compelled to be honest out of self-interest. Auctions are attractive in
that they strike a good balance between centralized coordination (which is essentially
the joint control mitigation introduced in Sect. 13.2) and independent action by self-
aware agents. The number of different auctions’ types available to systemdesigners is
enormous, ranging at least into the thousands [39], and the mechanisms can become
quite complex when agents require multiple types of resource to accomplish their
tasks (see various works on combinatorial auctions [35]. Fortunately, there has been
some research on how a system designer can translate overall system goals into
auction mechanisms that best achieve them [6].

13.4.3 Capitalizing on Desirable Collective Behaviors

A system consisting of self-aware entities that can adapt, learn, and interact with
one another without suffering deleterious emergent effects such as those described
in Sect. 13.4.1 can exhibit a number of very desirable system-level properties. One
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important advantage that manifests itself at both design time and runtime is modular-
ity, and the flexibility and evolvability that stem from it. Rather than having to build
systems containing predetermined, fixed sets of agents, and controllers designed
specifically for that fixed set, one can design each entity individually and be con-
fident that it will settle into the system alongside the other entities that cohabit the
same environment, and discover and use the agents, services, or other resources that
it needs to satisfy its goals. These qualities enable one to build self-aware systems
and applications from self-aware components that were designed before the systems
or applications were conceived. At runtime, these capabilities translate into auto-
nomic [25], or self-managing capabilities such as self-configurability, self-healing,
self-optimization, and self-protection.

To the extent that the various mitigations discussed in Sect. 13.4.2 prevent or at
least reduce suboptimal and/or unstable collective behavior, they enable these natural
desirable collective behaviors of self-aware systems to shine through. Several exam-
ples of desirable collective phenomena were illustrated in Sect. 13.4.1 alongside the
undesirable behaviors, including evolution toNash or other game-theoretic equilibria
(at least in a time-averaged sense) by observing other agents’ behaviors. As stated
in Sect. 13.4.2, auctions appear to show considerable process as a mechanism that
can support favorable collective behaviors, and indeed, the use of economic mech-
anisms in general seems particularly appropriate and suitable for very large-scale
systems, although on the other hand simulations of price war and related behaviors
in information economies suggest that economic approaches are not a panacea [24].

13.5 Advanced Coordination with Mutual Awareness

Thus far in this chapter, we have considered scenarios in which adaptive entities
within the system learn, reason, and act independently of one another, with various
levels of mutual awareness. In this section, we shift our focus to the systems of
adaptive entities that learn, reason, and/or act in an explicitly coordinated fashion.
While it is not the only rationale, one important reason for coordination is that it can
avoid or mitigate undesirable collective behaviors such as those described earlier
in this chapter. For example, recall that the following forms of coordination have
been introduced earlier in this chapter as methods for mitigating various types of
undesirable collective behavior in the adaptive systems:

• Technique 1 (joint control), whichwas suggested in Sect. 13.2.2 as ameans formit-
igating the problem of independent controllers taking actions that waste resources
and thwart attainment of individual goals;

• Technique 5 (resource broker), which was suggested in Sect. 13.3.2 as a means
for mitigating spontaneous oscillations that might arise from constraints on shared
resources; and

• Auctions and other economic mechanisms, which were suggested in Sect. 13.4.2
as a means for migitating undesirable collective behaviors in systems of self-aware
learning agents.
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This section is organized as follows. First, we illustrate various forms of coordi-
nation and resultant collective adaptive behaviors through two scenarios: extensions
of the familiar smart home and power grid scenario, and the autonomous shuttle sce-
nario of Chap.4, which exemplifies large-scale but inherently cooperative adaptive
systems. Then, in the second and final subsection, we discuss the pros and cons of
these various techniques for achieving system-level adaptation through coordination.

13.5.1 Scenarios

13.5.1.1 Smart Home and Smart Grid

Consider variants of the smart home and power grid scenario in which the entities
comprising the system explicitly coordinate with one another [11, 12].

At the level of smart appliances within a single home, appliances (such as a smart
window and thermostat) might coordinate their actions with one another through
a variety of means. They could submit information about their goals (and perhaps
their state) to a central authority such as a joint controller to act on their behalf
(as in Technique 1 of Sect. 13.2.2). Another approach is for them to communicate
their resource needs to a resource broker (Technique 5 of Sect. 13.3.2), and the
resource broker could then provide either an instantaneous power allocation or a
power allocation schedule to each appliance. A third approach that avoids a central
authority is for the entities to exchange information regarding their proposed actions
and perhaps their goals to one another, and to engage in some sort of bilateral or
multilateral negotiation [18] to determine which actions (e.g., window opening times
and thermostat heating periods that maximize their respective efficiencies while
minimizing the negative impacts (for instance, avoiding the window to open during
cold weather while the heater is just beginning a heating cycle). In the same vein, the
smart oven and dishwasher—and other electrical appliances—can use coordination
in one form or another to implement a sophisticated scheduling algorithm taking
into account complex constraints on their respective schedules (the dishes have to be
cleaned before deadline D, and the oven must run its cleaning cycle for M minutes
during the evening, considering that the 7pm–9pm slot is reserved for potential
cooking on the stove, etc.). When the trade-offs are necessary—for instance, heating
must be reduced so as not to exceed a power consumption limit—minimal sacrifices
(such as letting the temperature drop more in the living room and the study) can be
identified and chosen.

Laws and social norms that encourage or restrict certain types of individual behav-
ior constitute another type of coordination mechanism that can enable a collective to
adapt in ways that promote the goals of the collective as a whole. The deviation of
Nash equilibria from solutions that maximize societal welfare is a well-known phe-
nomenon in game theory, exhibited in thewell-knownTragedy of theCommons /cite-
Hardin1968 (in which villagers are compelled through self-interest to overgraze the
commons even though they know it will hurt the whole village) and the Prisoner’s
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Dilemma /citeAxelrod1984. If the villagers in the Tragedy of the Commons sce-
nario were governed by a central authority, that authority could compute a societally
better plan, such as rationing the commons equitably among villagers. Similarly, if
the prisoners in the Prisoner’s Dilemma were permitted to communicate with one
another, they could each compute the joint action that maximizes their joint welfare
and negotiate an agreement whereby each will execute their contribution to that opti-
mal joint action (which in this case is for both to cooperate). Of course, for this to
work they would have to be subject to some authority that either forces or strongly
encourages them to hold to their agreement. In the smart home scenario, norms gov-
erning power consumption scheduling could resolve resource contention by giving
essential appliances (e.g., medical ones) priority over less important ones used for
cooking or entertainment. These norms could either be built into the appliances, or
they could be enforced by a smart home controller or resource broker.

At the level of the power grid as a whole, smart home managers might use
other coordinationmechanisms to determine power allocations for individual homes.
Since the situation is inherently competitive across different homes, the joint control
method of Sect. 13.2.2 is not appropriate, nor is the resource broker as described
in Sect. 13.3.2, as it requires that entities communicate their true goals (in the form
of utility functions) to the resource broker. On the other hand, auctions and related
market mechanisms (which were introduced in Sect. 13.4.2) are inherently suited
to competitive situations. For example, suppose house A has planned visitors for
the night and expects higher than usual consumption levels. A bid to reserve extra
power that night could be placed in a local energy market and matched by a bid to
provide power by another house B that has stored extra energy in its smart battery
by collecting solar power during the day. Note that communicating bids to a central
auctioneer is analogous to sharing utility functions with a resource broker, except
that the former approach reveals far less information to competitors. Various forms
of negotiation are also appropriate for competitive scenarios such as this.

Might social norms also work at the scale of a power grid? Possibly. For example,
in a mutual-assistance smart city, some neighborhoods may adopt norm-oriented
solutions to deal with the unpredictability of power production and consumption at a
local level and over the long term. Smart houses could agree to offer overproduction
to houses that lack power resources at a certain instant, in return for having the favor
returned to them in the future, when the situation may be inverted. Such behavior
could be regulated based on the mutually agreed norms, and negotiated and updated
as needed by the smart houses and/or the users [8]. For instance, participants might
agree to only share power when do not intend to use it, or to share overproduction
whenever they do not need it for critical tasks. The agents can achieve advanced
coordination by specifying and adapting the norms (as in the cited example), in an
alternative to market-oriented approaches.

At the largest scales, however, it seems doubtful that social norms could sup-
port collective adaptation—but laws certainly could. For example, in the event of an
energy shortage, it may be deemed more important for society as a whole to keep
hospitals running at the expense of office buildings or sports stadiums. Laws enforc-
ing such prioritization could be implemented by local governments and enforced
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either in smart devices that control power allocation, or through the more standard
practice of threatening legal action against the violators.

13.5.1.2 Autonomous Shuttle Fleet

The autonomous shuttle scenario introduced in Chap.4 exemplifies a large-scale,
inherently cooperative system. In such a situation, coordination mechanisms may be
introduced to improve the system’s ability to learn, reason, or act.

For example, imagine that the individual shuttles within a fleet each sense aspects
of their environment (such as track conditions [3] or traffic conditions) or themselves
(such as the number of passengers who embarked or disembarked at each stop, or the
remaining battery power), and share their measurements with other shuttles (which
could be accomplished via peer-to-peer messages or through a central hub or author-
ity). Sharing such information enables eachmember of the fleet (or a central authority
acting on their behalf) to operate upon more accurate and up-to-date knowledge of
system state, and to learn more accurate models of system behavior (cf. [14]).

Members of the fleet might also share with one another their goals (e.g., deadlines
or schedules). Based upon this shared information, a central authority could compute
an itinerary that optimizes some combination of energy and scheduling goals and
constraints (such as avoiding collisions) [2, 15]. This could be thought of as an
instance of the joint control method of Sect. 13.2.2 or the resource broker method
of Sect. 13.3.2. In addition to avoiding the problems of resource contention and
spontaneous oscillation towhich the systems of uncoordinated andmutually unaware
entities are vulnerable, these and other forms of coordination can avoid problems that
arise in systems of entities that possess a high degree of mutual awareness, but whose
individual incentives compel them to behave in ways that hurt the collective.

As an inherently cooperative systems, social norms are more likely to be an
effective means for coordination than in large-scale competitive scenarios such as
the power grid scenario above. For example, a protocol that clearly defines which
shuttle has the right of way if two meet at an intersection promotes the societal goal
of safe, collision-free operation by the shuttle fleet as a whole.

13.5.2 Coordinated Versus Distributed Adaptation

Much of this chapter has been devoted to cataloging collective behaviors that may
ensuewhen individual entities adaptwithout awareness of or consideration for actions
or goals of other adaptive entities within the system. We have outlined various
approaches that can under some circumstances mitigate the more harmful of these
collective behaviors. The coordination mechanisms discussed in this section are all
designed to avoid these problems by enabling some forms of global computation
to be performed over the entire collective—either actively by a central agency such
as a joint controller or resource broker, or at design time by a government or other
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entity that has the power to enforce norms or laws that are calculated to encourage
or enforce the individual behaviors that will lead to a desired collective result.

Nonetheless, one should not conclude that coordination mechanisms that enable
global computation are preferred universally over more distributed approaches.
While centralized approaches may be attractive in principle because they offer the
possibility of computing a social optimum, in practice they may suffer from the
drawback that they require global knowledge, and (perhaps even worse) computa-
tional resources that may scale superlinearly with the number of entities or other
variables over which they must compute a solution. Computing a globally optimal
solution may be impractical at sufficiently large scale. If the computation involves a
game-theoretic calculation, for example, the compute resources required can grow
astronomically with the number of players and strategies.3

Fortunately, fully distributed and fully centralized approaches to adaptation and
control are just two ends of a spectrum. Hierarchical control, in which local con-
trollers operate within a scope that is defined by a higher-level controller (typically
at a slower time scale), is often a successful approach. For example, Raghavendra et
al. showed that a multi-level hierarchy of controllers using a variety of control tech-
niques at different levels can be effective for data center power management [34].

Moreover, it is worth noting that one could adapt the overall method of adapta-
tion itself in response to observed behavior. In other words, one could contemplate
an optimistic approach to designing a adaptive system in which decentralization
is attempted, but in which the individual entities are endowed with the ability to
monitor their own behavior and perhaps that of their neighbors for signatures of
undesirable emergent behaviors. A technique of this nature was employed by Heo
and Abdelzaher in their work on coupled feedback control systems [20]. One could
even introduce into the system special-purpose watchdog entities that contain sig-
natures of undesirable behaviors. When such signatures are detected, the entities
could send their observations to a central authority, or exchange those observations
among themselves to determine that they are suffering from a known type of collec-
tive behavior. Upon such a determination, the system could introduce into itself an
appropriate mitigation, such as one of those described in this chapter.

13.6 Discussion and Summary

Characterizing the vast universe of possible systems of interacting self-aware entities
is a daunting task. Rather than attempting a full taxonomy in this chapter, we have
mentioned a few non-orthogonal dimensions of that space (borrowing from nomen-
clature introduced in Chap.7, where possible) and sampled it rather sparsely with a
set of scenarios, many of which are extensions of the reference scenarios in Chap. 4.
In order to achieve some measure of coherency, this chapter has been organized

3More precisely, computing Nash equilibria has been shown to be PPAD-complete, where PPAD
is a subclass of NP that contains problems that are suspected of being hard [7].

http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_4
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broadly according to the collections of scenarios that share a common characteristic.
However, it should be acknowledged that other groupings that emphasized different
dimensions of the space might have been equally coherent, such as arranging them
according to the degree of awareness that the self-aware entities have of one another’s
existence, actions, or goals.

Looking across all of the scenarios covered in this chapter, the many forms of
collective behavior exhibited by the system described in those scenarios, and the
many approaches proffered for suppressing or fostering these behaviors, we draw
some general observations:

• Formany reasons, including scalability and evolvability, it is generally desirable to
design self-aware systems as collections of adaptive, learning self-aware entities
that govern their own actions. While designing joint controllers to manage two
or more functions (e.g., smart windows and smart thermostats) can help attain
optimality and stability, it is very constraining to try to anticipate all possible pairs
or n-way combinations of functions that might be found together in a system.

• Conflicts among self-aware entities can arise under a wide variety of circum-
stances:

– The most obvious case is where the goals explicitly conflict; in such a case, the
user must somehow clarify how that conflict is to be resolved via a policy or
precedence rule, utility function, or other mechanism.

– Even when goals do not conflict directly, actions guided by goals of different
self-aware entities may conflict. One common cause of conflict is contention for
a commonly needed resource. Another is via unintended side effects that end
up coupling the actions of self-aware entities in unanticipated ways

– The self-aware entities may conflict with one another directly, or indirectly
through their impact on the environment in which they are situated.

• In the common situation where more than one of the self-aware entities learns,
each learning agent potentially creates a dynamic environment for other agents
and that dynamism creates a need for all self-aware entities to continue learning,
further perpetuating the dynamicity of the system. Thus, convergence to stable
behavior may be inherently difficult in such systems.

• While many different methods can be used to thwart undesirable collective phe-
nomena, at a sufficient level of abstraction some common themes emerge:

– introducing randomness or heterogeneity where possible.
– reducing information delays where possible.
– engineering individual goals to achieve desired collective behavior (this may be
difficult and somewhat against the objective of developing self-aware entities
as individual agents that are not necessarily explicitly coordinated).

– detecting and breaking feedback loops.
– endowing agentswith an awareness of one another’s existence, behavior, impact,
and/or models.
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– introducing an intermediary such as a resource broker or an auction or other eco-
nomic/market mechanism (thereby providing a small amount of centralization,
or at least localization)

• Conflicts and instabilities that result from learning can bear a mathematical resem-
blance to conflicts and instabilities that occur among agents that are merely adap-
tive or reactive (but which do not learn). However, the instabilities tend to originate
in the realm of policies that govern actions, as opposed to the actions themselves,
and thereafter, the instabilities can occur on a much longer timescale than for
non-learning agents.

• Some mitigation strategies entail learning, and yet learning can itself induce insta-
bilities or suboptimal behavior.

• While economic mechanisms such as auctions show promise as general mecha-
nisms for decentralized management of self-aware systems, they too can suffer
from instabilities.

Elaborating on the last point somewhat, it is apparent that there is no one panacea.
A thread through this chapter has been to better illustrate the advantages of self-
awareness and demonstrate mitigation strategies that often relied on information
sharing, communication, or learning. It remains to observe that the very mechanisms
that improve awareness and help with mitigation often also reduce robustness in
the presence of failures. The intuitive high-level reason for this conflict lies in the
extent of dependencies. Attaining awareness in a multi-agent system often requires
one component or agent to receive information (e.g., measurements or state) from
another. The receiving component then uses this information in its own algorithms
and/or reasoning. This exchange creates a dependency of algorithms in one compo-
nent on information arriving from another. In turn, this dependency acts as a conduit
for failure propagation. When a component fails, those that depend on its outputs
may fail as well. The more extensive the web of dependencies, the larger the global
fallout from local failures. In the absence of dependencies, components can fail inde-
pendently without impacting the rest of the system. Hence, in designing adaptive and
collectively self-aware systems, it becomes imperative to understand the implications
of information exchange (needed to support adaptive behavior and collective aware-
ness) on robustness. Care should be taken not to create information dependencies
or functional dependencies that give rise to failure cascades, whereby local compo-
nent malfunctions propagate along dependency chains to disrupt operation of large
chunks of the system.
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Chapter 14
Metrics and Benchmarks for Self-aware
Computing Systems

Nikolas Herbst, Steffen Becker, Samuel Kounev, Heiko Koziolek,
Martina Maggio, Aleksandar Milenkoski and Evgenia Smirni

Abstract In this chapter, we propose a list of metrics grouped by theMAPE-K para-
digm for quantifying properties of self-aware computing systems. This set of metrics
can be seen as a starting point toward benchmarking and comparing self-aware com-
puting systems on a level-playing field. We discuss state-of-the art approaches in the
related fields of self-adaptation and self-protection to identify commonalities in met-
rics for self-aware computing. We illustrate the need for benchmarking self-aware
computing systems with the help of an approach that uncovers real-time character-
istics of operating systems. Gained insights of this approach can be seen as a way of
enhancing self-awareness by a measurement methodology on an ongoing basis. At
the end of this chapter, we address new challenges in reference workload definition
for benchmarking self-aware computing systems, namely load intensity patterns and
burstiness modeling.
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14.1 Introduction

Beyond the need for methodologies to assess self-awareness of a computing system,
as discussed in Chap.15, we see an increasing demand for comparisons of self-aware
systems on a level-playing field. Established domains in information technology usu-
ally comewith a set of key performance indicators ormetrics, standard scenarios, and
measurement rules that taken together form a benchmark. For example, benchmarks
of the Standard Performance Evaluation Corporation (SPEC) such as for CPUs, vir-
tualization technology, or enterprise applications enable comparisons and decision
making. Our expectation is a growing number of self-aware computing systems that
may exhibit similarities in their goals, features, and application domains. We see
this as the major reason why benchmarking of self-aware computing systems will
becomemore important in the course of the next years not only to design and improve
such systems, but also to reliably compare and select them.

A benchmark usually consists of three major building blocks: The first building
block is a set of reliable and intuitive metrics that can be combined to a single-valued
score. The second building block is the workload definition as an exact definition of
the work that is to be performed by the system under test together with a definition
of the load profile over time. The third building block is a well-defined measurement
methodology (also known as run rules) that assures repeatable measurements.

As a starting point toward the benchmarking of self-aware computing systems, we
propose in Sect. 14.2 an initial set ofmetrics grouped by theMAPE-K generic control
loop. The MAPE-K control loop consists of (i) monitoring, (ii) analyzing, (iii) plan-
ning and (iv) executing phases with a central knowledge repository and can be seen
as a special case of the self-aware learning and reasoning loop (as defined in Chap. 1).
In Sect. 14.3, we review the state of the art in two related fields, self-adaptation and
self-protection, identifying commonalities with benchmarking applied to self-aware
computing system properties. In Sect. 14.4, we sketch an approach to illustrate how a
benchmark can help to improve and better understand a self-aware computing system.
In this case, this is achieved by continuously uncovering real-time characteristics of
the underlying operating system. In Sect. 14.5, we explain how two new challenges
in defining reference workloads can be addressed to build a self-aware computing
system benchmark. We focus on modeling load profiles and realistic burstiness.

14.2 Metrics for Self-aware Systems

Existing performance metrics, such as response time or throughput, are not sufficient
for benchmarking self-aware computing systems as they do not capture all relevant
aspects of self-awareness. Existing benchmarks and metrics often focus on a subset
of these aspects (designed, e.g., to evaluate self-adaptive, self-protecting aspects)
or use domain-specific refinements of a broader set of metrics that could be suited
for self-aware computing systems. In order to make a first step toward closing this

http://dx.doi.org/10.1007/978-3-319-47474-8_15
http://dx.doi.org/10.1007/978-3-319-47474-8_1
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gap, we went through a process to identify potential candidates of metrics suited
to benchmark self-aware computing systems. Those metrics can then be used to
quantitatively evaluate, compare, or analyze self-aware computing systems.

The process we went through was threefold. On the one hand, we identified
and adopted existing metrics from systems closely related to self-aware computing
systems. In particular, we investigated metrics from self-adaptive computing system
evaluation and included them, if suited. Second, we used the MAPE-K reference
architecture and used it both as a grouping, as well as inspiration for new metrics.
Note that this does not mean in any way that the metrics can only be applied to
computing systems implemented in the MAPE-K style. The resulting metrics are
meant to be general. Finally, we used the definition of a self-aware computing system
given in Chap.1. We went through all aspects of it and tried to come up with metrics
designed to quantify these aspects for any given self-aware computing system.

In the following, we illustrate the resulting list of suggestions for metrics address-
ing different parts of self-aware computing systems. These suggestions are intended
as ideas to influence the development of upcoming benchmarks for self-aware com-
puting systems. Table14.1 provides an overview of all metrics we identified.

Table 14.1 Metric candidates overview

Goal fulfillment Monitor Analyze Plan Execute

Proportion of
time the system is
in a goal
fulfillment state

Levels of
self-awareness

Number of input
sources utilized

Proportion of
“correct”
decisions made
per time unit

Proportion of
time the system
in an oscillating
state

Duration/amount
of goal violations
per time

Number of monitored
internal and external
properties

Sophistication of
the learning
mechanism

Sophistication of
the reasoning
processes

Duration of an
adaptation action

Severity of goal
violations

Granularity/precision
of sensing the
environment

Accuracy of the
learned models
w.r.t. reality

“Precision and
recall” of the
selected
adaptation actions

Correctness of the
adaptation actions

Level of goal
fulfillment

Size/length of the
historically stored
properties

Duration of
altering the
learning process
upon changing
goals

Extent/granularity
of traceability for
reasoning

Monitoring frequency

Monitoring overhead

Completeness of the
collected and required
information

Number of required
user inputs per time

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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14.2.1 Goal Fulfillment

An initial set of metrics aims at quantifying the extent to which a self-aware comput-
ing system is able to fulfill its goals over time. The following candidates have been
identified:
Proportion of time the system is in a goal fulfillment state: This metric indicates
the percentage of the time the system fulfills its goals. The closer this metric is to
100%, the better the system adapts to changing conditions.
Duration/amount of goal violations per time: This metric captures the overall
amount of goal violations over the system’s runtime and thedurations of time intervals
the system spent in a state where at least one goal is violated.
Severity of goal violations: This metric captures, for example, 60% video quality
in an adapting video codec, or 10000 e unnecessarily spent for renting servers.
Level of goal fulfillment: This metric captures, for example, the time in which
an autonomous car manages a given track, or the resource efficiency of a cloud
infrastructure. This metric captures in addition pure goal fulfillment cases in which
a goal can be fulfilled to different degrees.

14.2.2 Quality of the Information Collection (Monitor Phase)

The following metrics aim at quantifying the information needs of a self-aware
computing system, i.e., the amount of monitoring required for executing its self-
awareness functionality.
Levels of self-awareness: This metric classifies the computing system’s self-
awareness level (cf. Chap. 1); however, this might be hard to measure empirically
(awareness of self, internal state; awareness of goals; awareness of self-awareness).
Number of monitored internal and external properties: As an example, a result
could be that the computing system uses seven performance counters. The more
external properties the computing system needs to track, the more complex and
time-consuming the monitoring would normally be.
Granularity/precision of sensing the environment: The metric captures the preci-
sion used to sense the environment. Higher precisions require better sensors, but the
measurements needmore storage space. For example, a system could use a resolution
in the range of milliseconds to capture points in time.
Size/length of the historically stored properties: For an example system, themetric
could indicate that the collected monitoring data of the last two years is stored and
analyzed. The more data is saved, the better the system can reason about its past.
However, also the storage requirements increase.
Monitoring frequency: This metric captures the rate at which measurement and
monitoring data is collected from the environment (e.g., measurement values per
minute).

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Monitoring overhead: The metric quantifies the time spent by the system for per-
forming monitoring tasks in contrast to executing other system functions.
Completeness of the collected and required information: The degree to which the
data made available to the system about its environment is complete, or can be used
to derive all required information, especially important for systems that obtain data
about their environment from unreliable sensors.
Number of required user inputs per time (user-in-the-loop): How often the sys-
tem asks the user for environment data or advice on next steps? The lower this metric
is, the more autonomously the system acts.

14.2.3 Quality of the Learning Process (Analyze Phase)

The following set of metrics aim to quantify the system’s ability to analyze and learn
from its observations.
Number of input sources utilized: The metric evaluates how many of the available
information sources are actually used in the learning process. It can be defined as
number models or views used divided by the total number.
Sophistication of the learning mechanism: This metric captures the effort the sys-
tem spends on learning. Usually, more effort leads to better behavior, e.g., duration
of the evolutionary algorithm (in order to find better solutions, potentially including
time bounds). This metric would be specified differently depending on the kind of
applied learning algorithm.
Accuracy of the learnedmodels w.r.t. reality: This captures how representative the
learned models are of the real-life entities/phenomena they abstract. For example,
the amount of real-world states identified by a hidden Markov model or the degree
to which a surface explored by a robot matches the real surface. Note that this metric
assumes full knowledge of the modeled entities/phenomena.
Duration of altering the learning process upon changing goals: This metric cap-
tures the time the learning algorithm takes until it picks up changed system goals
and starts to adapt accordingly.

14.2.4 Quality of the Reasoning Process (Plan Phase)

The followingmetrics aim to capture the planning process of a self-aware computing
system, i.e., its ability to propose actions that lead to better goal fulfillment.
Proportion of correct decisions made per time unit: The mean number of objec-
tively correct decisions the system makes per unit of time. This metric assumes that
the software designers can specify the correct behavior for all situations that arise
during the benchmark.
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Sophistication of the reasoning: This metric quantifies how smart the system is able
to reason. Possible values can be the number of evaluated alternatives for adaptations
or the number of surprising positive findings.
Precision and recall of the selected adaptation actions: Howmany different adap-
tation alternatives are considered? How many of them are reasonable ones? The
concept of precision and recall is, for example, employed for benchmarking self-
protecting systems as discussed in Sect. 14.3.2.
Extent/granularity of traceability for reasoning: This metric captures the extent to
which a self-aware computing system is able to “explain” its decisions. It can either
be binary (is able/is not able to present rationale) or could be defined as degree to
which one is able to reproduce the decisions made by the system.

14.2.5 Measure the Adaptation Actions (Execute Phase)

The following metrics quantify the performance of the system in executing adapta-
tions.
Proportion of time the system in an oscillating/unstable state: The proportion of
time the system spends alternating between two ormore states while the environment
is in a stable state. This metric is related to a jitter metric that has been proposed in the
context of elastic cloud systems and describes the number of missing or superfluous
adaptations over time (see Sect. 14.3.1).
Duration of adaptation actions: The time an adaptation action takes, e.g., 5 min to
start a new server or 5 s to turn the robot into another direction. This can be approx-
imated by measuring the durations in sub-optimal states as done for elastic cloud
systems (see Sect. 14.3.1).
Correctness of the adaptation actions: Thismetric captures how successful adapta-
tions are. It can be defined as the failure rate of adaptations. This metric also relates to
a metric proposed earlier in the context of elastic clouds, namely the average amount
of over-/under-provisioned resources (see Sect. 14.3.1).

14.2.6 Summary

The presented metrics are a starting point for the development of new metrics and
benchmarks for evaluating the level of self-awareness a system exhibits. They do
not provide a formal definition of what to measure, and several of them are domain-
specific, i.e., they need to be refined for a concrete self-aware computing system.
Furthermore, they have not yet been extensively validated to make sure that they
can be used to adequately characterize self-awareness aspects. In addition, aggre-
gate metrics need to be defined to summarize the different sub-metrics producing an
overall self-awareness score. This is required to allow easy comparisons of different
self-aware computing systems in standardized benchmarks. It is still an open ques-
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tion, how to define weights for the various sub-metrics when aggregating them to
produce a single value. Finally, while somemetrics are easy to determine and already
pretty clear in their definition, other metrics represent dynamic properties. For those
metrics, we need a methodology of how to define a representative workload and set
up a representative environment in which we execute the system to be evaluated.

14.3 On the State of the Art in Quantifying Self-adaptation
and Self-protection

The previous section outlined our proposedmetric candidates for characterizing self-
aware systems. As indicated, several of these metrics are inspired or adapted from
the related fields, self-adaptation and self-protection. In this section, we describe the
state of the art in these two fields in detail. In the context of self-adaptation, elasticity
of compute clouds is taken as an example. In the context of self-protection, intrusion
detection systems (IDSes) are considered.

14.3.1 Quantifying the Quality of Self-adaptation

The system property of self-adaptation is seen in many different fields of applica-
tions such as autonomous robots and more. Self-adaptation in the context of elastic
resource provisioning in compute cloud resource provisioning is currently a highly
discussed topic in academia and industry, and therefore, in the following we use it
as an example of a self-adaptation property.

When we talk about elasticity in the context of compute clouds, we refer to the
definition given in [17] as follows:

Elasticity is the degree to which a system is able to adapt to workload changes by
provisioning and de-provisioning resources in an autonomic manner, such that at
each point in time the available resources match the current demand as closely as
possible.

Several metrics for elasticity have been proposed during the last years:
(i) The “scaling latency” metrics in [26] or the “provisioning interval” in [8] captures
the time to bring up or drop a resource. This duration is a technical property of an
elastic environment independent of the demand changes and the elasticity mecha-
nism itself that decides when to trigger a reconfiguration. Thus, these metrics are
insufficient to fully characterize the elasticity of a platform.
(ii) The “reaction time” metric in [24] can only be computed if a unique mapping
between resource demand changes and supply changes exists. This assumption does
not hold especially for proactive elasticity mechanisms or for mechanisms that have
unstable (alternating) states.
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(iii) The approaches in [2, 9, 10] characterize elasticity indirectly by analyzing
response times for significant workload changes or for SLO compliance. In theory,
perfect elasticity would result in constant response times for varying workload inten-
sity. In practice, detailed reasoning about the quality of platform adaptations based
on response times alone is hampered due to the lack of relevant information about
the platform behavior, e.g., information about the amount of provisioned surplus
resources.
(iv) Cost-based metrics are proposed in [11, 21, 41, 42] quantifying the impact of
elasticity by comparing the resulting provisioning costs to the costs for a peak-load
static resource assignment or the costs of a hypothetical perfect elastic platform. In
both cases, the resulting metrics strongly depend on the underlying cost model, as
well as on the assumed penalty for under-provisioning, and thus they do not support
fair cross-platform comparisons.

We select a set of metrics for two core aspects of elasticity: accuracy and timing.
For these metrics, the optimal value is zero corresponding to a perfectly elastic
platform. The following assumptions must hold in order to be able to apply the
selected elasticity metrics to compare a set of different platforms: the existence of
an autonomic adaptation process, the scaling of the same resource type, e.g., CPU
cores or virtual machines (VMs), and that the respective resource type is scalable
within the same ranges, e.g., from 1 to 20 resource units.

The set of metrics evaluates the resulting elastic behavior as observed from the
outside and are thus designed in a manner independent of distinct descriptions of
the underlying hardware, the virtualization technology, the used cloud management
software, or the employed elasticity strategy and its configuration. As a consequence,
the metrics and the measurement methodology are applicable in situations where
not all influencing factors are known. All metrics require two discrete curves as
input: The demand curve, which defines how the resource demand varies during the
measurement period, and the supply curve, which defines how the actual amount of
resources allocated by the platform varies.

In the following, we describe the metrics for quantifying the accuracy aspect and
a set of metrics for quantifying the timing aspect as proposed in [18].

14.3.1.1 Accuracy

The under-provisioning accuracy metric accuracyU is calculated as the sum of areas
between the two curves (

∑
U ) where the resource demand exceeds the supply nor-

malized by the duration of the measurement period T , as visualized in Fig. 14.1.
Similarly, the over-provisioning accuracy metric accuracyO is based on the sum of
areas (

∑
O) where the resource supply exceeds the demand.
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Under-provisioning: accuracyU [resource uni ts] =
∑

U

T

Over-provisioning: accuracyO [resource uni ts] =
∑

O

T

Thus, accuracyU and accuracyO measure the average amount of resources
that are under-/over-provisioned during the measurement period T . Since under-
provisioning results in violating SLOs, a customer might want to use a platform
that does not tend to under-provision at all. Thus, the challenge for providers is
to ensure that enough resources are provided at any point in time, but at the same
time distinguish themselves from competitors by minimizing the amount of over-
provisioned resources. Considering this, the defined separate accuracy metrics for
over-provisioning and under-provisioning allow providers to better communicate
their elasticity capabilities and customers to select the provider that best matches
their needs.

14.3.1.2 Timing

We characterize the timing aspect of elasticity from the viewpoint of the pure pro-
visioning timeshare, on the one hand, and from the viewpoint of the induced jitter
accounting for superfluous or missed adaptations, on the other hand.

Provisioning Timeshare

The two accuracy metrics allow no reasoning as to whether the average amount of
under-/over-provisioned resources results from a few big deviations between demand
and supply or if it is rather caused by a constant small deviation. To address this,
the following two metrics are designed to provide insights about the ratio of time in
which under- or over-provisioning occurs.

As visualized in Fig. 14.1, the following metrics t imeshareU and t imeshareO

are computed by summing up the total amount of time spent in an under- (
∑

A) or
over-provisioned (

∑
B) state normalized by the duration of themeasurement period.

Thus, they measure the overall timeshare spent in under- or over-provisioned state:

Fig. 14.1 Illustrating
example for accuracy (U, O)
and timing (A, B) metrics
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Fig. 14.2 Platforms with
different elastic behaviors
that produce equal results for
accuracy and timeshare
metrics
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Under-provisioning: timeshareU =
∑
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Over-provisioning: timeshareO =
∑

B

T

Jitter

Although the accuracy and timeshare metrics characterize important aspects of
elasticity, platforms can still behave very differently while producing the samemetric
values for accuracy and timeshare. An example is shown in Fig. 14.2.

Both platforms A and B exhibit the same accuracy metrics and spend the same
amount of time in under-provisioned and over-provisioned states, respectively. How-
ever, the behavior of the two platforms differs significantly. Platform B triggers more
unnecessary resource supply adaptations than Platform A.

The jitter metric captures this instability and inertia of elasticity mechanisms.
Low stability increases adaptation overheads and costs (e.g., in case of instance-hour-
based pricing), whereas a high level of inertia results in a decreased SLO compliance.

The j i t ter metric compares the number of adaptations in the supply curve ES with
the number of adaptations in the demand curve ED . If a platform de-/allocates more
than one resource unit at a time, the adaptations are counted individually per resource
unit. The difference is normalized by the length of the measurement period T :

Jitter metric: j i t ter

[
#adaptations

time

]

= ES − ED

T

Anegative j i t ter metric indicates that the platform adapts rather sluggish to changes
in the demand. A positive j i t ter metric means that the platform tends to oscillate like
Platforms A (little) and B (heavily) as in Fig. 14.2. High absolute values of j i t ter
metrics in general indicate that the platform is not able to react on demand changes
appropriately. In contrast to the accuracy and timeshare metrics, a j i t ter value of
zero is a necessary, but not sufficient, condition for a perfect elastic system.
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Fig. 14.3 Activity diagram for the benchmark workflow

14.3.1.3 An Elasticity Benchmarking Concept

This paragraph shortly sketches an elasticity benchmarking concept as proposed
in [17] and its implementation called BUNGEE1 in [18]. The generic and cloud
specific benchmark requirements as formulated by Huppler [19, 20] and Folkerts
et al. [11] are considered in this approach. Figure14.3 shows the four main steps of
the benchmarking process explained in the following:

1. Platform Analysis: The benchmark analyzes a system under test (SUT) with
respect to the performance of its underlying resources and its scaling behavior.

2. Benchmark Calibration: The results of the analysis are used to adjust the load
intensity profile injected on the SUT in a way that it induces the same resource
demand on all compared platforms.

3. Measurement: The load generator exposes the SUT to a varying workload
according to the adjusted load profile. The benchmark extracts the actual induced
resource demand and monitors resource supply changes on the SUT.

4. Elasticity Evaluation: The elasticity metrics are computed and used to compare
the resource demand and resource supply curveswith respect to different elasticity
aspects.

The results of an exemplary benchmark run are plotted in Fig. 14.4, and the com-
puted elasticity metrics are shown in Table14.2.

14.3.2 Quantifying the Quality of Self-protection

We consider self-protection as a distinct property of self-aware systems. Under self-
protection, we understand continuous system protection against malicious activities
(e.g., intrusion attempts and resource exhaustions) by performing actions counter-
ing these activities in real time; that is, self-protection may be understood as one
of the high-level goals that a self-aware system may have (see Chap. 1). A typi-
cal self-aware system performs actions countering malicious activities by utilizing
common security mechanisms, such as intrusion detection and prevention systems,
access control systems, performance isolation mechanisms for preventing deliberate
resource exhaustions, and so on. In this section, we provide an overview of metrics

1BUNGEE Cloud Elasticity Benchmark: http://descartes.tools/bungee.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
http://descartes.tools/bungee
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Fig. 14.4 Resource demand and supply curves for an exemplary benchmark run on a public cloud

Table 14.2 Metric results for an exemplary benchmark run

accO [#res.] accU [#res.] tsO [%] tsU [%] j i t ter
[
#adap.

min

]

1.053 0.180 51.9 8.1 −0.033

for quantifying properties of intrusion detection systems, which often play a key role
when it comes to self-protection. We also discuss the relevance of the considered
metrics in the context of self-protection.

14.3.2.1 Quantifying Properties of Intrusion Detection Systems

Intrusion detection is a key enabling technology for self-protection. This is because
the timely and accurate detection of intrusion attempts (i.e., security breaches)
enables timely reaction in order to stop an ongoing attack, or to mitigate the impact
of a security breach.

We distinguish between two categories of metrics for quantifying properties of
intrusion detection systems (IDSes): performance-related and security-related met-
rics. By performance-related metrics, we refer to metrics that quantify the non-
functional properties of an IDS under test, such as attack detection delay, capacity,
or resource consumption. By security-related metrics, we refer to metrics that quan-
tify the attack detection accuracy of an IDS, such as true and false positive rates.2

Because of their relevance when it comes to self-protection, we focus on metrics that

2We refer the reader to Chap.22 for in-depth discussions on these metrics.

http://dx.doi.org/10.1007/978-3-319-47474-8_22
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quantify the attack detection delay as well as on security-related metrics that express
the false positive rate.

Attack detection delay. The attack detection delay (also known as “attack detec-
tion and reporting speed”) is typically evaluated in the context of IDSes coupled with
attack response mechanisms (see, e.g., the work of Sen et al. [39]). Given that attack
response mechanisms perform actions countering attacks detected by IDSes, the fast
detection and reporting of attacks by an IDS is crucial for the timely prevention of
attacks, which, in turn, is crucial for effective self-protection.

The attack detection delay can be quantified as the time needed for an IDS to issue
an alert after an attack has occurred. However, the way in which attack detection
delay is quantified may depend on the type of employed IDS. For instance, the attack
detection delay is often considered in the context of distributed IDSes. A distributed
IDS is a compound IDS consisting of multiple intrusion detection sub-systems (i.e.,
nodes) possibly deployed at different sites that communicate to exchange intrusion
detection-relevant data, for example, attack alerts. Each node of a distributed IDS
typically reports an ongoing attack to the rest of the nodes when it detects the attack.
The immediate detection and reporting of attacks by each IDS node is crucial for
the timely detection of coordinated attacks (i.e., attacks targeting multiple sites in a
given time order). Therefore, the attack detection speed in the context of distributed
IDSes is typically evaluated bymeasuring the time needed for an IDS to converge to a
state in which all its nodes are notified of an ongoing attack, as done by Hassanzadeh
et al. [16] and Sen et al. [39].

Attack detection accuracy. The benefits of evaluating IDS attack detection
accuracy are manifold. For instance, one may compare multiple IDSes in terms
of their attack detection accuracy in order to deploy an IDS that operates optimally
in a given environment, thus reducing the risks of a security breach. The secu-
rity research community has developed multiple metrics for quantifying the attack
detection accuracy, such as the basic metrics false and true positive rates. The
false positive rate α = P(A|¬I ) quantifies the probability that an alert generated
by an IDS is not an intrusion, but a regular benign activity; the true positive rate
1 − β = 1 − P(¬A|I ) = P(A|I ) quantifies the probability that an alert generated
by an IDS is really an intrusion.3 There are also composite metrics, that is, metrics
that combine the basicmetrics in order to enable the analysis of relationships between
them, such as a ROC (receiver operating characteristic) curve [28] and the metrics
developed by Gaffney and Ulvila [12] and Gu et al. [13].

The measure of false positive rate is important when it comes to evaluating the
attack detection accuracy of an IDS employed as part of a system featuring self-
protection—such an IDSmay exhibit high false positive rate and cause the triggering
of many unnecessary actions countering attacks (e.g., shutting down targeted net-
work services or sub-systems), which may have negative effects. For example, the
system may incur high performance costs or become unavailable to users mistak-
enly labeled as users performing malicious activities. We now discuss the composite

3 A denotes an alert event (i.e., an IDS generates an attack alert); I denotes an intrusion event (i.e.,
an attack is performed).
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“expected cost” (Cexp) metric developed by Gaffney and Ulvila [12]. This metric is
a representative cost-based metric. Under cost-based metrics, we understand met-
rics designed to quantify costs, such as performance or financial costs, incurred by
a system performing actions countering activities labeled as malicious by an IDS.
Cost-based metrics characterize the impact of the false positive rate and are therefore
relevant in the context of this work.

Gaffney and Ulvila combine ROC curve analysis with cost estimation by asso-
ciating an estimated cost with each IDS operating point (i.e., an IDS configuration
that yields given values of the true and false positive rates). A ROC curve is a two-
dimensional depiction of the accuracy of a detector as it plots true positive rate
against the corresponding false positive rate. Gaffney and Ulvila introduce a cost
ratio C = Cα/Cβ , where Cα is the cost of an IDS alert when an intrusion has not
occurred, and Cβ is the cost of not detecting an intrusion when it has occurred. To
calculate the cost ratio, one would need a cost analysis model that can estimate Cα

and Cβ .
Cexp for a given IDS operating point can be calculated as Cexp = Min(CβB,

(1 − α)(1 − β)) + Min(C(1 − β)B, α(1 − B)).4 This formula can be obtained by
analyzing (i.e., “rolling back”) a decision tree whose leaves are costs that may be
incurred by an IDS (i.e., Cα and Cβ). For more details on the analytical formula of
the “expected cost” metric, we refer the reader to [12].

Using Cexp, one can identify an optimal IDS operating point (i.e., an IDS con-
figuration that yields optimal values of both the true and false positive detection
rates) in a straightforward manner. The identification of an optimal IDS operat-
ing point is a common goal of IDS evaluation studies. A given operating point
of an IDS is considered optimal if it has the lowest Cexp associated with it com-
pared to the other operating points. In Fig. 14.5, we depict a ROC curve anno-
tated with the minimal Cexp for an IDS such that 1 − β is related to α with a
power function (i.e., 1 − β = αk). In Fig. 14.5, we depict values of 1 − β such that
α = 0.005, 0.010, 0.015, and k = 0.002182. We obtain the values of α and k from
the work of Gaffney and Ulvila [12]. Further, we assume a base rate B = 0.1 and
a cost ratio C = 10 (i.e., the cost of not responding to an attack is 10 times higher
than the cost of responding to a false alert).

Because of the negative effects that IDSes exhibiting high false positive rates
may have, the research and industrial communities have designed IDS false alert
filters. A typical false alert filter detects false alerts issued by an IDS and blocks
their delivery. For instance, the de facto standard network-based IDS Snort [37]
features suppression of alerts.5 Besides technical benefits, false alert filters bring
usability-related benefits; that is, they reduce the cognitive overhead incurred on IT
security officers who deal with IDSes on a daily basis, an issue acknowledged by
many researchers (e.g., Komlodi et al. [23]). Meng et al. [29] have proposed a cost-
based metric called “relative expected cost” (Crec), which enables the quantification

41 − α = 1 − P(A|¬I ) = P(¬A|¬I ); β = 1 − P(A|I ) = P(¬A|I ); B is the base rate (i.e., prior
probability that an intrusion event occurs—P(I )).
5See, for example, http://manual.snort.org/node19.html#SECTION00343000000000000000.

http://manual.snort.org/node19.html#SECTION00343000000000000000
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Fig. 14.5 Quantifying costs
using the expected cost
metric

of costs incurred by IDSes that use false alert filters. Crec is based on the “expected
cost”metric (Cexp) [12]; however, in contrast toCexp,Crec quantifies costs associated
with the accuracy of an IDS’s false alert filter at classifying alerts as true or false.
Values of Crec can be associated with each IDS operating point on a ROC curve.
We refer the reader to the work of Meng et al. [29] for more details on the “relative
expected cost” metric.

Cost-based metrics require cost analysis models for estimating costs, such as
Cα and Cβ . However, such models can be difficult to construct in practice since
they assume the availability of parameters that might not be easy to measure (e.g.,
man-hours). Further, cost-based metrics are not objective—they quantify the attack
detection accuracy of an IDS based on a subjective measure (i.e., cost). However,
cost-based metrics may be of significant value when the relationships between the
different attack detection costs (e.g., cost ofmissing an attack and cost of a false alert)
can be estimated and when such estimations would be considered as sufficiently
accurate by the IDS evaluator for a particular IDS evaluation study. For instance,
given a statement such as “a false alarm is three times as costly as a missed attack,”
a cost-based metric would be crucial to identify an optimal IDS operating point.

Open challenge. Many modern environments exhibit self-adaptivity, a trait of
self-awareness (see Chap.1), in terms of on-demand provisioning of resources to
computing nodes with respect to changes in the workload intensity. An example is a
virtualized cloud environment that has elastic properties; that is, the hypervisor gov-
erning the environment may provision on-demand (i.e., hotplug) CPU and memory
resources to virtual machines (VMs). With the increasing adoption of virtualization
technology, the practice has emerged to deploy IDSes in virtualized environments.
For instance, a network-based IDS, such as Snort [37], deployed in a designated,
secured VM may tap into the physical network interface card used by all VMs.
Therefore, it can monitor the network activities of all guest VMs at the same time
while being isolated from, and transparent to, potential malicious VM users.

Existing metrics for quantifying IDS attack detection accuracy are defined with
respect to a fixed set of hardware resources available to the IDS. Their values express
the properties of the IDS for a specific hardware environment in which the IDS

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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is expected to reside during its lifetime [15]. However, many modern virtualized
environments (e.g., cloud environments) have elastic properties; that is, resources
can be provisioned and used by VMs, on demand during operation. Elasticity may
have an impact on the measured attack detection accuracy of an IDS deployed in
a virtualized environment. For example, the measured attack detection accuracy of
a network-based IDS under test may depend on the number of dropped packets by
the IDS in the time intervals when attacks have been performed. Large amounts of
dropped packets in such intervals due to lack of resources may manifest themselves
as low IDS attack detection accuracy.

Based on the above, we believe that the use of conventional metrics may lead to
inaccurate measurements in cases where the on-demand provisioning of resources
to the VMwhere an IDS under test resides has significant impact on the IDS’s attack
detection accuracy.6 This, in turn, may result in the deployment of misconfigured
or ill-performing IDSes in production environments, increasing the risk of security
breaches. We argue that novel metrics and measurement methodologies for mea-
suring the attack detection accuracy of IDSes deployed in virtualized environments
are needed. Such metrics and methodologies should take into account the behavior
of a given IDS under test as its operational environment changes. As a result, they
would allow to quantify the ability of the IDS to scale its attack detection efficiency
as resources are allocated and deallocated during operation. Metrics for quantifying
IDS attack detection accuracy that takes elasticity of virtualized environments into
account are discussed in detail in Chap.22.

14.4 Enhancing Self-awareness by Benchmarking

In some context, self-awareness may be used mainly to dimension the system. The
knowledge of some relevant properties (like the latency of a job for real-time systems)
guides the choice of the hardware to be used for a specific task. This is especially
crucial where, for space limitations, the amount of computing capacity that can be
inserted into the physical space is limited.

In the automotive domain, for example, processors take care of multiple jobs at
the same time. Some of these jobs are high-priority ones, like the cruise control.
Some other jobs have lower priority, like the entertainment system. Obtaining the
awareness of how much computing capacity is needed for each of the required tasks
can simplify the resource allocation and the entire design process. Applications can
be packed in the same physical cores, to save space and minimize the amount of
necessary hardware. While the system is running, the same awareness can guide
scheduling and resource allocation decisions, minimizing energy and performance
loss.

6Under conventional metrics, we understand existing IDS attack detection accuracy metrics, which
do not take elasticity of virtualized environments into account.

http://dx.doi.org/10.1007/978-3-319-47474-8_22
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14.4.1 Unveiling the Real-Time Properties of Schedulers

The design principles that are followed when developing resource management tech-
niques in operating systems include simplicity, low overhead/memory footprint, and
efficiency. Operating systems schedulers are usually developed following these prin-
ciples and guidelines. Once a scheduler is developed, its performance is tested with
a set of benchmarks. However, these benchmarks usually check the functionality of
the schedulers and the correctness of their behavior from a functional point of view,
while the ability to provide real-time guarantees is rarely properly quantified.

The real-time community has put a great effort in developing efficient scheduling
algorithms and, more in general, resource management policies to respond to a broad
variety of application models, types of execution platforms, etc. Unfortunately, a
large share of these results remains confined to the theory and is not implemented into
operating systems. In fact, operating systemdevelopers are resistant to the adoption of
real-timemethods and algorithms,mostly because general purpose operating systems
must function in amore complex scenario than the one abstracted in real-timemodels,
while real-time scheduling algorithms tend to respond to specific problems and needs.

In an attempt to close the gap between these two worlds (the implementation
side and the theoretical algorithm side), one can basically follow two strategies: (1)
simplifying the development of schedulers and providing tools that reduce the imple-
mentation burden; (2) abstracting relevant quantities that can describe the behavior
of schedulers based on the execution of real tasks. This latter solution unveils the
real-time properties of tasks when they are executed on top of the real implementa-
tion of scheduling policies. In turn, this introduces self-awareness in the system. The
developer now has more information about the execution of tasks and is provided
with relevant data that can be used to design the system (for example, for hardware
dimensioning).

rt-muse7 in an application-independent tool that takes as input a model of
a multi-threaded application, where each thread is constructed by basic elements
called phases and produces as output an analysis of what happens when the threads
are executed on a real Linux platform.

Phases can be selected from a library that includes pure computation, resource
locking, and memory usage. The tool is also extensible, and the effort to create new
phases (possibly needed to capture application-specific behaviors) is minimal. The
results of the experiments are reproducible, as the tool relies only on tools that are
integrated in the Linux kernel. rt-muse records execution traces of the benchmark
application. The recorded traces are analyzed, providing both per-thread metrics and
aggregated features such as the bandwidth and the delay of the computing capacity
given to the application. The analysis is based on plug-ins, each one providing some
desired real-time feature. The usage of plug-ins enables both the configuration of the
analysis procedure and the development of additional analysis methods. Currently,
rt-muse supports three types of analysis. The runmap analysis is aimed at providing
migration-relevant information and execution maps, unveiling how the computing

7https://github.com/martinamaggio/rt-muse/.

https://github.com/martinamaggio/rt-muse/
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resources are utilized. The statistical plug-in approximates the empirical data about
the execution times of the threads with probability distributions. The supply analysis
produces abstractions of the computing capacity based on the concept of a supply
function [3, 25].

rt-muse executes the multi-threaded program directly on the hardware and
transfers the data via a UDP network connection, to avoid generating logging over-
head on the machine that is executing the threads.

The toolwasused to discover interesting facts about the behavior ofLinux schedul-
ing classes. InLinux terms,SCHED_OTHER is the standard algorithm inLinux, called
Completely Fair Scheduler (CFS). The main advantage of using this algorithm is to
enforce fairness among the running threads. Threads that have the same characteris-
tics should receive an approximately equal amount of CPU. A set T = {τ1, . . . , τ6}
of 6 threads was run using rt-muse. All the τi threads have the same character-
istics. Their job is composed by one single phase φi,1 which simply executes some
mathematical instructions. In other words, every thread executes a certain number
of mathematical operations for each job, and jobs are run one after the other without
stopping. The scheduling parameters of all the threads belonging toT are the same:
The threads affinity mask contains three CPUs, [1, 2, 3], avoiding the execution on
CPU #0. The experiment lasted 100 s, and rt-muse was recording the start time
of each job. Ideally, one would expect that six threads with the same characteristics,
running on three cores, would receive similar budgets, possibly obtaining each half
of a CPU.

Table14.3 reports the amount of CPU α′
i that is used by each thread as estimated

by the tool and the delay in executing the thread δ′
i . The last three columns correspond

to the share of consumed CPU.
The allocated computing capacities α′

i are almost all equal to each other, except
α′
6 which is noticeably larger than the others. A possible explanation could be in the

longer time τ6 executed over the same CPU. Although other interfering operating
system threads could be easily accommodated on CPU #0, which is not used by the
setT , still the overall delivered bandwidth is α′∗ = 2.641862, quite less than the full
3 CPUs dedicated to T .

Table 14.3 Threads scheduled by SCHED_OTHER

τi CPUUSAGE CPUSHARE

α′
i δ′

i #1 #2 #3

τ1 0.412 0.591 0.062 0.614 0.324

τ2 0.410 1.314 0.191 0.332 0.476

τ3 0.409 1.398 0.009 0.440 0.551

τ4 0.413 1.839 0.159 0.302 0.539

τ5 0.413 0.684 0.109 0.545 0.346

τ6 0.567 3.985 0.834 0.062 0.104
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From this experiment, a developer would learn that the Completely Fair Scheduler
in Linux is in fact not that fair among threads and that to enforce real-time guaran-
tees on the computation capacity offered to the threads, it is better to use real-time
scheduling policies such as SCHED_RR and SCHED_FIFO. In subsequent experi-
ments with the tool, however, it was discovered that despite both SCHED_RR and
SCHED_FIFO, timing properties, they do not enforce any type of fairness among the
threads and the push/pull migration system that they use has quite many defects [27].

14.5 Addressing the Challenges in Defining Reference
Workloads for Benchmarking Self-aware Computing
System Properties

Benchmarking is a critical step for effective capacity planning and resource provi-
sioning, and consequently may guide the design of self-aware systems. An effective
benchmark should evaluate the system responsiveness under a wide range of client
demands from low to high, but most benchmarks are designed to assess the system
responsiveness under a steady client demand. If systems are provisioned for steady
peak loads to avoid the deleterious effects of sudden workload surges, they consis-
tently suffer from low resource utilizations [4], which results in ecosystems that are
energy inefficient and wasteful. In addition, system behavior under high yet steady
client demand may actually be very different than under varying or bursty conditions
[30, 32]. Because of its tremendous performance implications, variability and bursti-
ness must be accounted in the design of self-aware systems and must be incorporated
into benchmarking.

Burstiness in workloads can be broadly defined as workload surges that occur
aperiodically, with various frequencies and (usually) short duration. In cloud com-
puting, for example, virtual machine (VM) workloads have been observed to be
highly bursty [5, 31, 44]. For a typical Web server, burstiness can be an outcome
of the flash crowd effect, where a Web page linked by a popular blog or media site
suddenly experiences a huge increase of the number of hits. Consider also the case
of an auction site (e.g., eBay) where users compete to buy an object that is going
to be soon assigned to the customer with the best offer, but also in e-business sites
as a result of special offers and marketing campaigns. Generally, if variability or
even burstiness in the workload is observed, it can be catastrophic for performance,
leading to dramatic server overloading, uncontrolled increase of response times and,
in the worst case, service unavailability [30–32].

Standard benchmarks lack the ability to produce a representatively varying load
profile with burstiness because user arrivals are defined by a Poisson process, i.e.,
they are always assumed to be independent of their past activity and independent
of each other. Exponential interarrival times are incompatible with the notion of
burstiness for several reasons:
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Temporal locality: Intuitively, under conditions of burstiness, arrivals from different
sources cannot happen at random instants of time, but they are instead condensed
in short periods across time. Therefore, the probability of sending a request inside
this period is much larger than outside it. This behavior is inconsistent with classic
distributions considered in performance engineering of Web applications, such as
Poisson, hyper-exponential, Zipf, and Pareto, which all miss the ability of describing
temporal locality within a process.
Variability of different time scales: Variability within a traffic surge is a relevant
characteristic for testing peak performance degradation. Therefore, a benchmarking
model for burstiness should not only create surges of variable intensity and duration,
but also create fluctuations within a surge. This implies a hierarchy of variability
levels that cannot be described by a simple exponential distribution and instead
requires a more structured arrival process.
Lack of aggregation: In standard client–server benchmarks, each thread on the client
machines uses a dedicated stream of random numbers; thus, interarrival times of
different users are always independent. This is indeed representative of normal traffic,
but fails in capturing the essential property of traffic surges:Users act in an aggregated
fashion which is mostly incompatible with independence assumptions.

In the following subsections, we shortly outline an approach to model variable
load profiles and present a methodology that addresses the above points and provides
a seamless way to incorporate burstiness into benchmarks.

14.5.1 Modeling of Load Intensity Patterns

Many modeling approaches include concepts to define workload intensity by attach-
ing this information to modeled workload scenarios. Examples can be found in the
SPEapproachby [40] and inUML-SPT [34].UML-SPTsupports scenarioswith open
and closed workloads that are parameterized by specifications of arrivals (occurrence
patterns), or a populationwith a think times distribution (external delay). The allowed
attribute values include the definition of probability distributions and different arrival
patterns—namely bursty, bounded, and periodic. Other approaches to be mentioned
in this context are the CSM [36] and MARTE [35].

We conclude from reviewing the above-mentioned approaches that a load intensity
profile definition is a crucial element to complete a workload characterization. The
observed or estimated arrival process of transactions (on the level of users, sessions,
or requests/jobs arrivals) needs to be specified. As basis to specify time-dependent
arrival rates or interarrival times, the extraction of a usage model should provide a
classification of transaction types that are statistically indistinguishable in terms of
their resource demanding characteristics.

A load intensity profile is an instance of an arrival process.Aworkload that consists
of several types of transactions is then characterized by a set of load intensity profile
instances.
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Load intensity profiles are directly applicable in the context of any open workload
scenario with a theoretically unlimited number of users, but are not limited to those
in [38]. In a closed or partially closed workload scenario, with a limited number of
active transactions, the arrival process can be specified within the given upper limits
and zero. Any load intensity profile can be transformed into a time series containing
arrival rates per sampling interval.

For a load profile to be representative of a given application domain, it has to
be a mixture of (i) one or more (overlaying) seasonal patterns, (ii) long-term trends
including trend breaks, (iii) characteristic bursts, and (iv) a certain degree of noise.
These components can be combined in an additive or multiplicative manner over
time as visualized in Fig. 14.6.

At early development stages, load intensity profiles can be estimated by domain
experts by defining synthetic profiles using statistical distributions or mathematical
functions. At a higher abstraction level, the Descartes Load Intensity Model (DLIM)
allows to descriptively define the seasonal, trend, burst, and noise elements in a
wizard-like manner [22]. DLIM is supported by a toolchain named LIMBO [1].

A good starting point for a load intensity profile definition at the development
stage is to analyze the load intensity of comparable systems within the same domain.

We identify the following open challenges in the field of load profile description
and their automatic extraction:

• Seasonal patterns may overlay each other (e.g., weekly and daily patterns) and
change in their shape over time. Current load profile extraction approaches do not
fully support these scenarios.

• Based on meta-knowledge or clustering techniques, seasonal patterns can be clas-
sified and extracted into separate models, e.g., a model for ordinary working days,
for public holidays, and for weekends, which would result in more accurate load
profile extraction.

Fig. 14.6 Elements of load
intensity profiles as proposed
in [22]
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14.5.2 Markov Arrival Processes for Modeling Burstiness

A Markov arrival process (MAP) can be seen as a simple mathematical model of
a time series, such as a sequence of interarrival times, for which we can accurately
shape distribution and correlations between successive values. Correlations among
consecutive think times are instrumental to capture periods of the time series where
think times are consecutively small and thus a surge occurs, as well as to determine
the duration of the surge.

We use a class of MAPs with two states only, one responsible for the generation
of “short” interarrival times implying that users arrive in closely spaced arrivals,
possibly resulting in surges, while the other is responsible for the generation of
“long” interarrival times associated to periods of normal traffic. In the “short” state,
interarrival times are generated with mean rate λshort ; similarly, they have mean
rate λlong < λshort in the “long” state. In order to create correlation between differ-
ent events, after the generation of a new interarrival time sample, our model has a
probability pshort that two consecutive times are short and a different probability
plong of two consecutive think times being both long. The values of pshort and plong

shape the correlations between consecutive interarrival times and are instrumental
to determine the duration of the traffic surge. The two probabilities pshort and plong

are independent of each other.
In order to gain intuition on the way this model works, we provide the following

pseudocode to generate a sample of nt interarrival time values Z1, Z2, . . ., Zn , . . .,
Znt from a MAP parameterized by the tuple (λlong , λshort , plong , pshort ):

function: MAP_sample(λlong , λshort , plong , pshort , nt )
/* initialization in normal traffic state */
active_state = “long”;
for n = 1, 2, . . . , nt

/* generate sample in current state */
Zn = sample from exponential distribution

with rate λactive_state;
/* update MAP state */

r = random number in [0, 1];
if active_state =“long” and r ≥ plong

active_state = “short”;
else if active_state =“short” and r ≥ pshort

active_state = “long”;
end

end

Figure14.7 summarizes the traffic surge model described above. Note from the
pseudocode that the problemof variability of different time scales is solved effectively
inMAPs by the fact that if theMAP is in a state i , then the samples are generated by an
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Fig. 14.7 Model of traffic
surges based on regulation of
interarrival times

exponential distribution with rate λi associated with state i . This creates fluctuations
within the traffic surge. The probability of arrivals inside the traffic surge is larger
than outside it, thanks to the state change mechanism that alters the rate of arrival
from λlong to λshort .

Summarizing, we propose to generate interarrival times in such a way to periodi-
cally enter into a state “short” that facilitates the formation of burstiness because here
users have smaller interarrival times and thus submit requests more often. The para-
meterization of the MAP requires only to assign λshort and λlong < λshort to describe
the interarrival times, respectively, during flash crowds and normal user activity peri-
ods, together with the probabilities pshort and plong of consecutive interarrival times
being both short or both long, respectively. Once that these four parameters have
been set up, the benchmark can generate interarrival time samples using the above
pseudocode. For more details on MAPs, we direct the interested reader to [6, 7].

Yet, the problem that is not solved is the quantification of burstiness. The index of
dispersion as a regulator of the intensity of traffic surges. The index of dispersion I is
a measure of burstiness in networking and service engineering [14, 30]. Consider a
sequence of values (e.g., think times, interarrival times, and service times) with vari-
ability quantified by the squared coefficient of variation (SCV ), where the difference
in magnitude between consecutive values is summarized by the lag-k autocorrela-
tions8 ρk . Assuming that SCV and ρk do not change over time, then the index of
dispersion is the quantity I = SCV

(
1 + 2

∑∞
k=1 ρk

)
. For finite length sequences,

this value can be estimated accurately, without resorting to an infinite summation,
using the methods outlined in [14]. The index of dispersion I has the fundamental
property that it grows proportionally with both variability and correlations, thus can
be immediately used to identify burstiness in a workload trace.

When there is no burstiness, the value of I is equal to the squared coefficient
of variation of the distribution, e.g., I = SCV = 1 for the exponential distribution,
while it grows to values of thousands on bursty processes. Thus, a parameterization of
I spanning a range from single to multiple digits can give a good sense of scalability
between workloads with “no burstiness” and workloads with “dramatic burstiness”;
for examples of workloads and their index of dispersion, we direct the interested
reader to [31].

Now the question becomes: How should the MAP process be parameterized in
order to regulate burstiness using the index of dispersion as a measure? We present
here a case study that considers a closed system and show how to determine a

8Recall that the lag-k autocorrelation coefficient is a normalized measure of correlation between
random variables Xt and Xt−k , with position in the trace differing by k lags. For a trace with mean
μ and variance σ 2, ρk = E[(Xt − μ)(Xt−k − μ)]/σ 2, k ≥ 1.
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parameterization (λlong , λshort , plong , pshort ) that produces a sequence of surges in
the traffic. We assume that the user gives the desired values of the mean interarrival
time E[Z ] (typically, in closed systems terminology, this value can be considered as
the mean user “think time” before a request is sent to the system and of the (desired)
index of dispersion I ). Again, using typical closed system terminology, we assume
that we have N circulating users in the system. For example, for a typical Web
server, N corresponds to the maximum number of client connections. One needs to
also consider the average service demand E[Di ] of each server i that can be estimated
from utilization measurements [43]. This measure is important to provide, because
the purpose of the benchmark is to keep the average system utilization to less than
100%, i.e., the system is never in over-saturation.

AMAP can fully define the think/interarrival time distribution other than themean
E[Z ] starting by the following parameterization equations:

λ−1
short =(

∑
i E[Di ])/ f, (14.1)

λ−1
long = f max(N (

∑
i E[Di ]), E[Z ]]). (14.2)

Here, f ≥ 1 is a free parameter, N is the maximum number of client connections
considered in the benchmarking experiment,

∑
i E[Di ] is theminimum time taken by

a request to complete at all servers, and N (
∑

i E[Di ]) provides an upper bound to the
time required by the system to respond to all requests. Equation (14.1) states that, in
order to create surges, the think times should be smaller than the time required by the
system to respond to requests. Thus, assuming that all N clients are simultaneously
waiting to submit a new request, onemay reasonably expect that after a fewmultiples
of λ−1

short all clients have submitted requests and the architecture has been yet unable
to cope with the traffic surge. Conversely, (14.2) defines think times that on average
give to the system enough time to cope with any request, i.e., the normal traffic
regime. Note that the condition λ−1

long ≥ f E[Z ] is imposed to assure that the mean

think time can be E[Z ], which would not be possible if both λ−1
short > λ−1

long > E[Z ]
since f > 1, and in MAPs, the moments E[Z ], E[Z2], . . . are

E[Zk] = plong

plong + pshort
λ−k

short + pshort

plong + pshort
λ−k

long. (14.3)

The above formula for k = 1 implies that E[Z ] has a value in between of λ−1
short and

λ−1
long , which is not compatible with λ−1

short ≥ λ−1
long ≥ f E[Z ]. According to the last

formula, the MAP parameterization can always impose the user-defined E[Z ] if

plong = pshort

(
λ−1

long − E[Z ]
E[Z ] − λ−1

short

)

, (14.4)

condition which we use in themodified TPC-W benchmark to impose themean think
time.
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In order to fix the values of pshort and f in the above equations, we first do a simple
search on the space (pshort ≥ 0, f ≥ 1) where at each iteration we check the value
of the index of dispersion I and lag-1 autocorrelation coefficient ρ1 from the current
values of pshort and f .We stop searchingwhenwefind aMAPwith an I that is within
1% of the target user-specified index of dispersion and the lag-1 autocorrelation is at
least ρ1 ≥ 0.4 in order to have consistent probability of formation of surges within
short time periods.9 The index of dispersion of the MAP can be evaluated at each
iteration as10 [6, 7, 33]:

I = 1 + 2 pshort plong(λshort − λlong)
2

(pshort + plong)(λshort pshort + λlong plong)2
, (14.5)

while the lag-1 autocorrelation coefficient is computed as

ρ1 = 1

2
(1 − plong − pshort )

(

1 − E[Z ]2
E[Z2] − E[Z ]2

)

, (14.6)

where E[Z2] is obtained from (14.3) for k = 2. We direct the reader to [31] for a
case study that illustrates how to generate arrival processes with various degrees of
burstiness within the TPC-W benchmark.

14.6 Conclusion and Open Challenges

In this chapter, we proposed a set of metrics for describing self-aware computing sys-
tem properties and grouped them by the MAPE-K paradigm. This set of metrics can
be seen as a first step toward building benchmarks for self-aware computing systems,
consisting of a well-defined measurement methodology (run rules), representative
workloads, and metrics.

The central remaining challenge is to properly evaluate the behavior of self-
aware systems with this set of metrics, in other words to build a level-playing field
for fair comparisons of self-aware system properties. This includes the challenges to
define reference systems/behavior, and design measurement processes for repeatable
and fair results. Ideas on how these challenges could be tackled can be found in
related areas of research such as self-adaptive systems, autonomic computing, and
similar. Starting from Sect. 14.3.1, we presented central aspects from related areas
that may become relevant for benchmarking self-aware computing systems. As a
more philosophical outlook and discussion on how self-aware system properties can
be assessed, we refer the reader to Chap. 15.

9The threshold 0.4has been chosen since it is the closest roundvalue to themaximumautocorrelation
that can be obtained by a two-state MAP.
10Note that Eq. (14.5) slightly differs in the denominator from other expressions of I , such as those
reported in [14], because here we consider a MAP that is a generalization of an MMPP process.

http://dx.doi.org/10.1007/978-3-319-47474-8_15
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Chapter 15
Assessing Self-awareness

Lukas Esterle, Kirstie L. Bellman, Steffen Becker, Anne Koziolek,
Christopher Landauer and Peter Lewis

Abstract This chapter discusses the importance of assessing self-awareness of a
system and different approaches and aspects on how to enable a human as well as a
machine to perform such an assessment. The chapter also elaborates on the different
requirements and constraints for an assessment. Furthermore, this chapter outlines
how these requirements and constraints limit the accuracy of defining the capabilities
of an assessed system and the corresponding degree of self-awareness.

15.1 Introduction

An essential part of self-awareness is the ability to assess ones current state, current
situation, and to reason about how one can map from ones current state into the
current situation, given ones goals and capabilities. Hence self-assessment in many
forms becomes a foundation for self-awareness. Included in the self-awareness of
one’s capabilities relevant to a given goal is the ability to identify the capabilities
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and limitations one has to be self-aware to be able to reflect on one’s components
and behaviors. Hence, human beings will be quick to identify for one the capabilities
they have to monitor and to reason about their own system. Unless provided with
special external sensors, they will quickly tell you that they cannot tell you the state
of individual brain neurons or even major blood arteries, but that they can tell you a
great deal about where an object is touching them on their skin. They can tell you
that they can reason about an action plan, but that their motivation for certain goals
is sometimes less clear. They can tell you what they heard or saw (with errors in both
when compared to an external recording), but they may not be able to report why
something caught their attention. And so the list goes on. In practice, these abilities
are fundamental to a human’s (or a system’s) ability to reason about what they know,
how well their reasoning is going or where their reasoning or information may be
flawed.

In a similar fashion, there are various situations requiring a computational system
embedded in a dynamic environment to determine its performance and capabilities.
Nevertheless, it might also be required to identify the system’s properties of self-
awareness. In this case, the system is not trying to define how good it is able to
achieve certain goals but what it is able to do in order to achieve these goals at
all. There are various situations where an assessment of a system is beneficial or
even required. One of the most prominent situations is in case of (self-)explanation.
Here the system is required to justify its own behavior. This can happen a priori
as well a posteriori achieving a certain goal or performing a specific task. A priori
might allow a user or another system to decide if the respective system might be
able to perform a certain task. A posteriori this information might be used in order
to reason about why a system failed or succeeded in achieving a specific goal/task.
However, assessment is a pivotal process for self-adaptation of systems embedded
in a dynamic environment or deployed for a new, unknown mission. Without the
ability to assess the capabilities of a system, reasoning about the chances of success
as well as improving one’s own behavior in order to achieve certain goals becomes
impossible. Thismakes assessment a foundational process for any self-aware system.

In order for a system to be able to reason about its own capabilities, it has to be
aware of its own abilitieswhich are based on functions, actuators, andmechanisms. In
a similar fashion, a systemmight need to be able to assess the level of self-awareness
of another system. Alternatively, a cooperative systemmight want to be able to make
a statement about its own level of awarenesswhen this is requested by another system.
We therefore distinguish between internal assessment and external assessment. We
define an assessment as an internal assessment whenever a system assesses its own
level of self-awareness. In contrast, external assessment is done from the outside,
where a system or a human assesses another system by posing different questions and
observing the corresponding response. In external assessment we may not be able to
consider all systems to be cooperative or trustworthy. Furthermore, the response a
system might give to a posed question is most probably ambiguous. For that reason,
external assessment may request the result of an internal assessment but additionally
requires techniques to assess other systems without their explicit consent. Therefore,
we will also propose approaches similar to the imitation game proposed by Turing
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[8] also known as the Turing test. While in the imitation game, a machine should try
to trick a human assessor into believing to interact with another human, we will try
to illustrate approaches to allow an assessor to identify specific levels, processes, or
accuracy of self-awareness. In a similar fashion, we are not trying to find out whether
a system is self-aware per se but what state of self-awareness this systemmight have.

The result of such an assessment would allow the system to reason about the
minimal and the maximal capabilities of the assessed system. Furthermore, a system
able to assess its own level of self-awareness would be able to indicate possible
limitations in capabilities to other systems. Conversely, other systems may make
assumptions based on such indications. Only by having an understanding of the
current level of self-awareness, the system is able to perform appropriate actions in
order to adapt its own level of self-awareness in coordination with an operator.

In Part I of this chapter, we discuss some of the issues in developing artificial
systems with some of these essential self-assessment capabilities. We will initially
consider the differences, benefits, and drawbacks between assessments performed
by humans and assessments performed by a machine. Afterwards, we will outline
the problems and benefits of the so-called black-box and white-box assessments.
Finally, we present an overview of different axes of assessing self-awareness such as
domain, level, or processes. We will specially focus on the indicators for the various
levels of self-awareness. In all cases, we will propose general approaches and present
constraints forwhite-box aswell as black-box assessment. In Part II, we acknowledge
that some areas of self-assessment overlap with the traditional areas of verification
and validation in assessing whether one’s performance or behavior is meeting well
enough one’s goals and requirements. In this latter section, we discuss some of the
relevancy of current methods and some of the shortfalls of our traditional methods
for assessment and self-assessment in self-aware systems.

Part I: Essentials of Self-assessment Capabilities

15.2 Human Versus Machine

An important aspect of assessing the level of self-awareness of a system is whether
it is done by the system itself or by a human. While internal assessment can only
be performed by the system itself, external assessment may also be performed by an
operator or user of the system. Both approaches have the benefits and drawbacks.
Internal assessment canonly be performedby the system itself.However, this requires
trust from the humans and other machines in the assessment process as well as the
truthful information by the assessing system.

Table15.1 presents the differences/difficulties/benefits between having a human
perform the assessment and enabling machines to perform the assessment of the
self-awareness of another machine. While a machine might be able to perform an
assessment with very high accuracy, a human can also use his/her intuition to reason
about the state of self-awareness of a system. Nevertheless, the assessing human
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Table 15.1 Differences between human assessor and a machine performing the assessment

Human Machine

Accurate and intuitive Accurate

Slow Fast

Only external assessment Internal and external assessment

Trusted Doubted

Table 15.2 Overview of trade-offs between assessor and assessment technique

Assessor

Human Machine

External (assessment of
another)

Comparative behavior based
on intuition and
self-comparison

Objective measures of
behavior in different
circumstances, responses etc.

Internal (self-assessment) Self-reflection, qualia,
phenomenology

Reflection, introspection,
self-measurement

requires certain expert knowledge to perform the assessment in the first place and
only with this experience he/she will have this intuition. It is expected that a human
assessor with the help of analyzing tools will require muchmore time than a machine
on its own. Even though a human is able to self-reflect, we are interested in the
assessment of computing systems. Hence, without explicit access to the internals
(e.g. program code) of the machine, the human is only able to perform external
assessment while the machine can perform internal as well as external assessments
(also cp. Table15.2). As already discussed, the assessment performed by a machine
requires trusting the machine in the first place in order to rely on the information of
the outcome.

While a precise determination of the actual level of self-awareness might be
desired, the assessor, independent of being a human or a machine, may only be able
to define the boundaries of the self-aware capabilities of the system to be measured.

15.3 Black-Box Versus White-Box Assessment

When performing an assessment, we have to distinguish not only who performs the
assessment, but also what information the assessor has about the system. We distin-
guish between assessments where the assessor has knowledge of internal structures,
mechanisms, or internal results of the system on the one hand and on the other
where we can only observe the system from the outside (Table15.3). We call these
approaches white-box and black-box assessment, respectively.
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Table 15.3 Summary of black-box versus white-box assessment and the corresponding implica-
tions when performing the assessment

Assessment
type

Summary Implications

Black box Assessment based on observable
behavior only. Can be based on
experimentation, probing and in-situ
observation

Reasoning might be unreliable.
Observations might need to be quite
extensive. Can be done without the
explicit consent of the assessed system

White box Assessment also involves inspection of
the machinery and models present at
run time

Does require access to the system and
its internals. Can be very reliable.
Might require a lot of effort

15.3.1 White-Box Assessment

When having knowledge of the internal structures of a system, one of the most
common approaches is to perform a code inspection. In this case, we are not referring
to a code reviewprocess as known fromsoftware engineering, but analyzing the actual
code of the system in order to understand the level of self-awareness.

• code inspections
• benchmarking
• model checking
• data flow analysis
• function header analysis
• analysis of description of functions and methods

In white-box assessment, the assessor requires knowledge of the interna of a
system. These interna can range from very detailed, such as actual code, to abstract,
where the assessor only has access to the description of methods and functions.

White-box assessment may include code inspections where a person tries to deter-
mine the self-aware capabilities of a system not only by analyzing its code and
processes but also by performing tests and analyzing the created data-structures
information and knowledge within the system.

15.3.2 Black-Box Assessment

In contrast to white-box measurement, black-box measurement would refer to deter-
mining the level of self-awareness through probing the system from the outside and
analyzing its behavior. Black-box measuring allows us to determine the level of
self-awareness without accessing the actual code of the system, and therefore, we
can do this during runtime or even enable other systems to perform the assessment.
Nevertheless, black-box measurement is less accurate as we can only infer the level
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based on the observed behavior of the system upon performed tests. In addition, a
black-box measurement for a given system may not allow us to determine a level
of self-awareness at all. More precisely, a tester might either be able to determine
a level, which might not correspond to the actual level of the system, or no self-
awareness at all even though the system might in fact be self-aware. Identifying the
aspects of self-awareness becomes more complicated when multiple self-aware sys-
tems come together in a single collective operating towards a common, high-level
goal. The architecture and the accompanying benefits and drawbacks of such systems
are described in Chap.7.

When measuring, we might be interested in two different spans of the self-
awareness: on the one hand, in the individual levels of the different entities of the
collective and on the other hand in the overall self-aware level of the entire collective
integrating the individual self-awareness aspects. This gives rise to a fundamental
question about where and how the level of self-awareness in a collective is brought
about? We can identify two possible answers:

1. The collective level of self-awareness is the aggregation of the individual entities
forming the collective. In this case, a white-box measurement of the individual
systems (entities of the collective) could be performed in order to determine the
individual aspects and hence infer the self-awareness of the entire collective.

2. The collective level of self-awareness emerges from the combination of the
different systems. In this case, the collective as a whole needs to be assessed.

While the different aspects can not always be measured using quantitative meth-
ods, we will discuss different qualitative characteristics of a system possibly possess-
ing a certain aspect of self-awareness. We will shed light on single systems as well
as multiple systems interacting with each other in either a cooperative or competitive
manner.

15.4 Axes of Assessing Self-awareness

This section gives an overviewof the different axes of assessable dimensions of a self-
aware system.Wewill furthermore outline on how this assessment can be approached
when using a white-box and black-box technique. These different approaches can
be implemented by a human assessor as well as a machine given the necessary
requirements are fulfilled. Nevertheless, there is no universal recipe to perform an
assessment and hence the steps of the individual assessment have to be adapted for
the purpose of the individual system to be assessed.

http://dx.doi.org/10.1007/978-3-319-47474-8_7
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15.4.1 Domain of Self-awareness

For the domain of self-awareness one can inspect the span and the scope for each
awareness link. This may range from very simple domains where the span as well as
the scope only contain a single entity to more complex domains involving a larger
number of entities for both sets. The most complex domains involve dynamically
changing sets for the span and the scope not allowing to pinpoint the sets at a specific
point in time. This can include the definition of entities becoming member during
runtime of either set as well as the maximum and minimum number of members
at any point in time of span and scope. In closed sets for span and scope, where
the members of both sets do not change over time, the measurer might be able to
define a complete graph of the awareness links between the different entities. This
would allow to employ graph theoretical approaches in order to asses the flow of
information and knowledge or the flow of computation.

15.4.2 Level of Self-awareness

When assessing the levels of self-awareness with white-box measuring, one has to
assess the processes and data structures. If a system has no learning and modeling
capabilities, it can only be a pre-reflective self-aware system.When the system builds
up a model of its own actions and their impact on the environment and itself, we can
assume this system to be reflective self-aware. In a further granularization, what the
models represent allows the measurer to determine the exact scope of the level (e.g.
interaction aware, time aware, state aware,...).

The following three subsections discuss the important aspects an assessor has
to watch out for in order to determine the corresponding level of awareness of the
assessed system. For the assessment approaches, we consider both, black-box and
white-box assessments.

15.4.2.1 Assessing Pre-reflective Self-aware Systems

Pre-reflective self-aware systems are only aware of the individual stimuli a system
receives from the environment through its sensors or its communication interfaces.

White-box assessment: The system has to have some kind of input mecha-
nism such as sensors or a communication interface. In addition, this input has to
be processed in some way by the system. Examples for such processing can include
direct mapping as done in the Braitenberg vehicle, where the sensor directly influ-
ences the actuator, or simply counting the number of messages received via a com-
munication interface.
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Black-box assessment: Black-box assessment of pre-reflective systems if
extremely difficult if not even impossible. While one might be able to observe a
reaction based on a given stimuli, not each input stimuli will trigger such a reaction
observable from the outside.

15.4.2.2 Assessing Reflective Self-aware Systems

Reflective self-aware systems are able to build models about themselves and their
environment. In addition, these systems are also able to reason about these models
allowing them to improve their performance over time.

Interaction-awareness: Interaction-awareness requires to system to interact with
other systems or the environment in general. If the system is completely isolated, it
can not be interaction-aware.

White-box assessment: The system has methods to keep track of interactions
with another machine or system. This does not require the system to keep track of
the content or the type of interaction.

Black-box assessment: The interaction of a system is based on the other system it
is interacting with. In a black-box assessment, the assessor should be able to observe
different behavior of the system based on the partner it is interacting with.

Time-awareness: The system has to be operational over a certain period of time.
If the system only operates once momentarily, the system cannot be time-aware.

White-box assessment: The system is able to store previously acquired data and
to perform analysis of this historical data. It is not relevant how this data is modeled
internally.

Black-box assessment: A time-aware system is able to learn about previous expe-
riences and to reason about this knowledge. It is not defined what type of experiences
and to what extent this is learned and how this reasoning needs to be implemented.
A time-aware system should possess at least one out of two properties: (i) improve
its own performance over time by exploiting previously learned knowledge or (ii)
deal with dynamic changes in the environment. The first property allows the system
to exploit its knowledge in order to achieve a given goal faster or with better results
according to the goal-function. The second property allows the system to unlearn
previous information and hence increase its flexibility, robustness, as well as its scal-
ability. Furthermore, the system also might be able to make some sort of predictions
about the future and is able to adapt before actual changes occur. Determining time-
awareness can be difficult as impacts of actions of the systems, as well as results of
this time-awareness, may only show after long periods (days, weeks, or evenmonths)
of observation.

State-awareness: State-awareness requires the system tokeep trackof its own state
or the state of other, external systems at any time. It is not necessary that the system
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can predict future states but every current state needs to be clearly defined. While
externally observable states are very similar to appearance-awareness of external
entities, state-awareness also includes the awareness about usefulness, stability, and
validity of the current state of a system.

White-box assessment: The system requires the ability to keep track of its own
internal state or state of external entities. To identify the states of external entities, the
system does not need to have access to the internal state information of the external
entity. An black-box assessment of the external entity can be sufficient.

Black-box assessment: In black-box assessments of state-awareness, the assessor
has to consider not only the externally observable state information of the system but
also the context of the system in order to define its stability, validity, and usefulness.
For example, a standard RGB visual sensor in completely dark environment is not
useful.

Behavior-awareness: Behavior-awareness allows to reason about the reaction to
certain situations or actions of the system itself or an external entity. In contrast to
time-awareness and interaction-awareness, behavior-awareness requires the system
to keep track of the relation between actions, current context and environment, and
corresponding impact over time.

White-box assessment: The system needs to be able to keep track of its own
actions, the current context and environment, and the corresponding impact of its
actions on the environment. Implementedmethods to reason about the behavior allow
predictions as well as improvements of the system over time.

Black-box assessment: The system learns the results and impacts of previous
actions. Having this knowledge allows to make changes in order to improve future
behavior in case of a similar situation given this is deemed necessary by the system.
Behavior-awareness might be hard to detect from the outside as unexpected changes
in the behavior of the systemmight be acconted for by an exploration strategy to find
better actions for a given situation.

Appearance-awareness: Appearance-aware systems have knowledge about their
own appearance and/or the appearance of other, external entities. This information
allows them to reason about the capabilities of the system not only in its current state
but also how it might change in order to exhibit other/different/new capabilities.

White-box assessment: There is an internal representation of what the system
looks like. This can range from rough descriptions of general features such as color
and shape to very detailed descriptions where the system can exactly locate sensors
and actuators on its own external surface and even describe them accurately.

Black-box assessment: An appearance-aware system is able to distinguish itself
from another systemgiven that all systems look differently. At the same time, it would
recognize itself in a mirror next to another system. Assuming that multiple systems
might look the same, the appearance-aware system would recognize any similarly
looking system as itself. From a robotics perspective, appearance-aware systems do
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know about the general location of their external sensors and actuators, allowing
them to give a description of these relative locations to another system/robot.

Goal-awareness: Goal-aware systems have knowledge about the different goals
within the system. This does not mean, that the corresponding system has a goal-
function alone but requires the system to be aware of the pursued goal(s) as well
as its current performance towards achieving these available goals. Furthermore, the
system might even be able to weigh its own goals and change these weights based
on the current situations during runtime in order to fulfill multiple goals as good as
possible simultaneously.

White-box assessment: The system has an internal representation of goals and its
own progress towards achieving them. Additionally, the system might have function
in order to weigh the goals during runtime and hence prioritize different goals at
certain times.

Black-box assessment: The system should exhibit its awareness of different goals
and its own progress of achieving them. The behavior of the systems changes based
on the actual goal it is pursuing. This does not mean other goals are discarded, but
rather the behavior changed in order to pursue another specific goal. Evenwhile other
goals are pursued, the progress of achieving previous goals should not be decreased.
In order to perform an black-box assessment on this level of self-awareness, the
assessor needs a notion of pursued goals of the system.

15.4.2.3 Assessing Meta-Reflective Self-aware Systems

Meta-reflective self-aware systems are aware of its reflective abilities. In addition, the
system is able to switch between their different reflective approaches during runtime
based on the given requirements.

In Chap.9, we describe an approach to integration infrastructure called “Wrap-
pings” [5], that inherently includes reflection, and that allows the reflection processes
themselves to access and assess their own processing steps, along with those of all
other processes (how deeply and how extensively this is done in a given system is a
design decision, subject to engineering judgment, but in principle, all processes in the
system can be so examined). The information available to these processes includes
the context in which they were selected and the reason for which they were selected
(called the “problem” in theWrapping approach), so the reflective process can assess
how well the resource served the purpose, how well the selection process connected
the original purpose to an applicable resource (ordinary reflection interests), and how
well the assessment processwent (meta-reflection). The information also includes the
selection criteria, so the reflective process can determine why other resources were
not selected, and, in particular, why the system responded with a failure because
no resource could address the problem. It was a fundamental design decision that
the computational resources that perform the reflective processes (monitoring and
reasoning about this wealth of available behavioral data) on system operations are
themselves part of system operations, so we get meta-reflection for free (in terms of
conceptual architecture, though not, of course, in computation time).

http://dx.doi.org/10.1007/978-3-319-47474-8_9
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15.4.3 Processes of Self-awareness

The process of self-awareness describes the span of self-awareness generating and
reasoning about amodel of a specific scope to achieve certain goal(s). As discussed in
Chap.3, span describes the system(s) being self-aware and scope the entities the span
is aware about. Furthermore, the self-awareness process encapsulates learning the
model, reasoning about it, and acting accordingly in order to achieve the system’s
goals.

To identify these processes of self-awareness, the assessor can analyze the
behavior of the system and might be able to identify learning, reasoning, acting
processes, as well as processes of joint types. Nevertheless, often it will not be easy
to clearly identify those processes as this highly depends on the implementation
and the separation of the different processes. In general, learning will create an ini-
tial model of the acquired information and adapt it over time. Reasoning process
will analyze this model but not adapt or change it. Acting processes will perform
actions and are—depending on the level of self-awareness—triggered by a reasoning
process. Processes of joint types will combine multiple processes at once. However,
these three processes have to be performed in a specific order. In addition, the learn-
ing, reasoning, and acting process might be performed multiple times in a single
self-aware process.

White-box assessment: In white-box assessments, functions reacting on input
already indicate very simple levels of self-awareness. Processes building a model
already indicate more advanced self-awareness. If these models are adapted over
time and these changes kept track of, it might be an indication of advanced processes.
Nevertheless, for a self-aware system, there are also reasoning processes required.
These are often indicated by an adaption of the system itself (e.g. learning parameters,
how knowledge is exploited, etc.). The generated model gives an indication of the
scope of the self-aware system. However, this model alone might not be enough to
identify the scope at runtime as it might not yet be complete. A formal analysis to
identify the actual scope is possible if the entire possible scope is known.

Black-box assessment: In black-box assessments, the assessor may not be able
to identify the actual learning and reasoning approaches implemented in the system.
Based on observation, the assessor might be able to perform a very good approxi-
mation based on the behavior of the system on certain inputs. However, the assessor
might be able to identify the order in which learning, reasoning, and acting occurs
as well as the scope and the span of the self-aware process.

15.4.4 Accuracy of Self-awareness

Accuracy of self-awareness can only be determined in white-box measurements.
Here the assessor is required to analyze and compare the generated models with the

http://dx.doi.org/10.1007/978-3-319-47474-8_3
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real world. This becomes more difficult in dynamic environments as the analysis
is required to be done online. Alternatively, the ground truth information can be
employed for evaluation of the accuracy. Nevertheless, the acquisition of the ground
truth has to be at least of the same precision as the corresponding model and requires
to be taken at the same or higher frequency.

Part II: Applying Verification and Validation Methods to Self-aware Systems

The lifecycle of a self-aware system will depart from traditional software devel-
opment life-cycles in a number of important ways—it may not be possible to fully
specify the requirements for the systemat design time and hence to test it in traditional
fashions. In fact one of the motivations for highly adaptive and self-aware systems
is their ability to monitor, manage, learn and substantially change themselves when
placed in new operational environments and when given new capabilities (such as in
relatively open system of systems) and new goals. However, having said that, there is
no excuse for the developer of a self-aware systemnot to domanyofwell-known steps
of developing any complex system, with some additional design activities. Hence,
instead of having a fixed set of requirements, the designer of the self-aware system
must make some careful decisions as to what is to be fixed by the human developer
and what must be developed into a self-modifiable process by the self-aware system.
Further, the developer must decide all the monitoring, reasoning, learning and other
change methods available to the self-aware system. In the sophisticated case, the
self-aware system will be able to develop new change methods (e.g., what is moni-
tored, what is modeled and what is learned) for itself. A particularly important case
for autonomous systems and self-aware system is the ability to determine some set
of its own goals and requirements.

15.5 Validate Design Decisions

As mentioned above, developers need to make some careful decision as to what is
to be fixed by the human developer and what self-modifiable capabilities the system
shall have. For assessing the quality of self-aware systems, these decisions needs to
be assessed and validated. Possible validation questions include the following

• Will it be feasible for the designed system to adapt and achieve its goals under the
expected environmental conditions?

• What are the quality properties (performance, reliability, ...) of the designed system
in different environmental conditions and states?

• How well can the system be understood and adapted by developers when main-
taining the system?

We can distinguish two types of validation questions: First, whether the system
will be able to achieve its goals (be they quality goals or functional goals). Second,
what quality the system will have in terms of other quality characteristics that are not
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addressed by the goals that the system is aware of (such as performance, reliability,
and maintainability in the examples above).

As self-awareness and self-adaptation manifest in the system’s behavior over
time, the timing of this behavior is of particular importance when validating the
design. A self-aware system can become useless if awareness is achieved too late,
after a window of possible action has already closed. In our example, after the system
detects performance issues, it needs to be able to reason and react fast enough to avoid
actual violations of performance goals, such as violations of service level agreements.
Possibly, if the load increases suddenly and steeply, the system might not be able
to adapt fast enough to always fulfill performance goals. Thus, when designing this
system, it is important to understand the boundaries of the environmental conditions
in which the system can successfully reason and adapt to fulfill its goals.

Another particular validation question is the stability of the reasoning and adapta-
tion mechanisms. Here, stability as in control theory is desired: The system shall not
continuously move in a circle of reasoning or adaptation and thus show oscillating
behavior.

15.5.1 Evolution

A system might contain different levels of self-adaptation and self-awareness mech-
anisms. Just like the human body, it might combine adaptation loops with quick
reaction time to handle short-term fluctuations of the load and avoid performance
goal violations (using actions such as CPU frequency scaling) with more long term
reasoning and acting onoptimality of the performance and energy trade-off, for exam-
ple (using actions such as VM re-deployment). Just like the human body, it might
be desirable to restrict self-awareness and complex reasoning on the higher levels
with longer reaction time (as also reflected in the multi-level observer/controller
architecture of organic computing [7]).

Combining different levels of self-adaptation and self-awareness obviouslymakes
designing self-aware systems harder, as designers need to take the lower-level adap-
tation capabilities into account when designing higher-level self-awareness models,
reasoning, and actions. Figure15.1 shows how self-awareness and self-adaptation
loops (shown in black) may vary in “size”: From quick reactions, e.g. to chang-
ing workload, to longer, automated re-optimization loops. In addition to the two
loops mentioned here, different intermediate loops might be considered with vary-
ing degrees of self-awareness.

As any software system, also self-aware systems need to be evolved and changed
over time by human designers to cope with such new, unexpected requirements that
were not considered while the systemwas initially designed and built (some systems,
such as space systems, that are not reachable after deployment are an exception here,
although even these systems often evolve in terms of code being reused in later
projects). This adds another dashed loop to Fig. 15.1.
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Fig. 15.1 Decision-making loops

15.5.2 Design-Time Assessment

Validating self-aware systems at design time is a rather new area in the development
of such systems. Hence, not many approaches exist so far which address this concern.
In principle, the validation at design time seeks to analyze the quality of the system
based on its design. The design is typically captured in models of the system and its
self-awareness mechanism which allow formal analyses to be performed. For exam-
ple, software architects create models that model the system and its self-awareness
mechanism using modeling languages like the UML2 [6], the Palladio Component
Model [3], MechatronicUML [2], etc. In a second step, software architects enrich
these models using quality annotations, like resource demands, worst-case execution
times, message sizes, loop counts, failure rates, etc. which are then used during the
analysis step.
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In principle, the existing analysis methods can be categorized into two main cat-
egories: approaches, which test or simulate the self-aware mechanism in certain,
specified environmental situations on the model level. This is related to system test-
ing, as it just analyses the system in specific situations and evaluates how to system
copes with these situations without any option to generalize the gained insights for
other situations. Often, simulation-based approaches are used here, where the sys-
temmodel is simulated for each environment under test. For example, if we simulate
how a cloud system reacts to a specific burst workload situation to learn about its
capability to master this situation, it would be such an approach.

In the second category, we find approaches which try to validate that the system’s
self-awareness mechanism is capable of managing any kind of situation the model
is able to reflect. Such analyses are often based on model checking techniques. The
main drawback of these techniques is that the state space in combination with the
large variety of operational environments is typically very large. As a consequence,
model checking may fail due to memory or time constraints. In such cases, these
approaches often limit themselves to checking a subset of the overall state space
which still may lead to a larger coverage than simulation-based approaches. For
example, if we would model check a cloud system’s behavior for any initial situation
and any type of burst workload we could guarantee correct behavior (e.g., minimized
resource usage) in all cases.

15.5.2.1 Situational Quality Analyses

In order to verify whether a self-adaptation mechanism fulfills its requirements,
model-based verification approach could simulate certain self-adaptation use cases.
In this type of analysis, software developers simulate a model of the self-adaptation
mechanism to explore how it reacts to predefined test cases. Based on the results, the
developers can then evaluate to which extend themechanism fulfills its requirements.
Furthermore, they can also fine tune the behavior of the self-adaptation mechanism.

A representative of this type of approach is SimuLizar [1]. SimuLizar has been
designed to model and analyze self-adaptive business information systems. It has
been extended and applied in the domain of elastic cloud computing systems in the
EU FP7 project CloudScale.1

SimuLizar uses the component-based performance and reliability modeling lan-
guage PCM [3]. The PCM already provides modeling constructs to model the struc-
ture of a component-based system, its quality relevant behavior, its deployment,
and its usage context. SimuLizar extends these core viewpoints and adds an adapta-
tion viewpoint which describes under which conditions the system performs which
adaptations and what their effect will be. Furthermore, a usage evolution viewpoint
characterizes the evolution of the system’s environment over time, e.g., the frequency
and extend of workload bursts or the overall workload evolution trend.

1http://www.cloudscale-project.eu.

http://www.cloudscale-project.eu


480 L. Esterle et al.

All the models described above have an operational semantics which allows to
simulate the models w.r.t. their performance and reliability impact. SimuLizar lever-
ages this semantics and simulates the system under the specified usage evolution. As
a result, software developers gets metrics for some of the self-adaptive or self-aware
metrics outlined in Chap. 14. For example, they can analyze the mean time to quality
repair, or the overall system costs for used resources.

15.5.2.2 Global Quality Analyses

In global quality analyses, the verification approach has to check the system against
a specification of environments and their changes. Afterwards, you have a guarantee
that the system will be able to work correctly in those environments. The main
concern is the huge state space which might cause the model checker to fail due to
a lack of memory or time.

One approach in this category is the verification approach for mechatronic sys-
tems [4] specified in the MechatronicUML modeling language. In this approach,
the model checker looks at all adaptations the system can perform. Then all system
configurations (i.e., a running system as a result of an adaptation) are verified to
comply with the specified constraints. In this way, it is guaranteed that - no matter
which adaptations are performed - the system will always satisfy a set of constraints.
Typically those constraints are safety constrains, i.e., they specify that the system
does not execute any harmful behavior.

15.6 Summary

There are various reasons why one might want to assess the degree of self-awareness
within a given system. First, an operator might want to make a statement about
the systems capabilities with respect to self-awareness in order to market the corre-
sponding systembetter. Second, an architect needs to know the capabilities of another
system in order to allow a system to be developed to interact with this other system
accordingly. Third, individual components might want to react to requests of other
systems about their own degree of self-awareness or be able to assess other systems
during runtime.

In this chapter, we discussed the different aspects required in order to successfully
assess the degree of self-awareness of a given system. We outlined the difference
between having a system assessed by a human or another machine. Additionally, we
also discussed the differences between an internal assessment, i.e. where the system
analyses its own capabilities and tries to identify its owndegree of self-awareness, and
external assessment, i.e. where an external assessor tries to identify the capabilities of
a system. For any of these cases, we further distinguished between white-box, where
the assessor has access to internal information such as structures, code, and models,
and black-box assessment, where the assessor can only observe the system from the

http://dx.doi.org/10.1007/978-3-319-47474-8_14
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outside and can infer on the degree of self-awareness based on the outputs of the
system. We presented a road-map of the most important aspects for different levels
of self-awareness and how to identify those aspects using white-box and black-box
assessment. A short summary of the most important techniques and models on how
to assess self-awareness of a system concludes the chapter.

Finally, we discussed challenges and initial approaches to verify and validate the
correctness of self-aware software systems. At design time, we have classified the
approaches into test-based and global verification depending on the completeness of
the inspected potential environments they system is supposed to react to. The ideas
in this chapter help software architects to design, verify, and optimize self-aware
systems. This helps to ensure that those systems show correct behavior not only in
their normal functions but also in the behavior of the self-awareness mechanism.
However, still a lot of open issues are left. For design time verifications, one of
the most severe issue is the huge state space such systems, their self-awareness
mechanisms, and all possible system environments form. Exhaustive testing as well
as simulation is here close to impossible. Instead, it will become crucial to define
equivalence classes of behavior and methods to identify representative test cases
which allow model-based or real testing of the systems but still guarantee a good test
coverage.
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Chapter 16
Run-Time Models for Online Performance
and Resource Management in Data Centers

Simon Spinner, Antonio Filieri, Samuel Kounev,
Martina Maggio and Anders Robertsson

Abstract In this chapter, we introduce run-time models that a system may use for
self-aware performance and resource management during operation. We focus on
models that have been successfully used at run-time by a system itself or a system
controller to reason about resource allocations and performance management in
an online setting. This chapter provides an overview of existing classes of run-
time models, including statistical regression models, queueing networks, control-
theoretical models, and descriptive models. This chapter contributes to the state of
the art, by creating a classification scheme, which we use to compare the different
run-time model types. The aim of the scheme is to deepen the knowledge about the
purpose, assumptions, and structure of each model class. We describe in detail two
modeling case studies chosen because they are considered to be representative for a
specific class of models. The description shows how these models can be used in a
self-aware system for performance and resource management.
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16.1 Introduction

Modern data centers provide advanced mechanisms to dynamically change the
amount of physical resources (compute, storage and network resources) allocated
to deployed applications. The allocation of resources has a strong influence on
the performance of an application (measured by the end-to-end response time and
throughput) as experienced by its end users. In order to achieve a certain level of per-
formance, e.g., specified in a service-level agreement (SLA), the application requires
a certain amount of physical resources. However, this resource requirement depends
on many performance-influencing factors, including the current workload, the appli-
cation implementation, the configuration of underlying layers (such as middleware
systems, operating systems, or virtualization), and external services invoked by the
application. As a result, the relationship between resource allocations and application
performance is highly nonlinear for most practical systems and subject to frequent
changes (e.g., time-varying workloads and dynamic system reconfigurations).

Self-aware systems for online performance and resourcemanagement in data cen-
ters need to learnmodels that capture the complex relationship between resource allo-
cations and application performance, taking into account the various performance-
influencing factors. Based on these models, self-aware systems will help to increase
resource efficiency while ensuring a certain level of application performance in
data centers (see also the reference scenario on data center resource management
in Chap.4, as they enable to reason and act based on models capturing knowledge
about the system’s performance behavior). All factors expected to change over time
should be explicit parameters of such models, so that a self-aware system is able
to evaluate the impact of changes in these factors on the application performance
in advance and proactively reconfigure itself when necessary to improve resource
efficiency or avoid SLA violations.

In this chapter, we give an overview of different classes of models that have
been used at system run-time for online performance and resource management
and discuss their applicability for building self-aware systems, where self-awareness
is considered with respect to the system’s performance and resource management
behavior. Furthermore, we present two candidate models in more detail showing how
these models can be used as abstractions of practical systems supporting allocation
decisions in data centers.

In the past, there has been comprehensive work on offline, design-time models for
comparing different design alternatives and for offline capacity planning purposes
(e.g., queueing models and Petri nets). These models are also partially applicable
in online scenarios, as we will see later. On the other hand, we see fundamental
differences between design-time and run-time models [27]:

1. At design time, we can use time-intensive, computationally expensive techniques
(e.g., discrete-event simulation) to analyze a model. At run-time, the analysis is
often time-critical, and the analysis overhead is an important factor. Therefore, it
is often necessary to decide on amodel abstraction level and an analysis technique
that provides a trade-off between accuracy and overhead.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
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2. Design-time models are usually constructed manually based on experiments in
dedicated test environments or traces from a production system covering a lim-
ited period of time. Run-time models should be constructed automatically from
monitoring data of the production system. The system should be continuously
monitored, and changes in the system should be automatically reflected in the
models.

3. At design time, it is usually possible to explore a large space with many degrees
of freedom. In contrast, a run-time model should be specifically targeted at the
degrees of freedom that can be changed at system run-time in order to limit the
search space.

4. Run-time models should be able to reflect the layered architecture of applications
in data centers (virtualization, operating system, and application) and support
to answer performance-related questions relevant to the different layers (e.g.,
the data center owner often has different goals from those of the application
owner). Design-time models are optimized for their usage in different phases of
the software life cycle (e.g., design, development, or in production).

In this chapter, we focus on the different classes of run-time models and their
solution techniques that canbeused to analyze suchmodels.Chapter 17will introduce
techniques to automatically extract models from running applications and update
these models when the system changes.

16.2 Run-Time Models

This section provides an overview of existing classes of run-time models and shortly
introduces their main aspects. The different classes of models are compared along
the dimensions described in Sect. 16.2.1. The classes of run-time models are then
presented in Sects. 16.2.2–16.2.6.

16.2.1 Dimensions for Classification

The classification of the run-time models is based on the following five dimensions:

• Abstraction level: We distinguish between the following abstraction levels for
describing a system: black-box, coarse-grained, and fine-grained [27]. A black-
box model describes the functional relationship between the inputs and outputs of
a system without any knowledge of the system internals. A coarse-grained model
includes information on the internal architecture of a system (e.g., components,
resources, and control flow between components). A fine-grained model may
include additional descriptions of the component internal behavior (e.g., forks and
synchronization, and dependencies on input parameters). The abstraction level can
influence the analysis accuracy and the types of questions that can be answered

http://dx.doi.org/10.1007/978-3-319-47474-8_17
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by a model. For example, predicting the influence of deployment changes on the
performance requires a representation of the internal system architecture in the
model.

• Model structure: This describes the main elements of the modeling formalism. In
particular, we discuss which of these elements can be automatically determined
at run-time (i.e., online) and which of them are specified manually at design time
(i.e., offline).

• Input and output parameters: A performance model can be seen as a generic
function y = f (x) that calculates a vector of output parameters y from a vector
of input parameters x. The output parameters are typically certain performance
metrics of the system (e.g., response time, throughput, or resource utilization).
The input parameters determine the types of questions that can be answered by a
performance model. Typical input parameters are, for instance, workload intensity
or number of replicated server instances. In case of dynamic models, where the
function also depends on previous outputs, f is a transfer function that maps the
input signal x (time-based or frequency-based) to an output signal y. The function
itself may not have a closed-form solution.

• Model inference: When learning models at run-time, certain techniques are
required to determine the model structure and the values of internal model para-
meters (e.g., service demands of queueing networks). We list state-of-the-art tech-
niques for model inference here and refer the reader to Chap.17 for details.

• Model analysis: Depending on the class of models, different techniques for model
analysis are available.Wedistinguish betweenanalytical solution (exact or approx-
imate) and simulation. Given that the available time for model analysis is often
limited at run-time, fast closed-form or analytical solutions are preferable. How-
ever, in certain situations, simulations may also be feasible.

16.2.2 Regression Models

Regression techniques can be used both for model inference (e.g., for model identi-
fication or model parameter estimation), as well as for extracting a regression model
that can be applied directly for performance prediction (e.g., extra- and interpolating
measured data). In this section, we focus on the latter.

Abstraction level: Regression models are mainly used for black-box modeling of
a system, where no information (or very limited information) on the internal behavior
and the system structure is available.

Model structure: Different types of regressionmodels are available. Linear mod-
els are often insufficient to describe the performance of a system (e.g., the function
between the incoming workload and the response time of a system is highly non-
linear). Nonparametric regression approaches (e.g., multivariate adaptive regression
splines (MARS) [17], classification and regression trees (CART) [8], M5 trees [39],
cubist forests [29]) do not require a decision on the model function to be made a
priori (linear vs. polynomial vs. exponential).

http://dx.doi.org/10.1007/978-3-319-47474-8_17


16 Run-Time Models for Online Performance … 489

Input and output parameters: Regression models directly fit a function describ-
ing the relationship between one or several output parameters and multiple input
parameters. In theory, all measurable quantities can be used as input or output para-
meters. Common candidates for output parameters in the context of performance and
resource management are response time, throughput, resource utilization, or power
consumption. Input parameters could be, for instance, workload intensity, resource
allocation, or resource utilization.

Model inference: Linear regression models are typically learned with least-
squares regression or robust regression schemes. Nonparametric regression models
require specialized model inference algorithms [8, 17, 29, 39].

Examples: Curtois and Woodside use regression splines to derive resource func-
tions for the CPU demand of TCP/IP communication [12]. Noorshams et al. [35] use
a similar approach to create black-box models of storage systems.

16.2.3 Queueing Network Models

Queueing networks (QNs) constitute a classical formalism for the performance analy-
sis of computer systems. AQN consists of a set of interconnected queues. Each queue
consists of a waiting line and one or multiple servers. Incoming jobs to a queue need
to wait as long as all servers are occupied by other jobs. Each job consumes a certain
amount of service time at a server.While QNs are traditionally used for predicting the
performance of a system for offline capacity planning, they also provide a powerful
formalism for online performance and resource management.

Abstraction level: QNs arewell suited to describe a system as a black box (i.e., the
complete system is represented by a single queue) or on a coarse-grained level (i.e.,
individual servers or individual resources are modeled as separate queues). While
traditional QNs can describe the control flow between queues, they lack the expres-
siveness to describe more fine-grained behavior, such as, software synchronization
aspects or the hierarchical layering of systems. Extended QN formalisms have been
proposed to overcome these limitations, e.g., extended queueing networks or layered
queueing networks (LQNs). These extended formalisms also support fine-grained
models. It is possible to distinguish between different workload classes in order to
obtain per-class performance measures.

Model structure: AQNdefinition consists of theworkload description, the queue
descriptions, and the service demands. The workload description defines a set of
workload classes. For each workload class, the type (open vs. closed) and the work-
load intensity are specified. The workload intensity is either the arrival rate for open
workloads or the number of users and their think time for closed workloads. Each
queue description consists of a scheduling strategy (e.g., processor sharing or first-
come-first-serve), a maximum capacity, and a number of servers (i.e., the level of
parallelism). The service demand D at a queue is defined as D = V · S, where V
is the visit count of jobs of a workload class at the queue and S is the service time
consumed during each visit.
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When using QNs at run-time, usually a hybrid approach is chosen where some of
the model elements are determined offline and others are updated online. In existing
appproaches, the workload classes, scheduling strategies, maximum capacities, and
service time/inter-arrival distributions are mostly set offline at design time. The num-
ber of queues and the number of servers at each queue may be derived easily online
from structural information about the system.Workload intensities, service demands,
and visit counts are ideally updated online based on monitoring data because their
values often change during system operation.

Input and output parameters: In theory, all parameters of the workload descrip-
tion (e.g., workload intensity and transaction mix), the queue descriptions (e.g.,
scheduling strategies), and the service demands are potential input parameters. How-
ever, when using QNs for performance and resource management at run-time, most
of these parameters are kept fixed, and only a small subset is varied at a given point
in time. Typical examples for variable input parameters are the workload intensity,
which is varied to predict the impact of changes in the workload, or the number of
queues, typically varied to predict the effect of a horizontal scaling action. The output
parameters of a QN are performance measures for the complete system as well as for
individual queues. These measures are response time, throughput, utilization, aver-
age number of users in the system, and queue length. Depending on the employed
analysis technique, the results may include mean values, percentiles, or complete
distributions of relevant metrics such as response time.

Model inference:Akeyparameter ofQNs is the service demandof a request/job at
a queue (also referred to as resource demand). In practical systems, service demands
often cannot be observed directly. Therefore, extensive research has been done to
estimate service demands using statistical techniques (e.g., least-squares regression,
Kalman filters, and optimization techniques) based on indirect measurements (for
an overview see the survey by Spinner et al. [41]). Other work uses independent
component analysis to automatically group requests into workload classes based on
their service demands [40]. Complete frameworks for model inference have been
proposed for QNs in [31] and for LQNs in [21].

Model analysis: A broad set of techniques for solving QNs are available with
different degrees of accuracy and computational complexity. Operational analysis
and bounds analysis provide closed-form equations to quickly calculate average
performance measures of individual queues [5]. Mean value analysis [5] can be used
to obtain accurate or approximate average measures for QNs with closed workloads.
Assuming certain distributions and scheduling strategies, analytical solvers based on
Markov chain analysis [5] can provide fast and accurate results (including percentile
measures). However, they often suffer froma state-space explosion. Fluid analysis [6]
can overcome these limitations; however, it is only an approximative technique.With
discrete-event simulation, it is possible to analyze any type of QN; however, its
computational complexity is prohibitive in many run-time scenarios.

Examples: Menascé et al. [32] propose an SLA controller based on a QN to
optimize a system configuration periodically. Chen et al. [11] use QNs to optimize
the allocation of applications to servers. Bennani and Menascé [4] use the results of
an analytically solved QN to improve the deployment of applications in data centers.
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Pacifici et al. use QNs for performance management of cluster Web services [38].
Zhang et al. [46] model multi-tier applications with QNs for resource allocation
purposes. Urgaonkar et al. [43] also use QNs and predict the response times of a
multi-tier application at run-time using approximative mean value analysis. Li et
al. [30] use LQNs for the run-time management of cloud applications. Mistral [23]
is a resource management framework for virtualized environments that is based on
LQNs.

16.2.4 Petri Net Models

Petri nets are a mathematical formalism to describe the behavior of distributed and
parallel systems. A basic Petri net consists of a set of places, transitions, and tokens.
Each transition is connected to a number of input places and a number of output
places. A transition requires a certain number of tokens in each input place. When
this condition is met, a transition is enabled and may fire. When firing, the transition
consumes the required tokens and produces new ones in the output places. The firing
order of enabled transitions is by default non-deterministic.

In order to capture timing aspects of systems, stochastic Petri nets have been
proposed introducing transitions with a probabilistic firing delay. In this section, we
focus on queueing Petri nets (QPNs) [2] as an extension of the stochastic Petri nets
including so-called queueing places to model scheduling aspects.

Abstraction level: QPNs support black-box, coarse-grained, and fine-grained
models. QPNs can be used to model the fine-grained control flow within individ-
ual components including synchronization aspects in parallel systems. QPNs also
support different token colors to distinguish between different types of requests.

Model structure: A QPN is an 8-tuple (P, T,C, I−, I+, M0, Q,W ) [2]. P is
a set of places and T a set of transitions. The color function C assigns a set of
supported colors to each place and each transition. I− and I+ are the backward
and forward incidence functions defining the firing of transitions. M0 is the initial
marking of tokens to places. Q contains a queue description similar to that of QNs
for each queueing place. W assigns firing weights to each transition. Existing uses
of QPNs at run-time are focusing on online updates of the service time parameters of
queueing places (contained in Q) and the initial marking of the QPN (e.g., to specify
the number of concurrent users). In [36], also the structure of the QPN is updated
at run-time as well to reflect changes in the system architecture (horizontal scaling).
Based on an initial offline model, all parameters of the QPN are updated online in
this case.

Input andoutputparameters:All elements of theQPN8-tuple canbe considered
as input parameters. However, typical questions for online performance and resource
management (e.g., horizontal scaling of servers) require adaptations to only a few of
those parameters. Therefore, it may be beneficial to define specific input parameters
for the available reconfiguration options (e.g., number of replicated instances) of a
system and define a mapping to the respective QPN elements. QPNs support the
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same output parameters as QNs on a system of a per-place level, namely response
time, throughput, utilization, number of users in the system, and queue length. In
addition, it is also possible to determine the usage of software resources (e.g., thread
or connection pools).

Model inference: The same techniques used for QNs to estimate service demands
can be applied to QPNs.

Model analysis: While QPNs support a range of qualitative analyses, these are
irrelevant for online performance and resource management. Quantitative analysis
can be done based on Markov chain analysis [2]. However, for many practical appli-
cations, one has to resort to simulation [42] due to a state-space explosion.

Examples: In [36], QPNs are used to schedule jobs in the context of the Globus
grid computing framework such that performance requirements are satisfied.

16.2.5 Control-Theoretical Models

Control theory offers a principled approach and a set of guidelines for how to create a
control system. Its applications spread in many engineering domains most of which
interact with the physical world, such as an industrial plant and chemical processes.
In general terms, a controller takes inputs form the sensors that measure the envi-
ronment, determines a sequence of actions that drive the plant toward its intended
behavior, and executes these actions through the actuators. The major advantage of
using control theory is the access to a broad set of mathematically grounded tech-
niques that can provide formal guarantees on the effectiveness and robustness of
the controlled system [14, 16]. Examples of such guarantees are stability (i.e., the
ability of reaching an area close to the desired goal and not leaving that area if the
conditions are unchanged), quantified settling time, and the absence of overshoots
(possibly corresponding to costly overprovisioning).

Despite the potential benefits of control-theoretical solutions for software adapta-
tion and resource management, their usage in practice is challenged by the difficulty
of abstracting software behaviors through convenient mathematical formalisms [16].
This challenge is twofold: On the one hand, classic software design models are often
inadequate to capture the relevant time dynamics for control; on the other hand,
control theory was originally developed around the physical world, whose dynamics
are subject to the laws of physics, while software behavior can be arbitrarily more
complex in general.

Abstraction level: Finding the right level of abstraction and identifying the proper
set of sensors and actuators are in general challenging [16]. A number of ad hoc
solutions for specific problems or architectures have been proposed in literature (see
related work surveyed by Filieri et al. [16]), as well as some attempts toward the
automatic synthesis of controllers [14, 15].

In the following, we briefly review the two most common classes of models
enabling the application of control-theoretical techniques: dynamical and hybrid
system models.
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16.2.5.1 Dynamical System Models

Dynamical systemmodels consist of equations that describe the dynamic behavior of
objects in a system. Objects are assumed to have input variables and output variables
and a certain internal behavior.

Model structure: A dynamical system can be modeled in two different ways,
depending on the physical nature of the model. Continuous-time models are rep-
resented in the form of ordinary differential equations (ODEs), while discrete-time
models in the form of Difference Equations. In the control of computing entities, we
are usually interested in discrete-time models (since in a computer there is usually
no continuous-time physics).

Input and output parameters: A discrete-time dynamical system is described
by the equations {

x(k + 1) = f (x(k), u(k), dx (k))
y(k) = g

(
x(k), u(k), dy(k)

) (16.1)

where x ∈ �nx , u ∈ �nu , and y ∈ �ny are referred to as the state, input, and output
vectors, respectively, and dx ∈ �nx and dy ∈ �ny the state and output disturbance
vectors, respectively. The two functions f (·, ·, ·) and g(·, ·, ·) are real-valued vector
functions of proper dimensions. The number k is an integer index counting the time
instants—not necessarily evenly spaced in time. In amore general form, f (·, ·, ·) and
g(·, ·, ·) could depend on an arbitrary number of real-valued parameters, possibly
time-varying. The term “step k” denotes the time span between the k-th and the
(k + 1)-th instants.

The first equation in (16.1) is called the state equation, and dictates what the
system state will be in the end of step k given what it is at the beginning, and what
happens to the system input. The system inputs are assumed to be captured by the
values of u and dx at the beginning of the time step. The state equation represents
the dynamic system’s character as difference equations, i.e., owing to the contextual
presence of two subsequent index values. In other words, the state equation gives
the system “memory of the past” and explains why the same action generally yields
different effects depending on the system condition when it is applied. The input
vector u represents manipulated variables that can be used to influence the system’s
behavior, while the state disturbance dx accounts for any input other than u, i.e., for
any external entity that actually influences the system state, and that in some cases
can possibly be measured, but never manipulated.

The second equation in (16.1) is called the output equation. It is not dynamic, as
shown by the presence of a single index value k, while the state equation highlights
the relationship between what the values at time k + 1 and the values at time k
are. In most problems of interest, the output equation describes what one measures
(vector y) to represent the system’s behavior. The disturbance vector dy represents
possible alterations of the measurements, e.g., due to noise, but not of the actual
evolution of the system state.

Model inference: Dynamical system models can either be derived from first
principles, yielding so-called white-box models, where all parameters are given by
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already known constants, or models where there is a need to identify or estimate
(possibly online) parameters and structure. Gray-box models are those that con-
tain structural information like known nonlinearities such as saturation elements
and have parameters that need to be identified empirically to make the model com-
plete, whereas black-box-models do not have any a priori structure imposed. Several
different system identification methods in both time and frequency domain can be
used: either indirectly via so-called nonparametric identification methods such as
transient response, correlation methods, and spectral analysis, or directly with para-
meter estimation methods from linear regression and time-series analysis, such as
(N)ARMAX, instrument variable, and prediction error (PE) methods [22]. From
input-output data, mixed deterministic–stochastic systems can be found, capturing
both the (deterministic) process model dynamics as such and the influence of e.g.,
(stochastic) disturbances. Linear system models can be represented in several dif-
ferent but equivalent forms, e.g., characterized by their impulse or step responses,
by their transfer function, or written in a state-space model form. For the latter, effi-
cient numerical algorithms for subspace state-space system identification (so-called
N4SID-algorithms) have been derived [20, 45]. The well-known Kalman / Kalman–
Bucy filtering [24] can be used for both state estimation and parameter estimation,
and several of the parameter estimation methods mentioned above can be formu-
lated in recursive algorithms, allowing online estimation of model parameters, for
instance, in adaptive control algorithms and observers.

Model analysis: In synthesis, dynamical systemmodels are descriptive. They can
be used for reasoning (in the sense that you can use them to build an understanding of
the current situation and to predict what is going to happen in the future). The abstrac-
tion level can (theoretically) be chosen arbitrarily, but the models should describe
phenomena that can be quantified, which means that, for example, it might not be
possible to detail the behavior of the system at a specific granularity level because
it is impossible to find the correct equations for it. In general, higher abstraction
levels are easy to solve, while for more detailed ones, the number of state variables
increases significantly. The mathematical foundations including differential and dif-
ference equations, control theory, identification theory, and also machine learning
could be used to fine-tune the model parameters. These models are quantitative, in
the sense that they only describe things that can be turned into numbers, but they
cannot, for example, describe the difference in two software architectures. They are
mainly used to: (a) build an understanding of the systems (for example, using system
identification can give insight on how the system behaves) and (b) control the system
to ensure that it has the desired behavior. The models are mainly online ones, but the
structure can be prescribed offline (for example, determining that there is a linear
relationship between the value of the states at time k + 1 and the same values at time
k). Coefficients can be identified online, or the entire structure itself can be identified
online.
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16.2.5.2 Hybrid System Models

Model structure: In contrast to the pure discrete-event systems of the types described
in Sects. 16.2.3 and 16.2.4, where all evolutions of states are caused by discrete
events in time, event-based systems in general may be formulated within the hybrid
automaton framework [1, 19]. The latter supports both discrete events, for instan-
taneous transitions between a set of steps, and time-driven dynamics, comprising
continuous- and/or discrete-time dynamics, evolving within each step. As special
cases, they can therefore describe the models in previous chapters where either the
evolution within each step is trivial/non-changing or the system can be satisfactorily
modeled and described as difference or differential equations without any transitions
to other steps.

This modeling framework can be used to model a large class of systems and has
appeared in slightly different forms in various domains, however, often with different
foci. In automatic control, the focus is often on the continuous behavior, whereas in
computer science, the emphasis often concerns the discrete aspects.

By being able to accurately capture system behavior comprising both sequencing
and events, like turning on and off computers in large server farms, and the dynamic
evolution, like approximate fluid models at high load, within the same framework,
this model class has large potential to both describe and predict system behavior
relevant for resource allocation and accurate performance monitoring.

However, in general, it is very hard to find analytical solutions to a hybrid system
consisting of mixed discrete events and continuous dynamics. A restricted (but still
powerful and useful) subclass is linear piecewise hybrid systems [7, 33]. As a note
of warning, using hybrid automata for modeling, a system may easily introduce
undesired or false behavior, even if it may seem reasonable from a physical point of
view. After a transition to a new step (caused, e.g., by an event triggering a guard
function or governed by high-level sequencing), the dynamics of the new active step
may be re-initialized. This switching may thus cause a discontinuous right-hand side
of an ordinary differential equation which then typically results in lack of existence
or lack of uniqueness of solutions [25].

Input and output parameters: Usually, parameters are the transition probabil-
ities from one state to another or follow a deterministic scheduling based, e.g., on
timing.

Model inference: Due to the higher complexity, these issues may be difficult to
discover in themodeling phase.However, hybrid systems are sometimes intentionally
modeled without uniqueness to incorporate uncertainty.

Model analysis: As shown in a simple example from [18], a hybrid model of
a bouncing ball, where each contact between the ball and the ground causes an
impulse according to the Newtonian law of change of momentum, will create an
infinite number of mode switches in finite time, called Zeno behavior. It is therefore
important to incorporate inherent delays in, e.g., context switching to avoid similar,
but erroneous analysis as above, caused by too idealistic scenarios in the modeling.
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16.2.6 Descriptive Meta-Models

The previously described model classes are based on rigorous mathematical founda-
tions, whereas the focus of this class of models lies in greater model expressiveness
and interpretability. Two representatives of this class of models are SLAstic [44] and
the Descartes Modeling Language (DML) [28].

Abstraction level: Descriptive modeling languages may be defined at different
abstraction levels allowing to model a system at a black-box, coarse-grained, or fine-
grained level of detail. They may also support hybrid models with mixed abstraction
levels (e.g., DML [28]).

Model structure: The model structure is described in a meta-model. The meta-
model describes the available model elements (i.e., classes and their attributes) and
the relationships between them (i.e., containment and association). Meta-models
based onOMG’sMeta-Object Facility (MOF) standard [37] aremost commonly used
(e.g., UML is an example of a modeling language defined using a MOF-based meta-
model). Compared to mathematical formalisms (e.g., QNs or QPNs), descriptive
meta-models typically introduce a more extensive set of different model elements
with richer semantics. The model elements should be direct abstractions of real-
world hardware or software entities (e.g., servers, software components, program
loops and branches) in order to support the understandability of the model.

The improved model interpretability is beneficial in both offline and online sce-
narios: There is a large number of tools for creating graphical and textual editors for
MOF-based modeling languages, simplifying the creation of a model of a system
and lowering the barrier for less experienced users. In the online case, the additional
meta-information provided through different model elements helps to create richer
visualization of the learned model enabling self-expressiveness of the system. Fur-
thermore, meta-models allow to enforce additional constraints on the structure of the
models avoiding errors when creating models manually or programmatically.

Input and output parameters: The input parameters are usually not defined by
the employed meta-model itself, but are rather highly dependent on the used model
analysis method. The meta-model may provide high-level goal descriptions from
which low-level input parameters are derived (e.g., DML comes with a special query
language [28]). The available output parameters also depend on the model analysis
method.

Model inference: It is possible to extract meta-model-based performance models
from monitoring data. As shown in [10], even very fine-grained architecture-level
performancemodels can be extracted using practicalmonitoring toolswith an accept-
able overhead. However, this requires fine-grained instrumentation capabilities in the
system.

Model analysis: The model analysis is typically supported either throughmodel-
to-model transformations into one of the previous mathematical formalisms (e.g.,
QNs or QPNs) or by direct simulation. The benefit of using a descriptive modeling
language is the flexibility to use different mathematical solution techniques depend-
ing on the analysis goal without the need to maintain different models.
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16.3 Modeling Case Studies

16.3.1 Control-Theoretical Models

In this subsection, we present a control-theoretical model that captures the maxi-
mum response time of a cloud application. The model is primitive, yet useful, and
has been applied to develop control strategies to keep the maximum response time
bounded [26].

Cloud applications serve multiple users through the Internet. Their computations
are generally separated into independent and stateless user requests processed by the
system [13]. An essential requirement of these applications is that requests should
be processed in a time-sensitive way; otherwise, unsatisfied users may abandon the
service [34]. Therefore, having a model for the maximum time consumed to generate
a response is quite useful.

We assume that the maximum response time of a Web application, measured at
regular time intervals, follows the equation:

{
x(k + 1) = α(k) · u(k) + δt (k)
y(k) = x(k)

(16.2)

i.e., the maximum response time y(k) of all the requests that are served between time
index k and time instant k + 1 depends on a time-varying unknown parameter α(k)
and can have some disturbance δt (k) that is a priori unmeasurable. α(k) takes into
account all the variations that can happen in a controlledway, u(k). These include, for
example, booting of a new machine or a resource upgrade. In Eq. (16.2), δt (k) is an
additive correction term that models variations that do not depend on something that
can be changed by the user. These include, for example, variation in retrieval time of
data due to cache hit or miss. If α(k) is considered as a time-invariant parameter α,
and its time dependency is not present, the state equation of the proposed model is
linear and so is the output equation. Otherwise, the equation can be seen as a linear
parameter-varying (LPV) one and treated accordingly.

This model is quite trivial, but it captures the application behavior enough for a
control action to be useful [26]. A controller should aim at canceling the disturbance
δt (k) and selecting the value of u(k) so that the maximum response time would be
equal to the desired value.

16.3.2 Descartes Modeling Language

The Descartes Modeling Language (DML) [28] is a descriptive modeling language
for online performance and resource management formalized by a set of meta-
models based on OMG’sMeta-Object Facility (MOF). The goal of the modeling lan-
guage is to provide common abstractions for describing performance- and resource
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management-related aspects of modern dynamic IT systems, infrastructures, and
services. DML was designed from the beginning to support the design of systems
exhibiting self-awareness with respect to performance and resource management
aspects. As such, the formalism is intended to build reflective models (see Chap.6)
capturing knowledge about the static structure and dynamic behavior of a self-aware
system. In the following, we focus on this part of DML. On top of that, DML also
provides means to model the high-level goals specified in service-level agreements
(SLAs) and the processes to derive intermediate- and low-level goals from the high-
level ones (for details see Chap.17).

16.3.2.1 Blue Yonder System

Figure16.1 depicts an excerpt of a DML model in a UML-like notation. The model
was created in the context of an industrial case study in cooperation with BlueYonder
GmbH & Co. KG, a leading service provider in the field of predictive analytics and
big data. The modeled system (called Blue Yonder system) provides forecasting
services used by customers for predicting, e.g., sales, costs, and churn rates. These
services are based on compute-intensive machine-learning techniques and subject to
customer SLAs. In this case study, the DMLmodels were used to predict the resource
requirements for a givenusage scenario andoptimize the resource allocation to reduce
Blue Yonder’s operating costs.

Application Architecture: The application architecture of the adapted system
is modeled after the principles of component-based software systems. A software
component is defined as a unit of composition with explicitly defined provided and
required interfaces. For convenience, we also use the term service to refer to a signa-
ture of a software component’s interface. A typical Blue Yonder system (depicted in
Fig. 16.1) consists of three main software component types: the gateway server (GW),
the prediction server (PS), and a third party component, the database (DB). The GW
is the communication endpoint to the Blue Yonder system. Users can invoke a set of
different services via HTTP (train, predict, and results). The GW receives
historical data for training a prediction model, parses it, and generates a job, which
is put into the GW’s queue and scheduled for processing. Then, an active PS takes the
job from the queue, processes it, and stores the results in the database. After training,
a user can invoke the predict service to calculate a forecast based on the trained
prediction model. The user sends the data for which the forecast should be made to
the GW. The GW reads the data and generates one or several jobs—depending on the
size of the data—which are scheduled for processing. These jobs are again processed
by one or several PS, and the results are stored in the database for retrieval by the
user (results service).

The control flow within the components is modeled in Fig. 16.1 using a fine-
grained behavior abstraction level specifying the sequence of performance-relevant
actions (e.g., internal actions, external calls, branches, and loops). For instance, the
predict service of the GW first executes two internal actions (parsePredicti
onJobs and schedulePredictionJobs) requiring a certain amount of CPU

http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_17


16 Run-Time Models for Online Performance … 499

Fig. 16.1 Resource landscape, application architecture, deployment, and adaptation points of the
Blue Yonder system
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cycles, which depends on the record size. The record size is an input parameter of
the system. The load-balancing behavior is modeled using a probabilistic branch
with external call actions to the corresponding PS instances. DML supports multiple
(possibly coexisting) behavior abstraction levels: fine-grained, coarse-grained (i.e.,
the service behavior as observed at the component boundaries), and black-box (i.e.,
a probabilistic representation of the service response time behavior).

Resource Landscape: The resource landscape meta-model is used to describe
the structure and properties of the environment shared by the deployed applications.
It includes a description of both the physical and the logical resources of the sys-
tem environment. The example resource landscape in Fig. 16.1 consists of a data
center with four different servers (represented by computing infrastructure). Each
computing infrastructure is associated with a configuration specification describing
the available resources. As the system is compute-intensive, only CPUs are modeled.
However, it is also possible to specify other types of resources, such as storage, net-
work, and software resources. Additionally, the container hierarchy (e.g., hypervisor,
virtual machine, and middleware services) including configuration information (e.g.,
memory and bandwidth) may be specified.

Deployment: To capture the interactions of the resource landscape and the appli-
cation architecture, one must model the connection between hardware and software.
Each component instance in the system is assigned to a computing infrastructure
instance.

Usage Profile: To model user interactions with the system (i.e., the usage profile),
DML provides a usage profile meta-model. The usage profile of the train service
describes a closed workload specifying a user population and think time. In addition
to this, the usage profile also specifies the sequence of system calls and values for
system parameters used in the system (e.g., record size).

Adaptation Points: The adaptation points model marks the elements of the
resource landscape and the application architecture that can be adapted (i.e., reconfig-
ured) at run-time. Adaptation points can be either associated with model parameters
(e.g., number of CPU cores) or with model entities (e.g., a software component).
In the example model, the adaptation point ModelEntityConfigRange is associated
with a component specifying the minimum and maximum number of instances of
this component that are allowed. In the example, the PS component is instantiated
twice (PredictionServerA and PredictionServerB).

16.3.2.2 Application in Self-aware Systems

We now discuss learning and reasoning processes that can be implemented using
DML.

Learning: We distinguish betweenmodel structure extraction (e.g., components,
interfaces, or control flow) and model parameterization (e.g., resource demands or
branching probabilities). The model structure may be extracted using techniques
described in Chap.17. All model parameters (e.g., branching probabilities and
resource demands) can be flagged as either explicit or empirical in DML. Empirical

http://dx.doi.org/10.1007/978-3-319-47474-8_17
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model parameters need to be learned based on monitoring data while explicit ones
are specified in advance. Thus, it is possible to specify somemodel parameters based
on expertise knowledge in advance while others are learned at system runtime.

Reasoning: DML can be used to predict the impact of changes in the workload
or in the system configuration on the performance and the resource usage of the
application. By intention, DML is a purely descriptive model optimized for high
expressiveness and good understandability. In order to enable performance predic-
tions, DML relies on mathematical analysis techniques based on existing stochastic
modeling formalisms, such as layered queueing networks (LQNs) and queueing Petri
nets (QPNs). In [9], three different model-to-model transformations are defined pro-
viding different levels of prediction speed and accuracy: (a) bounds analysis uses
operational analysis from queueing theory to determine asymptotic bounds on the
average throughput and response time, (b) an LQN solver enabling the fast analytical
solution of models, and (c) a QPN solver that allows to obtain predictions based on
simulation. The benefit of the transformation approach is that it provides the flexi-
bility to switch between different prediction techniques depending on the prediction
goals. The prediction goals comprise the requested performancemetrics, the required
accuracy, and time constraints.

16.4 Conclusions

16.4.1 Open Challenges

While the described classes of run-timemodels already provide a foundation for self-
aware performance and resource management, we still see several open challenges
requiring further research:

• The analysis of models at run-time in a self-aware system is often subject to hard
constraints on the analysis time. If the solution from a model is not available
in time, it may be too late for a system to react to changes in its environment.
Furthermore, the decision-making may require the exploration of multiple alter-
natives requiring multiple analyses of a model. Therefore, there is a need for fast
and flexible analysis techniques especially for coarse- and fine-grained models
(e.g., queueing network and Petri net models). This requires advances in optimiz-
ing existing analysis algorithms (e.g., by pre-computing certain parts of a model
before an analysis request) as well as novel approaches to automate the decision,
which analysis algorithm is to apply in a given prediction scenario.

• Amodel is always an abstraction of a real system capturing only a subset of factors
influencing the performance of the system. Many factors are often not represented
explicitly in the model in order to simplify the model solution or because of being
difficult to quantify. Therefore, the resulting performance predictions are always
subject to a certain level of uncertainty. New techniques to estimate the uncertainty
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of model solutions are necessary for a system to be able to take uncertainty into
account in its decisions.

• In addition to performance goals, a self-aware systemmay be subject to constraints
and goals with respect to other properties (e.g., reliability, security, energy con-
sumption, or costs). Further models of different types are needed to evaluate and
predict such properties under varying system workloads and configurations. Thus,
more work is necessary to integrate the different types of models with each other
and improve the support for trade-off decisions. Descriptive architecture-level
models are beneficial here as additional analyses for different quality attributes
can be supported using model-to-model transformations. This has been shown to
be beneficial for design-time models (e.g., Palladio Component Model [3]).

• Existing approaches to model-based performance and resource management often
either assume the availability of a complete model of the system in advance (e.g.,
created offline during design and implementation of a system) or at least a model
template with relevant parameters estimated at run-time. Only few works consider
also the inference of the model structure at run-time. Self-aware systems typically
run in dynamic, constantly changing environments. In such environments, learn-
ing and maintaining a model automatically at run-time are crucial. Furthermore,
it is often not safe to assume that a self-aware system has a global view of its
environment. The system may need to interact with other systems to obtain the
required information for building models of the environment.

16.4.2 Summary

In this chapter, we surveyed existing classes of run-time models for performance
and resource management that can be used to support the design of systems with
self-aware performance and resource management mechanisms. In particular, we
considered regression models, stochastic performance models (QNs and QPNs),
control-theoretical models, and descriptive meta-models. These models vary in their
abstraction level, their model structure, their input and output parameters, as well as
supported model inference and analysis techniques. In general, one can distinguish
between predictive models (regression, stochastic performance models, or control-
theoretical models) and descriptive models. The prediction models have a rigorous
mathematical foundation optimized for fast and efficient model solution. They are
typically purpose build for answering certain pre-defined questions using a certain
analysis technique. In contrast, descriptive models are optimized for greater model
expressiveness and interpretability. This class of models can help to abstract from
the details of model analysis techniques and thus support a greater variety of analy-
sis techniques by using model-to-model transformations into different prediction
models. The decision which analysis technique to use can then be done at run-time
depending on the high-level goals of a self-aware system.
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Chapter 17
Online Learning of Run-Time Models
for Performance and Resource Management
in Data Centers

Jürgen Walter, Antinisca Di Marco, Simon Spinner, Paola Inverardi
and Samuel Kounev

Abstract In this chapter, we explain how to extract and learn run-time models that a
system can use for self-aware performance and resourcemanagement in data centers.
We abstract from concrete formalisms and identify extraction aspects relevant to
performance models. We categorize the learning aspects into: (i) model structure,
(ii) model parametrization (estimation and calibration of model parameters), and
(iii) model adaptation options (change point detection and run-time reconfiguration).
The chapter identifies alternative approaches for the respective model aspects. The
type and granularity of each aspect depend on the characteristic of the concrete
performance models.

17.1 Introduction

In order to become self-aware, systems require an internal representation of them-
selves. According to the definition of self-aware computing systems given in Chap.1,
such systems

1. learn models capturing knowledge about themselves and their environment (such
as their structure, design, state, possible actions, and run-time behavior) on an
ongoing basis and
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2. reason using the models (e.g., predict, analyze, consider, and plan) enabling them
to act based on their knowledge and reasoning (e.g., explore, explain, report,
suggest, self-adapt, or impact their environment)

in accordance with higher-level goals, which may also be subject to change. In this
chapter, we focus on learning performance models of IT systems and infrastructures
that can be used for online performance and resourcemanagement in data centers. As
stressed in the definition, the term “learn” does imply that some information based on
which models are derived is obtained at system run time, while also additional static
information built into the system at design time can be employed as well. Typically, a
systemmay be built with integrated skeleton models whose parameters are estimated
using monitoring data collected at run time. Once an initial model is available, it is
subjected to continuous updates at run time to reflect any changes in the system itself
and/or in the environment during operation.

A performance model is any abstraction of the system and its environment cap-
turing knowledge that can be used to reason about the performance of the system.
One main challenge in learning performance models is that the built models should
present a right level of abstraction since it has to be detailed enough to guarantee accu-
rate performance results while maintaining the adequate abstraction to be resolvable
at run time. The learned models, also called extracted models, can be descriptive,
prescriptive, and predictive models (see Chap. 1). Note that this classification is not
mutually exclusive. Onemajor challenge of the performancemodel learning is to find
the right level of abstraction such that the constructed models are detailed enough to
support accurate performance analysis, while at the same time, they can be solved
with reasonable overhead.

Approaches to automatically construct analytical performance models, such as
queueing network(s) (QNs), are very popular (e.g., [36, 38, 39]). Often, in such
approaches, performance models are learned in a testing phase and applied at run
time. However, the constructed models are rather limited since they abstract the sys-
tem at a very high level without capturing its architecture and configuration explicitly.
For example, such models offer no means to express a change in the configuration
of the virtualization platform, which may have a significant impact on the perfor-
mance of system. Moreover, they often impose restrictive assumptions such as a
single workload class or homogeneous servers. Furthermore, the model structure is
typically assumed to be static. The structure is either derived by hand or tied to a spe-
cific application scenario (e.g., n-tierWeb applications [1] or MapReduce jobs [47]),
and only model parameters are derived using run-time monitoring data [29]. Fur-
thermore, extraction case studies are often limited to certain technologies, e.g., Java
EE systems [10], or certain specific target platforms like Oracle WebLogic server
offering a proprietary monitoring infrastructure [8]. There is a lot of existing work
on the extraction and maintenance of performance models. However, the extraction
process often includes non-automated manual subparts or a priori knowledge about
the system. Few solutions support a full automation and provide portability beyond
one or two case studies.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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In this chapter, we focus on gray-box or white-box models as they contain struc-
tural and causal information (see Chap. 16), whereas black-box models do not have
any a priori structure imposed. In contrast to white-box models, black-box models
serve as interpolation of the measurements and lack information that is required for
system adaptation (i.e., resource management at run time). Hence, black-box model
extraction, e.g., using genetic optimization techniques [15, 44], is not considered in
the following. There are numerous performance modeling formalisms in the litera-
ture (cf. Chap. 16), and due to their high number, we cannot discuss the extraction
process separately for each of them. However, most performance models provide a
common set of features that have to be extracted, which allows us to abstract from
the concrete modeling formalisms. We propose to structure the model extraction and
maintenance into the following three disciplines, namely: (i) model structure, (ii)
model parametrization (estimation and calibration of model parameters), and (iii)
model adaptation options (change point detection and run-time reconfiguration). We
focus on the extraction of architectural performancemodels, as they provide the high-
est flexibility and potential for realizing the general idea of self-aware computing in
data centers. Such models combine the descriptive and semantic aspects of architec-
tural models, such as the Unified Modeling Language (UML), with the prediction
capabilities of analytical models, like QN. Nonetheless, most of the techniques we
present are not restricted to architectural performance models. In this chapter, we
use the following acronyms:

APM Application performance management
DML Descartes Modeling Language
EJB Enterprise JavaBeans
Java EE Java Enterprise Edition
LQN Layered queueing network(s)
QN Queueing network(s)
QPN Queueing Petri Net(s)
PMF Performance Management Framework
S/T/A Strategies/Tactics/Actions
UML Unified Modeling Language

The remainder of this chapter is structured as follows: Sect. 17.2 discusses cross-
cutting concerns for model extraction. Section17.3 explains possibilities for system
structure extraction. Section17.4 discusses parametrization of models with resource
demands and branching probabilities. Section17.5 is about system and model adap-
tation. Section 17.6 concludes the chapter and discusses future work.

17.2 Crosscutting Concerns

The learning of performance models requires several issues to be taken into account
in order to guarantee the correctness of the process and its efficiency.

http://dx.doi.org/10.1007/978-3-319-47474-8_16
http://dx.doi.org/10.1007/978-3-319-47474-8_16
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Data Collection Performance models are parameterized by means of monitor-
ing data. Disseminated commercial application performance management (APM)
tools are, e.g., Dynatrace, AppDynamics, NewRelic, and Riverbed Technology
[9]. Additionally, free and open source performance monitoring tools exist, e.g.,
Kieker [9]. Typically, trace data are collected from the running system and are
used to estimate model parameters, e.g., request arrival rates, service resource
demands, or control flow parameters like routing probabilities. Problems that
might follow include the following:

• The collected data may be more fine-grained than the performance model para-
meters; thus, an aggregation step may be needed.

• The measurement overhead may significantly influence the system.

Modeling Abstraction and Formalism The constructed performance models
have to be modified and evaluated online. This poses requirements on the models
themselves. The choice of a suitable performance model of the system becomes
one of the most important and critical steps. Indeed, the models should be as flex-
ible as possible supporting dynamic adaptation when the system is reconfigured
or its architecture evolves, and at the same time, they should support efficient
performance analysis at run time. In many cases, these two characteristics may be
incompatible. Themodel flexibility requires detailedmodels that support changes,
such as reparameterization based on online monitoring data or modification in
terms of their topology, in order to reflect a new system configuration. The effi-
cient performance analysis requires models that can be solved in a short amount
of time. This implies that in many cases only models having analytical/numerical
solution may be usable at run time. The challenge here is to design performance
models expressive enough to describe different resource allocations and system
configurations with respect to their performance behavior, but still having numer-
ical/analytical solution.

Online Evaluation In order to control the state space explosion, system perfor-
mance models should be as expressive as possible, omitting irrelevant details
about individual system component behavior. This is important for lightweight
and fast model evaluation. Of course, there is a trade-off between the simplic-
ity of models and their support for detailed feedback facilitating online decision
making.

17.3 Model Structure

The learning of model structure involves extracting information about the software
components of the system as well as information about resource landscape in which
the system is deployed. The learning of inter-component interactions is covered in the
next section since it includes dynamic aspects. Although different types of software
components exist, for pragmatic reasons, we consider a component simply as an ele-
ment of the software architecture providing one or more services. Software systems
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that are assembled from existing prepackaged components may be represented by
the same components in a performance model [45]. Examples of components are
as follows: Web services, Enterprise JavaBeans (EJBs) in Java Enterprise Edition
(Java EE) applications [7, 8, 10], or IComponent extensions in .NET. Apart from
building performance models of systems assembled from prepackaged components,
previous research on architecture extraction targeted system reengineering scenar-
ios. Examples of reverse engineering tools and approaches in this area are FOCUS
[17], ROMANTIC [25], Archimetrix [43], or SoMoX [3]. These approaches are
either clustering-based, pattern-based, or a combination of both. Components are
identified from a reengineering perspective which does not necessarily correspond
to deployable structures of the current implementation. Furthermore, the choice of
an appropriate granularity is important. The complexity of a component decompo-
sition can be reduced by merging subservices. However, there is no rule that can be
automatically applied to solve the granularity problem. To allow automated learning
of the system structure, the system and its components should provide information
about their boundaries. If no predefined component boundaries are provided, com-
ponent identification requires manual effort. In general, the following guidelines
can be applied in case of component-based systems implemented using an object-
oriented programming language: (i) Classes that implement component interfaces
form components, (ii) all classes that inherit from a base class belong to the same
component, and (iii) componentA that uses componentB→Ais a composite compo-
nent containing B. Compared to component extraction, the automated identification
of hardware and software resources in a system environment is already supported
by industrial software tools. For instance, [26] or [46] provide such functionalities.
An open issue is to define common interfaces for resource extraction. This would
greatly improve the integration of different tool chains supporting interoperability.
Deployment information can be extracted using event logs containing identifiers for
software components and resources. The extraction process creates one deployment
component for each pair of software component and resource identifier. Summing
up, there are still many open research questions and a lack of tool support for a full
automation of the extraction of information about the system structure. However,
many semiautomatic solutions have already been proposed and successfully applied
in case studies.

17.4 Model Parameterization

Model parameterization includes the determination of resource demands, determi-
nation of the inter-component interactions (control flow), and the extraction of load
profile. In performance models, component resource demands are key parameters
required for quantitative analysis. A resource demand describes the amount of a
hardware resource needed to process one unit of work (e.g., a user request, a system
operation, or an internal action). The granularity of resource demands depends on
the abstraction level of the control flow in a performance model. Resource demands
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may depend on the values of input parameters. This dependency can be either cap-
tured by specifying the stochastic distributions of resource demands or by explicitly
modeling parametric dependencies.

The estimation of resource demands is challenging as it requires the integration
of application performance monitoring solutions with resource usage monitors of
the operating system in order to obtain resource demand values. Operating system
monitors often provide only aggregate resource usage statistics on a per-process level.
However, many applications (e.g., Web and application servers) serve different types
of requests with one or more processes.

Profiling tools [20, 21], typically used during the development to track down per-
formance issues, provide information on call paths and execution times of individual
functions. These profiling tools rely on either fine-grained code instrumentation or
statistical sampling. However, these tools typically incur high measurement over-
heads, severely limiting their usage in production environments and leading to inac-
curate or biased results. In order to avoid distorted measurements due to overheads,
[33, 34] propose a two-step approach. In the first step, dynamic program analysis
is used to determine the number and types of bytecode instructions executed by a
function. In a second step, the individual bytecode instructions are benchmarked
to determine their computational overhead. However, this approach is not applica-
ble during operation and fails to capture interactions between individual bytecode
instructions. APM tools enable fine-grained monitoring of the control flow of an
application, including timings of individual operations. These tools are optimized to
be also applicable to production systems.

Modern operating systems provide facilities to track the consumed CPU time
of individual threads. This information is, for example, also exposed by the Java
Runtime Environment and can be used to measure the CPU resource consumption by
individual requests as demonstrated for Java in [10] and at the operating system level
in [2]. This requires application instrumentation to track which threads are involved
in the processing of a request. This can be difficult in heterogeneous environments
using different middleware systems, database systems, and application frameworks.
The accuracy of such an approach heavily depends on the accuracy of the CPU time
accounting by the operating system and the extent to which request processing can
be captured through instrumentation.

Over the years, a number of approaches to estimate the resource demands using
statistical methods have been proposed. These approaches are typically based on
a combination of aggregate resource usage statistics (e.g., CPU utilization) and
coarse-grained application statistics (e.g., end-to-end application response times or
throughput). These approaches do not depend on a fine-grained instrumentation of
the application and are therefore widely applicable to different types of systems
and applications incurring only insignificant overheads. Different approaches from
queuing theory and statistical methods have been proposed [42], e.g., response time
approximation least-squares regression, robust regression techniques, cluster-wise
regression, Kalman filter, adaptive filtering, Bayesian estimation, optimization tech-
niques, support vector machines, independent component analysis, maximum like-
lihood estimation, and Gibbs sampling. These approaches differ in their required
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input measurement data, their underlying modeling assumptions, their output met-
rics, their robustness to anomalies in the input data, and their computational overhead.
A detailed analysis and comparison are provided in [42], where a library for resource
demand estimation—LibReDE—is described.

We identify the following areas of future research on resource demand estimation:

1. Current work is mainly focused on CPU resources. More work is required to
address the specifics of other resource types, such as memory, network, or I/O
devices. The challenge with these resource types is, among others, that resource
utilization is often not as clearly defined as for CPU, and the resource access may
be asynchronous. For instance, utilization of a storage I/O device w.r.t. throughput
is hard to quantify since the maximum input/output operations per second of a
device is workload dependent itself.

2. Comparisons between statistical estimation techniques and direct measurement
approaches are missing. This would help to better understand their implications
on accuracy and overhead.

3. Most approaches are focused on estimating the mean resource demand. How-
ever, in order to obtain reliable performance predictions, it is also important to
determine the correct distribution of the resource demands.

4. Modern system features (e.g., multi-core CPU, dynamic frequency scaling, vir-
tualization) can have a significant impact on the resource demand estimation.

The extraction of information about the interactions between components differs
for design time and run time. At design time,models can be created based on designer
expertise and design documents as proposed in [14, 37, 40, 41]. The automated
extraction of structural information based on monitoring logs has the advantage that
it tracks the behavior of the actual product as executed at run time. An effective
architecture can be extracted which means that only executed system elements are
extracted [27]. Furthermore, run-time monitoring data enable to extract branching
probabilities for different call paths [6, 10]. The approaches for the extraction of
information about inter-component interactions by [5, 23, 27] use monitoring infor-
mation based on probes injected in the beginning of each response and propagated
through the system.

17.5 Adaptation

Software systems and surroundings are continuously subject to change (e.g., hard-
ware breakdown andworkload increase or decrease). Therefore, performancemodels
have to be maintained up-to-date, and the system has to be adapted to guarantee the
satisfaction of performance requirements. In this section, we face the problem of
maintaining performance models in online scenarios, continuously refining and cal-
ibrating them the performance models to allow them to better fulfill the purpose for
which they are used. First of all, in Sect. 17.5.1, we discuss adaptation points which
specify what may be changed within a system. Section17.5.2 is about detection of
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changes in the system (e.g., hardware breakdown) and its surroundings (e.g., work-
load). Section17.5.3 is about model-based reconfiguration in general, followed by
the description of two exemplary reconfiguration frameworks in Sect. 17.5.4.

17.5.1 Adaptation Points

To support suitable automatic adaptations of a self-aware system, it has to be defined
what, in the system, can be subject to change and what not. First, one has to define
what changes shall or can be detected. Secondly, one has to define how the system
may adapt itself. Therefore, it is necessary to identify adaptation points in the system
and, respectively, in its model. The points where the system architecture can be
adapted can be formalized in an adaptation point meta-model, as proposed in [24].
Therefore, this submodel reflects the boundaries of the systems configuration space;
i.e., it defines the possible valid states of the system architecture. The adaptation
points at the model level correspond to adaptation operations executable on the real
system at run time, e.g., adding virtual CPUs to VMs, migrating VMs or software
components, load-balancing requests, variation of algorithms, or the size of a thread
pool. In general, the detection of the change points cannot be executed automatically
since they are typically limited by constraints imposed by the execution environment,
design choices (e.g., the usage ofmonolithic component/service), or even by business
issues (e.g., in case of Infrastructure as a Service, we have a maximum amount
of resources that we can use fixed by the contract). Adaptation point models are
application specific, and research on adaption point extraction is in its infancy. For
example, the authors are not aware of an extraction mechanism that says whether a
component may be replicated or not.

In the future, guidelines or semiautomatic approaches should improve adaption
point model creation. However, whenever identified and formally specified, such
adaption points can enter the online adaptation mechanisms in order to select actions
respecting them and hence to be considered in the adaptation.

17.5.2 Detection of Changes

To detect changes in the system and its surrounding, monitoring infrastructures can
be used to capture the occurrences of relevant events. Even in large and distributed
systems, it is possible to generate, combine, and filter huge amounts of events to
timely detect changes in the behavior of the systems. Among existing monitoring
infrastructures, it is worth to mention Glimpse [4], a flexible monitoring infrastruc-
ture, developed with the goal of decoupling the event specification from the monitor-
ing and analysis mechanism. Glimpse was initially proposed to support behavioral
learning, performance and reliability assessment, security, and trust management.
Many changes can be detected directly using event logs, e.g., deploy and undeploy
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or allocation and deallocation of hardware resources [22]. In such cases, an incoming
event triggers a model update directly. However, there are changes in the real world
that require changes in the model that cannot be mapped to an event directly. For
instance, the behavior of software components often depends on the parameters that
are not available as input parameters passed upon service invocation. Such parame-
ters are not traceable over the service interface, and tracing them requires looking
beyond the component boundaries [6]. For example, parameters might be passed to
another component in the call path and/or they might be stored in a database struc-
ture queried by the invoked service. Moreover, the behavior of component services
may also depend on the state of data containers such as caches or on persistent data
stored in a database. For example, databases often behave differently for different
load levels due to caching behavior. Such changes, non-traceable by events, require
a continuous periodic surveillance of the system and a validation and adaptation of
the model both with respect to its structural [22] and parameterization aspects [18].
Note that the prediction of workload changes is covered in detail in Chap.18. So we
refer the interested reader to that chapter.

17.5.3 Adaptation Mechanisms

Besides externally driven changes, systems may proactively change according to
model-driven reconfigurations based on predictive analysis. This system-triggered
change idea is close to the self-aware computing vision as it includes deduction
of future states. The automated and dynamic nature of the reconfiguration process
poses new challenges on the decision step that aims at choosing the next system
configuration in order to overcome the observed problem. Most approaches use
predetermined strategies coded in the application or in the reconfiguration framework
[16]. However, in QoSmanagement, a predetermined schema of decision can prevent
the implementation of smart alternatives more suitable to effectively overcome the
observed problems. Compared to purely measurement-based approaches, the use of
predictive system performance models enables proactive adaptation operations. It
allows the choice of the system reconfiguration alternative that is predicted to satisfy
the performance requirements of the system [11, 12, 19, 35].

In case of self-aware resource management in data centers, a general frame-
work observes the software application during its execution to monitor performance
attributes of the software application. Whenever the performance constraints are no
longer satisfied, the adaptationmanagement process will start. Themonitoring data is
evaluated in order to identify the performance problem and the portion of the system
affected by it. Such information is used to plan changes in the system configuration
in order to overcome the observed problem.Whenever a new system configuration is
determined, the changes are enacted and the system configuration ismodified accord-
ingly. Such general framework has been realized in different application domains
(e.g., in service-oriented software, in cloud computing, and in component-based
systems).

http://dx.doi.org/10.1007/978-3-319-47474-8_18
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While at design time the full design space can be explored [31], it is not possible
to explore all design alternatives at run-time. Instead of a full exploration, greedy
approaches select the most promising configuration candidates for evaluation. More-
over, models for run-time application must be often less detailed than design time
models in order to reduce the effort for the evaluation of a single alternative. This sim-
plification may have impact on the accuracy of the measured performance indices.
However, the evaluation has to be only sufficiently accurate to select a suitable recon-
figuration alternative. While it can be shown that adaptation mechanisms are able
to select the best alternatives, there are some major open issues in online model
adaptation.

1. When should the reconfiguration be performed? The condition that triggers the
adaptation process is a very critical issue in run-time performance management.
It influences the execution frequency of the reconfiguration loop. Conditions that
are verified too often lead to a high overhead: The management framework can
consume more resources than the application itself. Conversely, conditions that
rarely trigger the reconfiguration can prevent a timely management of perfor-
mance problems. The critical issue here is to determine the best trade-off between
computational overhead and timely resolution of performance problems.

2. Cost-benefit analysis for the next reconfiguration step. In order to be effective, the
reconfiguration process must actually improve the performance of the managed
system. Indeed, complex systems must address several non-functional require-
ments. The risk of having a degradation of some other non-functional prop-
erty (e.g., security) related to the reconfiguration is avoided by allowing only
a controlled set of configuration alternatives, which are decided by the devel-
oper according to the risks associated with the reconfiguration. Moreover, at each
reconfiguration step, the costs to place the system in the new selected configura-
tion should be considered during the selection. This can be achieved by combining
the result of the model evaluation provided by the solver with a coefficient rep-
resenting the cost of the reconfiguration process.

3. Extensive search for the best reconfiguration versus finding a sufficient reconfig-
uration very fast.

Whenever a system and the corresponding performance model are adapted, the mon-
itoring infrastructure that supports the adaptation framework could be subject to
adaptation itself. For example, deploying some components may require redeploy-
ing the measurement probes as well; dynamic binding of a different service would
also change the catch and monitor event. As a consequence, an adaptable monitoring
infrastructure able to reflect the system changes must be used. An example of such a
flexible monitoring infrastructure can be found in [28]. However, this opens a wide
research area that is out of scope of this chapter.



17 Online Learning of Run-Time Models for Performance … 517

17.5.4 Model-Based Adaptation Frameworks

In this section, we discuss two frameworks for model-based system adaptation at run
time. Section17.5.4.1 presents the Performance Management Framework [11] and
Sect. 17.5.4.2 the Strategies/Tactics/Actions [24] framework. Extraction of system
structure and calibration will be mostly left out for complexity reasons.

17.5.4.1 Performance Management Framework

PerformanceManagement Framework (PMF) [11] is an environment that focuses on
run-time management of performance requirements of complex software systems.
It monitors the current performance of the application, and when some problem
occurs, it chooses a new configuration based on the feedback provided by the online
evaluation of the performance models corresponding to different reconfiguration
alternatives. The main characteristic of PMF is the heuristic mechanism to generate
such alternatives. Differently from other approaches, it does not rely on a fixed
repository of predefined configurations but on a reconfiguration policy defined as a
suitable combination of basic reconfiguration rules. Such basic reconfiguration rules
guarantee the validity of the final reconfiguration policy with respect to external
constraints (e.g., usage of legacy systems and usage of resources).

The reconfiguration policy is evaluated on the data retrieved by the online mon-
itoring (that represents a snapshot of the current system state), thus generating a
number of new configurations. Once such alternatives have been generated, and the
online evaluation is carried out to predict which one is most suitable to solve the
observed problem.

The PMF approach is based on: (i) monitoring of the running system to col-
lect data, (ii) dynamic reconfiguration to change the running configuration, and (iii)
model-based performance analysis to decide the next system configuration among
the available ones. Figure17.1 outlines the PMF process and its flow of activities.
PMF observes the software application during its execution to monitor the perfor-
mance attributes of the software application. Whenever the performance constraints
are no longer satisfied, the adaptation management process is triggered. The moni-
toring data is evaluated in order to identify the performance problem and the portion
of the system affected by it. This information is used to plan changes in the system
configuration in order to overcome the observed problem. Whenever a new system
configuration is determined, the changes are enacted and the system configuration is
modified accordingly.

At PMF, the initial performance model is specified by performance specialists.
The next ones instead are generated on-the-fly bymodifying the current performance
model applying the devised reconfiguration policies. The information collected dur-
ing themonitoring phase is used to evaluate the predictive performancemodel(s). All
design alternatives are represented at the same level of abstraction and the actual data
are observed through the same abstractions thus providing a uniform workbench to



518 J. Walter et al.

Performance 
model

Reconfiguration 
policies

C1 C2

C3 C4

Software 
architecture

C1 C2 C3

op1

op2

op3

I1:C1

I3:C3

I2:C2

I4:C4
New application 

configuration

I1:C1

I3:C3
I5:C2

I2:C2

I4:C4

monitor data

Current application 
configuration Perf. Model 

Alt1

RP1
RPk RPn

Results Results Results

Manager

Other 
factorsRPk

Perf. Model 
Altk

Perf. Model 
Altn

New 
performance 

model

Solver

Fig. 17.1 The Performance Management Framework (PMF)

consistently evaluate different alternatives. The empirical experimentation case study
described in the following shows that PMF is able to chose the best alternative among
the generated ones.

Application of PMF on SIENA Publish/Subscribe Middleware

In [11], PMF has been used to dynamically reconfigure the SIENA middleware [13]
topologydepending on theutilization and throughput of SIENArouters.According to
the general publish/subscribe model, the SIENA architecture (depicted in Fig. 17.2)
defines twomain entities: (i) the clients and (i i) the event service. Clientsmaybe both
publishers (i.e., objects of interest) and subscribers (i.e., recipients) that express their
interest in certain kinds of events by supplying a filter. The event service, composed
of one or more servers interconnected in a hierarchical fashion (shown in Fig. 17.3),
forms a store-and-forward network that is responsible for delivering events from
publishers to the subscribers that submitted a filter matching the respective events.

The performance of a SIENAnetwork depends on the performance of each SIENA
server within the event service and of the SIENA network topology. The performance
of a SIENA router depends on the number of stored filters, as well as on the traffic
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Fig. 17.2 SIENA architecture

Fig. 17.3 A possible
configuration for the SIENA
network
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generated by the clients connected to it. The SIENA network topology affects the
routing of subscriptions and publications and thus the global performance of the
middleware.

Indeed, since these indices are correlated with the utilization law, in the exper-
imental setup of SIENA publish/subscribe middleware [11], we use the routers’
utilization as a basis to decide when a reconfiguration has to be performed.

Due to the event dispatcher rules and the dynamism of the network, it can happen
that one or more routers are overloaded and degrade the performance of the whole
network. For example, a router might be the access point of too many clients or it
might be the root of a large subnetwork, while other routers are unloaded (in this
case, the hierarchical structure is not balanced). When a SIENA router is overloaded
(i.e., its utilization is high), we aim to reconfigure the network in order to prevent
critical performance scenarios. The possible policies to reconfigure the network are
specified as follows:

Moving SIENA clients—One or more SIENA clients are moved from the over-
loaded SIENA router to the unloaded one(s). This policy aims at balancing the work-
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load among the routers. Note that, in order to obtain a significant improvement, the
receiving routers must not belong to the subhierarchy of the overloaded router.

Changing SIENA routers’ internal parameters—The router implementation
allows the modification of the number of its internal threads satisfying the service
requests of external software entities. In this way, it is possible to add (software)
processing capabilities to each router.

Changing SIENA routers topology—One or more routers are switched from the
overloaded router to the unloaded ones. This policy aims at balancing the workload
among the routers switching them from one master to another. Again, to reach an
improvement, the reconfigured routers must be attached to a master that does not
belong to the subhierarchy of the overloaded router.

Adding/removing SIENA routers—The last possible reconfiguration policy is
to remove/add router instances in order to increase/decrease the processing capacity
of the network. Of course, we add new router instances if we need more (software)
processing capacity, whereas we remove router instances whenever there are too
many routers with respect to the needs.

The online adaptation of the performance model has to respect the changing
requirements of the software system the model represents. Moreover, a reconfigura-
tion is normally not intended to change the application functionality (e.g., the substi-
tution of a component with a new one providing different services). This restriction
is necessary since functional changes in the application would normally imply a
redesign of the performance model, and not only a change in its topology or in some
parameters. Consequently, the reconfiguration process could not be realized in a
completely automated manner.

In line with the above observations, in PMF [11], the allowed model reconfigura-
tions are of two kinds: Theymay change internal parameters of software components
(such as the number of threads or other features defined by the component devel-
oper); they may change the system topology by adding/removing component and/or
connector instances. To relax this restriction, the online reconfiguration of models
should rely on a database containing several different implementations of a com-
ponent together with their performance models. When the reconfiguration policy
requires the substitution of an implementation of a component, the adaptation of the
performance model is done by replacing the submodel of the first implementation
with the one of the new implementation retrieved from the database.

PMF has been the first approach in the literature to self-adapt system that uses
performance models at run time. In PMF, the predictive models are used to support
the decision of how to reconfigure the system to overcome performance problems
observed through the monitoring. In this way, the selected reconfiguration guaran-
tees the performance requirement satisfaction until both system and environment
characteristics do not change considerably.
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17.5.4.2 S/T/A Adaptation Framework

In this section, we illustrate how an architectural performance model of a soft-
ware system (modeled with the Descartes Modeling Language (DML) described
in Chap.16 or [30]) can be updated and kept in sync with the real system using the
Strategies/Tactics/Actions (S/T/A) adaptation framework [24]. We demonstrate this
based on an industrial case study. The example model was created as part of a coop-
eration with Blue Yonder GmbH& Co. KG, a leading service provider in the field of
predictive analytics and big data. The modeled system (called Blue Yonder system)
provides forecasting services used by customers for predicting, e.g., sales, costs,
and churn rates. These services are based on compute-intensive machine-learning
techniques and subject to customer SLAs. In this case study, the DML models were
used to predict the resource requirements for a given usage scenario and optimize
the resource allocation to reduce costs. Figure17.4 depicts an excerpt of a DML
model in a UML-like notation. Blue Yonder system consists of three types of com-
ponents: Gateway Server, Database, and Prediction Server. These
components run on a heterogeneous resource environment composed of low-cost
desktop computers and high-end machines. The Prediction Server provides
two services: train and predict. The train service infers a mathematical
model for the available historical data. The predict service uses this model to
return forecasts.

To enable performance predictions, services have to be equipped with model vari-
ables (e.g., branching probabilities, resource demands). For model parameterization,
DML supports a hybrid approach: All model variables can be declared as either
explicit or empirical. The model parameters in the example model in Fig. 17.4 are
all explicit, i.e., the values of the parameters are defined at model creation time.
Empirical model parameters need to be learned based on monitoring data. Thus,
it is possible to specify some model parameters based on expertise knowledge in
advance, while others can be learned from monitoring data collected at system run
time. Further, the model in Fig. 17.4 includes an example for an adaptation point.
Adaptation points can be either associated with model parameters (e.g., number
of CPU cores) or with model entities. In the example model, the adaptation point
(seeModelEntityConfigRange) is associatedwith a component specifying the
minimum and maximum number of instances of this component that are allowed.
In the example, the PS component is instantiated twice (PredictionServerA
and PredictionServerB). The depicted configuration can be changed using
adaptation processes. Figure17.5 shows a schematic representation of an adaptation
process for the Blue Yonder system. The objective is to keep the response time below
a certain SLA (while at the same time optimize the resource efficiency). In order
to achieve this objective, the adaptation mechanism uses the following strategies:
FindDeployment,ReduceDeployment, and ConsolidateDeployment.
The FindDeployment strategy launches new PS instances until all customer
SLAs are fulfilled. It contains two different tactics starting the new PS instances on
low-budgetmachines or onhigh-endmachines, respectively.ReduceDeployment
removes unnecessary PS instances from machines to save operating costs, e.g., if

http://dx.doi.org/10.1007/978-3-319-47474-8_16
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<<DataCenter>>
BYDC

<<FineGrainedBehavior>> 
IPredictionServer.predict()
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Fig. 17.4 Excerpt of the DML Blue Yonder system model
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Fig. 17.5 Adaptation process for the Blue Yonder system

the workload of a customer has decreased. Finally, ConsolidateDeployment
migrates PS instances between machines with the goal to improve efficiency.

If a strategy contains different tactics to reach a certain objective, S/T/A assigns
weights to the tactics,which are dynamically updated based on their predicted impact.
The tactic with the highest weight is always applied first until the objective is reached
or the tactic’s weight is decreased, and another tactic becomes the tactic with the
highest weight. An educated setting of initial weights may speed up convergence;
however, it is not required.

The reconfiguration planning step ends when the adaptation process has deter-
mined a series of reconfigurations that results in all application objectives being
fulfilled. The reconfigurations are then applied on the real system. Thus, the model-
based adaptation ensures that all reconfigurations are first applied on the model level,
and their impact is predicted before applying them on the real system.

DML can be used to predict the impact of changes in the workload and system
configuration on the performance and resource usage of the application. DML is
a descriptive model designed for high expressiveness and good understandability.
In order to enable performance predictions, DML relies on mathematical analy-
sis techniques based on existing stochastic modeling formalisms, such as (layered)
queueing network (LQN) and Queueing Petri Net (QPN). In [6], three different
model-to-model transformations are defined providing different levels of prediction
speed and accuracy: (a) Bounds analysis uses operational analysis from queueing
theory to determine asymptotic bounds on the average throughput and response
time, (b) an LQN solver offering fast analytical model solution, and (c) a QPN
solver supporting the analysis of larger models using simulation. The benefit of the
transformation approach is that it provides the flexibility to switch between differ-
ent prediction techniques depending on the prediction goals. The prediction goals
comprise the requested performance metrics, the required accuracy, and the time
constraints. In [6], an algorithm is described that automatically selects a suitable
transformation depending on the prediction goals. This algorithm is able to tailor
the input model and remove parts that are not relevant for predicting the requested
performance metrics. Thus, the model complexity can be reduced to speed up the
analysis.
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Another important issue is how to determine when the model-based adaptation
should be triggered. At Blue Yonder, users have to book services in advance which
allows to predict future incoming requests. In a general setting, enabling proactive
adaptations of a system requires the use of forecasting methods to predict changes in
the workload (described by the usage profile in DML). Chapter 18 introduces such
forecastingmethods,which canbe combinedwithDMLtodetect changes in theusage
profile. If workload changes are detected, the previously described mechanisms can
be used to determine whether and how the system should be reconfigured.

17.6 Conclusion and Open Challenges

In order to be self-aware, a system needs to create an internal model representation
of itself. The extraction of performance models yields an abstraction of the real sys-
tem capturing only a subset of factors influencing the performance of the system.
We briefly discuss the open challenges for completely automating the model extrac-
tion process. Existing research on automated model extraction is mostly based on
small case studies, and the majority of approaches proposed in the literature have
not yet been validated in the context of large real-life systems. Improvements can
be achieved by developing extraction tool benchmarks (which are currently miss-
ing) and by defining specific extraction tool design goals. Existing model extraction
approaches differ in accuracy, granularity, and update behavior. So far, there are
almost no comparisons between different approaches. Besides this, we identify the
following challenges for performance model extraction:

• Testing whether the extracted model accurately reflects the system behavior. The
assessment of validity and accuracy of extracted models is often based on trial and
error. An improvement would be to equip models with confidence intervals that
provide hints on their validity.

• Modelsmaybecomeoutdated if they are not updated as the systemevolves. Change
point detection mechanisms are required to learn when models get out of date and
when to update them.

• Devise guidelines or semiautomatic approaches for the extraction of adaptation
points to derive actions for online adaptation.

• Current performance modeling formalisms barely ensure the traceability between
models and the systems they represent. Explicit traceability information should be
stored as part of the models.

• The automated inspection of the system under test often requires technology-
specific solutions. One approach to enable tools that are less technology-specific
might be a definition of self-descriptive resources using standardized interfaces.

• A system can be modeled at different granularity levels. Extraction approaches
usually support only one. Automated identification of an appropriate model gran-
ularity level and model reduction techniques are promising research areas.

http://dx.doi.org/10.1007/978-3-319-47474-8_18
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• The automated identification and extraction of parametric dependencies in call
paths and resource demands would enable significant improvements in the predic-
tion accuracy of extractedmodels. Basic approaches, based on static code analysis,
have been proposed in [32].

• Model extraction should support parallelism (multi-core systems and asynchro-
nous calls) [31].
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Chapter 18
Online Workload Forecasting
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Samuel Kounev, Ole J. Mengshoel and Priya Sundararajan

Abstract This chapter gives a summary of the state-of-the-art approaches from
different research fields that can be applied to continuously forecast future devel-
opments of time series data streams. More specifically, the input time series data
contains continuouslymonitoredmetrics that quantify the amount of incomingwork-
load units to a self-aware system. It is the goal of this chapter to identify and present
approaches for online workload forecasting that are required for a self-aware sys-
tem to act proactively—in terms of problem prevention and optimization—inferred
from likely changes in their usage. The research fields covered are machine learning
and time series analysis. We describe explicit limitations and advantages for each
forecasting method.
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18.1 Introduction

The purpose of online workload forecasting, as discussed here, is to predict the future
workload of a computing system. Forecasting the future workload is central in the
context of self-aware systems as defined in Chap.1. The quality of such forecasts
will, along with the future state of the computing system itself, have a profound
effect on the quality of the services provided to users by the computing system.
Online workload forecasting is similar to other forecasting problems in related areas
of technology, science, and business. These related problems can inspire and inform
our forecasting objectives, which center on workloads in data centers, including
private and public clouds.

Online workload forecasting plays a crucial role in monitoring and managing the
resources in data centers, an environment where self-aware computing can provide
significant value. Specifically, as the workload offered to a data center increases or
decreases, data center resources can be scaled accordingly. An important consider-
ation is to carefully balance resource consumption, on the one hand, and response
time, on the other hand. With the increasing ubiquity of cloud computing, smart-
phones, wearable computing enabled by clouds, PaaS, SaaS, virtual machines, and
related technologies, online workload forecasting clearly has a key role to play.

Different stakeholders clearly have different goals and concerns when it comes
to data center resource management. Three main types of stakeholders, along with
their goals and concerns, should be considered. End users focus on the availability,
performance, and utility of their applications and their supporting cloud services. A
data center owner is typically concerned about cost, associated with both buying the
equipment and running the data center (energy cost, for example, can be very high).
One component of cost optimization is to carefully perform re-balancing of services
in cloud data centers [60]. The app owner is in the middle and purchases resources
from the data center owner for hosting one or more applications that provide services
to the end users. An app owner tends to focus on supporting and pleasing a potentially
broad range of users while not incurring too much cost with the data center owner.
Workload forecasting can play a key role in helping to meet the goals of each of these
three stakeholder groups.

In the presence of seasonal (or cyclic) patterns or long-lasting trends, forecasting
results still need to be accurate and reliable. Intuitively, there are several compli-
cations making forecasting difficult, including abrupt events, randomness, seasonal
variation, and trend changes. Seasonal or cyclic behavior includes the diurnal cycle,
which is a pattern that repeats every 24h around the world, impacting how com-
puters, mobile devices, the Internet, and the Web are used. For example, the traffic
or load of social networking Web sites often shows a clear diurnal pattern [13, 47].
In addition, there may be weekly cycles, due to the fact that people’s behavior on
weekdays is typically quite different from their behavior on weekends. Both daily
and weekly seasonality patterns, as well as other types of cyclic load variations,
can have a dramatic impact on data center load. Obvious examples of these include
holidays and other events that occur on an annual or multi-annual cycle. In addition
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to these temporal patterns, there are strong empirical indications that humans follow
clear spatial and social patterns [13].

That being said, there are issues beyond cyclic behavior, namely trends, abrupt
events, and randomness. As examples of trends, we can consider the steady increases
in various prices, for example, stock market prices or housing prices. Examples of
abrupt events include, for example, crashes in stock markets, strong earthquakes,
rain in arid climates, and reaction to headline news on the Web [44, 55]. Finally,
there is probabilistic, random, statistical, or stochastic behavior.

In the following Sect. 18.2, we discuss preprocessing actions that are relevant for
forecast methods in general. In Sects. 18.3 and 18.4, we describe forecast methods
from the machine learning and the time series analysis domains that are applicable
in the context of workloads mentioning explicit advantages and limitations of each.
Section18.5 presents the state of the art of applying forecast methods in the IT
workload domain.

18.2 Process of Modeling and Data Preprocessing

Onlineworkloaddata is typically represented in the formof a time series (w0,w1, . . .),
i.e., a sequence of scalar or vector values wi ordered by timestamps, indicating the
sampling times. The forecasting of future values in this time series is performed as an
evaluation of a so-called forecasting function f (or model). Such function utilizes as
its input raw and/or preprocessed data known at the instant of the forecast computa-
tion. Such data can include historical workload data, system-related measurements,
external data or signals, as well as past forecast values.

For example, the load of a public Web server can be expressed as its CPU utiliza-
tion over the lastminute, i.e., the portion of time the serverwas busy. A corresponding
forecast function f might use the load values of the last hour of this and other servers
in a cluster (historical workload data), currently available RAM and number of users
on this server (application-related measurements), time of the day and day of the
week (external data), and error of the forecast values in the last hour as input.

More formally, a time series forecasting function f can be expressed as follows:

yt = f (xt , xt−1, . . . , xt−L , yt−1, yt−2, . . . , yt−L), (18.1)

where yt is the current prediction, yt−1, . . . , yt−L are past predictions, and xt and
xt−1, . . . , xt−L denote the vectors of current and past observations, respectively [58].
The observations include raw and/or preprocessed workload data and other types of
data listed above. The parameter L specifies howmuch historical information is used
as model input. In general, using all available data (i.e., setting L close to t) is hardly
feasible as this would greatly increase model dimensionality, leading to spurious and
probably inaccurate results due to overfitting.

The forecasting functions (or models) are typically either models based on
machine learning (Sect. 18.3) or auto-regressive models including hybrid models
(Sect. 18.4). As a prerequisite for forecasting, we may need to prepare data as well
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as to train (fit) the model for a particular application scenario. We explain in detail
the data preparation process in the remainder of this section. Model fitting depends
strongly on the type of the predictive function and is discussed in Sect. 18.3 and 18.4.

18.2.1 Overview of Modeling Steps

Projects in time series forecasting typically consist of two phases: themodeling phase
and the deployment phase. The purpose of the modeling phase is to understand
the data at hand, to engineer features, and to train a predictive model, or a set of
those. In the deployment phase, a production environment, these models are used for
computing forecasts.

18.2.1.1 Modeling Phase

This is typically an exploratory process with multiple iterations. The key steps of
modeling are the following:

• Extraction and transformation of raw data into relational format. Examples include
parsing of log data with format conversion and import into spreadsheets, into an
SQL database, or into a distributed file system such as HDFS. In several cases,
corrective measures are needed prior to import to handle malformatted input lines
or values, or to eliminate illegal characters.

• Cleaning of relational data by removing outliers and handling missing values is
the next step. In many cases, more extensive preprocessing steps such as median
filtering and normalization take place.

• Feature engineering is a more advanced form of data preprocessing. It can be
understood as the creation of derived time series, which exposes and represents
forecasting-relevant information in a form accessible to the modeling algorithms.
An example is to extract time until host load exceeds, e.g., 50% for more than one
minute, and use the corresponding time series as additional input for the model-
ing algorithm. Even sophisticated modeling approaches, such as support vector
machines (see Sect. 18.3), could hardly derive this information from the raw data.
Another popular and automatic approach to feature engineering is dimensionality
reduction, which can create new attributes (e.g., in case of principal component
analysis (PCA) [25]) and remove irrelevant ones in a single step. Feature engineer-
ing is typically an essential but complex component of the modeling phase, known
to be decisive for the overall success. We discuss this in detail in Sect. 18.2.2.

• Computationof a prediction target is neededwhen forecasting somederived signals
instead of “raw” data. For example, for regression, we might want to forecast a
difference from the current value one hour in advance instead of absolute host
load. In the case of classification, target values must be quantified to represent
them by symbolic elements from a fixed set of values, e.g., value intervals [7].



18 Online Workload Forecasting 533

• Preprocessed data is then split into training, validation, and testing sets. The first
two data sets are used in the subsequent model fitting step, while test data is
necessary for evaluating model accuracy.

• Model fitting on the training data is the actual core of the modeling phase. In
machine learning, typically a collection of algorithms such as decision trees,
SVMs, and others (Sect. 18.3) are investigated. For auto-regressive methods
(Sect. 18.4), model coefficients are fitted by, e.g., least-squares methods [25]. This
step can be computationally demanding but can be easily automated by leveraging
available libraries such as WEKA [68], MATLAB toolboxes, and Python libraries
(e.g., SciPy learn).

• Trained models are validated using test data sets (i.e., “out-of-sample” data not
used in the fitting step). For time series data, the cross-validation approach [68]
frequently used for evaluation is not suitable and can lead to overoptimistic results.
Instead, so-called walk-forward testing known from the financial industry can be
used [38]. Multiple types of evaluation metrics are commonly used to estimate the
forecasting error, for example, mean-squared error or mean absolute error. In case
of classification, the confusion matrix or F1-score [25] is commonly used.

As noted above, obtaining an accurate model typically requires several iterations,
where the steps from feature engineering until validation are repeated.A lot ofmanual
effort is spent for programming extraction and optimization of features, while other
steps can more easily be automated.

18.2.1.2 Deployment Phase

In this phase, the trained prediction functions are used for performing predictions in
a production setting. It is typically dominated by a software engineering effort during
which an automated prediction pipeline is created. The pipeline is used to process
data streams or data batches for scenarios where the availability of forecast result is
not time-constrained. Several aspects need to be considered here:

• Robust functions for efficient computation of derived features need to be imple-
mented. Such functions must be able to handle corrupt data and missing values (if
the model cannot handle them) to ensure that the data forecasting subsystem does
not break down for non-standard inputs.

• Another essential issue—especially for long-term forecasting—is the correction
of a so-called concept drift. Concept drift refers to the modeled process changing
after some time and the prediction function becoming less accurate [51]. The
corrective measure includes monitoring the accuracy of the forecasting function
online and retraining it if an error exceeds a critical threshold [6]. In more severe
cases, it may be necessary to repeat the feature engineering step, especially if the
currently used features do not capture the essential information anymore, or new
raw data types became available.
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18.2.2 Feature Engineering

Feature engineering is the (partially manual) process of considering the raw data and
identifying suitable derived values that become components of the vectors xi serving
as input for the forecasting function in Eq. (18.1).

In the case of time series, designing and implementing features is particularly
challenging since data can contain useful sequence information, e.g., event patterns
or periodical fluctuations. In most scenarios, it is recommended to include data
(or derived values) from the “past” relative to the time of sampling, in addition to
information sampled at a given time instant. Typically, manual feature engineering
(possibly supported by automated methods such as feature selection) is needed both
to specify the amount of historical data (value of L in Eq. (18.1)) and to identify
significant historical data values.

Below, we give examples of typical features in the context of time series. How-
ever, a multitude of other approaches to preprocessing time series data exist. As an
interesting example, Symbolic Aggregate approXimation (SAX) [39] converts time
series values into a sequence of symbols from a finite set (essentially, the values are
quantized according to their distance to the series mean value). This allows using
more advancedmethods for feature generation like identification of frequent patterns
in the temporal behavior.

18.2.2.1 Aggregated Values

A simple yet effective approach is to compute aggregates for each of the components
of the observation vector xi . Such aggregates can include simple or exponential mov-
ing averages, maximum orminimum values in a (sliding) timewindow,medians over
such a time window, and combinations thereof [51]. To capture different timescales,
multiple features with different time window sizes (or other parameters) can be used.
Since the number of candidate features can be large, typically feature selection [68]
is also used to identify most informative raw data and derived features.

18.2.2.2 Exposing Periodic Patterns

Features exposing periodic patterns in temporal data are particularly relevant when
hosts are subjected to recurrent demand fluctuations, e.g., due to periodic patterns
in user behavior. It may be essential to consider multiple timescales. For example,
a load of a host in a Web server cluster is likely to depend on the load for the last
few minutes, the time of the day (business hours versus night hours), and day of the
week.

Moreover, for an online retailer such asAmazon, consideringweek of the calender
yearmight also be of value (e.g., CyberMonday or Black Friday sales peak). Features
exposing periodical patterns over multiple timescales can be implemented in several
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ways. A straightforward approach is to subsample past data by using only vectors
xt−k, xt−2k, xt−3k, . . ., where k is the targeted cycle period. This can be done for
different values of k, e.g., 24 h, one week, one month, and so on.

A more sophisticated option is to use calendar methods [57]. Here, one computes
load averages over the same hour of a day or week, over the same day of a month,
etc. In the former case, one could obtain 24 feature “groups” (each group with all
components of the observation vector xi ), one per each hourly slot in a day, and in
the latter case, 7 feature groups, one per day of the week.

If periodic patterns in data exist, features can be used to represent them directly
and thus greatly facilitate the learning of an accurate model. In contrast, using con-
secutive raw historical values over a prolonged historical period is unlikely to exploit
periodical patterns in data and only increases the risk of overfitting.

18.2.2.3 Downsampling with Feature Selection

A more automated method of feature generation for time series is to select vec-
tors of past observations (and even components of these vectors). This can be done
using standard feature selection approaches such as forward search with a wrapper
method [68]. For example, forward search has been used in conjunction with model-
based evaluation in [58]. Given a set of already selected k feature groups derived
from xt−i(1), xt−i(2), . . . , xt−i(k), a next feature group derived from xt−i(k+1) is added
only if a candidate feature set xt−i(1), xt−i(2), . . . , xt−i(k), xt−i(k+1) gives rise to amore
accurate model (fitted on the training data and evaluated on the validation data set).
To identify an optimal value of index offset i(k + 1), all values between i(k + 1)
and L can be evaluated, which might be computationally costly.

18.3 Predictive Models Based on Machine Learning

18.3.1 Bayesian Networks

ABayesian network (BN) is a directed acyclic graph whose vertices are random vari-
ables, and the directed edges denote the dependency relationship among the random
variables. Bayesian networks are well suited for systems where we need to make pre-
dictions under uncertainty [49]. Formally, a BN is defined as B = (G, P), where G
is a directed acyclic graph and P is the set of probability distributions associated with
G ′s nodes. The graph is denoted by G = (X,E), whereX = {X1, X2, . . . , Xn} is the
node set and E is the edge set. If there is an edge from Xi to X j , then (Xi , X j ) ∈ E
and we denote Xi as the parent of X j . pa(X j ) denotes the set of all parents of X j .
The key property of BNs is the conditional independence of the variables from any
of their non-descendants, given the value of their parent variables, i.e., given the
value of pa(X j ), X j is conditionally independent of all its non-descendants. A BN
factorizes a joint distribution Pr(X) as shown below:
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P(X) =
n∏

j=1

(P(X j | pa(X j )) (18.2)

For example, a set of random variables can be used to predict network traffic. Let us
consider a Bayesian network model with the following random variables: resources
assigned (R), workload (W), cloud service level (C), user experience (U), and energy
consumed (E). Using probability theory, we can compactly represent the relationship
among these random variables: P(W ), P(R), P(C |W, R), P(U |C), and P(E |R).

Modeling phase: Let E ⊂ X be the variables under observation (we call them evi-
dence variables), and let e denote their observed values (evidence). For the purpose
of cloud performance prediction, a BN can be learned from data. Two of the many
dimensions to consider are as follows: (i) whether the BN’s graph structure is known
or not and (ii) whether the data is complete or not. For learning, if the data is complete,
maximum likelihood estimation can be used. For incomplete data, the expectation
maximization algorithm (EM) [16] can be used. EM is found to be computationally
expensive for difficult BNs. An age-layered approach (ALEM) [48] has been devel-
oped to speed up EM. ALEM has been extended to the MapReduce framework [56].
The ALEM strategy was found to achieve gains in parameter quality and run-time.
After BN learning, the different types of queries asmentioned above can be answered
using the inference algorithm.

Deployment phase: For online load forecasting, a Bayesian network can help to
solve different probabilistic queries. The process of solving the probabilistic queries
is called inference. The inference algorithms assume that the nodes in E are clamped
to values e. Computation of most probable explanation (MPE) amounts to finding
a most likely assignment (y) to all of the non-evidence variables R = X − E, or
MPE(R). Computation ofmarginals amounts to inferring themost likely value (MLV)
over one query variableQ ∈ R. Computation of themaximum a posteriori probability
(MAP) generalizes MPE computation and finds a most probable instantiation over
some variables Q ⊆ R, MAP(Q, e). Different BN inference algorithms [41] can be
used to perform the above computations.

Example: Di et al., have used a Bayesian model to predict the host load in a cloud
system [18]. Their model predicts the mean load over a long-term time interval as
well as the mean load in consecutive future time intervals. The experiments are based
on a Google trace with over 10K hosts and millions of jobs. The results suggest that
this Bayesian method improves the load prediction accuracy by 5.6–50% compared
to other state-of-the-art methods based on moving averages, auto-regression, and
noise filters.

Limitations:

• There is no universally accepted method for constructing a BN from data.
• It takes some effort to design a BN by hand.
• For large and complex BNs, posterior probabilities can be expensive to compute.
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Advantages:

• The graphical structure of BNs is very intuitive and easy to understand for people
who are not familiar with the domain.

• BNs provide a theoretical framework for handling missing data. Missing data is
marginalized out by summing or integrating over all the possibilities of themissing
values.

• BNs can handle both discrete and continuous variables in the same model.
• BNs provide a theoretical framework for handling expert knowledge using prior
probabilities.

18.3.2 Neural Networks

Neural networks (NNs), often referred to as artificial neural networks (ANNs), are
inspired by the way the human brain learns and processes information. ANNs consist
of a large number of neurons interconnected in layers. The first layer consists of input
neurons where input data is fed into the neural network. The input neurons send the
data to the next layer, which consists of hidden neurons. The activity of the hidden
neurons is determined by the input data, the weights in the interconnections between
the input neurons, and the hidden neurons and the activation functions. The output
layer consists of output neurons whose behavior is determined by the hidden neurons
andweights in the interconnections between the hidden neuron and the output neuron.
The complexity of learning in a neural network depends on the number of layers, the
interconnection patterns between different layers, the learning process for updating
the weights, and the activation function that converts input to output. A single-layer
neural network or perceptron consists of a single layer of output neurons. The inputs
are fed directly to the output neurons through a series of weights. A multi-layer
perceptron (or a deep neural network) consists of many hidden layers of neurons,
with each layer fully connected to the next one.

Modeling phase: In order to train an ANN in a supervised manner to perform a
task, we must adjust the weights of each interconnection in such a way that the error
between the desired output and the actual ANN output is minimized. Backpropa-
gation is the most widely used algorithm for determining the error derivative of the
weights ( dW

dt = 0). ANN learning algorithms fall into two broad categories: heuristic
techniques (variable learning rate backpropagation, resilient backpropagation) and
numerical optimization techniques (conjugate gradient [33], quasi-Newton [17]).

In a supervised learning setting, input data along with its desired output data
(x, y) is fed to the network. The task of the network is to find a mapping function
f : X → Y . For workload forecasting, the network can be trained at fixed intervals
depending on the nature of the load variation (i.e., batch learning, e.g., hourly, sea-
sonally or annually). In an unsupervised setting, the task of the learning algorithm
is to update a sequence of functions f1, f2, . . . , ft in such a way that the predic-
tion (xt+1, yt+1) depends on the previous function ft and the current data (xt , yt ).
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Large memory is needed if the current prediction depends on all previous functions
f1, f2, . . . , ft and data (x1, y1), (x2, y2), . . . , (xt , yt ). For online workload predic-
tion, adaptive neural networks can be used, i.e., learning and operating at the same
time.

Deployment phase: After training, the learnt ANN model is used for prediction.
The test data is given as input to the input neurons. The learned weights are used to
predict values at the output neurons. For online workload forecasting, we first train
the ANN for a limited time of historical workload data. The trained ANN is then
used to forecast the future workload.

Example: An ANN-based framework (PRACTISE) has been proposed for online
prediction of computed loads such asCPUutilization,memoryutilization, disk usage,
and network bandwidth [71]. PRACTISE uses an online updating module that mon-
itors the prediction errors periodically. If the errors suddenly surge, then the neural
network model is retrained. Experiments were done using traces from IBM data
centers. PRACTISE is able to efficiently capture the peak loads in terms of their
intensities and timing, in contrast to classic time series models.

Limitations:

• Neural networks are difficult to design. One must determine suitable number of
nodes, hidden layers, and activation functions.

• The output values do not come with a confidence measure.
• Neural networks are a “black box.” During training, there is no easy way to ensure
how the domain-specific information is being used.

• Training typically requires significant computational resources.
• Neural network models can be prone to overfitting.

Advantages:

• Neural networks can implicitly detect nonlinear patterns in the training data.
• The static, nonlinear function used by neural networks provides a method to fit
the parameters of a particular function to a given set of data.

• A wide variety of ANN architectures and activation functions can be used to fit a
given set of data.

18.3.3 Decision Trees

A decision tree [53] is a tree-structured directed graph, where the goal is to predict
the leaf nodes based on several attributes. If the target leaf node is continuous, then
the decision tree is called a regression tree. If the target leaf node takes categorical
values, then the decision tree is called a classification tree.

Modeling phase: For example, consider the data vector (x, y) = (x1, x2, x3, . . . ,
xk, y). Here, the target is y and it depends on the values of the attributes
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(x1, x2, x3, . . . , xk). Each interior node in the decision tree corresponds to an attribute
Xi with value xi . The edges emanating from node Xi are labeled with possible values
of the attribute. Each leaf represents the value of the target given the values of the
attribute as we traverse the path from the root to the leaf node. A decision tree can
be constructed by recursively partitioning the training data into subsets based on the
attributes. The first step is to choose the attribute that best splits the given training
data. Themeasure of goodness of split (score) is based on the impurity of child nodes.
The best attribute to split on is the one that produces smaller impurity and thus more
skewed label distribution at the child nodes. Examples of goodness-of-split measures
include information gain and Gini index.

Deployment phase: After constructing the decision tree, it can be used for prediction.
Consider a test data vector (x, y) = (x1, x2, x3, . . . , xk, y). Our goal is to predict the
target y. The test data X is classified by passing it through the tree starting at the root
node. The test at each internal node along the path is applied to the attributes of Xi

to determine the next arc along which X should go down. The label at the leaf node
at which X ends up is output as its classification.

During online learning, it is preferable to update the existing decision tree as
new training instances arrive without needing to build a new decision tree. Utgoff
proposed an incremental decision tree (ID5R) [65]. The ID5R algorithm updates the
tree at each node based on the “best” split according to the new training instance.
This leads to efficient re-structuring of the subtrees without the need to re-iterate
through the past training examples.

Example: Decision trees are used for both long-term (yearly) [23] and short-term
(every 15min) [52] forecasting. Ding [23] uses decision trees for long-term forecast-
ing of energy consumption. The attributes consist of 14 key factors that contribute
to energy consumption including primary, secondary, and tertiary GDP, residential
energy consumption, industry output, financial revenue, and economic index. Ding’s
improved decision tree method outperforms traditional forecasting methods such as
linear regression and exponential curves.

Limitations:

• Overfitting the training data can happen if the training data is small or noisy.
Post-pruning is often performed to avoid overfitting.

• The accuracy of the model depends on the higher-order interactions of the input
variables.

• Finding an optimal decision tree is an NP-complete problem [35]. Many decision
tree algorithms employ a heuristic-based approach (such as information gain) to
guide the search in the hypothesis space. Each split depends on the previous splits,
so an error in a higher split is propagated down toward the leaves.

Advantages:

• The decision tree can clarify the relationship between the factors influencing the
forecast and possible forecasting.
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• The decision tree extracts the decision rules from the data set, which are stored in
a knowledge base and used for forecasting.

• A large variety of extensions to the basic algorithm have been developed. These
include algorithms to handle missing data, real-valued attributes, post-pruning
methods, and incremental learning.

18.3.4 Support Vector Machines

The support vector machine (SVM) is a supervised algorithm where the goal is to
predict the value of a target given the values of the attributes. It can be applied to both
real-valued and categorical data that are linearly or nonlinearly separable. SVM is
a robust classification and regression technique. SVM works by finding the optimal
separating hyperplane that maximizes the margin of the attributes. A hyperplane
can be defined by an intercept term b and a normal vector w perpendicular to the
hyperplane. A hyperplane can be written as the set of points x (also called support
vectors) satisfying the equation wT x = −b.

Modeling phase: Consider a data set D = {(xi , yi )}, where each xi is a point and yi

is the class label. For example, in a 2-class classification problem, the class labels are
yi = +1 and yi = −1. Our goal is to learn a mapping function: yi = f (xi, {w, b}).
The linear SVM classifier can be written as yi = sign(wTxi + b). A value of +1
indicates one class and −1 indicates the other class. The maximum margin is given
by 2√

wwT . We want to maximize this margin, which is equivalent to minimizing wTw
2 ,

subject to the constraints (wTxi + b) ≥ 1 if yi = 1 and (wTxi + b) ≤ 1 if yi = −1.
Now we have a quadratic optimization problem, and we need to solve for w and b.

In real world, training data can be nonlinear. For nonlinear SVMs, we map data
to a rich feature space and construct hyperplanes in that space. Formally, we pre-
process the data: x ← Φ(x). Then, we learn the classifier: f (x) = wΦ(x) + b. But
the dimensionality of Φ(x) can be large, making it computationally difficult to solve
for w and b. So we use kernel functions K < xi , x j >. The kernel functions and
parameters have to be carefully chosen as this would influence the performance of
the SVM model. The resulting high-dimensional space from the kernel functions
can make the data linearly separable, even though it was not linearly separable in the
original attribute space.

Deployment phase: After training the model, it is used to predict the labels of the
test data. During online prediction, as one receives new data (x), the model uses the
learnt weights to predict the label. Online training can happen either in batch for a
set of test cases or per test case based on the results of the prediction. Several online
SVM algorithms have been developed [9, 43].

Example: Support vector machines (SVM) have been applied for measurements of
CPU utilization, memory utilization, disk space usage, communication latency, and
bandwidth [50]. SVN-based forecasts are found to be more accurate and outperform



18 Online Workload Forecasting 541

the existingmethods based onmetrics such asmean absolute error andmean-squared
error among others. Hu et al. [34] have explored different machine learning models
for multi-step-ahead prediction of grid resources. Their experiments indicate that
epsilon-support vector regression and nu-support vector regression achieve better
performance than backpropagation neural network, radial basis function neural net-
work, and generalized regression neural network.

Limitations:

• Difficult determination of the regularization parameters, kernel parameters, and
choice of kernel.

• Sensitive to skewed distributions.
• Computationally expensive training process.

Advantages:

• Both simple (fewdimensions) and complex (many dimensions) classificationmod-
els can be learned.

• Model is robust to small training data sets.
• SVM employs sophisticated mathematical methods to avoid overfitting.

18.4 Predictive Models Based on Time Series Analysis

18.4.1 ARIMA Models

Auto-regressive integrated moving average (ARIMA) models were originally pro-
posed by Box and Jenkins [10], and they are commonly used to fit linearly dependent
time series data and forecast their future values. ARIMA models have been success-
fully applied in many fields such as financial and economic forecasting [54]. In
addition, some researchers have applied these models to forecast the future values
of QoS attributes [2, 3, 12, 28] or for estimating system reliability [4].

The time series {zt } is said to be generated by an auto-regressive integratedmoving
average (ARIMA) model of orders p, d, and q, denoted by ARIMA(p, d, q), if it
satisfies:

Φp(B)yt = Θq(B)εt (18.3)

where yt is a stationary time series (of the original non-stationary time series {zt })
computed by using d differences as yt = (1 − B)d zt and Bd zt = zt−d . In addi-
tion, {εt } is a sequence of independent normal errors with zero mean and variance
σ 2. The auto-regressive polynomial is Φp(B) = (

1 − φ1B − φ2B2 − · · · − φp B p
)

with order p and Θq(B) = (
1 + θ1B + θ2B2 + · · · + θq Bq

)
is the moving average

polynomial with order q. The auto-regressive and moving average coefficients are
Φ = (

φ1, φ2, · · · , φp
)T

and Θ = (
θ1, θ2, · · · , θq

)T
, respectively. The model (18.3)

can be rewritten as
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yt =
p∑

i=1

φi yt−i +
q∑

i=1

θiεt−i + εt (18.4)

where yt−i for i = 1, . . . , p are the past stationary observations, εt is the current
error, and εt−i for i = 1, . . . , q are the past errors.

To forecast one step ahead, we shift from t to t + 1:

yt+1 =
p∑

i=1

φi yt+1−i +
q∑

i=1

θiεt+1−i + εt+1 (18.5)

and similarly we can forecast multi-step-ahead values.
If the original time series {zt } is stationary, then there are no differences used and

{zt } is said to be generated by an auto-regressive moving average (ARMA) model
of orders p and q and denoted by ARMA(p,q). In addition, most of the existing
nonlinear time series models are normal extensions for ARIMA models, including
SETARMA models [61], introduced in Sect. 18.4.3.

Limitations:

• ARIMA models are generally used as black box models. Insights are limited to
the values of p, q, and d.

• Model selection and identification of ARIMA parameters is time-consuming.

Advantages:

• ARIMA defines a family of models that can be (automatically) selected and para-
metrized to provide accurate forecasts.

• ARIMA is usable as a black box model.
• ARIMA is fast when used for prediction once model and parameters are selected.

18.4.2 GARCH Models

The auto-regressive conditional heteroscedastic (ARCH) models were introduced
by Engle [24] to model high volatility by describing the dynamic changes in time-
varying variance as a deterministic function of past errors. Thesemodels have become
widely accepted for financial time series with volatility clustering and turn out to be
an important tool in the field of financial forecasting [45] but also have been applied
to software systems [2].

Engle formally defined the ARCH model for a conditional variance σ 2
t of the

dependent variable yt as follows:

σ 2
t = α0 + α1ε

2
t−1 + · · · + αmε2t−m, (18.6)

where εt = yt − ∑p
i=1 φi yt−i − ∑q

i=1 θiεt−i , and m and αi for i = 0, . . . , m are the
ARCH model order and coefficients, respectively.
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A generalization of the ARCH model (GARCH) where additional dependencies
are permitted on lags of the conditional variance was introduced by Bollerslev [8].
In the GARCH model, the conditional variance is more general than in the ARCH
model and can be written as follows:

σ 2
t = α0 +

r∑

i=1

αiε
2
t−i +

m∑

j=0

β jσ
2
t− j (18.7)

with these constraints

α0 > 0, αi ≥ 0, β j ≥ 0, and
r∑

i=1

αi +
m∑

j=0

β j < 1. (18.8)

Limitations:

• Inherits all ARIMA limitations (Sect. 18.4.1).
• Model selection and construction are more expensive compared to ARIMA
models.

Advantages:

• Inherits all ARIMA advantages (Sect. 18.4.1).
• Can be used on time series with high volatility.

18.4.3 SETARMA Models

Self-exciting threshold auto-regressive moving average (SETARMA) models were
first introduced by Tong and Lim [61] and further studied by Tong [62], Lim [46],
and Cook and Broemeling [14]. Tong [62] reports that threshold effects can arise
in many scientific fields and the SETARMA models are able to characterize this
because of their attractive features such as limit cycles. Consequently, the SETARMA
models have been found useful in many real-life applications including economics,
population biology, hydrology, and software [3, 63].

The SETARMA model is a generalization of the ARMA model in the nonlinear
domain, and its main idea is to start with a linear ARMA model and then allow
the parameters to vary according to the past values of the time series data. In order
to explain the idea, let l disjoint intervals be defined as R j = [r j−1, r j ) for j =
1, 2, . . . , l, and let an integer dp be known as the delay parameter. For the time series
{yt }, each interval R j defines a “regime,” in the sense that, the time series value yt

is said to follow the regime j if yt−dp ∈ R j . Accordingly, a SETARMA model is
defined as a piecewise linear structure that follows a linear ARMA model in each
j alternative regime, for j = 1, 2, . . . , l, and switches among the different regimes
based on the threshold values determined by the past values of the time series data.
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A SETARMA model of order (l; p1, p2, . . . , pl; q1, q2, . . . , ql) or SETARMA
(l; p1, p2, . . . , pl; q1, q2, . . . , ql) can be written as follows:

yt = μ( j) +
p j∑

i=1

φ
( j)
i yt−i +

q j∑

s=0

θ( j)
s εt−s + ε

( j)
t i f r j−1 ≤ yt−dp < r j (18.9)

where φ
( j)
i and θ

( j)
s

(
i = 1, 2, . . . , p j ; s = 1, 2, . . . , q j ; j = 1, 2, . . . , l

)
are model

parameters, and
{
ε

( j)
t

}
( j = 1, 2, . . . , l) are a sequence of independent normal errors

withmean zero and variance σ 2
j . The ordered constants−∞ = r0 < r1 < · · · < rl =

∞ are known as the thresholds.
When q j equals zero (for j = 1, 2, . . . , l), the SETARMA model is reduced

to the self-exciting threshold auto-regressive model which is denoted by SETAR
(l; p1, p2, . . . , pl). Similarly, the self-exciting threshold moving average model,
SETMA(l; q1, q2, . . . , ql), is a special case of SETARMA when p j equals zero
(for j = 1, 2, . . . , l). If the auto-regressive orders and moving average orders are
the same for all regimes and equal to p and q, respectively, the SETARMA model
(18.9) takes the form as follows:

yt = μ( j) +
p∑

i=1

φ
( j)
i yt−i +

q∑

s=0

θ( j)
s εt−s + ε

( j)
t i f r j−1 ≤ yt−dp < r j , (18.10)

which is SETARMA(l, p, q) where p and q are repeated l times. Similarly to
bi-linear models and exponential auto-regressive models, it is easy to show that
the ARMA(p, q) model is a special case of the SETARMA model (18.10) when l
equals one, which implies that the SETARMA models are natural extensions of the
ARMA models.

Limitations:

• Inherits all ARIMA limitations (Sect. 18.4.1).
• Model selection and construction are more expensive compared to ARIMA
models.

Advantages:

• Inherits all ARIMA advantages (Sect. 18.4.1).
• Can be used on nonlinear time series.

18.4.4 Cubic Smoothing Splines

Cubic smoothing splines (CS) can be fitted to univariate time series data to obtain
a linear forecast function that estimates a trend [37]. The smoothing parameters
are estimated using a likelihood approach enabling the construction of confidence
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intervals. This method is an instance of the ARIMA((p, d, q) = (0, 2, 2)) model
as described above with a restricted parameter set that does not impair the forecast
accuracy. Thismethod is suitable for extrapolation of trends, but seasonal patterns are
not captured. In steep parts of a time series, the method overestimates the trend—
accordingly the method should only carefully be applied to time series data with
bursts, high noise ratio, or strong seasonal patterns. It has been observed that the
computation time rises for more data points without an observable improvement in
forecast accuracy.

Limitations:

• In the presence of bursts or dominating seasonal patterns, the method is likely to
overestimate the impact of an extrapolated trend.

• Forecast accuracy may not increase with more historical data.

Advantages:

• Simple model that is easy to understand.
• Gives good trend estimates in many cases.
• Only needs a few historical values and has a low computational overhead.

18.4.5 Extended Exponential Smoothing

Extended exponential smoothing (ETS) is based on the state space approach and can
explicitly model a trend, a season, and a trend component in individual exponential
smoothing equations that are combined in the final forecast [36]. The component
combination can bemodeled either as additive ormultiplicative. In addition, damping
the influence of one of these components is possible. The forecasting process starts
in the first step by selecting an optimized model instance before the parameters of the
individual exponential smoothing equations are estimated. Having the model and the
parameters adapted to the time series data, point forecasts and confidence intervals
are computed. This method is able to detect and capture sinus-like seasonal patterns
that are contained at least three times in the time series data. In the presence of more
complex seasonal patterns, the ETS often fails to model those and returns quicker
with a worse forecast accuracy compared to other methods.

Limitations:

• Positive time series values are required.
• May fail to model complex and overlapping seasonal patterns.
• User needs to decide whether a seasonal pattern and trend component should be
modeled as additive or multiplicative.

Advantages:

• Established approach with various implementations available.
• Reasonable model complexity and computational overhead.
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18.4.6 tBATS Innovation State Space Modeling Framework

The tBATS innovation state space modeling framework [15] extends the ETS state
space model. The goal of tBATS is the better handling of more complex seasonal
effects bymakinguse of a trigonometric representation of seasonal components based
onFourier transformations, by the incorporation ofBox–Cox transformations and use
of ARMA error correction. tBATS relies on a method that reduces the computational
burden of the maximum likelihood estimation. We observed examples of higher
forecast accuracy compared to the ETS method, while computation time stayed in
the same range.

Limitations:

• Positive time series values required.

Advantages:

• Improved capability to handle complex seasonality compared to the classical ETS
approach (Sect. 18.4.5).

18.4.7 Model Selection and Conclusion

Before constructing a forecastingmodel, the given time series data should be checked
for fulfillment of the various model assumptions. For example, a time series for an
ARIMA model should satisfy the following assumptions: serial dependency, nor-
mality, and stationarity. Consequently, before using any model, statistical tests are
needed to check for these assumptions. If they are not satisfied, a suitable transfor-
mation is required to align the data with the assumptions. Traditional statistical tests
include the runs test for serial dependency, the Kolmogorov–Smirnov (K-S) test for
normality, and the KPSS test for stationarity [26]. For achieving normality and sta-
tionarity in the variance, Box–Cox transformations [10] can be used, and differences
in non-stationary time series can be used to produce stationary series in the mean. To
determine whether GARCHmodel should be used, the time series has to be checked
for volatility and for dynamic changes in time-varying variance as a deterministic
function of past errors. The common statistical test for volatility is the Engle’s test
[24]. The selection of a SETARMA model is recommended for a nonlinear time
series, which can be tested with the Hansen test [31]. The cubic smoothing splines
are basically an ARIMA((p, d, q) = (0, 2, 2)) model, and thus, this model can be
used whenever the ARIMA assumptions are satisfied. For the extended exponential
smoothing approach, the same model assumptions as for ARIMA need to be satis-
fied. The tBATS approach includes a Box–Cox transformation and accordingly can
cope with non-normality. Besides the required assumption checking, rules based on
common statistical measures such as seasonality, normality, linearity, kurtosis, and
skewness can also be derived for model selection or ranking. A detailed approach for
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rule derivation and a set of general rules for a subset of methods are given in [67]. In
practice, different forecast approaches are applied concurrently and either the result
that is more likely to be accurate or a weighted combination of the different results is
used. This technique is also known as ensemble forecasting or boosting. An example
can be found in [32].

18.5 Applications of Workload Forecasting

In this section, we discuss the applications of workload forecasting. Further appli-
cations and a broader view on workload characterization can be found in a recent
survey [11]. It is worth noting that methodology as well as applications strongly
resembling workload forecasting can be found in the domain of managing electricity
supply [42]. Short-term forecast (hours to one day ahead) of demand on electric
power is of particular interest to power suppliers [42].

18.5.1 Load Forecasting for Data Centers, Grids,
and Cloud Environments

Load forecasting is used in this domain in a variety of ways including system and
performance scaling, optimization of resource utilization, and its sharing, estimation
of the run-time of tasks, and others. For a more recent overview, see [59], a survey
focusing on job run-time prediction, but also discussing applications and methods
related to workload prediction in computational grids.

The Network Weather Service (NWS) [69] is one of the first and most widely
known systems for load forecasting in grid environments. It uses an ensemble of
simple prediction methods and selects the one that performed best in the recent time
frame. It can forecast the usage of CPU, network, and memory of a single server on
a short time frame.

Peter A. Dinda has contributed a series of early works in this domain [20, 21]. He
typically uses simple auto-regressive models (e.g., AR) since in his evaluation, they
compare favorably, e.g., to BM and LAST models. He evaluates two applications
of host load forecasting: estimation of running times of jobs [20] and real-time
scheduling for interactive applications where new jobs are assigned to resources with
minimum expected load [22]. The results of the evaluation show the clear benefits
of using a prediction-based strategy. In [21], also a forecasting method based on
wavelet analysis is introduced.

In [1], the authors use a combination of seasonal load variation modeling and
Markov model-based meta-predictors for CPU and network load forecasting within
a wide range of time horizons: from several minutes to more than a week. The moti-
vating applications are grid scheduling and support for infrastructure maintenance.
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The approach in [73] also targets the prediction of running times of grid tasks.
The application scenario is CPU load prediction. The forecasting technique is a
combination of polynomial fitting (essentially, a variant of auto-regressive methods)
and detection of similar patterns; the latter method helps to exploit periodicity in the
signal.

In [70], forecasting the future load of a grid system is achieved by combining an
auto-regressive model (AR) enhanced by confidence interval estimations with two
filtering techniques: Savitzky–Golay smoothingfilter andKalmanfilter. Thepotential
application of this approach is forecasting task run-time and guiding scheduling
strategies.

Workload analysis, performance modeling, and capacity planning in the context
of data centers are considered in [27]. In [40], a model is proposed to capture groups
of VMs that behave in frequent and repeatable patterns. The targeted application
domains are capacity management and VM placement in a data center. Other works
targeting such scenarios and environments include [30] and [29].

The authors of [19] propose an approach to predict host load in a Google cluster
with 10,000+ hosts. The method includes an exponentially segmented pattern model
and a Bayes’ method exploiting a feature engineering and selection process.

Another approach of workload management in the context of video streaming is
presented in [72], where the characteristics of workload burstiness are captured. In
this way, they can model workload spikes caused by demand for a few very popular
video clips.

18.5.2 Forecasting for Web-Based Systems

Optimizing the performance, resource usage, quality of service (QoS), and costs of
complex multi-tier applications is another domain where host load prediction plays
an essential role.

In [64], an analytical model of a multi-tier Internet application based on a network
of queues was introduced, where the queues represent different tiers of the applica-
tion. This model can accurately predict response times even in complex workload
scenarios, including caching.

The issue of predicting future resource loads under constraints in Internet-based
systems is addressed in [5]. The authors propose a two-step approach that first obtains
a representative view of the load trend from measured raw data and then applies a
load prediction algorithm upon this data. The envisioned application scenarios are
load balancing and load sharing, overload and admission control, and job dispatching
and redirection.

In [66], the topic of allocating servers to each of theWeb sites in a data center with
shared resources is considered. The constraints here are maintaining the QoS levels
in different classes and optimizing server usage, while maintaining cost-efficiency.
The proposed solution is based on a Web server load prediction schema based on a
hierarchical framework with multiple timescales.
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18.6 Conclusion and Open Challenges

The ability to forecast external behavior that impacts a self-aware system (e.g.,
amount of arrivingwork) becomes a crucial feature for a self-aware system if it should
not only react to changes in its environment, but also prepare for likely changes to
maintain or increase goal compliance. In this chapter, we presented an overview of
workload forecasting methods based on machine learning and time series analysis.
We discussed the common methodological process and reviewed related work in the
area of workload forecasting. We see this as a first step toward enabling self-aware
systems to become proactive.

Besides the general challenge to apply meaningful forecasting techniques in an
autonomic manner within self-aware systems, several open challenges exist in this
field. One open challenge is forecasting for highly dynamic applications. As an
example of a highly dynamic application, consider a cloud-based start-up company
with a cloud-based smartphone app that all of a sudden becomes extremely popular. It
is extremely hard to forecast the medium- to long-term growth and the corresponding
computational load for such an app. In contrast, it is relatively easy to forecast the
short-term diurnal variation in demand, although this pattern will vary depending on
the nature of the app. For example, a location-based social networkingWeb site such
as Brightkite or Gowalla often has higher traffic around dinner and lunch [47], while
the data center load of a travel-oriented app like Waze may peak slightly before and
after typical meal times.
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Chapter 19
State of Practice of Non-self-aware Virtual
Machine Management in Cloud Data Centers

Lydia Y. Chen, Robert Birke and Evgenia Smirni

Abstract Hardware virtualization is the prevalent way to share data centers among
different tenants. In this chapter, we present a large-scale characterization study
that aims to better understand the state of the practice, i.e., how data centers in
the private cloud are used by their customers, how physical resources are shared
among different tenants using virtualization, and how virtualization technologies
are actually employed. Our study focuses on IBM corporate data centers as a major
infrastructure provider and reports on their observed usage across a 19-day period. We
aim at answering two key questions in virtual machine management: (i) whether the
VM are dynamically adjusted according to the system state given the high flexibility
in resizing virtual resources, and (ii) what type of self-learning policy governing the
VM migration can be found in real data centers given a plethora of studies on VM
migration. Our study illustrates that there is a huge tendency in over-provisioning
resources while being conservative to several possibilities opened up by virtualization
(e.g., migration and co-location), indicating the lack of autonomic VM management
and a great potential for developing self-learning systems.

19.1 Introduction

Data centers are the backbone of the infrastructure of contemporary cloud environ-
ments where application executes in the form of virtual machine (VM) instances.
This makes the management of VMs, such as provisioning, de-provisioning, and
migration, central to the data center operation. Naturally, each VM instance varies in
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terms of its required virtual hardware resources and its degree of multiplexing with
other VM instances over time. Multiplexing VMs, while very desirable to optimize
data center usage and operation cost, may come at a performance cost. In the case of
public clouds, computing capacity is provided to users in the form of pre-configured
VM sizes, which are usually selected such that the capacity matches the peak VM
usage. In a private data center, the system administrator has a higher control over
the execution of applications and the resource requirements, and perhaps a better
chance to utilize the data center such that different VMs are consolidated efficiently.
An important feature is the possibility of easily suspending, restarting, and migrating
VMs on different hardware to better meet the performance and application service
level objectives.

The ability of the data center to gracefully deal with persistent workload fluctu-
ations strongly depends on its ability to dynamically manage VMs, i.e., reconfigure
and migrate VMs. There is a rich literature on the costs of dynamic reconfiguration,
consolidation [2, 8, 10, 12], and migration [5, 9, 11], but most experimental works
report on small-scale and easily controllable hardware environments. Yet, there is no
clear view of the current state of the practice of VM management at today’s cloud
data centers.

In this chapter, we aim to conduct a detailed characterization study of VM usage
in corporate data centers in the private cloud. Our objective is to provide a bet-
ter understanding on how autonomic and self-adaptive today’s VM management is.
Due to the fact that VM management policies are not well documented and kept via
word of mouth among system administrators, we resort to a black box approach,
i.e., leveraging spatial variability of VM resource usages and timings of VM on/off
and migration. We inspect multiple corporate data centers geographically dispersed
across different countries and continents and used by more than three hundred cus-
tomers from a variety of industries, including banking, industrial, automotive, retail,
and media. The trace data focus on a specific time window of 19 days ranging from
September 1 to September 19, 2012. Our data set provides insights into a broad range
of both physical and virtual hardware configurations running a diversity of operating
systems and applications. The data centers considered here are within a private cloud,
i.e., their tenants and applications are stable.

Specifically, we start out our analysis by presenting the complexity of VM resource
management, which scales nonlinearly with the number of VMs consolidated on
physical boxes, and the amount of different resources involved. Our main analysis
focuses on answering two key questions related to self-learning VM management: (i)
whether VM resources are provisioned adaptively to harvest the flexibility offered in
the Cloud, and (ii) whether VMs are dynamically consolidated on boxes via turning
on/off and migrating VMs. Our findings show that VM resources, i.e., number of
CPU and memory, can be rather static over time, and the consolidation landscape
indeed changes but follows specific timings and spatial patterns, indicating a low
degree of self-awareness in VM management. In particular, VMs are turned on and
off, following specific time patterns, and this activity is highest during midnight, ditto
for VM migration. There is a strong tendency for the VMs to not migrate and even if
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they do, they migrate to a restricted set of physical servers with the same hardware
characteristics, and in particular with smaller numbers of CPUs and memory sizes.

This chapter is organized as follows. Section 19.2 presents an overview of the
collected data. Section 19.3 illustrates the complexity of VM resource management.
The dynamics of VM resource provisioning and consolidation plan are summarized
in Sect. 19.4. Characterizations of VM life cycle and migration are summarized in
Sects. 19.5 and 19.6, respectively. Discussion and conclusions are given in Sect. 19.7.

19.2 Data Collection

We survey 90 k VMs hosted on ≈8 k physical servers from different data centers in the
world, serving over 300 corporate customers over a 19-day period starting September
1, 2012. Thanks to these sheer numbers, we can deduce meaningful statistics. These
systems are used by different industries and are based on various operating systems.
The virtualization technologies used are from major vendors, such as VMware and
IBM.

Due to the nature of the trace data available to us, our study has some limitations.
Although the trace data identify unique VMs (via a unique VM id), we are unaware
of the exact applications each VM runs due to business confidentiality. We are also
not aware of the response time of each VM at a transaction level (if the application
is transaction-based), but we are aware of the end-to-end time of an application. In
addition, the trace data are only collected in 15-min periods, i.e., this is the finest
available data granularity.

While a 15-min sampling interval may be considered relatively long and may
compromise the completeness of the data set with respect to extremely frequent
events, we argue that it actually has a negligible effect given the typical liveness and
migration characteristics of most VMs in this data set. Our evaluation suggests that
provisioning and de-provisioning as well as migration are much less frequent than
data sampling in the vast majority of cases. We direct the interested reader to our
previous work on the same data set focusing on the evolution of data center resource
demands across a 2-year period [3] and on seasonal patterns to enhance autonomic
resource allocation policies [4].

For the purpose of the work presented in this chapter, we collect two types of virtu-
alization statistics, namely on virtual resource provisioning and on VM deployment.
Virtual resource provisioning focuses on the amount of virtual resources assigned to
each VM, whereas VM deployment focuses on how physical resources are shared by
VMs on a physical server. We concentrate on the number of VMs and on their virtual
CPU and virtual memory capacity demands, and how those are shared (or multi-
plexed) on their physical counterparts where the VMs are deployed. Throughout this
chapter, we use the terms server and host to denote a VM’s physical counterpart. We
also use the generic terms processor and CPU interchangeably to denote a thread
slot visible to the operating system.
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A physical server equipped with multiple physical CPUs (PCPU) and sufficient
physical system memory (PMEM) hosts multiple VMs. Each VM in turn is config-
ured with multiple virtual CPUs (VCPU) and virtual system memory (VMEM) of a
certain size. The total number of VCPUs is independent of the number of PCPUs on
a physical server. A VCPU can use only up to one PCPU at a time, whereas a PCPU
may be shared by multiple VCPUs. Similarly, the total size of VMEM used by the
VMs is independent of the available PMEM.

VM deployment may be static or dynamic, i.e., a VM may be bound on a physical
server throughout its lifetime or not. We focus on the dynamic handling of the VMs
over the entire period by looking at VM life cycles (on/off patterns) and VM migra-
tions. We consider a VM on, if the VM is running and its activity is traced during
the 15-min sampling interval; we consider the VM off otherwise. Naturally, on/off
periods and migration can be intertwined: That is, a VM can be turned off and then
turned on at different physical hosts. In such cases, we consider that both the VM life
cycle and migration occurred. Live migrations are also possible: That is, a migration
without the VM being suspended or turned off.

For a better understanding on how and what we measure (see Fig. 19.1). The
figure illustrates an example of VM dynamic behavior over time. The VM first runs
on server A, then B, and then C, i.e., two migrations occurred. When the VM is
migrated from server A to server B, it is also turned off during three time intervals.
Migration from B to C has no gaps, either because of live migration or because
the off time is hidden by the sampling interval. Based on this example, we further
illustrate the four basic time intervals we measure: the on and off times—the sum of
all consecutive time periods in which the VM is in the same onor offstate; the host
time—the time spent by the VM on the same physical server irrespective of being on
or off; and the migration time—the off time between changing physical hosts, which
can be zero.

Fig. 19.1 The definition of VM on, off, host, and migration times
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19.3 Resource Allocation and Consolidation

In this section, we give an overview of the complexity of virtual machine manage-
ment, which increases nonlinearly with respect to the number of resources, virtual
machines, and physical servers. In particular, we present the amount of CPU and
memory equipped at virtual machines and physical servers, and most importantly,
their dependency due to consolidation.

19.3.1 Physical Resources at Boxes

In this subsection, we present statistics on the physical resources, in particular on
processors and memory, available in today’s servers. In Fig. 19.2, we give an overview
of the physical resources available. Figure 19.2a shows the histogram of PCPUs
per server. The histogram reflects the availability of commercial configurations. In
the most common case (i.e., 34.5 %), servers have eight PCPUs. Other common
configurations are 12, 16, and 32 PCPUs. The PMEM configurations have a wider
range (see Fig. 19.2b). The highest peaks in the histogram are between 2 GB and
50 GB and account for 56 % of servers. Overall, servers have abundant resources with
on average 14.95 PCPUs and 60.6 GB of PMEM. Even some high-end machines exist
with 64 PCPUs and 1 TB of PMEM. In addition, there is a non-negligible portion of
“resource limited" servers with 4 PCPUs and less than 2 GB of PMEM. Figure 19.2c
gives a sense on how balanced the physical servers are in terms of processors and
memory by presenting the histogram of the ratio between these two resources. The
average value is 3.98 GB per CPU.

The main message from Figs. 19.2 and 19.4 is that today’s servers have very
powerful computational capacity (on average 15.95 PCPUs) and a reasonable size of
memory (on average 60.6 GB of PMEM), making room for resource sharing by VMs
(on average 10.8 per server). These servers not only present plenty of opportunities for
VM consolidation but also underline the challenges in VM management, particular
toward the direction of self-awareness.

19.3.2 Virtual Resources at Virtual Machines

The complexity of VM management arises from the amount of resources provisioned
in each VMs. Figure 19.3a illustrates that VMs use mostly few VCPUs. Most VMs
have either 1 VCPU (39.5 %), 2 VCPUs (40.6 %), or 4 VCPUs (17.2 %).

Similar observations hold for the VMEM size (see Fig. 19.3b): most of VMs
(87.2 %) have between 1 and 9 GB of VMEM with specific peaks around 2, 4, and 8
GB. We would like to point out that small, medium, and large instance types at Ama-
zon EC2 have 1, 2, and 4 VCPUs and 1.75, 3.5, and 7 GB of VMEM, respectively [1].
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Fig. 19.2 Physical resources available on today’s servers: a number of CPUs, b memory size, and
c ratio of memory (size) per CPU. Note the log-scale on the x-axis for b and c, to better illustrate
the higher densities that are associated with smaller memory requirements

Indeed, our data confirms that those are the most popular VM configurations. Finally,
as indicated by the different histogram shape in Fig. 19.3c, the memory/processor
ratio is scaled down: on average 2.3 GB of VMEM per VCPU. Overall, our key
observation is that VMs are “smaller” than physical servers, in terms of number of
CPUs and memory. In addition, as reported in Sect. 19.4, the daily averages and per-
centile values are remarkably stable across time. One can use these statistics to size
VM resources, especially within cloud solutions.

19.3.3 Virtual–Physical Dependency by Consolidation

The most challenging part in unrevealing the state of practice in today’s VM man-
agement lies at the virtual–physical dependency, introduced by consolidation. The
prior work has developed various self-adaptive and self-learning VM consolidation
policies. In this subsection, we present the landscape of consolidation in the wild and
highlight the overall system complexity with respect to resource multiplex ratios.

Figure 19.4 gives an overview of consolidation levels on the various physical
machines. Figure 19.4a shows the discrete data histogram of the empirical density
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of the number of VMs per physical server. The figure shows that 10 % of servers
host one VM, i.e., there is no consolidation, whereas 90 % of servers host at least
two VMs. The average number of VMs hosted on a physical server is 10.8, but this
average can be deceiving. Indeed, the CDF counterpart of Fig. 19.4a (not reported
here due to lack of space) shows that the 95th percentile is 31.

For completeness, we present two more histograms. The first one is the histogram
of the number of VMs handled by the same management entity, i.e., an external entity
used to monitor and deploy the VMs such as vSphere from VMware (see Fig. 19.4b).
In general, a manager handles many VMs: on average 173.3 VMs. Since central VM
managers can become the bottleneck, such information can be useful for capacity
planning of management units.

Figure 19.4c depicts the histogram of the number of different enterprises sharing
the same physical server. We see that there is almost no flexibility here: 96.5 % of
servers host VMs all belonging to the same enterprise. This further confirms that the
statistics presented in this paper are mostly from private clouds.

Next, we turn our analysis to the overall resource multiplex ratios, i.e., CPU and
memory, across physical servers. We start with how VCPUs compete for PCPUs on
the physical host. Figure 19.5a shows the histogram of the ratio between the total
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number of all VCPUs from all VMs and the number of PCPUs of the underlying
hosting physical server. If such a ratio is less than 1, then the VCPUs are likely not
able to “stress" the PCPUs: That is, the server is under-populated. Therefore, ratios
greater than one are necessary but not sufficient conditions for processor resource
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Table 19.1 Statistics for VM consolidation: number of VMs per server, number of VMs per man-
aging units, and the number of different enterprises’ VM per server

Mean Std. dev Percentiles (%) Figure

5 50 95

VMs/Server 10.82 11.03 1.00 7.00 31.00 19.4a

VMs/Manager 173.26 301.11 3.00 76.00 631.00 19.4b

Clients/Server 1.06 0.42 1.00 1.00 1.00 19.4c

PCPU 14.95 9.54 4.00 12.00 32.00 19.2a

PMEM 60.58 69.62 3.75 40.00 175.50 19.2b

PMEM/PCPU 3.98 3.13 0.58 3.28 9.79 19.2c

VCPU 2.07 1.33 1.00 2.00 4.00 19.3a

VMEM 4.76 5.74 0.99 3.75 15.88 19.3b

VMEM/VCPU 2.30 1.93 0.50 2.00 4.82 19.3c

contention. Roughly, 35.2 % of servers are under-populated, 4.3 % even with ratios
lower than 0.1, while the rest of the servers have ratios greater than 1 and up to 8.25.
Overall, the average is 1.56 VCPUs per PCPU. This is not surprising considering
that efficient physical resource sharing is in fact the purpose of virtual environments’
existence.

Next, we study how the PMEM is multiplexed among the VMEMs allocated to
each VM. To this end, we compute the ratios between the sum of all VMEMs and
the PMEM of the underlying physical server. Figure 19.5b depicts such ratios and
illustrates that it is rare for VMs to request more than the available PMEM.

We summarize the statistics discussed in this section in Table 19.1. Overall, the
complexity of VM management at data center is very high due to a large amount of
virtual and physical resources involved and a high degree of consolidation. Moreover,
the presented data show that over population of VCPUs is a prevailing condition,
which is expected, especially considering the main motivation for virtualization—
efficient consolidation of resources. The degree of over-subscription is roughly at
50 %, indicated by the mean value of VCPU/PCPU in Table 19.1. Such values can be
used to further guide the design of self-adaptive VM consolidation policies. On the
opposite, memory is never over committed, i.e., the total VMEM requested is just
below the PMEM of the hosting server. Resource multiplexing is more conservative
for memory than for CPU, hinting a simpler performance requirement in developing
a self-learning VM management systems.
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19.4 Dynamics of VMManagement

In this section, we present a bird view on the dynamics of VM management, partic-
ularly focusing on the spatial variability of resource provisioning and consolidation
plan. As pointed out earlier, VM management policies are typically kept by word of
mouth among system administrators without much formal documentation. We thus
resort to a black box approach to uncover the state of practice for self-aware VM
management systems, i.e., to infer the policy via observing the resource allocations
and consolidation plans. We conjecture that as the data center workloads show strong
time of the day effect and seasonality, self-adaptive VM management policies can
thus dynamically resize VM resources and change consolidation plan over time. To
change the consolidation plan in a private cloud data center where the VM popu-
lation is rather constant, there are two basic operations associated with it: turning
on/off VMs and migrating VMs. We dive into the current practices of VM on/off and
migration in Sect. 19.6, whereas here we look at the evolution of VM sizes.

Similar to the earlier sections, we focus on CPU and memory. In Fig. 19.6a, we
present the percentiles of the virtual CPUs per VM as a function of the observation
day. The statistics are quite stable across time. On average, each VM uses 2 VCPUs,
while the 95th percentile is equal to 4, concluding that in most applications multi-
threading is limited. In Fig. 19.6b, we show the average virtual memory used per VM
across the time line of the observation period. The percentiles of average memory
remain fairly constant, indicating stability in resource consumption requirements.
Both observations implicitly point to that most VMs do not change their resource
allocation during the observation period, even though workloads fluctuate greatly
over time, and there exits a high flexibility in resizing VMs. Another observation
worth mentioning is that resource utilization, particularly CPU, is fairly low, arguing
for a strong incentive to improve the resource provisioning plan. In Sect. 19.6, we
show how CPU and memory are actually affected when VMs are turned on/off and
migrated.

As for the consolidation plan, we gather the time evolution of consolidation fac-
tors, i.e., the number of VMs consolidated on a server over time. Due to the large
number of servers in this data set, we focus on different percentiles of consolidation
factors. Figure 19.6c presents the daily time evolution of the average number of VMs
per server. The figure also depicts the 5th , 50th, and 95th percentiles of the number
of VMs per server. These values are fairly constant, with small variations from day
to day, especially for 5th and 50th percentiles. We note that 95th percentile shows
a stronger variation, indicating that the consolidation plan across physical servers
indeed changes at a smaller scale. Consequently, we argue that at a macroscale the
overall consolidation plan for data centers does not change. In other words, con-
solidation management is rather static in a macroscale, indicating inactive practices
in self-aware management systems. The figure further corroborates the high degree
of sharing of VMs per server and further highlights the complex dependency in
designing a self-learning management system.
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Fig. 19.6 Time evolution of VM configurations and numbers across the 19-day period

19.5 Life Cycle of VMs

The ease of commissioning and decommissioning VMs together with the promise of
performance isolation contributes to the popularity of using VMs in data centers. The
fluctuations of the VM population strongly depend on whether the data center is a
part of the public or of a private cloud. High churn rates of VMs are expected in public
clouds. Since the trace data that we use in our study came from data centers within
privately administered clouds, our observations are bound to the private clouds only.
In this section, we focus on the frequencies at which VMs are turned on and off, the
durations of the on/off times, and whether VMs are bound to the physical servers
where they execute or not. Table 19.2 provides an overview on the main statistics for
all empirical densities shown in this section.

19.5.1 VM On/Off Frequencies and Times

We start by reporting on the number of on and off states for each VM across the
observation period of 19 days. Naturally, the numbers of onand offstates are tightly
related, since an off (on) state is always going to be followed by an on (off) state,
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Table 19.2 Statistics for VM on/off during the 19-day observation period

Mean Std. dev. Percentiles (%) Figure

5 50 95

Freq. ON
(#/days)

1.58 4.65 0.05 0.16 10.53 19.7a, b

Freq. OFF
(#/days)

1.54 4.65 0.00 0.16 10.53 19.7a, b

Time ON
(days)

0.39 1.91 0.01 0.01 1.19 19.7c

Time OFF
(days)

0.25 1.13 0.01 0.04 1.00 19.7c
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Fig. 19.7 Statistics related to VM on/off cycles: a, b daily frequency, and c duration

respectively. Provided that we observe each VM over a fixed time interval, the number
of off states might be at most the number of on states ±1, depending on whether
we observe a leading or trailing offstate which may not have a corresponding on
state. Figure 19.7a presents the frequencies of on and off states during the 19-day
observation period, computed over the set of all VMs. As expected, the lines are
almost overlapping with few deviations (e.g., the starting points of the two curves).
In the rest of this section, we only comment on the frequency of the off states.



19 State of Practice of Non-self-aware … 567

One can immediately see that most of the frequency mass is located at the begin-
ning. To better illustrate the results, Fig. 19.7a shows the PDF of the initial part only,
while Fig. 19.7b shows the complete cumulative density function (CDF), including
its tail. 11 % of VMs have zero observed off states, i.e., these VMs were continuously
operating during the 19-day interval. The absence of off samples suggests that these
VMs have never been turned off, and we treat them as if they are turned on once.
Further, 23 % of VMs only have one observed off state throughout the 19-day interval
or, estimating based on the observation period, only 0.053 off states per day. For the
remaining VMs, the density functions rapidly decay into a long tail which extends
almost to the maximum possible value given by our 15-minutes sampling interval,
i.e., 48 times per day. This suggests that the VM stayed on for one sampling interval
and off for the subsequent one throughout the whole observation period. Figure 19.7b
shows the complete CDF that illustrates the presence of a long tail, i.e., there are at
least 2 % of cases where the number of on/off states per day is more than 20. Note
also that the two CDF curves nearly completely overlap.

Next, we focus on how long a VM stays in either the on or off state. We call the
durations of the on (off) state the on (off) times. Figure 19.7c presents the CDFs of
the on and off times across all VMs. Again, the line corresponding to the off time
is either roughly overlapping or above the line corresponding to the on time. This
indicates that off periods are in general shorter than on periods, also reflected by the
mean values of Time ON and Time OFF in Table 19.2. In general, we see that for
almost 90 % of the VMs the on/off times are less than a portion of the day, while a
small percentage corresponds to very long on/off durations.

19.5.2 More on VM On/Off Timings

Here, we provide information about the specific times when VMs are turned on and
off. Figure 19.8 presents the empirical frequencies of the fraction of VMs that are
turned on and turned off as a function of the time of the day across the entire 19-day
period. For each time period, two bins are reported—one that corresponds to on
and one that corresponds to off. Graphs are stacked on top of each other in order to
illustrate the relationship of on and off frequencies. Remarkably, there is a strong
repeating pattern on the frequencies of on/off time periods (see Fig. 19.8a), i.e., it
appears that the timestamps that VMs are set to on state are repetitive, featuring a
daily spike. For the rest of the time periods, the fraction of VMs that are turned on or
off is more or less stable. To further investigate this, we plot the frequencies of the
on and off for 24 h, across all days. Indeed, the spikes in Fig. 19.8a now correspond
to one frequency (see the leftmost part of Fig. 19.8b). The figure clearly shows that
almost 12 % of all VMs in the entire time period are started at midnight, while almost
6 % of VMs are shut down in the same time period and 3 % right before this time
(see the leftmost and rightmost parts of the top graph in Fig. 19.8b). Such repeatable
patterns clearly point to routine VM deployment of perhaps maintenance work.
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Fig. 19.8 Fraction of VMs that are turned on and off at specific timestamps: a across the entire
observation period and b across 24 h

19.5.3 Virtual Resource Characteristics of VM On/Off

Here, we look at how the virtual resource demands change during the VM on/off
switching and whether on/off states depend on the VM resource configurations. In
particular, we look at the number of VCPUs assigned to the VM right before the VM
is switched off, and the number of VCPUs assigned to the VM right after it is switched
on. Due to the space limitation, we skip the presentation of those two figures. Results
are reported as a function of the average daily switching frequency. The figures are
scatter-plots, i.e., on the x-axis, we plot how many times the VM is switched off daily,
and on the y-axis, we plot the VCPUs assigned to it before it is switched off (and
right after it is switched on). Each data point in those plots is associated with a VM
on/off and essentially represents the average VM on/off frequency of this VM and
number of VCPUs considered. At the first glance, the number of VCPUs assigned
to a VM seems to be identical before switching off and right after switching on.
Also, it is not clear whether VMs with larger numbers of VCPUs are switched on/off
more frequently than VMs with small numbers of VCPUs. To better understand the
changes of VCPUs, we plot in Fig. 19.9a the difference of VCPUs assigned to a VM
before it is switched off and after it is switched on as a function of the average daily
switching frequency. For VMs that are switched on and off often (see values that
correspond to large x-axis values), this difference is zero; while for few VMs, there
are differences, but these differences are still small (see left side of Fig. 19.9a).

Figure 19.9b reports similar results for the allocated VMEM, again as a function
of the frequency of on/off states. The figure confirms the same behavior as the one
observed for VCPUs: VMs with high on/off frequencies tend to use the same amount
of VMEM, while those with low frequencies tend to be less stable in their resource
demands (see the left side of Fig. 19.9b).

To conclude, this subsection presents relevant statistics related to the life cycle
of VMs, which point to the observation that data centers are still handled in a quite
conservative way, i.e., VMs are switched on/off with low frequency at off-peak times,
probably in an attempt to not disrupt working solutions and to avoid the increase in
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Fig. 19.9 VCPUs and VMEM scatter-plots as a function of average VM on/off frequency

management complexity. Furthermore, these statistics can be used as follows: (i) to
shed light on what the current practices are and to fill the gap between academic
research and field practice, and (ii) as a valuable input to create reference workloads
that mimic today’s common practices.

19.6 VMMigration

In this section, we focus on one of the most important features of virtualization:
migration. Migration plays an indispensable role in bridging two key aspects of vir-
tualization: dynamic server consolidation and scalable resource provisioning. Most
of the existing migration studies are done within controlled environments of small
scale [5–7, 11]. Here, our data allow to provide the big picture on current migration
practices in the private cloud. First, we focus on the frequency of how often VMs
actually migrate and how much this frequency varies from VM to VM. Second, we
are interested in isolating observable migration patterns, trying to see whether VMs
migrate regularly. Finally, we also report on how many physical servers the VMs
migrate on. In this section, we concentrate on the large-scale characteristics of VM
migration, without attempting to evaluate its performance impacts.

19.6.1 Migration Frequency and Inter-Migration Times

In the following, we split the data into two sets and draw the empirical distribution
functions for (i) the entire set of VMs, which we call full set, and (ii) the set of VMs
that migrated at least once, referred as migration-only set.

Figure 19.10a shows the frequency of VM migration, i.e., how often a VM is
migrated between physical servers. The main plot zooms on the initial part of the
PDF across VMs. This illustrates the fact that most VMs are unlikely to migrate: 78 %
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Fig. 19.10 Statistics about VM migration: a how often it happens in a day, b how long does it take
to migrate, and c how many different servers a VM visits

of them never migrated throughout the whole 19 days, i.e., the migration frequency
was equal to zero. However, as shown in the inlet of Fig. 19.10a, the right tail of the
CDF also includes few VMs that migrated more than three times per day.

Figure 19.10b shows the cumulative frequencies of the average residence time of
a VM on a physical server before migrating to another server. This is an alternative
representation of the results shown in Fig. 19.10a, confirming that most VMs exhibit
relatively long inter-migration times. In particular, only about 3 % of VMs belonging
to the migration-only set have inter-migration times of 2 days or less. There are four
peaks of increasing intensity at 3.8, 4.8, 6.3, and 9.5 days, which are influenced by
the length of the observation period and correspond to fractions of 19 days. The full
set is skewed even more towards longer inter-migration times, due to the considerable
number of VMs that never migrate and remain active for the whole 19 days. This
can be seen from the big jump at the end of the CDF. Since the full set includes the
migration-only set, the full set’s density function exhibits the same jumps scaled in
intensity as the one corresponding to the migration-only set.

The main message is that most VMs (78 %) never migrate. Furthermore,
Fig. 19.10a, b both point towards rather long periods between migrations. In par-
ticular, the highest peaks are either just slightly shorter than a week, i.e., 6.3 days for
10 % of migrating VMs, or just slightly longer than a week, i.e., 9.5 days for 28 %
of migrating VMs.
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Fig. 19.11 Fraction of migrating VMs: a across the entire 19 days, b across 24 h

19.6.2 Migration Timings and Patterns

Herein, we focus on VMs experiencing migrations, particularly their timings of
occupancies and spatial patterns on underlying servers. Figure 19.11a reports on the
fraction of VMs that migrate across the entire 19-day period. The figure shows a
strong repetitive pattern: most migrations occur at specific timestamps that appear
to repeat across the entire 19-day period. Figure 19.11b shows the same information
but as an aggregate for 24 h. It clearly shows that almost 70 % of all VM migrations
occur at midnight.

Regarding the spatial patterns of migration, i.e., where VMs migrate, we look at
(i) the number of distinct physical servers visited and (ii) the probability of transition
among those servers. Figure 19.10c shows the PDF of the number of distinct physical
hosts visited by a VM over the 19 days. A value of one means that the VM stayed on
the same physical host for the whole 19 days. Again, we observe that 78 % of VMs
do not migrate, which is consistent with our previous results. Even considering the
migration-only set, the set of physical servers visited by a VM is relatively small:
68 % of VMs visit only two servers.

19.6.3 Resource Characteristics of VM Migration

To get a sense of how physical resources are related to VM migrations, we provide
scatter-plots (see Fig. 19.12 a, b). The former illustrates the similarities of the physical
servers before and after VM migration, and the later illustrates the similarities of the
physical memory available before and after migration. Using these two figures, we are
able to answer the question about what type of machines tend to have VM migrations.

The x-axis in Fig. 19.12 represents the average migration frequency per VM per
day. The y-axis in Fig. 19.12a, b represents the number of physical CPUs and memory
on physical hosts. Each data point in those plots is associated with a VM migration
and essentially represents the average VM migration frequency of this VM and the
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physical memory of the host considered. Note that due to discrete values of the
number of CPUs, there is a severe overlapping of the plotted points. A single point at
the left side of the scatter-plot could represent a very large number of VMs, because
of the overlapping effect. Due to a smaller number of VMs with high migration
frequency, there are few points on the right side of the figure. One can see that
VMs with low migration frequency tend to reside on machines with a wide range of
CPU resources, whereas VMs with higher migration tend to reside at machines with
10 to 20 CPUs. An interesting observation is that VM migrations tend to happen on
machines with smaller numbers of CPUs. In other words, the bigger the machines are,
the less frequently their hosted VMs migrate. One can observe the difference in the
number of PCPUs on servers, which VMs reside before and after their migration. On
the one hand, there is no difference in physical servers before and after migration, in
terms of their average number of CPUs. On the other hand, due to a wide spectrum of
server configurations for VMs with low migration frequency, the difference in terms
of the number of CPUs spreads in a wider range in the left side of the figure. Overall,
VMs are observed to migrate among machines equipped with similar numbers of
CPUs.

The number of points in Fig. 19.12b appears higher than in Fig. 19.12a, due to
a higher number of different memory sizes available than the number of CPUs in
servers. Similar to the CPU trend, one can observe that servers with bigger memory
experience less migrations. VMs with high migration frequency tend to be hosted on
machines with around 100 GB of physical memory. VMs that migrate a lot tend to
migrate to servers with the same physical memory as compared to those who do not
migrate that often.

To summarize, in this section, we provided a description of contemporary migra-
tion processes in data centers. Consequently, the statistics presented here can be used
to validate the basic assumptions about workload migration patterns. Other uses are
also possible, e.g., the frequency of VM migrations can be used to estimate how much
additional load the underlying data center network infrastructure has to handle or the
knowledge of existing migration patterns can be useful when it comes to improving



19 State of Practice of Non-self-aware … 573

Table 19.3 Statistics for migration: frequency, inter-migration times, and number of unique servers
visited

Mean Std. dev. Percentiles (%) Figure

5 50 95

Freq. all
(#/days)

0.02 0.07 0.00 0.00 0.10 19.10a

Freq. MigOnly
(#/days)

0.11 0.12 0.05 0.05 0.31 19.10a

Time all
(days)

13.76 6.12 2.00 17.52 19.00 19.10b

Time MigOnly
(days)

7.18 2.51 2.51 8.51 9.51 19.10b

#Servers all 1.36 0.80 1.00 1.00 3.00 19.10c

#Servers
MigOnly

2.01 2.24 1.00 1.00 6.00 19.10c

VM placement strategies. Finally, Table 19.3 summarizes the main statistics for the
plots presented in this section.

19.7 Conclusions

In this chapter, we present a detailed characterization study of virtualization man-
agement in today’s data centers, based on vastly diversified systems. We focus on
uncovering whether the state of practice of VM management is self-aware and self-
adaptive, with respect to the workload dynamics. We particularly focus on the time
variability of resource allocation of VM and consolidation plans, whose changes
are triggered by turning on/off and migrating VMs. Moreover, we show the common
characteristics of VM lifetimes and their migration patterns, including migration fre-
quency and transition probabilities across different physical servers. The presented
statistics provide an overview of how VM management policies are employed in
practice. Our findings illustrate that conservative approaches are the prevailing ones:
most VMs never migrate, and those who migrate do not do this often. In addition,
VMs tend to migrate with specific spatial patterns, i.e., the transition probabilities
from certain physical servers to certain others depict strong affinities among physical
servers. Distinct patterns are also found at times when the majority of VMs are turned
on and when they mostly migrate (at midnight), pointing to the prevalence of routine
applications (perhaps maintenance ones). We also reported on the durations of VM
on and off periods and saw that a significant percentage of VMs are continuously
on versus those which are switched on and off. All in all, most statistics presented
suggest that VM management policies lack self-awareness and self-adaptation and
strongly argue the need for a self-tuning VM management in cloud data centers.
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Abstract Cloud applications today deliver an increasingly larger portion of the
information and communications technology (ICT) services. To address the scale,
growth, and reliability of cloud applications, self-aware management and scheduling
are becoming commonplace. How are they used in practice? In this chapter, we
propose a conceptual framework for analyzing the state-of-the-art self-awareness
approaches used in the context of cloud applications. Wemap important applications
corresponding to the popular and emerging application domains to this conceptual
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framework and compare the practical characteristics, benefits, and drawbacks of
self-awareness approaches. Last, we propose a road map for addressing the open
challenges in self-aware cloud and datacenter applications.

20.1 Introduction

Cloud computing is the information and communications technology (ICT) para-
digm under which services are provisioned by their users on demand, with payment
covering only what is actually used. Cloud users can today lease infrastructure, plat-
form, software, and others “as a service,” from commercial clouds such as Amazon,
Azure, Google, and SAP. Governments and entire industries are building large-scale
datacenters that are and will increasingly host cloud computing applications. At the
same time, data become an integral part of cloud computing: By 2017, over three
quarters of our personal and business data will reside in datacenters, according to
a recent IDC report [32]. Cloud applications, often consumed by users as services,
already represent over 10% of the entire ICT market in Europe [15]. Netflix, whose
users consume a large fraction of the global Internet traffic, relies on ICT services
fromAmazonWeb Services (AWS).1 Themarket, growing in size, diversity of appli-
cations, and sophistication, already exceeds hundreds of millions of users and, as a
consequence, $100 billion worldwide [10]; the cloud market will likely contribute
over 100 billion euro to the European GDP in 2020 [15]. At this scale and with this
importance, human management of datacenter resources is prohibitively expensive
and, often, too error-prone. Thus, the use of self-awareness techniques to manage
cloud applications is increasingly more present. In this chapter, we analyze the use
of self-awareness in cloud computing and its applications.

Cloud applications raise a complexmanagement challenge, derived from the goals
of three main stakeholders: application users, application operators, and cloud oper-
ators. Each of these stakeholders has different requirements, which are often con-
flicting. For example, application users could demand that an interactive application
is always responsive, even under bursty arrivals of user-issued requests. To meet this
demand, application operators could require that enough capacity is always provided
by cloud operators, yet onlywant to pay forwhat is actually consumed. Tension arises
between performance and other requirements, including the cost of operations. As
a consequence, the management challenge is to optimize non-trivial efficiency met-
rics and to meet complex service-level agreements (SLAs), to an extent that already
exceeds the capabilities of human management.

We investigate in this chapter the current state of self-awareness in cloud com-
puting and in particular datacenter-based cloud applications. Our goals are to intro-
duce practical cases of self-awareness in such applications; to present a conceptual
framework for analyzing state-of-the-art self-awareness approaches used in practice;
to map the already important and emerging application domains to the conceptual

1Details: https://aws.amazon.com/solutions/case-studies/netflix/.

https://aws.amazon.com/solutions/case-studies/netflix/
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framework of self-awareness approaches used in practice and analyze the similarities
and differences, benefits, and costs of self-awareness approaches; and to identify and
analyze the open challenges in self-aware cloud applications and propose a road map
for advancing the state of the art. The main contribution is structured as follows.

In Sect. 20.2, we introduce a framework for the analysis of self-awareness tech-
niques used in cloud computing and its applications. Our framework consists of a
structured way to analyze the types of applications, problems, and approaches for
which self-awareness is relevant in practice. The framework also structures the analy-
sis of directions for future research. Although the framework is currently built for
the analysis of self-awareness in cloud applications, and thus is adapted to the oper-
ational conditions in cloud computing (metrics, stakeholders, etc.), the framework
could be extended to other domains. We show the usefulness of this framework by
applying it in practice, with the results presented in the next sections.

In Sect. 20.3, we focus on eight popular or emerging application domains, with an
important commercial, scientific, governance, and other societal impact. Although
any application domain is applicable, the market volume and the number of users,
today or in the foreseeable future, are important criteria for selecting the applica-
tion domains for this chapter. Among the selected applications are business applica-
tions, compute-intensive anddata-intensive batch processing, data streamprocessing,
online gaming, partial processing, and cyber-physical applications. Some of these
applications, such as online gaming, partial processing, and cyber-physical applica-
tions, are emerging in terms of number of users and adoption of cloud technology.
We also include in this section the workloads generated by the datacenters them-
selves, which can be seen as overhead, but are already consuming large amounts of
resources and must meet complex, albeit internal, SLAs.

In Sect. 20.4, we identify ten types of problems that are already addressed by
self-awareness techniques, including recovery planning, resource autoscaling, run-
time architectural reconfiguration and load balancing, fault tolerance in distributed
systems, energy proportionality, workload prediction, performance isolation, diag-
nosis and troubleshooting, discovery of application topology, and intrusion detection
and prevention. Some of these problems, such as autoscaling, energy proportionality,
performance isolation, and intrusion detection and prevention, have developed a new
form or even appeared specifically in the context of cloud computing.

In Sect. 20.5, we identify and analyze seven types of self-awareness approaches
used in practice: feedback control-based techniques, metric optimization with con-
straints, machine learning-based techniques, portfolio scheduling, self-aware archi-
tecture reconfiguration, stochastic performancemodels, andother approaches.Although
none of these approaches are unique to cloud computing, their adaptation to cloud
computing and its applications is non-trivial.

In Sect. 20.6, we identify and analyze four directions for future use of self-
awareness approaches for cloud computing and its applications. We focus on direc-
tions that are not only needed for practical applications, but forwhichwe can envision
the next research steps and that the results of this research can be put in practice in
the following 3–5 years.
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Our survey of applications, problems, self-awareness approaches, and open chal-
lenges in self-awareness is by far not exhaustive. However, we study for each broad
type with existing popularity and likely future impact. Moreover, we envision that
the approach we take in this work will also be useful for studying other types.

This chapter is the result of original work by the authors, and in particular, the
survey started during the Dagstuhl Seminar 15041, “Model-driven Algorithms and
Architectures for Self-Aware Computing Systems.”

20.2 Overview of the Framework

Wepropose a framework for understanding the practice of using self-awareness tech-
niques in managing and scheduling of cloud applications. This framework follows
the structure of a natural discussion about the field, with three main questions and a
format for answering them that is conductive to surveying the field. The first ques-
tion focuses on specific applications: Which cloud applications raise the challenges
that self-awareness techniques are particularly good in addressing? Answering this
question requires an understanding of the nature and characteristics of self-awareness
challenges that affect such cloud applications. Thus, the second question is, Which
are the important self-awareness challenges for cloud applications? A third ques-
tion is, Which are the self-awareness approaches that address the self-awareness
challenges in this context? Last, a fourth question focuses on the future: Assuming
a research horizon of 3–5 years, what are the most promising directions for future
research in enabling self-aware cloud applications?

Answering the first three questions is sufficient to yield a survey of cloud appli-
cations whose self-awareness challenges are addressed or resolved in practice by
self-awareness approaches (techniques, methods, best practices, or even entire
methodologies). For example, mapping all the different <application–challenge–
approach paths> can create a survey of the entire space. Then, it is easy to
group together applications raising the same challenge; similarly, self-awareness
approaches that address the same challenge can be grouped together. The survey is
practical, in that a complete “application–challenge–approach” path can be directly
considered by the practitioner.

The first three questions in our framework are also necessary. There are hundreds
of application types commonlyused in software engineeringpractice, as indicated, for
example, by the extensive taxonomyofForward andLethbridge [21]. Thus, surveying
without the guidance of specific applications provided by the first question could lead
to a variety of self-awareness challenges and approaches, all with the merit of being
applicable, but without much proof of use in cloud context. Without the specific
problems provided by the second question, the self-awareness techniques could be
used in a variety of cases, limited only by the creativity of the designer and by the
difficulty of proving their benefit for practical use. Thus, limiting the survey to the
set of challenges that are currently addressed in the context of cloud applications is
necessary; we address this through the combined expertise of the authors regarding
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the field. Last, although many self-awareness techniques already exist, not all have
yet been applied to cloud settings. Thus, surveying could go well beyond the scope
of the third question, and generic techniques that may not work well (enough) in
practice will also be surveyed.

The framework also structures the analysis of directions for future research. We
leverage here the collective expertise of the authors, in which important questions are
proposed by individuals and discussed by the community. By iterating this process,
we believe the community can propose and refine its own most important goals. The
results of the first iteration are shared with everyone interested to help the community
make progress, through the text in Sect. 20.6.

20.3 Types of Applications

In this section, we present the following eight types of applications that already
benefit from the use of self-awareness techniques.

1. Enterprise applications,
2. Computing-intensive batch processing,
3. Data-intensive batch processing,
4. Data stream processing,
5. Workloads generated by datacenter operations,
6. Online gaming,
7. Partial and delayed processing,
8. Cyber-physical applications.

Each of these selected applications is already popular, generates a significant amount
of revenue, is critical to the operation of many businesses, uses a significant amount
of resources, or is promising to emerge as such; often, the applications we select
have a combination of these characteristics.

20.3.1 Enterprise Applications

Description: We reuse the definition of enterprise applications proposed by Shen
et al.: “the user-facing and backend services, generally supporting business deci-
sions and operations and commonly contracted under strict SLA requirements,
whose downtime or even just low performance will lead to reduced productivity,
loss of revenue, customer departure, or even legal actions. These workloads include
enterprise multi-tier applications, and business-critical workloads that often include
applications in the solvency domain or other decision-making tools. Other applica-
tions that characterize business-critical workloads are email, collaboration, database,
ERP, CRM, and management services, when used in conjunction with other work-
loads” [71].
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20.3.1.1 Multi-tier Enterprise Applications

Application components: Multi-tier enterprise applications refer to those Web-
based business applications that each comprises a collection of cooperating compo-
nents, organized as multiple logical tiers. The most common three-tier architecture
consists of a presentation tier, an application tier, and a database tier. The presentation
tier receives requests from the clients, and the application tier handles the business
logic and in turn interacts with the database tier to obtain and store persistent data.
Examples of such applications including enterprise resource planning (ERP) and cus-
tomer relationship management (CRM) are often subject to an interactive workload.
Different types of requests often incur different loads on the system (e.g., read- vs.
write-intensive transactions and compute- vs. data-intensive workloads). The multi-
tier architecture makes it challenging to implement self-awareness schemes for such
applications, as there may be complex control flows between the different tiers, and
each tier may have different resource requirements and performance bottlenecks.
With the trend toward service-oriented architectures, the different tiers are often split
into different services, making the control flow even more complex.

Metrics of interest: Availability—the percentage of time the application ser-
vice remains up and running; reliability—the ratio of successful requests to the
total number of requests; performance—characterized by suchmetrics as throughput
(requests/sec) and request–response times; resource (CPU, memory, I/O) utilization
of the underlying system; and cost—metrics related to financial or energy cost.

Typical problems: They are performance isolation and service differentia-
tion, trade-off between multiple metrics of interest, diagnosis and troubleshoot-
ing, dynamic load balancing, end-to-end service-level assurance, and autoscaling
of resources.

Typical self-aware elements: Metric optimization [50], machine learning [57,
77], feedback control [36, 50, 67], stochastic performance models [5, 73], and sta-
tistical estimation [47] are the main approaches researchers have applied to help
create self-aware multi-tier applications.

20.3.1.2 Business-Critical Applications

Application components: Business-critical workloads often include not only appli-
cations that provide support for decision-making, such as Monte Carlo simulations
and financial and other types of modeling applications programmed as tightly cou-
pled parallel jobs of relatively small size, but also the regular management services
described in Sect. 20.3.1.1. It is typical for the system user to not specify the applica-
tions, due to privacy and business secrecy. Instead, users request service expressed
only in SLA terms, e.g., number and size of virtual machines, generally provisioned
for long periods of time and operated by the users of IT team. The current prac-
tice in the datacenter is to require engineering confirmation for the most important
provisioning and allocation decisions, especially at the initial installation of the long-
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running virtualmachines. Self-aware resourcemanagement and scheduling tools [75]
provide advice that engineers may take into account.

Metrics of interest: Various traditional metrics include latency and throughput,
and reliability and system load. Risk-related metrics are the risk score [75], which
expresses the risk of significant underperformance and thus penalties paid by the
service operator to the service user, and loss of trust.

Typical problems: Reduce the risk of performance degradation; use resources
efficiently; and avoid system overload and unavailability.

Typical self-aware elements: They are portfolio scheduling [75], topology-aware
resourcemanagement [75],2 prediction of runtimes and resource occupancy, and bin-
packing-based optimization [27].

20.3.2 Compute-Intensive Batch Processing

Description: Compute-intensive batch processing includes workloads where com-
putation, rather than data I/O and movement, consumes the largest portion of the
runtime and of the consumed resources and is thus the main focus of resource man-
agement and scheduling. This type of applications has evolved much over the past
few decades, from select few users running large parallel jobs on supercomputers
(late 1980s–early 1990s), to practically every research and engineering laboratory
running inmulti-cluster grids many small, independent tasks [33], integrated through
scripts into mostly compute-intensive jobs (mid-1990s to today). These bags of tasks
(BoTs), which are effectively conveniently parallel implementations of scientific and
engineering workloads (e.g., simulations), have emerged as a response to the shift
from expensive supercomputers that offered high performance and availability, to
commodity hardware that crashes often. Since the early 2000s, workflows of inter-
dependent tasks, where dependencies are expressed programmatically and intertask
data transfers occur through batch transfers of (typically POSIX) files, have also
become increasingly more common in practice [33, 35].

20.3.2.1 Compute-Intensive Batch Processing in Clusters

Application components: Workloads include bags of predominantly sequential
tasks and small-scale parallel jobs (in engineering and research laboratories).

Metrics of interest: They are throughput, response time/bounded slowdown,
makespan for BoTs, and normalized schedule length for workflows.

Typical problems: Problems are increased throughput, reduced response time
and, in particular, the (bounded) slowdown/makespan for BoTs and the (normalized)
schedule length for workflows and balance performance and cost.

2Commercial products in this domain are scarce. Notable products include VMware’s open-source
Project Serengeti http://www.vmware.com/hadoop/serengeti.

http://www.vmware.com/hadoop/serengeti
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Typical self-aware elements: They are traditional techniques for dynamic and
adaptive scheduling and resource management. Flagship projects include Condor,
Globus, and, more recently, Mesos.

20.3.2.2 Compute-Intensive Batch Processing in and Across
Datacenters

Application components: At the scale of entire datacenters and in multi-datacenter
environments, that is, on the order of 10,000 to over 100,000 machines, load is sub-
mitted by thousands of users. Workloads come from scientific computing, financial,
engineering, and other domains and are dominated by bags of tasks of highly diverse
sizes and resource demands [33].

Metrics of interest: User metrics are similar to those in the cluster context, but
also include aggregate measures of the fraction of deadlines and throughput goals
satisfied under extreme conditions such as large-scale failures and flash crowds.
It includes energy costs. Metrics interesting to datacenter administrators include
scalability, availability, load balance, and achievable utilization.

Typical problems: It includes load balancing, particularly across data centers,
handling dynamic load variations, likely due to normal bursty behavior, time-of-day
effects, and failures, and enabling high resource utilizationwithout adverse impact on
performance and with performance isolation across the workloads of many diverse
users.

Typical self-aware elements: It includes resource management that is aware of
dynamic loads, service-level objectives, and failure/maintenance issues. Examples
include automatic job queue reconfiguration [17], self-aware job managers [33], and
large-scale datacenter management systems [66].

20.3.3 Data-Intensive Batch Processing

Description: There is a plethora of application domains including commercial appli-
cations, retail, and science domains that generate big data (large volume, high variety,
low veracity, etc.). Data-intensive batch processing involves systems to process sets
of big datawithout interactive data processing sessions. Such processing is performed
by a cluster of compute nodes of data that are typically stored on distributed storage,
with intermediary results stored in memory or on disks local to each node. The nodes
collectively execute software that coordinates the distribution and computation of the
datasets across the cluster according to the processing semantics. We classify these
systems into the following two categories.
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20.3.3.1 MapReduce-Based Data-Intensive Batch Processing

Application components: MapReduce is a popular programming model for devel-
oping and executing distributed data-intensive and compute-intensive applications
on clusters of commodity computers. A MapReduce job is an instance of a running
MapReduce program and is comprised of map and reduce tasks. Tasks are executed
according to the programming model, but embed functions (code) provided by the
user. High performance and fault tolerance are two key features of typical MapRe-
duce runtime environments. They are achieved by automatic task scheduling; data
placement, partitioning, and replication; and failure detection and task re-execution.

The MapReduce model has proven to be versatile in industry, where it is used
for many big data tasks including log processing, image processing, and machine
learning. For example, MapReduce has been used to learn conditional probability
tables of Bayesian networks (BNs). Both traditional parameter learning (complete
data) and the classical expectation–maximization algorithm (incomplete data) can
be implemented within the MapReduce model [6].

Metrics of interest: Metrics include performance metrics such as job response
time and throughput (jobs/minute) and data input and output (IOPS); reliability—
measured as the ratio of successful MapReduce job requests to the total number of
requests; various cost metrics; and other low-level MapReduce metrics related to the
number, length, and status (i.e., success or failure) of MapReduce jobs and tasks.

Typical problems: Performance and dependability guarantees, and trading-off
between multiple metrics of interest. Chains and workflows of MapReduce jobs are
useful, but could be difficult to manage and troubleshoot. Vicissitude workflows of
MapReduce jobs lead to diverse challenges, by stressing different system resources
at different or even the same time.Workloads can be dominated by a fewMapReduce
jobs, used periodically or in bursts.

Typical self-aware elements: They are performancemodels andmanagement [68]
and self-aware architecture reconfiguration [25].

20.3.3.2 Other Data-Intensive Batch Processing

Application components: It includes many programming models for data-intensive
batch processing and they are significantly different from MapReduce that exists
today: Spark, Naiad, Ciel, etc. Such systems rely on functional, imperative, or
dataflow models to express computations and may be general or highly specialized.

Metrics of interest: Metrics are response time, recovery time, and cost. Some
of these systems, such as Naiad, are also designed to support low-latency results, to
provide support to process data and deliver results in near real time.

Typical problems: They are handling workload variations and data recovery after
machine failures and synchronization of data state when processing spans many
nodes. For graph processing, not only the algorithm but also its input dataset affect
the performance significantly, but predicting it is challenging. Autoscaling is very
challenging, due to the possible need to transfer large state.
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Typical self-aware elements: They are recovering from failures and scaling to
additional nodes to handle workload variations and arbitrary computation.

20.3.4 Data Stream Processing

Description: We observe an avalanche of data continuously generated from various
sources such as sensor networks, business operations, Web applications, and social
networks. There is a pressing need to process such data in real time. For example,
several companies such as Facebook and LinkedIn used to analyze their daily Web
logs to better support their operations [64], but are shifting to real-time analysis.

Application Components: Data stream processing (DSP) involves the real-time
processing of data that are continuously generated from several distributed sources at
time-varying rates. Data analysis is represented via user queries that describe the type
of processing users who wish to operate over source data. DSP queries are typically
represented by directed dataflow graphs where vertices correspond to operators and
directed edges indicate the flow of data among operators. Each operator typically
corresponds to certain parts of the query processing—often associated with well-
defined semantics such as joins, aggregates, and filters. Finally, queries are deployed
on a cluster of nodes, referred to as data stream processing systems (DSPSs).

Metrics of interest: Primarily, query performance on a DSP is measured via
the delivery of low-latency and high-throughput results, regardless of the workload
demands and their time-based variations.

Typical problems: Problems are dynamic workload and operator diversity (e.g.,
different semantics), load balancing in datacenters (e.g., System S, SPQR [38], and
Soda), architectural reconfiguration, and performance isolation in cloud environ-
ments [7, 28, 60].

Typical self-aware elements: They are optimization models for resource alloca-
tion and placement [38] and CPU-based heuristics to trigger scale-out operations [7].

20.3.5 Workloads Generated by Datacenter Operations

Description: Unlike the other applications described in this section, this workload
is created by the system itself, as response to real-input workloads, in particular to
give probabilistic operational guarantees. Typical workloads here are the product
of backup, logging, checkpointing, and recovery systems. Although needed to meet
declarative specifications of the availability, durability, and recovery time require-
ments, these workloads cause significant reliability-related overheads that need min-
imization. For example, on the order of 20% of the resources are currently wasted
on failures and spent for recovery in large-scale infrastructure [14].
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20.3.5.1 Addressing Failures in the Datacenter

Application components: They are implementing data redundancy for availability
and disaster tolerance results in some of the largest workloads in datacenters, espe-
cially regarding data transfer and storage. Resources consumedmay include disk and
tape capacity and bandwidth; CPU and memory for redundancy operations (such as
encoding); and network bandwidth within and across datacenters.

Metrics of interest: Metrics are availability (expected fraction of time that
a desired data object will not be accessible); durability (annual data loss rates,
MTTDL); amount of data lost during failures (e.g., how far a checkpointed sys-
tem will need to rewind); and recovery time (how long it will take to recover back
to a normal operating state).

Typical problems: Problems are recovery planning by selecting the combination
of redundancy techniques to meet reliability requirements; designing a schedule
of backup operations to fit resource availability and limit interference with other
workloads; and designing a schedule of recovery operations after a large-scale failure
while enabling diagnosis (see Sect. 20.4.1).

Typical self-aware elements: Automated designers combine multiple resilience
techniques to meet the reliability and recovery requirements within resource lim-
itations. Both deterministic and stochastic models [42] are used to represent the
monitored workload levels and changes, component failure rates, and the reliability
provided by the resilient system. Design methods include machine learning-based
techniques, mathematical optimization, and meta-heuristic techniques [24, 40].

20.3.5.2 Addressing Failures at Exascale

Application components: Future exascale machines, which will exceed 1 exaflop
sustained performance (so, 2–3 orders of magnitude larger than today’s Top500
machines), exacerbate the problems and pose important scale challenges to the
aspects observed in Sect. 20.3.5.1. Checkpointing and other mechanisms designed
for this scale operate with waves or hierarchies of periodic or triggered operations,
either partial or for the entire system, that affect CPU, memory, network, and storage
resources.

Metrics of interest: Same as for Sect. 20.3.5.1; also energy and human resource
costs (e.g., does recovery require human resources?).

Typical problems:Recoveryplanning andgeneral automatic recovery approaches
are the key challenges in the field, possibly aided by advanced workload prediction,
with current approaches leading to poor energy proportionality (high energetic cost).
Containment, including performance isolation, is important, because correlated (e.g.,
cascading) failures can cause significant problems to other components and appli-
cations than affected by the original failure. Diagnosis and troubleshooting pose
important challenges, because at this scale applications can have over a million con-
current threads of execution and are very difficult to debug; even error identification
and reporting are important challenges in exascale systems.
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Typical self-aware elements: Include various methods, surveyed in a recent
overview of the field [72], among which: stochastic performance models, to trade-off
re-computation of results for stored backups and checkpoints; and, from another
research community, redundancy of execution [2], of all or of critical tasks, and on
all or a selection ofmore reliable resources, to reduce the effects of failures efficiently.

20.3.6 Online Gaming

Description: Hundreds of online games (OGs) entertain over 250,000,000 online
players in a global market that generates over 30 billion euros yearly. Massivizing,
whichmeans to scale efficientlywhilemeeting strict SLAs, is the biggest challenge of
massively multiplayer online games (MMOGs). We consider here only the resource
management for the in-gamevirtualworld, excluding external processes such as gam-
ing analytics (similar to Sects. 20.3.3 and 20.3.4) and game-content generation (not
standardized). There are many types of online games, among which the most popular
are online social games (OSGs); first-person shooters (FPSs) and real-time strategy
games (RTSs); and massively multiplayer online role-playing games (MMORPGs).

Metrics of interest: In general, it includes response time, cost of operation, per-
formance variability impact as aggregate performance penalty (own metric), time-
and space-varying reliability, or availability.

Typical problems: Problems are reduced cost, balanced cost performance, impact
of performance variability, and unavailability at critical time or for the critical com-
ponent.

20.3.6.1 Datacenter-Based Approaches

Application components: Themost popular OSGs (e.g., the Farmville series and the
Clash ofClans) have over 100million daily active users, and hundreds ofOSGs attract
over 1 million daily active users. OSGs use multi-tier Web applications (described
earlier) with hundreds of thousands to millions of concurrent yet short-lived user
sessions. Their populations can fluctuate significantly over time, especially during
initial deployment and after their peak popularity is gone [55]. MMORPGs (e.g.,
World of Warcraft and Destiny) commonly use geographically distributed clusters
of servers to support (multi-)hour game sessions. FPS games, e.g., the Call of Duty
series, and RTS games, e.g., the StarCraft and DotA series, typically use servers to
run independent game instance that run for a few tens of minutes; often, these servers
are hosted by gaming-friendly datacenters.

Typical self-aware elements: They are self-aware provisioning of resources from
datacenters, especially in hybrid clouds, using workload prediction and modeling;
cost-aware operation; portfolio scheduling [69]; and availability on demand [70].



20 Self-awareness of Cloud Applications 587

20.3.6.2 Offloading of Mobile Interactive Applications

Application components: An emerging application in this space is that of mobile
games that use clouds as offloading target. The structure of such an application is
typically a workflow or dataflow, where tasks have interdependencies and typically
execute iteratively (the input–update–synchronize cycle common in game design).
Some or all tasks can be offloaded to the cloud. For example, cloud gaming applica-
tions could offload all update tasks to the cloud and stream back to the mobile device
a video rendering of the current game status.

Metrics of interest: They are general metrics plus energy costs and metrics relat-
ing to more complex costs of operation (e.g., roaming and other special rates).

Typical problems: Problems are the general online gaming problems plus focus
on energy.

Typical self-aware elements: Applications may offload only (a part of) compu-
tation, data acquisition, or another resource-consuming part. Several, but not many,
feedback and reconfiguration techniques and stochastic performance models address
which part to offload, where, and how already exist [56, 76].

20.3.7 Partial and Delayed Processing

Description: Cloud applications have functional requirements on the computations
they should perform and non-functional requirements on the additional properties
they should have. Some of these requirements can be expressed as incremental
requirements on application behavior. For example, the accuracy of the answer and
the reliability of the operation could be bounded in stages. In partial processing,
applications can gradually downgrade user experience to avoid system saturation.

Partial and delayed processing addresses such requirements. For example, rec-
ommendation engines used by online shops to offer end users suggestions of sim-
ilar products are often highly demanding on computing resources [46]. Using a
partial input instead of the entire database of choices can lead to acceptable rec-
ommendations for both users and system. With delayed processing, applications can
extend their response time to cope with overload conditions [37] or dynamically vary
resource allocations to batch processing jobs to increase the overall utilization [51].

Metrics of interest: Typically, they are (bounded) response time: the latency
experienced by the users or the latency to deliver results in real-time data stream
processing and also reliability and cost to produce the results.

Typical problems: In addition to the traditional requirements, it includes dynamic
loads and variable number of users, making dynamic resource provisioning neces-
sary [62], unexpected events and potential failures, such as large load spikes, software
and hardware failures, and lack of performance isolation during workload consoli-
dation.
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Typical self-aware elements: For partial processing, enable and disable optional
components on the fly, which leads to bounded response time [13, 44] and ability to
address multiple failures [45]. Stochastic performance models can help in analyzing
the trade-offs in the use of content versus capacity requirements, in the use of content
versus response time, and in the use of (iterative) response accuracy versus response
time.

In some cases, extending the response time slightly (e.g., a few seconds every
hour) is typically unnoticeable for users, but solving this optimization problem with
flexible constraints can significantly reduce the impact of overloads [37, 51].

20.3.8 Cyber-Physical Applications

Description: In cyber-physical system (CPS) applications [61], a computing sys-
tem interacts with the physical world in some non-trivial manner. While originally
exemplified by closed embedded systems, such as industrial automation, the scope
of CPS applications has grown over the years to include larger open systems such as
disaster response, medical applications, energy management, and vehicular control.

Metrics of interest: There are two often conflicting evaluation metrics for CPS
applications: safety and performance. Attaining higher performance often requires
greater coupling between components, but such coupling introduces complexity and
pathways for failure propagation, which may compromise safety.

Typical problems: A self-aware architecture should offer ways to meet both
safety and performance requirements despite the conflict between them. Adaptation
is needed to attain good trade-offs, as discussed in the examples below.

20.3.8.1 Medical Applications

Application components: Consider a future implanted smart insulin pump for a
diabetes patient. Multiple control mechanisms may be present that take measure-
ments of activity levels from accelerometers and measurements of sugar levels in the
bloodstream to modulate insulin delivery. While inner control loops will run locally,
there is an opportunity to perform some predictive optimization in the cloud based
on the context derived from user location, synchronized calendar, and other factors.
Decisions on where to execute which functionality at what time may be revisited
dynamically to adapt to different networks and patient conditions, as well the current
control objectives (see Sect. 20.5.1 for detail).

Metrics of interest: The safety requirementmay specify that the pump shall never
overdose the patient (which could be fatal). A performance requirement may specify
that the pump should predictively adapt its output depending on the person’s activity
and food intake. The predictive aspect is key, because the human body has too large
of a response time for purely reactive (feedback) control schemes to offer a tight
sugar regulation.
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Typical Problems: Attaining better predictions requires exploitation of more
information. Acquisition of this additional information comes at the cost of having
to connect to other less reliable subsystems (e.g., the cloud), creating dependencies
that may act as pathways for failure propagation and hence safety violations. Hence,
a conflict manifests between performance and safety.

Typical self-aware elements: The need to reconcile safety and performance gives
rise to a new type of adaptation, where the system toggles between meeting perfor-
mance objectives and meeting safety objectives, depending on the current state. In
the nominal (normal operation) state, the system optimizes performance. However,
when the system approaches boundaries of safety, the objective switches to enforce-
ment of safety, even if performance is affected. This approach is commonly referred
to as the simplex architectural pattern. For example, when the insulin pump observes
large deviations in patient’s blood sugar levels, it may switch to a simple PID control
mode based only on trusted local sensors and disconnect itself from the less reliable
cloud inputs that might be offering bad predictions.

20.3.8.2 Vehicular Applications

Application components: Vehicles are an interesting and emerging case study for
CPSs. Up until now, development has focused on making the individual more
autonomous. While this trend continues, we believe there will be an increasing
emphasis on (i) the communication between vehicles of different degrees of auton-
omy; (ii) careful sharing of CPS information resources; and (iii) system health man-
agement [8].

Metrics of interest: Safety requirementsmight be that a vehicle shall avoid hitting
other vehicles or pedestrians; traffic signs shall be obeyed. Performance requirements
could be to minimize fuel consumption and travel time.

Typical problems: Better performance may be achieved by exploiting global
information, typically from a cloud service. The service might include a database
of all traffic signs, estimates of current traffic conditions, and a schedule of traffic
signals. This information can be used to plan itineraries and driving speeds such
that fuel, trip time, and other passenger preferences are optimized. To ensure safety,
however, only reliable sensors that are local to the car should be used in making
decisions. However, these sensors have only a local view and may miss various
performance optimization opportunities.

Typical self-aware elements: To attain a good trade-off between safety and per-
formance, a local overridemechanism is needed to take controlwhen a safety require-
ment is about to be violated. For example, if the perceived state at an approaching
intersection is different from that reported by the cloud (e.g., light is red, not green),
the local override should take over and manage the car based on local sensors only.
The idea is to use the subset of most reliable information only, when the system
state is close to a safety violation boundary, while exploiting additional less reliable
sources for optimization in other states.
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20.4 Types of Problems

In this section, we identify the following ten types of problems that affect cloud
applications and that can benefit from the use of self-awareness techniques:

1. Recovery planning,
2. Autoscaling of resources,
3. Runtime architectural reconfiguration and load balancing,
4. Fault tolerance in distributed systems,
5. Energy proportionality and energy-efficient operation,
6. Workload prediction,
7. Performance isolation,
8. Diagnosis and troubleshooting,
9. Discovery of application topology, and
10. Intrusion detection and prevention.

20.4.1 Recovery Planning

Context: Enterprise storage systems are designed to be resilient to failures, but
when a large failure occurs—for example, a datacenter-level failure—recovery is a
complex process and frequently involves some application downtime. It is important
to recover the most important applications quickly; but What is the sequence of
recovery operations that will minimize the damage? [40] and What can prevent the
failure from reactivating? [72]

Problem: When an enterprise storage system experiences a large failure, critical
applications must be recovered quickly, even at the expense of additional downtime
for less important applications. Administrators are under stress and have little time
to design the best sequence of recovery operations, and the default methods may be
far from optimal, since each failure can be different. Preventing the reoccurrence of
the failure, for example, by isolating, reconfiguring, or micro-rebooting the failed
component, also requires careful planning. A self-aware recovery system that under-
stands the failures, the criticality of the applications to be restored, and the possible
recovery options can propose or automatically execute a customized recovery plan.

ExpectedAdvancement: By codifying the recovery operations, the cost of down-
time for applications, and what is needed to bring each application backup so that
future failures are also avoided, it is possible to model many possible recovery plans.
An automated system can select an optimal schedule that balances recovery targets
with cost and resource waste.

Expected Impact on Application Types: A recovery planning optimizer should
be integratedwith the overallmechanisms formanaging backups, failures, and related
workloads in datacenters (see Sect. 20.3.5.1). Clearly, the availability of resources
(e.g., interdatacenter bandwidth) impacts the recovery process and should be planned
accordingly. In the other direction, the design of the backup and restore mechanisms
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should be visible to the recovery planner in a way that enables introspection, mod-
eling, and updates when the mechanisms or the applications change.

20.4.2 Autoscaling of Resources

Context: Many applications are subject to time-varying workloads. For instance,
workloads of Internet and enterprise applications typically contain time patterns
(e.g., day vs. night and seasonal effects), long-term trends (e.g., increasing customer
base), and bursts (e.g., flashcrowds of interest for content).

Problem: As a consequence of time-varying workloads, sizing a system for the
expected peak workload is very inefficient (by orders of magnitude!) and may be
infeasible if the workloads are hardly predictable. Therefore, a system should be able
to dynamically acquire and release the resources (e.g., number of replicated VMs) as
required for serving the current workload with a certain level of performance. Target
levels for the application performance may be specified in service-level agreements
(SLAs). Cloud computing provides the required flexibility to dynamically change
the amount of resources allocated to applications. However, scaling controllers in
state-of-the-art cloud platforms are following simple trigger-based approaches (e.g.,
if “utilization is above a given threshold, add one VM”), lacking knowledge about
the structure and behavior of the application. Moreover, few are able to respond to
rapid, bursty load transitions [23]. Scaling controllers when data processes require
non-trivial management, for example for big data processing (see Sect. 20.3.3) are
even more difficult to design [25].

Expected Advancement: A certain self-awareness of the system is required to
take acceptable or even optimal decisions about when to scale an application ver-
tically or horizontally and by what amount of resources; about which part of an
application to scale if the application is comprised of multiple tiers, components or
tasks, or concurrent threads of execution; about which (part of the) application to
ensure against the risk of underperformance or failure; etc. Ideally, the self-aware
system will be able to enforce high-level objectives as specified in SLAs (e.g., end-
to-end response times and maximum risk of SLA breaches).

Expected Impact onApplicationTypes: Autoscaling affects resource provision-
ing in both multi-tier enterprise applications (Sect. 20.3.1), component-based appli-
cations such as data-intensive batch processing (Sect. 20.3.3), data stream processing
(Sect. 20.3.4), and datacenter-based online gaming (Sect. 20.3.6.1). This allows the
autoscaled applications to meet their quality-of-service goals in spite of increased
workload demands.
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20.4.3 Runtime Architectural Reconfiguration
and Load Balancing

Context: For many of the applications we describe in Sect. 20.3, the conditions they
are operating under can change at runtime. These include workloads from users
or other systems interacting with the application, resource usage patterns of the
application itself, component failures from the hosting platform, and competing
demands from other applications sharing the same infrastructure.

Problem: In contrast to autoscaling, which keeps the same architecture while
changing the scale of the system, architectural reconfiguration is a family of tech-
niques that reconfigure some architectural components of the overall system. When
workload changes occur, the current architecture of the systemmay become obsolete.
For example, even if individual virtual clusters can autoscale, the overall architec-
ture of how the virtual clusters are deployed on the physical infrastructure also needs
self-aware capabilities. A self-aware architecture should reconfigure and manage
its components, for example, by resizing its queues and changing their scheduling
policies or by changing the paths for sharing loads between different queues.

Another common problem in managing a cluster of resources (e.g., servers or
storage devices) is how to automatically balance the load across the cluster. This
involves migrating workloads from one server or device to another quickly and
without any downtime to the applications. Load balancing can also happen among
multiple clusters running similar or different workloads.

A further complication can arise in datacenters with thousands of hosts and ser-
vices where some services have affinity or antiaffinity constraints. For example, a
service and its backup service should not reside on the same host (antiaffinity), while
it is preferred to have a user interface service and its corresponding DB service on
the same host (affinity). It is a challenge to maximize the utilization of the servers
while providing a high-quality user experience and not violating these constraints.

Expected Advancement: Runtime reconfiguration and load balancing typically
require solving an online optimization problem, whose objective involves specific
performance or availability metrics. First, for each type of applications, such metrics
need to be identified, collected, and calculated in real time. Second, we need to
develop techniques for quantifying the cost of each reconfiguration step (e.g., an
architectural change or a VMmigration) and for weighing the cost against the benefit
of the reconfiguration. Third, we need frameworks for dealing with the fundamental
trade-off between faster response and stability. Finally, advances on load-rebalancing
optimization under affinity or antiaffinity constraints are expected, especially with
the ever-increasing scale and complexity of such problems.

Expected Impact on Application Types: Runtime reconfiguration benefits espe-
cially applications which are not negatively impacted by the duration and other
costs of reconfiguration. Among such applications are batch processing applications,
either compute-intensive (Sect. 20.3.2) or data-intensive (Sect. 20.3.3), and some data
stream processing applications (Sect. 20.3.4).
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20.4.4 Fault Tolerance in Distributed Systems

Context: Due to ever-increasing scale and complexity, hardware and software faults
(which lead to errors, which may lead to a failure) in cloud computing infrastructures
are the norm rather than the exception [4]. This is why many from the application
classes introduced inSect. 20.3 include fault tolerance techniques, such as replication,
early in their design.

Problem: Failures in cloud infrastructures are often correlated in time and
space [22, 79], which means that a failure may affect tens to hundreds of nodes,
or even entire datacenters. Therefore, it may be economically inefficient for the ser-
vice provider to provision enough spare capacity for dealing with all failures in a
satisfactory manner. When correlated failures occur, the service may saturate, i.e., it
can no longer serve users in a timely manner. This in turn leads to dissatisfied users
that may abandon the service, thus incurring long-term revenue loss to the service
provider. Note that the saturated service causes infrastructure overload, which by
itself may trigger additional failures, thus aggravating the initial situation. Hence,
a mechanism is required to deal with rare, cascading failures that feature tempo-
rary capacity shortage. The main problem is to maintain bounded response times
in the presence of failure, while wasting an acceptable amount of resources (today,
about 20% of the entire capacity, but the goal for exascale systems is to waste under
2% [72]). The problem of fault handling also includes a component about prevent-
ing fault reoccurrence, which includes the elements of diagnosis, troubleshooting,
isolation, and (micro-)rebooting [72].

Expected Advancement: Advances are expected in the use of control theory
with the brownout approach, in smart load balancing using knowledge gained with
control, in self-checking and self-diagnosing, and in self-reconfiguration and in smart
decisions about micro-reboots. Using these techniques, the applications perform
better at hiding faults from the user, as measured in the number of timeouts a user
would observe.

Expected Impact on Application Types: This problem affects request–response
applications (Sect. 20.3.7).

20.4.5 Energy Proportionality and Energy-Efficient
Operation

Context: A problem tightly related to autoscaling is one of energy proportionality.
Workloads in many applications are becoming more data-centric. In other words, the
data volume, and not the algorithmic complexity, is becoming the primary contributor
to resource consumption. Single-pass algorithms are used on most streaming data,
and their complexity is largely linear in the data size. Moving data across machines
is therefore very expensive, compared to the cost of data processing.



594 A. Iosup et al.

Problem: It is hard to design systems where resources operate at capacity all
the time. Necessarily, some resources will not be fully utilized. Solutions such as
autoscaling could become prohibitively expensive if they involve frequent datamove-
ment. On the other hand, in the absence of autoscaling, some machines will not be
fully utilized. This operating mode exposes a problem with most current datacenter
hardware, namely energy proportionality (or, rather, lack thereof). A server that is
only 30% utilized may be using 80% of the energy needed at full load. One needs
to design solutions where energy consumption shrinks proportionally to load.

Expected Advancement: Attaining energy proportionality in data-centric appli-
cations is challenging. It requires algorithms that minimize unnecessary data move-
ment, while performing autoscaling. These algorithms must amortize cost of data
movement over time [49]. The latter may require a prediction of future data access
patterns [39].

Expected Impact onApplicationTypes: Energy proportionalitywill benefit both
data-centric multi-tier enterprise applications and stream processing applications by
allowing them to operate in a more energy-efficient manner while minimizing the
need for data movement.

20.4.6 Workload Prediction

Context: The increased volume of data involved in modern cloud applications sug-
gests that initial data placement will play a big role in application performance and
energy consumption. Improper placement will create future load imbalance (e.g.,
if many popular items are collocated) or needlessly increase the energy consump-
tion (e.g., if infrequently accessed items are placed together with some frequently
accessed ones, thus preventing machines from being turned off). Chapter 18 dis-
cusses these issues in further detail, from both a time series and a machine learning
perspective.

Problem: In (nearly) stateless services, such as those serving static Web pages,
a load balancer can rectify the imbalance simply by distributing future requests in
a more equitable fashion. In applications where moving data is costly, it is harder
to predict computing load because such load has a substantial data affinity. Hence,
data placement dictates where computation runs. Getting the placement right in the
first place becomes important. This motivates techniques for predicting future access
patterns to data items at the time these items first enter the system and are stored [39].

Expected Advancement: Self-awareness techniques can understand and repre-
sent efficiently the state of the system. Collecting and summarizing the monitoring
data at the scales expected for cloud computing infrastructures and workloads is
challenging, yet needed. Proper data access pattern prediction techniques will mini-
mize the need for moving data unnecessarily and hence improve both performance
and energy consumption of datacenters. For example, data predicted to be of no fur-
ther interest could be moved proactively to servers that operate in more aggressive
energy-saving modes, or are in places that are harder to cool, hence saving energy.

http://dx.doi.org/10.1007/978-3-319-47474-8_18
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Similarly, data predicted to be popular could be partitioned among a sufficient num-
ber of servers, reducing the chances of developing hotspots and needing to relocate
some of the data to other machines. To conclude, increasing awareness for the lowest
possible cost is an important trade-off that remains largely unexplored.

Expected Impact on Application Types: Most cloud computing applications
will benefit from some forms of workload prediction.

20.4.7 Performance Isolation

Context: Support for multi-tenancy is an important feature of clouds. For example,
SaaS offerings are typically implemented by multi-tenant application architectures.
Multi-tenancy means that different tenants from separate organizations are sharing
the same application instance and see their own tenant-specific view of the data
and functionality. Thus, the operator of a SaaS provider can increase the efficiency
compared to running separate application instances.

Problem: The tenants of a cloud service may, unwillingly or even willingly,
affect the operation of the system and thus each other. If one tenant exceeds its shared
portion, or if the services are oversubscribed and the rightful tenants access the service
simultaneously, the performance as experienced by the other tenants can fluctuate or
even depreciate significantly. Likely because of (lack of) performance isolation, not
only SaaS, but also PaaS and IaaS clouds, can experience a high variability in the
performance of their service [34].

Expected Advancement: To ensure performance isolation in such disruptive
scenarios, per-request admission control is required that automatically throttles users
exceeding their quota to avoid breaking the SLAs of other tenants.

Expected Impact on Application Types: Multi-tier enterprise applications in
a cloud environment need both performance isolation among different application
instances (e.g., on IaaS) [50, 58] and among different tenants of the same application
instance (e.g., on SaaS) [47].

20.4.8 Diagnosis and Troubleshooting

Context: When an application or service goes down or fails to reach the service-level
objective (SLO) regarding its end-to-end performance, one needs to engage in the
process of diagnosis and troubleshooting.

Problem: The key problem is to identify the faulty component that has caused the
failure, or the associated performance bottleneck that has led to the service degrada-
tion. This can be challenging due to the increasingly more complex and distributed
nature of modern applications, their growing space of configurations, the typically
time-varying workload demands, and the applications’ dependency on a variety of
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hardware resources, such as processors, memory, storage, and network I/O devices,
and software resources, such as locks, threads, and connection pools.

Expected Advancement: Traditionally, maintenance personnel, system admin-
istrators, or datacenter operators perform diagnosis and troubleshooting manually,
using a combination of logs, performance charts, best practices menus, and their
domain knowledge, which is time-consuming and error-prone. With the utiliza-
tion of self-awareness techniques, we should build management services that can
automatically determine the likely causes of failures or performance problems
[43, 77, 78].

Expected Impact on Application Types: Applications from enterprise multi-
tier systems to networked cyber-physical front ends can benefit from automatic
diagnosis and troubleshooting, resulting in shorter durations of failures or service-
level violations, and reduced cost in management and operations. Prior work
addresses system health management, including diagnostic and prognostic capa-
bilities [52, 63, 65], application troubleshooting [43], and troubleshooting uncoor-
dinated self-aware managers [30].

20.4.9 Discovery of Application Topology

Context: Automatic discovery of application topology or runtime architecture is a
required feature for any mature application performance monitoring or management
solutions, according to the Gartner’s APM Conceptual Framework.

Problem: The problem here is to automate the process of identifying the relation-
ship and dependency among individual application components at runtime, as well
as how they are mapped to the physical infrastructure (e.g., servers), with no or only
minimum input from human operators.

Expected Advancement: To solve the above problem, one needs to implement
real-time, fine-grained tracing of individual transactions as they traverse through
the execution paths of the application. Such monitoring solutions can be passive or
require instrumentation at the kernel, middleware, or application level. Statistical
techniques for inferring correlations or discovering dependencies are often needed.

Expected Impact on Application Types: Having access to an accurate appli-
cation topology can help diagnose or debug the performance degradations and
discover the hidden performance bottlenecks in multi-tier enterprise applications
(Sect. 20.3.1.1) during their operation or help identify the potential root causes of
observed failures through event correlation.

20.4.10 Intrusion Detection and Prevention

Context: In cloud environments, different applications coming from diverse organi-
zations may share the same physical resources. Depending on the cloud service
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model (IaaS, PaaS, or SaaS), the datacenter owner has different levels of con-
trol over the executed application and their configuration. Vulnerabilities in the
infrastructure software (e.g., hypervisors) or in shared services (e.g., storage ser-
vices) can be exploited to widen an attack from any application to any other virtual
machine in the same infrastructure. For instance, attackers may rent virtual machines
(in case of public clouds) or exploit vulnerabilities of applications (e.g., private Web
site) to get access to sensitive data (e.g., e-commerce system with credit card data)
in other virtual machines in the same cloud environment.

Problem: The detection and prevention of attacks in a cloud environment require a
classification of cloud workloads (either using application or using network probes)
into benign and malicious ones. False positives can result in unnecessary actions
countering attacks, which may have negative effects on the applications.

ExpectedAdvancement: A self-aware system automatically learns to distinguish
between benign and malicious workloads and can filter out false positives. Further-
more, the system is able to react to attacks and adapt itself to ensure its self-protection
capabilities. For more detail on quantifying the self-protection capabilities of self-
aware systems, we refer the reader to Chap.14.

Expected Impact onApplication Types: All application types running in a cloud
are potential targets for attacks. Prior work in this area aimed at automatic workload
anomaly detection and at enabling self-healing capabilities of systems.

20.5 Types of Approaches

In this section, we identify and analyze the following seven types of self-awareness
approaches used in practice to address the problems identified in the previous section.

1. Feedback control-based techniques,
2. Metric optimization with constraints,
3. Machine learning-based techniques,
4. Portfolio scheduling,
5. Self-aware architecture reconfiguration,
6. Stochastic performance models, and
7. Other approaches

20.5.1 Feedback Control-Based Techniques

Description: Control theory is a branch of mathematics that studies how to influence
the behavior of dynamical systems [48]. Based on a formalmodel of the target system
in the form of equations (for time-based control) or automaton (for event-based
control), control theory provides principles for how to synthesize a controller that
would regulate the behavior of the system and obtain prescribed properties.

http://dx.doi.org/10.1007/978-3-319-47474-8_14
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Expected Impact: Although control theory was invented to deal with physical
systems, the same principles have been successfully applied to many different appli-
cation domains in computing systems [29], including resource allocation [36, 50],
application performance via bounded response times [37, 44], reliability [19], fault
tolerance [7, 45], stream processing [38], and big data [18].

Details: A controller should provide the following properties [12, 20]:

• Setpoint Tracking. A setpoint refers to the goals to be achieved. For example, a
system is considered responsive when its user-perceived latency is subsecond.

• Transient behavior. This concerns how the setpoint is reached by the system.
• Robustness. The controller should be able to cope with inaccurate measurements,
delayed data, or other uncertainties not captured in the system model.

• Disturbance rejection. The closed-loop system should reach its goal in spite of
other disturbing actions happening simultaneously in the system.

These properties are often translated into the corresponding control properties of
stability, no overshooting, quick settling time, and robustness to model errors and
disturbances.

UseCases: There have beenmany published studies of developing self-awareness
capabilities using feedback control-based techniques.

One broad application area has been resource management in computing sys-
tems. For example, [36] describes a control-based approach to assign CPU resource
shares of virtualized Web server applications. This approach emphasizes the CPU
allocation around periods of workload changes and uses H∞ filters to minimize the
maximum controller error. The work also extends previous work on optimal configu-
rations for CPU resource entitlement of virtualizedmulti-tierWeb applications.More
recently [67], a control theoretic approach was described to provide performance,
dependability, and cost guarantees for online cloud services, with time-varyingwork-
loads. The approach is validated through case studies and extensive experiments with
online services hosted on Amazon EC2. One case study demonstrates SLA guaran-
tees for a cluster-based multi-tier e-commerce service. In [50], application managers
automatically learn a quantitative model that correlates app-level performance with
resource utilizations and use control theory to derive the optimal resource control
settings (limits, reservations) for individual virtual machines such that the multi-tier
application can achieve its performance target. Finally, [20] generalizes and auto-
mates core allocation based on various metrics. The approach provides formal guar-
antees on the application behavior in spite of external disturbances like additional
load on the machine. This shows the versatility of feedback control as an approach
for building self-aware and self-adaptive systems.

Another broad application area for feedback control is cyber-physical systems (see
Sect. 20.3.8). Feedback control is central in smart grids [16], intelligent transporta-
tion, modern critical care units, etc. Parameters and offsets of local loops might be
obtained from remote repositories. The critical need for these applications typically
requires continued, correct operation even in the presence of connectivity problems
to the cloud, bad data, and other failures, which often lead to joint investigation of
control and safety.
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20.5.2 Metric Optimization with Constraints

Description: System design, configuration, and management decisions often come
down to a choice between various options. Self-aware systems can reason about the
impact of different choices, but that still leaves the question of which choice best
achieves the system goal. Optimization techniques require first a formal specification
of the system objective and the constraints under which the system operates and then
a solution that attempts to optimize the objective. Solution methods can be exact or
approximate, depending upon the situation, but the explicit specification of goals is
essential.

Expected Impact: Using the optimization techniques for system decisions has
several advantages [41]. First, it guarantees clarity: System decisions often come
down to choosing between conflicting goals, and specifying an objective forces the
designer to explicitly choose how much weight to assign to them and secondly when
approximate solution techniques are used. It enables a quantitative evaluation of how
far the results are from the optimal. Thirdly, it allows the use of the enormous toolbox
of optimization techniques that already exist, allowing the system designer to focus
on the design aspects.

Details: System designer sometimes use ad hoc heuristics to make system deci-
sions, because there may be conflicting, sometimes intangible requirements that are
hard to quantify, and because the heuristics often produce results that are “good
enough.” However, it is then unclear what “good enough” means, or if the heuristics
in fact achieve it. Expressing the trade-offs into a common currency—whether exe-
cution time, throughput, monetary cost, or a utility function—enables a definition
of goodness. A wide variety of optimization techniques can be applied, depending
on the formulation and requirements: mathematical optimizations, such as linear
programming or mixed integer programming; constraint programming, if only a fea-
sible solution is required; meta-heuristic techniques such as simulated annealing or
genetic algorithms, when the optimization problem cannot be solved exactly in the
available time; or other approximate optimization techniques that bound the error in
the resulting solution.

Use Cases: Examples of the use of optimization in systems include Maestro [54],
where online optimization was used with feedback control to provide performance
differentiation between applications in a disk array, and Janus [3], where off-line
optimization was used to determine allocation of flash resources to workloads. Meta-
heuristic techniques have been used for finding the sequence of recovery operations
to use after a failure to minimize the cost of the downtime [40] and for designing a
redundancy configuration for large enterprise storage systems, in order to minimize
the overall cost of the system including operating overheads and potential downtime
costs.

Another example from the commercial world is theVMwareDistributedResource
Scheduler (DRS) [27], a widely used feature in the VMware vCenter management
software. DRS manages a set of virtual machines running on a cluster of physical
hosts and performs dynamic load balancing to avoid hotspots and improve application
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performance, by solving an online optimization problemwith hill-climbing heuristics
and by taking into account the cost/benefit trade-off of each move.

Finally, this approach can be applied to the applications described in Sect. 20.3.4.
For example, the SQPR query planner [38] allocates physical resources of hetero-
geneous clusters to data stream processing queries. SQPR models query admission,
allocation, and stream reuse as a single-constrained optimization problem and solves
an approximate version to achieve scalability. The SQPR approach monitors the
resource utilization across the cluster and performance progress of running queries
to decide on queries’ placement and allocation. SQPR adapts to operating conditions
through continuous monitoring and modeling of cluster and queries’ performance.
SQPR uses an off-the-shelf optimization solver for optimal solutions.

20.5.3 Machine Learning-Based Techniques

Description: Machine learning is the science of using data to “uncover an underlying
process” [1]. More specifically, it involves designing, implementing, and validating
a set of algorithms that can extract insights from data regarding the relationships
among objects and events, often captured in the form of statistical models.

Expected Impact: Besides the successful application of machine learning to
financial applications, e-commerce, and medical applications, there has been a great
deal of research in the past decade on leveraging machine learning-based techniques
to creating self-awareness for business-critical applications (Sect. 20.3.1).

Details: Supervised learning, unsupervised learning, and reinforcement learn-
ing are the three main types of machine learning approaches. They are commonly
applied to perform clustering, classification, and prediction, using a variety of statis-
tical models, including decision trees, regression models, neural networks, Bayesian
networks, or support vector machines.

A system that utilizes machine learning typically has the following components:

• Sensors.Software or hardwaremodules thatmeasure and collectmetrics of interest
for the target system or process.

• Preprocessor. Raw data collected from systems are rarely perfect. It is not uncom-
mon to have missing data from certain components or during certain periods of
time, or data corrupted during collection. Such data need to be “cleaned up” or
aggregated before being fed into an analysis engine.

• Analyzer. This is where statistical learning algorithms are being run, on top of the
collected data, to extract relationships and to build models that can represent the
learned behavior in a concise form.

• Reporter/Predictor. This is where the insights gained from data are presented to
human operators in the forms of alerts, charts, or dashboards. Alternatively, the
model learned can be used to generate predictions for the target system or metrics,
or to recommend remediation actions.
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Use Cases: In [9], tree-augmented Bayesian network (TAN) models are learned
on top of instrumentation data collected from a three-tier Internet service to auto-
matically identify the top system-level metrics that have likely contributed to the
observed violation of service-level objectives (SLOs).

In [57], an autoscaling system employs reinforcement learning to automatically
learn the performance behavior of a multi-tier application when instances of an
elastic tier are added or removed and then uses the knowledge to scale the application
horizontally as its workload demand varies over time.

20.5.4 Portfolio Scheduling

Description: Traditional scheduling policies are designed a specific workload and
sometimes even for specific applications within a workload; in practice, reuse of old
and adoption of new scheduling policies happens rarely. Instead, portfolio schedul-
ing, which is a self-aware and self-expressive technique, considers a set (portfolio)
of scheduling policies, from which it selects at the appropriate moments (e.g., peri-
odically) the policy which promises the best results for the current and expected
conditions. In this way, the portfolio scheduler combines the strengths of each indi-
vidual policy in its portfolio, which also means that designers of scheduling policies
can focus on simpler policies that do not need to address every type of workload.

Expected Impact: Portfolio schedulers promise to deliver performance at least as
good as any of their constituent policies, without poor performance when the work-
load changes. In this context, performance includes traditional performance metrics,
such as application response time and system utilization, and non-traditional metrics,
such as availability, cost performance efficiency [11], and risk of SLAviolations [75].

Details: The concept of portfolio scheduling derives from economics, where stock
brokers can use portfolio theory to select policies for managing their stocks, to bal-
ance risks and rewards. For cloud applications, portfolio scheduling uses the follow-
ing four-stage iterative process. In the configuration stage, the portfolio scheduler is
equippedwith a set of scheduling policies. Then, the portfolio scheduler goes through
a selection stage, which results in the selection of an optimal policy; through an appli-
cation stage, which results in applying the optimal policy to the current scheduling
problem (queue) and in monitoring the results; and through a reflection stage, where
stale policies are possibly eliminated and the portfolio can compare its operation
relative to the goals of the system. The next cycle can be triggered periodically or, if
enough resources allow for timely completion of stages, whenever an event can lead
to system reconfiguration (e.g., at the arrival of a new request in the system).

Use Cases: Portfolio scheduling has been used for business-critical applications,
with a focus on reducing the risk of SLA violations [75]. The selection stage is
simulation-based, online, and applied after each arrival of a job and periodically.
The optimal policy, from the policies included in the portfolio, is then applied until
the next selection occurs. The results obtained by applying this portfolio scheduler on
the workloads of a real cloud provider indicate not only that this portfolio scheduler
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is better than its constituent policies, but also that the initial configuration of the
portfolio is very important.

Portfolio scheduling has been used for online gaming applications, but only tested
under laboratory, albeit realistic, conditions [69]. Here, the portfolio is configured
with various typical online scheduling policies, but also with an optimal solver of a
linear integer problem; in the selection stage, the portfolio is given a limited amount
of time to decide.

20.5.5 Self-aware Architecture Reconfiguration

Description: Self-aware architecture reconfiguration is a family of techniques that
can reconfigure at runtime the architecture of the system or of the application.

Expected Impact: The generality of this approach is an advantage, but alsomakes
the actual impact difficult to predict in advance. By affecting the essence of the entire
system, this approach can affect every metric and virtually every application. When
applied to applications, this approach can change the operational characteristics of
the application. This approach addresses the runtime architectural reconfiguration
problem.

Details: Bymonitoring the environment and the (queued) workload, by predicting
the performance of the system or application, and by reflecting on the overall goals of
the system or application, self-aware architecture reconfiguration leads to changing
of not only operational characteristics (queue size and policy, structure of application
components), but also the way in which the system or application operates (e.g., how
queues share load).

Use Cases: Koala-C [17], which services the Dutch research cloud DAS4, creates
a systemwith multiple queues, which can be instructed to shed load to only one other
or a group of other queues. Each queue is aimed to run jobs of a specific runtime (job
size). If a job scheduled by a queue does not finish in the time allocated for that queue
(exceeds the job size for that queue), it is stopped and moved to a queue of larger
size. The approach does not require any prior knowledge about the input workload.
Instead, each job is submitted to the queue(s) servicing the shortest job; larger jobs
traverse progressively the chain of queues, with probabilistic guarantees in terms
of performance and wasted resources. (Queues can also be equipped with autoscal-
ing mechanisms.) Another use case [31] is that of the cloud provider Blue Yonder:
Through a parameterized application performance model, a set of modeled adapta-
tion points, and an adaptation model, the Blue Yonder applications can adjust their
resources to workload changes and can share the resources between the customers.
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20.5.6 Stochastic Performance Models

Description: Stochastic performance models (e.g., queueing networks) enable the
prediction of the expected system performance in terms of throughput, response
time, and utilization for a given workload. In a self-aware system, these models are
automatically created and maintained in the learning phase.

Expected Impact: In contrast to machine learning- or feedback control-based
techniques, they promise the ability to predict also the performance for previously
unseen workloads or configurations which are significantly different to the current
operating point. Stochastic performance models have been applied to dynamically
reconfigure enterprise multi-tier applications for autoscaling [73] and performance
isolation [47].

Details: Classic queueing networks model the computing at processing resources
(e.g., CPU, hard disk, and network). Furthermore, extended formalisms, such as
layered queueing networks or queueing Petri nets, are able to capture the influence of
passive resources (e.g., software ormemory resources). In Chap.16, amore extensive
discussion of stochastic performance models can be found.

Use Cases: In [47], the authors describe a request admission controller for multi-
tenant applications (e.g., SaaS application) that enables performance isolation and
SLA differentiation between tenants. Using a combination of statistical estimation
of resource demands and operational analysis from queueing theory, the admission
control is able to determine the current resource usage of individual tenants and
determine which requests are admitted and which are delayed.

In [73], a controller for vertical CPU scaling of virtualized applications is pre-
sentedbasedon a layeredqueueingnetwork.Themodel is dynamically parameterized
based on monitoring data from the system and also captures contention effects due to
hypervisor scheduling. By using the performancemodel, oscillating reconfigurations
are avoided and the parameters can be estimated automatically at runtime.

20.5.7 Other Approaches

A number of other approaches have been developed by related fields, such as design
science [59]. Although these approaches do not share the entire spectrum of char-
acteristics of, for example, control-based systems, they can be seen as proto-self-
awareness approaches. We enumerate in the following several of these approaches.

Other approaches for autoscaling: For data-intensive batch processing, which
typically has large state, autoscalers such as Amazon Elastic, MapReduce, and
FAWKES [25] use various types of system feedback to decide on scaling. Ama-
zon’s approach is based on the topology-aware S3 storage. Focusing on application
semantics, FAWKES considers various types of VMs, including VMs that store data
transiently or permanently. These approaches consider theMapReduce programming

http://dx.doi.org/10.1007/978-3-319-47474-8_16
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model, which has not been designed to enable interactive processing (e.g., for fast
decision-making) or tightly coupled data items (e.g., for graph processing).

In the area of data streamprocessing, systems such asApacheS4 andStormexploit
intraquery parallelization to scale out operators and eventually handle demanding
resource requirements per operator. There are two main challenges in operators’
parallelization to support a scalable DSPS, i.e., how to handle operators’ state and
when to scale out/in. Existing research has shown that simple heuristics to detect
violations on resource-based thresholds can be used to horizontally scale out to
additional stream processing operators to handle the excess load [7, 28]. When han-
dling operator state, most systems focus on the parallelization of stateless operators.
In [7, 60], different generic approaches to manage the parallelization of both state-
ful and stateless operators are introduced. In [18], an advanced approach to handle
operator state alongside specialized programming primitives is discussed.

Other approaches for runtime architectural reconfiguration and load bal-
ancing: Better load balancing within a cluster of compute nodes [27] or storage
nodes [26], or between clusters [17], can lead to avoiding hotspots and to improving
the performance of many types of applications, including compute-intensive sci-
entific applications (Sect. 20.3.2), business-critical applications (Sect. 20.3.1), and
batch processing applications (Sect. 20.3.2). Reconfiguring the system partitions, not
only in scale but also in the way they interact, can greatly benefit batch workloads
where long and short jobs can coexist [17]. A genetic algorithm for load rebalancing
(GALR) was proposed to deal with affinity or antiaffinity constraints [74]. In exper-
iments running the PlanetLab dataset in a cluster up to 300 hosts, GALR performs
close to optimality in load rebalancing, within 4–5 s.

Other approaches for fault tolerance in distributed systems: Experimental
results demonstrated that using brownout [44] and smart load-balancing [13] appli-
cation can tolerate more replica failures and that the novel load-balancing algorithms
improve the number of requests served with optional content and thus the revenue of
the provider by up to 5%, with high statistical significance [45]. Various self-testing
and self-diagnostic techniques exist (e.g., SMART, which is a commercial technol-
ogy for hard disks), but self-repair through self-reconfiguration and self-rebooting is
still a largely open field.

20.6 Open Challenges for Self-aware Cloud Applications

In this section, we focus on identifying and analyzing directions for future research in
developing self-aware cloud applications.We ask questions that we find challenging,
yet promising, that is, whose answers we foresee being put in practice in the next
3–5 years.

To what extent are self-awareness techniques necessary for cloud applications?
Currently, non-self-aware techniques are prevalent in the management of increas-
ingly large cloud datacenters and their applications. Uncertainty about the need
and possible gains limits the adoption of self-awareness techniques for this setting.
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Anecdotal evidence such as that gathered in this chapter and the existing small con-
trolled experiments conducted by scientists provide some evidence of the benefit of
using self-awareness techniques, but on their own still cannot provide the needed
strong evidence. Instead, inspired by the evolution of related fields, it would be ben-
eficial to collect and share many operational traces from real-world deployments
into an open-access Trace Archive and to provide a layer of fundamental under-
standing and knowledge by analyzing and sharing quantitative information such as
the frequency of self-aware decisions and metrics about their impact. Large-scale
experimental comparisons of self-aware and non-self-aware techniques, published
as both technical material and open-access data, could provide a useful complement
and further the acquisition of fundamental knowledge.

How can self-aware computing and communications enable or improve upon
emerging applications for increasingly capable mobile devices—including smart-
phones, wearable devices, and IoT devices? Today’s cloud architecture, which relies
on the use of a “dumb pipe” sitting between it and a smart edge including increasingly
capable mobile devices, is likely to be a productive area for future research [53].
In particular, there is a fundamental limitation in how much power a wearable or
handheld device can consume before it becomes “too hot to wear” or “too hot to
handle.” Consequently, off-loading to an external computing platform, currently a
cloud, becomes attractive. However, given the current Internet and telecom system
architectures, data from apps need to cross a dumb pipe before it reaches the cloud.
This can be a severely limiting factor, when it comes to supporting emerging appli-
cations that need low-latency, high-bandwidth communications. Examples of such
emerging applications include rich media (including video), unmanned vehicles, and
gaming.

How can self-aware computing learn and maintain knowledge of itself if it is
subject to frequent releases? The development of many popular Internet applica-
tions (e.g., Facebook and Netflix) is characterized by very short release cycles (e.g.,
daily). The term DevOps is often used to describe approaches and processes to align
development and operation of software systems with the goal of continuous delivery
of new versionswith new or changed functionality. As a result, such software systems
are often in transient phases where different versions of software run in parallel.

How can self-aware computing learn the characteristics of the workloads and
update the allocation of their resources in a distributed manner with global coor-
dination for efficient use of datacenter resources? Current cloud datacenters span
thousands of physical servers and host tens of thousands of virtual machines running
different workloads. Managing such large systems while satisfying individual work-
load performance requirements and making efficient use of cluster resources is an
open challenge. Current scalable approaches use either distributed scheduling (e.g.,
Mesos) or optimistic resource allocation using shared state (e.g., Omega [66]). How-
ever, such approaches cannot guarantee global scheduling optimality with respect
to multiple (possibly competing) goals across all resources and workloads in the
datacenter.
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Can self-aware computing offer techniques for fully automated root cause analy-
sis (RCA) that can be applied to a variety of management operations in the cloud?
Over the past decade, thewide deployment ofmonitoring solutions in datacenters and
access to real-time telemetry have advanced the art in diagnosis and troubleshooting.
At the same time, automated RCA still remains an unsolved puzzle for operators.
This is mainly due to the large number of hardware (compute, storage, network-
ing) and software (OS, hypervisor, container, middleware, application) components
that can potentially contribute to an observed failure or performance drop and the
complex interactions among them. Furthermore, typical statistical analysis and learn-
ing approaches discover correlations and not causality between different metrics or
events, and hence, it can only provide hints for the real root cause.

20.7 Conclusion

Cloud computing and its applications are already an important branch of ICT, with
interesting benefits and challenges. Due to sheer scale, but also to the increasing
sophistication of both their stakeholders and their infrastructure, clouds and their
applications are increasingly relying on self-aware management techniques. In this
chapter, we have proposed a systematic framework to explain existing self-awareness
approaches and to facilitate the analysis of self-awareness in the future.

Our framework proposes a structured way to analyze the types of self-awareness
approaches used in practice, in cloud computing and its applications. The framework
focuses on the types of applications, problems, and approaches relevant to self-
awareness. The framework also structures the discussion and the analysis of open
challenges.

In this chapter, we have used the framework to analyze seven types of self-
awareness approaches used in practice: feedback control-based techniques, metric
optimizationwith constraints, machine learning-based techniques, portfolio schedul-
ing, self-aware architecture reconfiguration, stochastic performance models, and
other approaches. We conduct a systematic survey of self-awareness techniques.
We focus on eight types of applications, among which most are already established,
whereas applications such as online gaming, partial processing, and cyber-physical
applications are still emerging. We analyze ten types of traditional and novel prob-
lems.Novel, we focus on problems that have developed beyond their traditional scope
or even emerged altogether in the space of cloud computing, such as autoscaling,
energy proportionality, performance isolation, and intrusion detection and preven-
tion. We also identify four open challenges for self-awareness in cloud computing
and its applications.

The future of this work is in facilitating, for the authors and for the self-awareness
community at large, work addressing the open challenges. We also hope the frame-
work will be used for analyzing other self-awareness approaches, new problems, and
new applications.
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Chapter 21
Software Architectures for Self-protection
in IaaS Clouds

K.R. Jayaram, Aleksandar Milenkoski and Samuel Kounev

Abstract In this chapter, we focus on software architectures for self-protection in
IaaS clouds. IaaS clouds, especially hybrid clouds, are becoming increasingly popular
because of the need for developers and enterprises to dynamically increase/decrease
their use of computing resources to adapt quickly to market forces and customer
demands, reduce costs, and increase fault tolerance. However, the adoption of public
IaaS and hybrid clouds by enterprises is slower than expected because the current
hybrid cloud infrastructures do not provide scalable and efficient mechanisms to
prevent software tampering and configuration errors and ensure the trustworthiness
and integrity of the software stack executing a hybrid application workload; or to
enforce governmental privacy and audit regulations by ensuring that remote data and
computation do not cross specified geographic boundaries. We discuss the recent
research on integrating intrusion detection systems in IaaS infrastructures, as well as
hardware-rooted integrity verification and geographic fencing to address the concerns
outlined above.

21.1 Introduction

Enterprises have been adopting cloud computing in a variety of different abstrac-
tion levels, namely software-, platform-, and infrastructure-as-a-service systems,
and in different deployment models (private, public, hybrid, and community). Secu-
rity/protection issues/concerns associated with cloud computing differ according to
the abstraction-level and deployment model but fall into two broad categories:
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• security issues faced by cloud providers (organizations providing software-,
platform-, or infrastructure-as-a-service via the cloud) and

• security issues faced by their customers (companies or organizations who host
applications or store data on the cloud).

The responsibility for security and protection thus goes both ways; however, it is
often the responsibility of the provider to:

• (as much as possible) ensure that their infrastructure is secure and that client data
and applications are protected

• make it easy for the customer to take measures to fortify their application and
encourage the use of strong passwords and authentication methods as general
policy in their cloud

Before discussing system and software architectures for self-protection in cloud
computing, let us address the main security threats faced by enterprise applications
deployed in the cloud. We focus on threats that arise due to the cloud; i.e., they add
to threats already faced by the application when it is deployed in a private data center
in a customer-facing scenario. It is generally recommended that information secu-
rity controls be selected and implemented according and in proportion to the risks,
typically by assessing the threats, vulnerabilities, and impacts. While cloud security
concerns can be grouped into any number of dimensions, some are outlined below:

• Configuration and patching errors. The extensive use of virtualization in cloud
infrastructures brings unique security concerns for tenants of a public, private, and
hybrid cloud services. Virtualization alters the relationships between applications
and the underlying hardware, especially given the fact that even networking func-
tions are virtualized in modern data center. The virtualization layers themselves
have to be properly configured, managed, and secured. Specific concerns include
compromises to the virtualization layer, especially the hypervisor. For example,
a breach in the administrator workstation with the management software of the
virtualization software can cause the whole data center to go down or be recon-
figured to an attacker’s liking. Typically, the cloud provider asks the customer to
“trust” that the provider has performed all the necessary configurations, patch-
ing, etc., accurately. However, instead of blindly “trusting” the cloud provider, a
better approach is to follow the classic “trust, but to verify” paradigm, where the
cloud provider offers some visibility into the internal configuration and attests to
its correctness and security compliance.

• Software tampering. When an organization elects to store data or host applica-
tions on the public cloud, it loses its ability to have physical access to the servers
hosting its information. As a result, potentially business sensitive and confiden-
tial data are at risk from insider attacks. According to a recent Cloud Security
Alliance report, insider attacks are the third biggest threat in cloud computing.
Therefore, cloud service providers must ensure that thorough background checks
are conducted for employees who have physical access to the servers in the data
center. Additionally, data centers must be frequently monitored for suspicious
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activity. But, such manual methods may not always be effective. We need auto-
mated integrity verification of the software stack executing applications in the
cloud. A key hurdle to increased adoption of cloud computing infrastructures is a
concern about the security of the software stack executing the workload. In a sur-
vey of large enterprises by Forrester, 46% of respondents indicated that “Ensuring
that the security policies on applications, operating systems, and workloads are
the same in the public cloud as our data center” as a key hurdle for increased adop-
tion of cloud computing infrastructures. There is a broad agreement that verbal or
written assurances of cloud providers in advertisements and service-level agree-
ments regarding security and compliance are not sufficient. Encryption of all data
and homomorphic computations can assure data confidentiality only if the code
performing encryptions does not maliciously do something else with the data. Cer-
tificates of computation based on probabilistically checkable proofs (PCPs) and
trusted computing platforms based on said proofs are still not practical, requiring
customization for each application and incurring high overheads.

• Isolation and Security Management. In order to conserve resources, cut costs,
and maintain efficiency, cloud service providers often store more than one cus-
tomer’s data on the same server. As a result, there is a chance that one user’s private
data can be viewed by other users (possibly even competitors). To handle such sen-
sitive situations, cloud service providers should ensure proper data isolation and
logical storage segregation. A cloud self-protection architecture is effective only
if the correct defensive implementations are in place. An efficient self-protection
architecture should recognize the issues that will arise with security management.
The security management addresses these issues with security controls. These
controls are put in place to safeguard any weaknesses in the system and reduce the
effect of an attack.

• Identity management: Every enterprise will have its own identity management
system to control access to information and computing resources. Cloud providers
either integrate the customer’s identity management system (e.g., enterprise Ker-
beros) into their own infrastructure, using federation or SSO technology, or provide
an identity management solution of their own (e.g., OpenStack KeyStone).

• Physical security: Cloud service providers physically secure the IT hardware
(servers, routers, cables, etc.) against unauthorized access, interference, theft, fires,
floods, etc., and ensure that essential supplies (such as electricity) are sufficiently
robust to minimize the possibility of disruption. This is normally achieved by serv-
ing cloud applications from “world-class” (i.e., professionally specified, designed,
constructed, managed, monitored, and maintained) data centers.

• Application security: Application security (short: AppSec) encompasses mea-
sures taken throughout the code’s life cycle to prevent gaps in the security policy
of an application or the underlying system (vulnerabilities) through flaws in the
design, development, deployment, upgrade, or maintenance of the application.
This includes measures against software tampering, where an attacker modifies an
existing application’s run-timebehavior to performunauthorized actions, exploited
via binary patching, code substitution, or code extension. This also includes pre-
venting unauthorized access to administration interfaces; unauthorized access to
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configuration stores; retrieval of clear text configuration data; lack of individual
accountability; and overprivileged process and service accounts

While there are many types of defense mechanisms behind a cloud self-protection
architecture, they are broadly classified into:

• Deterrent mechanisms: These techniques are intended to reduce attacks on a cloud
system. Much like a warning sign on a fence or a property, deterrent controls
typically reduce the threat level by informing potential attackers that there will be
adverse consequences for them if they proceed. (Some consider them a subset of
preventive controls.)

• Prevention mechanisms: Preventive controls strengthen the system against inci-
dents, generally by reducing if not actually eliminating vulnerabilities. Strong
authentication of cloud users, for instance, makes it less likely that unauthorized
users can access cloud systems and more likely that cloud users are positively
identified.

• Detection mechanisms: Detection mechanisms are intended to detect and react
appropriately to any incidents that occur. In the event of an attack, a detective
control will signal the preventative or corrective controls to address the issue. Sys-
tem and network securitymonitoring, including intrusion detection and prevention
arrangements, are typically employed to detect the attacks on cloud systems and
the supporting communications infrastructure.

• Corrective mechanisms: Corrective controls reduce the consequences of an inci-
dent, normally by limiting the damage. They come into effect during or after an
incident. Restoring system backups in order to rebuild a compromised system is
an example of a corrective control.

In this chapter, we focus on software architectures for self-protection in IaaS
clouds. IaaS clouds, especially hybrid clouds, are becoming increasingly popular
because of the need for developers and enterprises to dynamically increase/decrease
their use of computing resources to adapt quickly to market forces and customer
demands, reduce costs, and increase fault tolerance. However, the adoption of hybrid
clouds by enterprises is slower than expected because current hybrid cloud infrastruc-
tures do not provide scalable and efficient mechanisms to prevent software tampering
and configuration errors and ensure the trustworthiness and integrity of the software
stack executing a hybrid application workload; or to enforce governmental privacy
and audit regulations by ensuring that remote data and computation do not cross
specified geographic boundaries.

In traditional data centers, workloads and data were often static and had a hard
binding to the physical systems on which they resided and executed. However, vir-
tualization has made the migration of data and computing resources across physical
hosts easy. Virtual machine (VM) migration is performed by data center and cloud
management systems for a host of reasons including load balancing, consolidation,
and maintenance. A private data center can employ sophisticated cluster manage-
ment middleware and algorithms to reliably identify the location of physical servers
on which the data and workloads reside during initial placement and migration and
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can put security policies in place to ensure that the management middleware is not
compromised. But, this is infeasible in current IaaS cloud implementations, because
it would require the cloud provider to expose its systems to a customer/developer
who may be malicious.

Organizations considering hybrid clouds, however, need to produce audit trails
of data and application movement, as well as carry out effective forensics when the
occasion demands it. In particular, theworkload location identification and attestation
capability need to be verifiable and auditable by the customer and/or his designated
third party and preferably anchored in hardware. These capabilities enable workload
and data boundary control in hybrid clouds, effectively conferring users to control
over where workloads and data are created, where they are run, and where they
migrate to for performance, optimization, reliability, and high-availability purposes.

Given the enormous overheads involved in proof-carrying code and in PCP-
based verifiable computation, in real-world deployments, ensuring trust in the pub-
lic IaaS cloud’s software stack (hypervisor, VM, and libraries) often involves soft-
ware integrity verification—checkingwhether specific “known bug-free” or formally
verified/model-checked versions of hypervisors, OS, and libraries are used by the
IaaS provider, preventing injection of malicious code into the software stack and
preventing low-level attacks on the hypervisor like those involving root kits. Hence,
a self-protection architecture should provide:

• ability for developers to specify, at a high level, the integrity requirements of the
software stack executing his applications/workloads,

• ensure compliance at run time by certifying the integrity of the software stack
through certificates verifiable by the developer or a third party trusted by him,

• allow the specification of geographic locations and boundaries pertaining to com-
putations in both IaaS and PaaS applications and ensure their compliance during
placement of virtual machines (at the start of execution) and during VM life cycle
events such as resizing, migration, and fault recovery, and

• perform all the available tasks at the scale of massive data centers and IaaS clouds,
which contain hundreds of thousands of virtual machine instances.

21.2 Intrusion Detection Systems

An intrusion detection system (IDS) is a device or software application that monitors
network or system activities formalicious activities or policy violations and produces
reports to amanagement station. IDS comes in a variety of flavors and approaches the
goal of detecting suspicious traffic in differentways. There are network-based (NIDS)
and host-based (HIDS) intrusion detection systems. NIDS is a network security
system focusing on the attacks that come from the inside of the network (authorized
users).Whenwe classify the design of the NIDS according to the system interactivity
property, there are two types: online and off-line NIDS.

Online NIDS deals with the network in real time; it analyzes TCP/IP and UDP
packets and applies some rules to decidewhether there exists an attack or not. Off-line
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NIDS deals with stored data and runs some analytics on the data to decide whether
it is an attack or not. Some systems may attempt to stop an intrusion attempt, but
this is neither required nor expected of a monitoring system. Intrusion detection and
prevention systems (IDPSs) are primarily focused on identifying possible incidents,
logging information about them, and reporting attempts. In addition, organizations
use IDPSs for other purposes, such as identifying problems with security policies,
documenting existing threats, and deterring individuals from violating security poli-
cies. IDPSs have become a necessary addition to the security infrastructure of nearly
every organization using cloud computing systems.

IDPSs typically record information related to observed events, notify security
administrators of important observed events, and produce reports. Many IDPSs can
also respond to a detected threat by attempting to prevent it from succeeding. They
use several response techniques, which involve the IDPS stopping the attack itself,
changing the security environment (e.g., reconfiguring a firewall), or changing the
attack’s content

21.2.1 NIDS

Network intrusion detection systems (NIDSs) are placed at a strategic point or points
within the network tomonitor traffic to and from all devices on the network. AnNIDS
performs an analysis of passing traffic on the entire subnet andmatches the traffic that
is passed on the subnets to the library of known attacks. Once an attack is identified,
or abnormal behavior is sensed, the alert can be sent to the administrator. An example
of an NIDS would be installing it on the subnet where firewalls are located in order
to see whether someone is trying to break into the firewall. Ideally, one would scan
all inbound and outbound traffic; however, doing so might create a bottleneck that
would impair the overall speed of the network. OPNET and NetSim are commonly
used tools for simulation network intrusion detection systems. NID systems are also
capable of comparing signatures for similar packets to link and drop harmful detected
packets which have a signature matching the records in the NIDS. Providing NIDS
systems is typically the responsibility of the IaaS cloud provider.

It is important to emphasize that thewide adoption of virtualization, a key enabling
technology of cloud computing, has led to the emergence of the practice of deploying
conventional NIDS as virtualized network functions (VNFs); that is, a network-based
IDS may be deployed in a designated VM and configured to tap into the physical
network interface card used by all VMs (see Chap.22). Thus, the IDS can monitor
the network activities of all VMs at the same time while being isolated from, and
transparent to, their users.

21.2.2 HIDS

Host intrusion detection systems (HIDSs) run on individual hosts or devices on the
network. A HIDS monitors the inbound and outbound packets from the device only
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and will alert the user or administrator if suspicious activity is detected. It takes
a snapshot of existing system files and matches it to the previous snapshot. If the
critical system files were modified or deleted, an alert is sent to the administrator to
investigate.

In the case of IaaS clouds, HIDS should be deployed at both the hypervisor level
and virtual machine level. In contrast to HIDS deployed at virtual machine level,
providing HIDS at hypervisor level is a responsibility of the IaaS cloud provider.

Typical IaaS cloud IDS architectures have to provide good visibility into the
state of the monitored host, while still providing strong isolation for the IDS, thus
lending significant resistance to both evasion and attack. Typical hypervisor-based
approaches leverage virtual machine monitor (VMM) technology. This mechanism
enables the IDS to be placed external to the host it is monitoring, into a completely
different hardware protection domain, providing a high-confidence barrier between
the IDS and an attacker’s malicious code. The VMM also provides the ability to
directly inspect the hardware state of the virtual machine that a monitored host is
running on. TheVMMprovides the ability to interpose at the architecture interface of
the monitored host, yielding even better visibility than normal OS-level mechanisms
by enabling monitoring of both hardware and software level events. This ability
to interpose at the hardware interface also allows the IDS to mediate interactions
between the hardware and the host software, allowing it to perform both intrusion
detection and hardware access control.

An IDS running outside of a virtual machine only has access to hardware-level
state (e.g., physicalmemorypages and registers) and events (e.g., interrupts andmem-
ory accesses), generally not the level of abstraction where we want to reason about
IDS policies. Typical hypervisor-based IDSs leverage three properties of VMMs:

• Isolation: Software running in a virtual machine cannot access or modify the
software running in the VMM or in a separate VM. Isolation ensures that even if
an intruder has completely subverted the monitored host, he still cannot tamper
with the IDS.

• Inspection: The VMM has access to all the state of a virtual machine: CPU state
(e.g., registers), all memory, and all I/O device state such as the contents of storage
devices and register state of I/Ocontrollers.Being able to directly inspect the virtual
machine makes it particularly difficult to evade a VMM IDS since there is no state
in the monitored system that the IDS cannot see.

• Interposition: Fundamentally, VMMs need to interpose on certain virtual machine
operations (e.g., executing privileged instructions). A VMM IDS can leverage this
functionality for its own purposes. For example, with only minimal modification
to the VMM, a VMM IDS can be notified if the code running in the VM attempts
to modify a given register. VMMs offer other properties that are quite useful in
a VMM IDS. For example, VMMs completely encapsulate the state of a virtual
machine in software. This allows it to easily take a checkpoint of the virtual
machine.Using this capability,we can compare the state of aVMunder observation
to a suspended VM in a known-good state, easily perform analysis off-line, or
capture the entire state of a compromised machine for forensic purposes.
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21.3 Trustworthy Geo-fenced IaaS and Hybrid Clouds

This section described the recent research on trustworthy geographically fenced
hybrid clouds (TGHCs), a generic, scalable, and extensible middleware system to
automatically bridge the gap between applications with their integrity and geo-
fencing policies, and raw hardware infrastructure. It describes TGHCs modularly,
by (a) outlining the challenges in certifying the trustworthiness of cloud comput-
ing infrastructures and in geo-fencing computation, including scalability limitations
of existing solutions, (b) presenting scalable mechanisms to transform bare metal
servers into trusted IaaS computing pools through integrity measurement, manage-
ment, and monitoring that leverage open, off-the-shelf hardware technologies like
Intel TPM, (c) introducing workload specification languages to specify integrity and
geo-fencing policies on hybrid workloads, and (d) extending IaaS systems to ensure
that workload bursting from private data centers to public clouds uses trusted com-
puting pools and respects geographic boundaries during initial placement of virtual
machines (VMs) and further migration. TGHCs are expected to be:

• Generic, targeted at a variety of distributed applications programmed in different
languages and employing different software architectures, e.g., event-based and
loosely coupled, service oriented, tightly coupled, and legacy softwares.

• Fine-grained andFlexible, offering developers the flexibility to chose between two
granularities in their specification of integrity and “trustworthiness” policies, i.e.,
either using (1) application-level abstractions such as classes, components, and
executables or (2) using IaaS abstractions such as VMs and VM pools/patterns.

• Scalable, enabling it to be applied tomodern distributed applications and deployed
to real-world clouds.

• Easy to use, requiring minimal effort from the developer, and requiring no more
effort than the specification of integrity and geo-location policies in a high-level
policy language/template and no more run-time configuration than state-of-the-art
orchestration systems such as Puppet and Chef.

21.3.1 A Modular Hybrid IaaS Cloud

Figure21.1 illustrates the architecture of TGHCs:

1. An IaaS infrastructure based on open standards, where the integrity and geo-
graphic location of each component—VMprovisioning,migration, network pro-
visioning, block and object storage, etc.,—is attested by certification authorities
and can be trusted by developers and enterprises (modulo their trust in certifica-
tion authorities).

2. Hybrid IaaS orchestration middleware, which leverages the infrastructure above
to (a) enable the specification of integrity and geo-location policies at the level of
IaaS cloud abstractions, i.e., usingVM instances, virtual LANs,monitoring com-
ponents and patterns and (b) ensure compliance with said policies at all stages
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Fig. 21.1 A high-level
overview of our trusted
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during the lifetime of the pattern by certifying bare metal compute infrastructure
and the entire software stack executing on them—hypervisors, libraries, guest
OS in VM instances, etc., along with the application binaries.

3. Ensure that the design and implementation of the components above is extensible
and modular, enabling future design of trustworthy hybrid application platforms
that use the trusted IaaS cloud. This paper, however, focusses on trusted hybrid
IaaS and describes the research challenges in engineering hybrid geo-fenced
application platforms.

21.3.2 Trusted Geo-Tagged IaaS Infrastructure

As illustrated in Fig. 21.1, a trusted geographically tagged IaaS infrastructure forms
the basis of TGHCs. It consists of a trusted pool of servers running a trusted soft-
ware stack, on which both customer workloads and management systems (i.e., those
responsible for workload placement, migration, network provisioning, security, and
storage) are executed. Each server in this trusted computing pool (TCP) runs a trusted
software stack, i.e., the infrastructure ensures that neither the hypervisor, operat-
ing system, nor any of the packages on it have been maliciously modified and are
“known-good” versions, as specified by the developer. Furthermore, the infrastruc-
turemeasures the integrity of all additional patches, application code, and application
middleware (e.g., Web servers and database servers) that are loaded at run time and
attests their integrity to an attestation service run by a trusted third party.

The key challenge is to perform all these functions automatically. We propose
using hardware-based security techniques to ensure the integrity of the software
stack on the trusted IaaS. Specifically, Sect. 21.3.4 describes how we leverage off-
the-shelf hardware chips (trusted platformmodules or TPMs) tomeasure the integrity
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of hypervisors, operating systems, and software packages and interact with the attes-
tation service to get these measurements checked against those supplied by the man-
ufacturer of the operating system or hypervisor. Section21.3.7 describes how TPMs
can be further leveraged to securely store and transmit geographic location tags to the
attestation service. Scalability of both measurement and attestation is key, because
a trusted computing pool can potentially contain thousands of servers. Hardware-
rooted attestation helps reduce trust placed in cloud providers, because the customer
can use the attestation service to independently verify the integrity and geo-location
of the servers executing his workloads.

21.3.3 IaaS Orchestration Middleware

The next component, as illustrated in Fig. 21.1, is the IaaS workload orchestrator,
which interacts with the trusted geo-tagged compute pool, the third-party attesta-
tion service, and optionally, a workload specification from the developer. The IaaS
cloud provider deploys the workload orchestrator on a trusted serverl; i.e., the cloud
provider first uses the techniques mentioned above and detailed in Sect. 21.3.4 to
boot a trusted operating system on a server and certify it to the attestation service.
Then, it employs the techniques described in Sect. 21.3.4 to verify the integrity of
the workload binares and deploys the workload on the trusted server connecting it
to the attestation service. If the developer prefers to specify the public cloud portion
of his hybrid cloud application as a pattern of virtual machines, e.g., using template
languages such as OpenStack HOT, the IaaS workload orchestrator parses this spec-
ification and interacts with the attestation service to determine the subset of nodes in
the IaaS provider’s data center that are trusted in the geographic location specified
by the developer. Then, orchestrator then deploys the VMs on trusted nodes while
respecting geographic boundaries and instantiates the public cloud component of
the application. Furthermore, all subsequent elastic scaling and VM migration only
occur on trusted servers and respect geographic boundaries (geo-fencing).

21.3.4 Converting Raw Servers to Trusted Servers

The first step in engineering TGHCs is to create a pool of trusted servers that can be
managed by the IaaS management software, especially the IaaS workload orchestra-
tor. Converting raw servers to trusted servers involves leveraging and extends the best
ideas from all existing system integrity verification techniques. A modular approach
can be employed to create a trusted server, by starting from a small piece of trusted
code stored securely in a crypto-processor to boot a trusted operating system and
hypervisor, and then modularly use the trusted OS to validate all software packages
on the server.
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21.3.4.1 A Hardware Root of Trust

In current cloud computing systems, security (including malware prevention, detec-
tion, and remediation) is handled primarily by software—either at the operating
system level or by the cloud management, authentication, and authorization sys-
tems. This requires customers to place higher levels of trust in cloud providers. A
better approach is the creation of a root of trust at foundational layer of the system—
hardware. Like other proposals [13], we use the trusted platform module (TPM)
chip [11], a standard crypto-processor established by the trusted computing group
(TCG) [10], to instantiate a root of trust at every server. Then, that root of trust grows
upward, into and through the operating system, applications, and service layers. TPM
providesmany security functions including special registers, called platform configu-
ration registers (PCRs) [11], which hold various measurements in a shielded location
in a manner that prevents spoofing. Most laptops and desktops have been sold with
a TPM module since 2006, and server motherboards are increasingly incorporating
TPM chips.

21.3.4.2 OS + Hypervisor Boot Integrity

Most existing solutions for trustworthy clouds, including the EU TClouds [2] project
the proposal by Intel [13], use trusted boot [9] based on trusted BIOS code—intel
trusted execution technology (TXT) code [3, 13]. The TPM chip containing the
TXT code is manually installed into servers in a data center. When OS booting
starts, TXT measures (hashes) the initial boot code and commits the measurement
to the TPM chip, which stores the measurement in PCRs. TXT measures the next
piece of code to be executed and extends a platform configuration register (PCR) in
the TPM based on the measurement in the PCR before the control is transferred to
the next program loaded during the boot process. If each new code module loaded
during the booting process in turn measures the next one before transferring control,
there is a chain of trust established. If this measurement chain continues through
the entire boot sequence, the resultant PCR values will reflect the measurement of
all files used. TXT and TPM can attest (prove) this measurement to a third party
by signing the measurement with a private key known only inside the TPM. The
corresponding public key can be used by the third-party (attestation server) to verify
the signature and thus the measurement of the boot code. To protect against the
replay of measurements, the attestation protocol uses cryptographic nonces. The
TPM is designed so that once a measurement is added to a PCR register, no operating
system or user-level software can reset or remove the value; only a hardware reboot
resets the chip and thus restarts the booting process, reinstantiating the root of trust.
This measurement before execution model therefore leads to a chain of trust that is
observable by the attestation service.

In trusted boot, measurements can be of code, data structures, configuration,
information, or anything that can be loaded into system memory. To further protect
the integrity of the measurements, hash measurements are not written to PCRs, but
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rather a PCR is “extended” with a measurement. This means that the TPM takes the
current value of the PCR and the measurement to be extended, hashes them together,
and replaces the content of the PCR with that hash result. The effect is that the only
way to arrive at a particular measurement in a PCR is to extend exactly the same
measurements in exactly the same order. Therefore, if any module being measured
has been modified, the resulting PCR measurement will be different, and thus, it is
easy to detect whether any code, configuration, data, etc., that has been measured
had been altered or corrupted. However, this mechanism has scalability issues when
applied to a large ensemble of machines in a data center, which we address in the
following sections. We explain two alternatives and then propose a mechanism for
scalable verifiability.

21.3.4.3 Verifiability, but No Scalability with Native TXT

Trusted boot using Intel TXT and TPM, in their existing forms, can be used to prove
the integrity of the operating system and hypervisor and all subsequent software
packages that are installed on them to perform various functions (e.g., profiling, ssh,
and Web server), as proposed by [2, 13]. If the chain of measurements during the
boot process is kept by the attestation service in a software maintained list, it can be
attested and verified, by the attestation service against the signed PCR value. If at
any point, a piece of code is malicious, the model guarantees that the measurement of
the malicious code is included in the list. Any attempt by malicious code to modify
the measurement list would cause the validation to fail.

However, this approach used by [2, 13] simply does not scale. The attestation
service, which has to check the measurements, should have not only a list of all
possible “known-good” measurements for all versions of all operating systems and
all versions of each trusted software package, but also all combinations of operat-
ing systems and subsets of software packages. This is because of the way trusted
boot extends integrity measurements in PCRs—assuming that there are K operating
systems and each operating system has at most P compatible packages, each server
may chose to install an operating system and any subset of the P packages. So, the
attestation server has to store O(2P) hash measurements for each OS, and they check
the measurement reported by the TPM chip against these. The size of the white list
is consequently O(K × 2P). The attestation server has to perform this checking for
thousands of machines in a data center and should accommodate multiple versions
of packages to be of any real use.

To alleviate this, there have been proposals to modify TXT to record the sequence
in which each code module is hashed and send the sequence to the attestation server.
Then, the attestation server can compute expected integrity measurement by hash-
ing the p < P stored hash measurements corresponding to the p packages actually
installed by the server containing TPM and TXT. Although this only requires the
storage of O(K × P) hash measurements, it still has scalability limitations—we
created a whitelist database for recent Fedora and RHEL distributions (Fedora 15–
19, and RHEL 6). One such typical release has over 5000 available packages, with
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around 400,000 files. In addition, these packages are frequently updated within a
release. The kernel packages are particularly large, each containing some 3,000 ker-
nel modules, and each was updated on average 10–20 times. After a few months,
the database grew to over 30GB, growing progressively slower, and exceeding the
partition allocated for it.

21.3.4.4 Scalability, but No Verifiability with Linux IMA

A popular integrity model is secure boot [12], which stores one or more public keys
in the TPM chip. The keys can only be updated with physical presence. Secure boot
assumes that all code is signed (which is reasonable for most modern software sys-
tems), and the public keys stored in the TPM are used to appraise (verify) signatures
on the boot code, and if the signatures are not correct, the boot is terminated. Secure
boot can also root a chain of trust, in which each stage verifies the signature on the
next stage. The Linux integrity subsystem also supports digital signature appraisal
with the IMA appraisal module [7], thus extending the secure boot chain of trust up
into the Linux file systems. Digital signatures provide both integrity and authenticity,
and they do so in a much more scalable way than simple measurements. However,
this creates the problem of managing keys in the TPM module. Due to the fact that
they can be updated only with physical presence, it is difficult to add or remove
software vendors to a cloud application. One way to get around this is to sign all files
with just the IaaS cloud provider’s private key, but that defeats the whole purpose
of reducing trust in the cloud provider. Also, secure boot model does not provide
a hardware-rooted attestation to a third party, so a centralized management system
cannot tell whether a system has been compromised.

21.3.4.5 Scalable Verifiability

A better approach is to use Intel’s TXT technology to measure and attest the boot
loader, kernel, and hypervisor code, along with the public keys of all trusted soft-
ware and data vendors. If all the public keys are stored in one file, the attestation
server should only store O(K ) measurements, assuming that there are K (boot-
loader+kernel+hypervisor) combinations. Further, integrity verification of the soft-
ware packages can be accomplished by checking their digital signatures with the
public keys of trusted software vendors through Linux’s IMA appraisal module.
This does not require developers to exclusively use software signed by the IaaS
provider and also scales to a large number of software packages and versions by
avoiding the storage of 2P measurements. However, the TPM module is required in
the physical compute host to certify the host’s integrity to the attestation service, and
verifying digital signatures through IMA does not accomplish this. Consequently,
the IaaS provider and user should only trust hypervisors and operating systems with
IMA code that verifies the digital signature of each executable before loading it
during the boot process or before executing it in response to user needs. In other
words, the way to ensure that the operating system/hypervisor on a server does not
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execute untrusted code is to (1) choose operating systems with kernels that check
the signatures of all executables and do not have mechanisms to circumvent the dig-
ital signature verification process and (2) verify that the server has booted one of
the said kernels at run time by measuring its integrity through TXT and attesting
to the same through a trusted third-party attestation service. Once this is done, the
booted kernel ensures that all subsequent software is digitally signed obviating the
need to individually attest the hash of each package. Hardware-rooted attestation
helps reduce trust placed in cloud providers, because the customer can use the attes-
tation service to independently verify the integrity and geo-location of the servers
executing his workloads. Furthermore, such techniques protect against and detect
any attack on persistent data (files), regardless of whether it comes through the main
processor’s network interface or the management modules interface. Even a remote
root is unable to forge a valid signature. This is because of the trusted BIOS code
(TXT) which hashes each component during the boot process to boot a secure ker-
nel, which subsequently does not allow any unsigned program to execute. Hence,
attacks are impossible unless the attacker has the ability to break strong cryptographic
primitives.

21.3.5 vTPMs and VM Launch Integrity

Through trusted hypervisor boot, we can ensure the integrity of prelaunch and launch
components on a platform, from the BIOS to the operating system and hypervisor.
However, no specific claims can be made about the virtual machines being launched,
other than indicating that they are being launched on a measured and attested hyper-
visor platform. Although virtual machine monitors (VMMs) or hypervisors are natu-
rally good at isolating workloads from each other because they mediate all access to
physical resources by virtual machines, they cannot by themselves attest and assert
the state of the virtual machine that is launched. Each virtual machine launched on a
virtual machinemanager and hypervisor platform can benefit from a hardware root of
trust by storing its launch measurements in the TPM. However, this requires virtual-
izing the TPM, with a virtual TPM (vTPM) for each of the virtual machines. Each of
these virtual TPM (vTPM) instances then emulates the functions of a hardware TPM.

One approach is to use the open-source IBM vTPM [1] system for TGHCs. It
is to provide a TPM functionality to a virtual guest operating system. This allows
programs to interact with a TPM in a virtual system the same way they interact with
a TPM on the physical system. Each guest gets its own unique, emulated software
TPM. However, each of the vTPM’s secrets (Keys, NVRAM, etc.) is managed by a
vTPMManager domain, which seals the secrets to the physical TPM. If the process
of creating each of these domains (manager, vTPM, and guest) is trusted, the vTPM
subsystem extends the chain of trust rooted in the hardware TPM to virtual machines
in the hypervisor. Each major component of vTPM is implemented as a separate
domain, providing a secure separation guaranteed by the hypervisor.
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Once vTPMs are instantiated, the launch of guest operating systems can be trusted
and so can the packages installed on the guest operating systems. This is done using
the scalable verifiability technique presented in Sect. 21.3.4.5.

21.3.6 Scalable Third-Party Attestation

The attestation server is typicallymanaged by a trusted third party (TTP). Each server
in a trusted infrastructure pool connects to the attestation server to provide TXT
integrity measurement hash values, which are then checked by the attestation server
against its database of integrity measurements. The most common attestation server
is Intel’s OpenAttestation server (OAT), which uses a mysql database to store hash
values. The attestation server can be run either by aTTPor by the developer himself, if
the IaaS cloud provider is willing to trust the developer with cryptographically secure
hashes of its operating systems, software, and hypervisors. This is not uncommon,
especially in aerospace, defense, and other sensitive workloads from governmental
agencies. The main drawback of the existing OAT server and its implementation is
that it still requires storage of hashes of all combinations of operating systems and
software packages (2P ) as discussed above and that it is a stand-alone server which is
neither highly available nor elastic. To scale to trusted IaaS pools, these mechanisms
for scalable verifiability have been incorporated into Intel’s OAT implementation,
while additionally replacing the storage layer with a distributed three-way replicated
key-value store (HyperDex), running on servers that have been manually verified to
be trustworthy.

21.3.7 Trusted Geo-Location

The next step in engineering TGHCs is to identify the geographic location of each
trusted server and to be able to certify its location to a trusted third party that also
attests to the integrity of the software stack. In turn, cloudmanagement software uses
the trusted server location information to enforce constraints of sensitive applications
with geo-fencing requirements. Geo-fencing ensures that the requirements on geo-
graphic boundaries are not violated and furthermore, if violations are detected, then
appropriate remedial actions will be taken. In this section, we first outline an existing
manual location provisioning technique and propose an RFID-based geo-location
technique to reduce trust placed in a cloud provider. Manual location provisioning
and the use of RFID tags described below are the only two solutions currently feasible
using off-the-shelf hardware.
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21.3.7.1 Manual Location Provisioning Using the Trusted Platform
Module (TPM)

The IaaS cloud provider, administrator, or a trusted third party can securely provision
the location (geo-tag) of the server motherboard (postal code, GPS coordinates,
city/state/country) to the TPM chip on the motherboard when the server is installed
in the cloud data center. There are no hardware changes required in this approach; the
existing TPM takes care of secure storage for the geo-tags. Yeluri and Castro-Leon
[13] provide an overview of this proposal—by reusing the PCR22 of the TPM. PCRs
are nonvolatile RAM, and consequently, the location stored survives reboots unless
PCR22 is manually erased and the TPM reprovisioned. The TCG specifications [9]
allocate PCR22 in the TPM for OS/VMM use, and popular hypervisors such as
VMWare ESX, Xen, and KVM do not use it for other purposes. The only drawback
with manual provisioning is that it requires the developer to place some trust in the
IaaS provider and its employees—to not physically remove the motherboard and
ship it to another data center.

21.3.7.2 RFID Tags

A solution to slightly reduce the trust placed in an IaaS provider is to use radio-
frequency identification (RFID) asset tags in servers in combination with a a special-
ized hardware tamperproof asset tracker. The asset tracker is installed by a trusted
third party (TTP) in a data center and connects to theTTP’s attestation service through
a network connection separate from the IaaS provider’s network, e.g., using a differ-
ent wired ISP other than the IaaS provider or through high-speed wireless network
(4G LTE) SIM cards or through satellite Internet. The tamperproof asset tracker
consists of an RFID tracker, a GPS locator chip, and a trusted server that can read
the GPS chip and RFID tracker to communicate with the TTP’s attestation service.
Each server in the data center is provisioned with an active secure RFID asset tag
(costs about $30 per tag) that periodically transmits a tupple, consisting of the RFID
tag’s identifier and the server motherboard’s universally unique identifier (UUID),
encrypted by a shared key (shared between the active RFID tag and the tamperproof
asset tracker) or through the asset tracker’s public key. The asset tracker, in turn,
hashes each of the elements of this tuple and sends them to the attestation service.
TXT is also extended to hash the UUID of the motherboard which is securely stored
in the TPM module and send this to the attestation service, which can then attest
to the location of the server motherboard because it knows the location of the asset
tracker.
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21.3.8 Trusted Hybrid IaaS

The next step in engineering TGHCs is to transform a group of trusted servers to a
trusted IaaS compute pool, which can be used by a hybrid cloud application. Engi-
neering a trusted IaaS is challenging because of the complexity of the components
of a modern IaaS cloud manager (e.g., OpenStack). We rely on our modular design
approach to realize trustworthy hybrid IaaS clouds as shown in Fig. 21.2.

IaaS clouds consist of VMs, VM instances, and the IaaS management system.
The main function of an IaaS cloud is to instantiate a virtual machine (VM) image
or a pattern of VM images in response to authenticated user requests and network
the instantiated VMs according to the user’s specifications. Hence, the main com-
ponents of an IaaS management system, with examples from the open-source IaaS
platformOpenStack [5], are (1) authentication and identity management (Keystone),
(2) compute provisioning, migration, and resource management (Nova), (3) network
provisioning (Neutron), (4) VM image storage and management (Glance), (5) block
and object storage, and (6) cloud orchestrator (Heat) and dashboard (Horizon). To
realize a trusted IaaS cloud, each of these components must in turn be made trust-
worthy. In this section, we describe how to create a trusted IaaS using OpenStack

Fig. 21.2 A modular approach to create a trusted cloud using other trusted components
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as an example and then detail how a trusted IaaS can be used by a hybrid cloud
application.

21.3.8.1 IaaS Management System

For an IaaS cloud to be trusted, its management system should also be trusted.
When the IaaS cloud is set up, trusted servers are set up using the techniques in
Sect. 21.3.4. Then, various IaaSmanagement packages are installed on some of these
trusted servers and validated using the scalable attestation techniques described in
Sect. 21.3.4. The customer, in turn, can verify from the attestation service that the
management components of the IaaS cloud are running on trusted servers. In the case
of OpenStack, Nova, Glance, Swift, Neutron, KeyStone, and Horizon are installed
on trusted servers. The open-source nature of OpenStack, whose architecture and
implementation have been vetted by an active community of developers, along with
attestation of its installation through the third-party attestation service, ensures that
the management layer performs as expected. Thus, the root of trust now extends to
the IaaS management system, thus ensuring the integrity of the IaaS cloud software
stack. A trusted IaaS cloud may contain both trusted and untrusted servers—the only
requirements are that it contains a nonzero, nontrivial number of trusted servers and
that it executes all its management functions on trusted servers. For this, the basic
capability needed is resource management.

21.3.8.2 Resource Management

A trusted compute pool in an IaaS cloud is simply a collection of trusted servers
obtained from the process outlined in Sect. 21.3.4. An IaaS cloud typically has a
resourcemanagement system, e.g.,Nova in the case ofOpenStack [6]. These resource
managers have different architectures (centralized vs. decentralized) and matching
algorithms to match available resources to requests and reserve resources for user
requests. In this paper, we describe how to implement a trusted computing pool in
a centralized/replicated resource manager like Nova. Nova is centralized because
it uses a single database (mySQL) to store information about all servers and other
components in a data center.When a request (r ) arrives atNova for servers to schedule
VM instances, Nova queries the database for available server capacity, retrieves
matching server resources to allocate to theVM (e.g., 2 cores, 4GBRAMon servers),
reserves these resources for request r , and instantiates the requested VM on s. Nova
can be replicated, using replicated mySQL, both for fault tolerance/high availability
and to scale to a large number of servers and VM instantiation/migration requests.
Resource allocation then becomes a distributed transaction handled by the replicated
mySQL implementation.

To implement a trusted computing pool, the key idea is to connect the resource
manager to the attestation service to check the veracity of a server’s claims and then
to use trustworthiness and geographic location as additional filters during placement
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and migration. We have extended Nova to communicate with the attestation service
to verify whether a server that claims to be running a trusted hypervisor and our
scalable attestation software (described in Sect. 21.3.4) is actually doing so.OurNova
implementation then stores information in its database about trusted servers in the
computing pool that it manages. Additionally, our Nova also obtains the geographic
location of the server and verifies it with the location reported by the attestation
service. When a VM instantiation request requires a trusted server in a specific
location, our extended Nova modifies its query accordingly to chose a server that
has been attested and filters out untrusted servers. Similarly, during the migration of
a VM, the new physical server should be attested as a trusted server, before Nova
can move a VM to it. Similar techniques can also be used in other cloud resource
managers, such as Omega [8] and Mesos [4], by connecting the resource manager
to the attestation service, modifying its matching algorithm to distinguish between
trusted and untrusted servers, and adding geo-location as a data attribute to each
trusted server.

21.3.8.3 Authentication and Storage Management

The user authentication and identity management components do not need any
changes to work with trusted hybrid IaaS; i.e., KeyStone in the case of OpenStack
does not have to be changed. The image management system (Glance) requires min-
imal changes to ensure that images are stored on trusted geo-located servers, i.e.,
its API and functionality are extended to specify the location where an image has
to be stored. The block store and object store should be extended to ensure that (1)
storage requests from a trusted VM instance are handled by and the data stored on a
trusted server and (2) the geo-fencing constraints on storage requests from a trusted
VM remain the same as the constraints on the VM instance, i.e., if a VM is restricted
to execute in the USA, then all its object and block storage reside in the USA.

21.3.8.4 A Trusted IaaS

Though resource management and server management are key components of every
IaaS cloud, modern IaaS implementations provide several other functionalities,
including but not limited to automatic elastic scaling at the level of virtual machine
instances, floating IPs, security groups, virtual LANs, volume storage, and object
storage. All such components of the IaaS implementation should be instantiated on
trusted servers.Otherwise,malicious code in the other components of the IaaS system
can circumvent the protections offered by the trusted compute pool.

In the case of the OpenStack IaaS platform, this includes all its management
components, including the authentication and security subsystem (KeyStone), image
management system (Glance), and network management (Neutron). In summary, we
propose tomodularly use TPMand our scalable attestation to convert raw servers into
trusted servers attested by a trusted third party. Then, we instantiate OpenStack Nova
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on one or more trusted servers for resource management, which communicates with
each of the servers and with the attestation service to determine whether they are a
trusted software stack and their geo-location. We then use trusted Nova to instantiate
the other components on trusted servers or trusted Linux VMs.

21.4 Conclusions and Future Research Directions

In this chapter, we have presented two key technologies for self-protection in IaaS
clouds and describe their software architecture. This includes intrusion detection
systems and hardware-rooted integrity verification of software stack executing appli-
cations in the cloud. We have illustrated how these technologies serve as preventive,
detective, and deterrent controls for the various threats faced by applications execut-
ing in the cloud as outlined in Sect. 21.1.
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Chapter 22
Benchmarking Intrusion Detection Systems
with Adaptive Provisioning of Virtualized
Resources

Aleksandar Milenkoski, K.R. Jayaram and Samuel Kounev

Abstract With the increasing popularity of virtualization, deploying intrusion detec-
tion systems (IDSes) in virtualized environments, for example, in virtual machines
as virtualized network functions, has become an emerging practice. Modern virtu-
alized environments feature on demand provisioning of virtualized processing and
memory resources to virtual machines, dynamically adapting its intensity in order to
meet resource demands. Such a provisioning may have a significant impact on many
properties of an IDS deployed in a virtual machine, for example, on its attack detec-
tion accuracy. However, conventional metrics for quantifying IDS attack detection
accuracy do not capture this impact, which may lead to inaccurate assessments of the
IDS’s accuracy at detecting attacks. In this chapter, we discuss in detail on the impact
of on demand provisioning of virtualized resources on IDS attack detection accuracy.
Further, we discuss on relevant issues related to the use of conventional metrics for
quantifying IDS attack detection accuracy. Finally, we present a preliminary metric
and measurement methodologies, which allow for the accurate assessment of IDS
attack detection accuracy taking on-demand resource provisioning into account.

22.1 Introduction

In recent years, virtualization has received increasing interest, both from industry
and academia, as a way to reduce costs through server consolidation and to enhance
the flexibility of physical infrastructures. In a virtualized system, governed by a
hypervisor, resources such as processor time, disk capacity, and network bandwidth,
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are shared among virtual machines (VMs). Each VM accesses physical resources
through the hypervisor and is entitled to a predefined fraction of capacity.

While server consolidation through virtualization provides many benefits, it also
introduces some new challenges. For example, the increased dynamics and flexi-
bility of virtualized systems increase the need for automated resource management
mechanisms to guarantee system stability and adequate quality-of-service [7, 8].
Further, the introduction of a hypervisor and the allocation of multiple VMs on a sin-
gle physical server are additional critical aspects introducing new potential threats
and vulnerabilities [10, 16]. For instance, Gens et al. [3] report that security is a
major concern for the users of modern virtualized service infrastructures, followed
by availability and performance. Some critical security issues include data integrity,
authentication, application security, and so on.

Intrusion detection is a common security mechanism for detecting malicious activ-
ities (attacks) in host and/or network environments. The accurate attack detection
brings multiple benefits; for example, it allows for timely reaction in order to stop an
ongoing attack. This is crucial for mission critical systems with high integrity and
availability requirements, such as self-aware systems featuring self-protection (see
Chap. 14).

The National Institute of Standards and Technology (NIST) defines intrusion
detection as “the process of monitoring the events occurring in a computer system or
network and analyzing them for signs of possible incidents, which are violations or
imminent threats of violation of computer security policies, acceptable use policies,
or standard security practices” [18]. Given this definition, under intrusion detection
system (IDS), we understand the software that automates the intrusion detection
process. The research and industrial communities have designed and developed many
intrusion detection systems (IDSes), for example, the community-driven Snort [17]
by Sourcefire and the commercial ISS (Internet security systems) by IBM,1 which
use a diverse set of intrusion detection techniques.

The wide adoption of virtualization technology has lead to the emergence of
novel IDSes specifically designed to operate in virtualized environments, such as
ACPS (Advanced Cloud Protection System) [9], Invincea,2 Juniper Firefly Host,3 and
vShield Endpoint.4 Many of these IDSes have components both inside the hypervisor
and in a designated, secure VM (normally the host VM), which has several benefits.
For instance, they can monitor the network and/or host activities of all collocated
VMs and are isolated from malicious VMs’ users since they do not operate inside
the VMs, but leverage the functionalities of the underlying hypervisor.

The adoption of virtualization technology has also lead to the emergence of the
practice of deploying conventional IDSes (e.g., hardware IDS appliances or common
software-based IDSes) as virtualized network functions (VNFs). For instance, the

1http://www-935.ibm.com/services/in/en/it-services/intrusion-detection.html.
2http://www.invincea.com/.
3http://www.juniper.net/techpubs/en_US/firefly6.0/information-products/pathway-pages/security
-virtual-host-product-family-index.html.
4https://www.vmware.com/de/products/vsphere/features/endpoint.

http://dx.doi.org/10.1007/978-3-319-47474-8_14
http://www-935.ibm.com/services/in/en/it-services/intrusion-detection.html
http://www.invincea.com/
http://www.juniper.net/techpubs/en_US/firefly6.0/information-products/pathway-pages/security-virtual-host-product-family-index.html
http://www.juniper.net/techpubs/en_US/firefly6.0/information-products/pathway-pages/security-virtual-host-product-family-index.html
https://www.vmware.com/de/products/vsphere/features/endpoint
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network-based IDS Snort [17] may be deployed in a designated VM and configured
to tap into the physical network interface card used by all VMs. Thus, the IDS can
monitor the network activities of all VMs at the same time while being isolated from,
and transparent to, their users. Further, in comparison with deploying hardware IDS
appliances, which are expensive and challenging to manage, deploying IDSes as
VNFs is cost-effective and makes their management an easier task.

With the increasing complexity of IDSes, the development of methodologies,
techniques, and tools for evaluating IDSes has become an important research topic.
The benefits of IDS evaluation are manyfold. For instance, one may compare multiple
IDSes in terms of their attack detection accuracy in order to deploy an IDS which
operates optimally in a given environment, thus reducing the risks of a security
breach. Further, one may tune already deployed IDS by varying its configuration
parameters and investigating their influence through evaluation tests. This enables
the comparison of the evaluation results with respect to the configuration space of
the IDS, which can help to identify an optimal configuration. In Chap. 14, we discuss
in detail on the importance of IDS evaluation in the context of self-aware systems
that feature self-protection.

Any IDS evaluation experiment requires careful planning including the selection
of (i) workloads, which are used for exercising the sensors of an IDS under test and
(ii) metrics and measurement methodologies, which are used for quantifying IDS
properties (e.g., attack detection accuracy). Workloads, metrics, and measurement
methodologies are considered the standard components of any evaluation experiment.

A common aspect of all existing metrics for quantifying IDS attack detection
accuracy (which we refer to as IDS evaluation metrics) is that they are defined with
respect to a fixed set of hardware resources available to the IDS under test [5].
However, a virtualized environment may have elastic properties. Under elasticity,
we understand on-demand provisioning (i.e., allocation or deallocation) of virtual-
ized resources (i.e., CPU, memory, or network resources) to VMs, whose intensity
dynamically adapts with respect to changes in the intensity of the workloads that
the VMs process. For instance, the Xen and VMware VSphere hypervisors allow for
on-demand hotplugging virtual CPUs and memory on VMs.5

On-demand provisioning of virtualized resources to VMs is also known as vertical
VM scaling, a topic that has received a considerable amount of attention. Researchers,
such as Spinner et al. [20], Xu et al. [22], and Dawoud et al. [1], have developed
approaches for fine controlled provisioning of virtualized resources for the purpose
of optimizing benefits gained, improving performance isolation between VMs, and
so on.

Virtualized resources may be hotplugged on a VM where an IDS operates. This
implies that resources can be provisioned and used by an IDS deployed in a virtu-
alized environment during operation, which may have a significant impact on many
properties of the IDS, including its attack detection accuracy. Thus, we argue that
the use of existing IDS evaluation metrics, which do not take elasticity into account,

5See, for example, https://pubs.vmware.com/vsphere-60/index.jsp?topic=%2Fcom.vmware.
vsphere.hostclient.doc%2FGUID-F102B9BD-1B92-4AC5-ADC0-BE4E90473C5F.html.

http://dx.doi.org/10.1007/978-3-319-47474-8_14
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https://pubs.vmware.com/vsphere-60/index.jsp?topic=%2Fcom.vmware.vsphere.hostclient.doc%2FGUID-F102B9BD-1B92-4AC5-ADC0-BE4E90473C5F.html
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for evaluating IDSes deployed in virtualized environments may lead to inaccurate
measurements.

In this chapter, we first systematize and review commonly used IDS evaluation
metrics. We then discuss and show through case studies how elasticity of virtual-
ized environments affects IDS attack detection accuracy. Further, we discuss the
issues related to the use of conventional IDS evaluation metrics for evaluating IDSes
deployed in elastic virtualized environments. Finally, we propose a preliminary met-
ric and measurement methodologies, which take elasticity into account.

This chapter is organized as follows: In Sect. 22.2, we survey existing IDS evalua-
tion metrics; in Sect. 22.3, we discuss and demonstrate through case studies relevant
issues related to the use of these metrics; in Sect. 22.4, we present our preliminary
ideas on a metric and measurement methodologies that take elasticity into account;
in Sect. 22.5, we discuss future work and conclude this chapter.

22.2 An Overview of IDS Evaluation Metrics

In this section, we provide a compact overview of commonly used IDS evaluation
metrics. In Chap. 14, we provide related contents focusing on IDS evaluation metrics
relevant when it comes to evaluating IDSes employed as part of self-aware systems
featuring self-protection.

We distinguish between two types of metrics: (i) performance-related metrics and
(ii) security-related metrics (see Chap. 14). By performance-related metrics, we mean
metrics that quantify non-functional properties of a tested IDS, such as capacity, per-
formance overhead, resource consumption, and similar. The metrics that quantify
these properties, such as processing throughput and CPU utilization, are typical for
traditional performance evaluation suites. The practice in the area of IDS evalua-
tion has shown that performance-related metrics are also applicable for evaluating
IDSes. For instance, Meng et al. [13] measure workload processing throughput,
Lombardi et al. [9] measure performance overhead, Mohammed et al. [15] measure
power consumption of a distributed IDS, and Sinha et al. [19] measure memory con-
sumption. We focus here on security-related metrics, not elaborating further on the
performance-related ones.

22.2.1 Security-Related Metrics

By security-related metrics, we mean metrics that quantify security-relevant proper-
ties of an IDS under test. We focus here on metrics for quantifying the attack detection
accuracy of an IDS, where attack detection is considered as having a binary output—
attack/no attack—since this is the most typical case and common practice in IDS
evaluation. When it comes to attack detection in general, an IDS may also be evalu-
ated with respect to other features (e.g., evaluating provided additional information

http://dx.doi.org/10.1007/978-3-319-47474-8_14
http://dx.doi.org/10.1007/978-3-319-47474-8_14
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Table 22.1 Metrics for quantifying IDS attack detection accuracy

Metric Annotation/Formula

Basic metrics

True positive rate 1 − β = 1 − P(¬A|I) = P(A|I)
False positive rate α = P(A|¬I)

Positive predictive
value

P(I|A) = P(I)P(A|I)
P(I)P(A|I)+P(¬I)P(A|¬I)

Negative predictive

value

P(¬I|¬A) = P(¬I)P(¬A|¬I)
P(¬I)P(¬A|¬I)+P(I)P(¬A|I)

Composite metrics

Expected cost Cexp = Min(CβB, (1 − α)(1 − B)) + Min(C(1 − β)B, α(1 − B))

Intrusion detection
capability

CID = I(X;Y)
H(X)

Notations of used symbols

Symbol Meaning

A Alert event: An IDS generates an attack alert

I Intrusion event: An attack is performed

Cα Cost of an IDS generating an alert when an intrusion has not occurred

Cβ Cost of an IDS failing to detect an intrusion

C Cost ratio: The ratio between the costs Cα and Cβ

B = P(I) Base rate: Prior probability that an intrusion event occurs

X IDS input: Discrete random variable used to model input to an IDS
such that X = 0 represents a benign activity and X = 1 represents a
malicious activity (i.e., an intrusion)

Y IDS output: Discrete random variable used to model the generation of
alerts by an IDS such that Y = 0 represents no alert and Y = 1
represents an alert

H(X) Uncertainty of X: Entropy measure quantifying the uncertainty of the
IDS input X

I(X;Y) Mutual information: The amount of information shared between the
random variables X and Y , i.e., the amount of reduction in the
uncertainty of the IDS input (X) after the IDS output (Y ) is known

about the detected attack attempts). We refer the reader to the evaluation method-
ology specification of NSS Labs for further information on how other IDS attack
detection features may be evaluated.6

We distinguish between basic and composite security-related metrics
(see Chap. 14). We provide an overview of these metrics in Table 22.1. In Table 22.1,
we also show the notation of used symbols (including variables).

6http://www.nsslabs.com/sites/default/files/import/assets/Methodologies/NSS_Labs_IPS%
20Group%20Test%20Methodology%20v6.1.pdf.

http://dx.doi.org/10.1007/978-3-319-47474-8_14
http://www.nsslabs.com/sites/default/files/import/assets/Methodologies/NSS_Labs_IPS%20Group%20Test%20Methodology%20v6.1.pdf
http://www.nsslabs.com/sites/default/files/import/assets/Methodologies/NSS_Labs_IPS%20Group%20Test%20Methodology%20v6.1.pdf
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22.2.1.1 Basic Metrics

The basic metrics are the most common and they quantify various individual attack
detection properties. Although they are quantified individually, these properties need
to be analyzed together in order to accurately characterize the attack detection effi-
ciency of a given IDS. The true positive rate 1 − β = P(A|I) quantifies the proba-
bility that an alert generated by an IDS is really an intrusion. The false positive rate
α = P(A|¬I) quantifies the probability that an alert generated by an IDS is not an
intrusion, but a regular benign activity. The respective complementary metrics, i.e.,
the true negative rate 1 − α = P(¬A|I) and the false negative rate β = P(¬A|¬I),
are also relevant. We do not list these metrics in Table 22.1 since they are simply
arithmetically related to the true and false positive rates.

The positive predictive value (PPV) quantifies the probability that there is an intru-
sion when an IDS generates an alert, whereas the negative predictive value (NPV)
quantifies the probability that there is no intrusion when an IDS does not generate an
alert. These metrics are normally calculated once one has already calculated P(A|I),
P(A|¬I), P(¬A|¬I), and P(¬A|I) by using the Bayesian theorem for calculating
a conditional probability (see Table 22.1). Thus, PPV and NPV are also known as
Bayesian positive detection rate and Bayesian negative detection rate, respectively.

The basic metrics listed in Table 22.1 originate from signal detection theory. Han-
cock and Wintz [6] describe the use of these metrics in the area of signal detection.
In this paper, we denote these metrics as security-related only because we refer to
them in the context of detecting attacks against computer systems and/or networks
in particular.

22.2.1.2 Composite Metrics

IDS evaluators often combine the basic metrics in order to analyze relationships
between them, for example, to discover an optimal IDS operating point—an IDS
configuration which yields optimal values of both the true and false positive detection
rates—or to compare multiple IDSes. It is a common practice to use a ROC (receiver
operating characteristic) curve to investigate the relationship between the measured
true positive and false positive detection rates of an IDS. A ROC curve plots true
positive rate against the corresponding false positive rate [11]; that is, a ROC curve
depicts multiple IDS operating points of an IDS under test and, as such, it is useful
for identifying an optimal operating point or for comparing multiple IDSes.

Security researchers have proposed metrics that are more expressive than ROC
curves. One of the most prominent metrics that belong to this category are the
expected cost metric (Cexp) proposed by Gaffney et al. [2] and the intrusion detection
capability metric (CID) proposed by Gu et al. [4]. We discuss in detail the expected-
cost metric in Chap. 14. We focus here on the intrusion detection capability metric.

http://dx.doi.org/10.1007/978-3-319-47474-8_14
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Intrusion Detection Capability

Gu et al. [4] propose a metric called intrusion detection capability (denoted by CID,
see Table 22.1). They model the input to an IDS as a stream of a random variable
X (X = 1 denotes an intrusion, X = 0 denotes benign activity), and the IDS output,
respectively, as a stream of a random variable Y (Y = 1 denotes IDS alert, Y = 0
denotes no alert). It is assumed that both the input stream and the output stream
have a certain degree of uncertainty reflected by the entropies H(X) and H(Y),
respectively. Thus, Gu et al. [4] model the number of correct guesses of an IDS,
i.e., I(X; Y), as mutual shared information between the random variables X and Y—
I(X; Y) = H(X) − H(X|Y). An alternative interpretation is that the accuracy of an
IDS is modeled as the reduction in the uncertainty of the IDS input, H(X), after the
IDS output Y is known. Finally, by normalizing the shared information I(X; Y) with
the entropy of the input variable H(X), the intrusion detection capability metric CID

is obtained. Note that CID incorporates the uncertainty of the input stream H(X) (i.e.,
the distribution of intrusions in the IDS input) and the accuracy of an IDS under test
I(X; Y). Thus, one may conclude that CID incorporates the base rate B and many basic
metrics, such as the true positive rate (1 − β), the false positive rate (α), and similar.
For the definition of the relationship between CID, on the one hand, and B, 1 − β,
and α, on the other hand, we refer the reader to [4]. Given this relationship, a value
of CID may be assigned to any operating point of an IDS on the ROC curve. With
this assignment, one obtains a new curve, i.e., a CID curve. A CID curve provides a
straightforward identification of the optimal operating point of an IDS, i.e., the point
that marks the highest CID.

22.2.2 Case Study

We now present a case study involving the de facto standard network-based IDS
Snort [17] in order to demonstrate the use of the previously discussed metrics. We
evaluate Snort 2.9.22 using a database of rules dated 11.07.2013. We deployed Snort
in a host with a dual-core CPU, each core operating at the speed of 2 GHz, 3 GB
of memory, and a Debian 7.0 OS. We use the DARPA (Defense Advanced Research
Projects Agency) datasets as workloads, which have been recorded over several
weeks in 1998. We note that at the time of writing, the accuracy of Snort in detecting
the attacks recorded in the DARPA datasets is of no practical relevance since the
attacks recorded in these datasets do not (or extremely rarely) occur in current real-
world attack scenarios. However, the DARPA datasets are still the largest datasets
that contain both malicious and benign activities. We replayed a trace file from the
DARPA datasets that has been recorded on Monday of the first week of trace record-
ing. In order to calculate metric values, we used the “ground truth” files provided
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by the Lincoln Laboratory at MIT.7 They contain information useful for uniquely
identifying each attack recorded in the trace file that we replayed, such as time of
execution of the attack, IP addresses of the attacking and victim host, and the network
protocol through which the attack has been carried out. To calculate the values of
basic and composite security-related metrics, we compared the “ground truth” infor-
mation with the alerts produced by Snort. As a result, we were able to calculate the
number of detected and missed attacks as well as the number of false alerts, which
information is required for calculating values of basic and composite security-related
metrics.

With its default configuration enabled, Snort detected almost all replayed attacks.
However, Snort also issued false alerts. More specifically, Snorts rule with ID 1417
led to mislabeling many benign SNMP (Simple Network Management Protocol)
packets as malicious. To investigate whether Snort can be tuned such that the num-
ber of false alerts is reduced while the number of true alerts remains sufficiently high,
we examined the influence of the configuration parameter threshold on the attack
detection accuracy of Snort. The parameter threshold is used for reducing the number
of false alerts generated by suppressing rules that often mislabel benign activities as
malicious. A rule may be suppressed in a way such that it will not trigger the gener-
ation of an alert every time it labels an activity as malicious. Similarly, a suppressed
rule may be configured to not trigger the generation of an alert for a specific number
of times (specified with the keyword count) during a given time interval (specified
with the keyword seconds).

The measurement of the attack detection accuracy of an IDS for different con-
figurations of the IDS enables the identification of an optimal operating point (i.e.,
an IDS configuration that yields optimal values of both the true and false positive
detection rates). We considered 6 operating points of Snort. We measured the attack
detection accuracy of Snort for 5 different configurations where the rule with ID
1417 was suppressed by setting the value of count to 2, 3, 4, 5, and 6, while seconds
was set to 12026. We also measured the attack detection accuracy of Snort when
its default configuration was used, according to which the rule with ID 1417 is not
suppressed.

In Table 22.2, we present the values of the basic security-related metrics true
positive rate (1 − β), false positive rate (α), positive predictive value (PPV), and
negative predictive value (NPV). In Table 22.2, one can observe that the values of α

and 1 − β decrease as the value of count increases. This is expected since the rule
with ID 1477 is suppressed more often as the value of count is increased. Increasing
the value of count leads to a decrease in the number of generated false alerts, which is
manifested by the decreasing values ofα presented in Table 22.2. However, increasing
the value of count also leads to worsening of the true positive rate 1 − β. This is a
typical trade-off situation between the true and the false positive rates of an IDS.

7The trace file we used is available at http://www.ll.mit.edu/mission/communications/cyber/
CSTcorpora/ideval/data/1998/testing/week1/Monday/tcpdump.gz. The corresponding “ground
truth” data is available at http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/
ideval/data/1998/Truth_Week_1.llist.tar.gz. To replay the trace file, we used tcpreplay [21]. We
used this trace file for all experiments presented in this paper.

http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/1998/testing/week1/Monday/tcpdump.gz
http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/1998/testing/week1/Monday/tcpdump.gz
http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/1998/Truth_Week_1.llist.tar.gz
http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/1998/Truth_Week_1.llist.tar.gz
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Table 22.2 Attack detection accuracy of Snort (seconds = 120)

Configuration Metric values

α 1 − β PPV NPV

count = 6 0.0008 0.333 0.9788 0.9310

count = 5 0.0011 0.416 0.9768 0.9390

count = 4 0.0013 0.5 0.9771 0.9473

count = 3 0.0017 0.624 0.9761 0.9598

count = 2 0.0024 0.833 0.9747 0.9817

Default
configuration

0.0026 0.958 0.9762 0.9953

(a) (b)

Fig. 22.1 Attack detection accuracy of Snort: a ROC curve and estimated costs associated with
the depicted operating points, and b CID curve (� marks an optimal operating point)

Although the basic security-related metrics are quantified individually, they need
to be analyzed together in order to accurately characterize the attack detection effi-
ciency of a given IDS. To this end, we use composite security-related metrics.

In Fig. 22.1a, we depict a ROC curve that provides an overview of the previously
mentioned trade-off between the true and false positive rates exhibited by Snort. In
addition, in Fig. 22.1a, we annotate the depicted operating points with the associated
estimated costs Cexp. The values of the estimated costs are values of the expected-
cost metric proposed by Gaffney et al. [2], which we discuss in detail in Chap. 14.
When calculating the values of the expected cost metric, we assumed a cost ratio C
of 10 (i.e., the cost of not responding to an attack is 10 times higher than the cost of
responding to a false alert). The base rate B is 0.10.

Once we calculated the cost associated with each operating point, we were able to
identify an optimal operating point, i.e., the operating point that has the lowest Cexp

associated with it compared to the other operating points (see Chap. 14). The optimal
operating point is (0.0026, 0.958), which has an estimated cost of 0.044 associated

http://dx.doi.org/10.1007/978-3-319-47474-8_14
http://dx.doi.org/10.1007/978-3-319-47474-8_14
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with it. Based on our findings, we conclude that Snort operates optimally in terms
of cost when configured with its default settings.

In Fig. 22.1b, we depict the values of the intrusion detection capability metric
(CID) [4] for the different operating points of Snort. The CID curve depicted in
Fig. 22.1b enables the identification of an optimal operating point of Snort in terms
of intrusion detection capability (i.e., the point that marks the highest CID). The
optimal operating point is (0.0026, 0.958), which marks a CID of 0.883. As a result,
we conclude that Snort operates optimally in terms of intrusion detection capability
when configured with its default settings.

22.3 Issues and Relevant Phenomena

In Sect. 22.1, we discussed the practice of deploying IDSes in virtualized environ-
ments; that is, we discussed IDSes specifically designed to operate in virtualized
environments and conventional IDSes deployed as VNFs. In Fig. 22.2, we depict the
deployment of a conventional network-based IDS as a VNF. The IDS, deployed in a
designated VM (IDS VM in Fig. 22.2), taps into the physical network interface card
(NIC) managed by the hypervisor in order to monitor incoming and outgoing traffic.
Other VNFs (VNF in Fig. 22.2), such as routing or firewalling, may be deployed in
co-located VMs (Host VM, VM #n in Fig. 22.2). In this section, we discuss relevant
issues related to the use of conventional IDS evaluation metrics (see Sect. 22.2) for
evaluating IDSes deployed in virtualized environments, for example, as depicted in
Fig. 22.2.

In Sect. 22.1, we mentioned that a common aspect of current IDS evaluation
metrics is that they are defined with respect to a fixed set of hardware resources
available to a given IDS under test. This is contrary to what elasticity of modern
virtualized environments enables — flexible, on-demand provisioning of resources
to VMs where IDSes may be deployed (see Fig. 22.2 and Sect. 22.1). Mell et al. [12]
and Hall et al. [5] confirm that conventional IDS evaluation metrics express the attack
detection accuracy of an IDS only for a specific hardware environment in which the
IDS is expected to reside during operation.

Based on the above, we argue that the use of conventional IDS evaluation metrics
may lead to inaccurate measurements in cases where the elastic behavior of a given

Fig. 22.2 A network-based
IDS deployed as a VNF
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virtualized environment has a significant impact on the attack detection accuracy
exhibited by an IDS deployed in the environment by impacting relevant transient
behaviors of the IDS. Under relevant transient IDS behaviors, we understand IDS
behaviors that are influenced by the amount of resources available to an IDS over time
and may impact the attack detection accuracy exhibited by the IDS. For example, the
attack detection accuracy exhibited by a network-based IDS may be correlated with
the number of dropped packets by the IDS in the time intervals when attacks have
been performed. Large amounts of dropped packets in such intervals due to lack
of resources may manifest themselves as low IDS attack detection accuracy. Not
quantifying the impact of the former on the latter may lead to incomplete, inaccurate
observations about the accuracy of the IDS.

In a scenario where an IDS evaluator aims to understand the relation between a
given transient behavior of an IDS and the attack detection accuracy the IDS exhibits,
the use of conventional IDS evaluation metrics introduces the following inter-related
issues:

• Challenging metric value correlation: The IDS evaluator would have to correlate
the values of metrics belonging to two categories: (i) metrics that quantify attack
detection accuracy (e.g., true and false positive rates) and (ii) metrics that quantify
the considered transient IDS behavior (e.g., amount of dropped packets over time).
However, given the lack of metrics and measurement methodologies specifically
designed for that purpose, such a correlation would be approximative, which may
lead to inaccurate observations;

• Inaccurate comparisons of IDSes: The approximative nature of the correlation
mentioned above rules out accurate comparisons of the attack detection accuracy
of multiple IDSes by taking elasticity into account. Note that IDS comparisons are
a common goal of IDS evaluation studies [14]. Comparing IDSes requires precise
measurement of considered metric values so that the comparisons are accurate and
fair.

22.3.1 Transient IDS Behaviors and IDS Attack Detection
Accuracy

In this section, we discuss and demonstrate the impact of relevant transient IDS
behaviors on IDS attack detection accuracy. We consider the case of a network-
based IDS deployed as a VNF (see Fig. 22.2). The transient IDS behavior of interest
is amount of dropped packets over time (see Sect. 22.3).

There are many factors influencing the amount of packets dropped by an IDS
over the duration of an evaluation experiment. These include the characteristics of
processed workload (e.g., the speed the network traffic processed by the IDS), and
the configuration and design of the IDS (e.g., use of multithreading for process-
ing network packets in an efficient manner). If the IDS under test is deployed in a
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Fig. 22.3 Relevant transient behavior and attack detection accuracy of Snort: a number of dropped
packets over time, and b measured true positive rate (TPR) in relation to the total amount of dropped
packets (DP)

virtualized environment, an additional important factor is the hypervisor, which may
provision on-demand resources to the VM where the IDS operates (see Sect. 22.3).

In this work, we focus on the hypervisor as a factor influencing transient IDS
behaviors, which we discuss in detail in paragraph “the hypervisor.” However, we
note that having an overview of the other factors influencing a given transient IDS
behavior of interest is beneficial when it comes to quantifying IDS attack detection
accuracy by taking elasticity into account. This is because it allows for the precise
measurement of the impact of the hypervisor on IDS attack detection accuracy by
varying relevant configuration points between measurements (e.g., enforcing differ-
ent resource provisioning policies), not changing characteristics of the other factors
(e.g., the speed of the network traffic used as workload). Note that these factors
may also have a significant impact on transient IDS behaviors and therefore on IDS
attack detection accuracy. Next, we demonstrate how the speed of the network traffic
processed by an IDS impacts the amount of packets dropped by the IDS over time,
which, in turn, impacts the attack detection accuracy exhibited by the IDS.

We deployed Snort 2.9.7.0 in a paravirtualized VM with an Ubuntu 14.04 oper-
ating system running on top of a Xen 4.4.1 hypervisor. We allocated 2 CPUs of 2.6
GHz, 4GB of main memory, and a NIC with a maximal data transfer rate of 1 Gbit/s
to the VM where Snort was deployed.8 We replayed over 240 s a trace file from the
1998 DARPA datasets (see Footnote 7). We configured Snort to use a database of
rules dated April 10, 2015. All other configuration options of Snort were set to their
default values.

We performed four separate experiments such that we replayed network traffic at
the speed of 5, 10, 80, and 150 Mbps. We repeatedly executed each experiment 30
times, and we averaged the results. In Fig. 22.3a, we depict the number of packets
dropped by Snort over 240 s for each considered network traffic speed. In Fig. 22.3a,
one can observe that Snort dropped a certain amount of packets when we replayed
network traffic at the speed of 150 Mbps.

8We used this testbed environment for all experiments presented in this paper.
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In Fig. 22.3b, we depict the true positive rate exhibited by Snort in relation to the
total amount of dropped packets at the considered network traffic speeds. One can
observe a decline of 0.03 of the measured true positive rate when network traffic
is replayed at the speed of 150 Mbps. This can be attributed to the larger amount
of packets dropped by Snort (i.e., 3.83 % of all replayed network packets), some of
which are malicious.

The hypervisor We now discuss and demonstrate through case studies the impact
that the hypervisor may have on relevant transient behaviors (i.e., number of dropped
packets over time) of an IDS deployed in a virtualized environment (i.e., a network-
based IDS deployed as a NVF). Modern hypervisors feature on-demand provisioning
of CPU and memory resources, performed by hotplugging virtual CPU(s) and mem-
ory on running VMs (see Sect. 22.1). We investigate here the impact of two relevant
characteristics of CPU and memory hotplugging on the number of packets dropped by
an IDS over time and therefore on its attack detection accuracy: hotplugging intensity
(i.e., amount of hotplugged resources) and hotplugging speed (i.e., the hypervisor’s
speed at provisioning resources with respect to resource demands).

Case Study #1: CPU hotplugging intensity We demonstrate through this case
study the impact of CPU hotplugging intensity on IDS attack detection accuracy.
We deployed the IDSes Snort 2.9.7.0 and Suricata 2.0.6 in our testbed environment.
We allocated one virtual CPU to the VM where Snort and Suricata were deployed
so that the VM is under CPU pressure when workloads are run. This enabled us to
observe the impact of CPU hotplugging on IDS attack detection accuracy in scenarios
where such a hotplugging is normally performed (i.e., in scenarios where a VM on
which CPU is hotplugged is under CPU pressure). We replayed over 240 s, at the
speed of 150 Mbps, a trace file from the 1998 DARPA datasets (see Footnote 7). All
configuration options of Snort and Suricata were set to their default values.

By experimenting with both Snort and Suricata, we demonstrate how CPU hot-
plugging affects the number of packets dropped by IDSes with different designs.
Therefore, besides the hypervisor, we also demonstrate the impact of IDS design
as a factor influencing transient IDS behaviors (see Sect. 22.3). Note that Suricata
features multi-threading and is therefore utilizing multiple CPUs more effectively
than Snort.

We performed six separate experiments; that is, three experiments for each con-
sidered IDS such that we hotplugged one, two, and three additional virtual CPUs on
the VM where Snort/Suricata was deployed, at the 120th second of each experiment.
We repeated each experiment 30 times, and we averaged the results. In Fig. 22.4a,
b, we depict the number of packets dropped by Snort and Suricata over 240 s for
each considered CPU hotplugging scenario (1→2 CPUs, 1→3 CPUs, and 1→4
CPUs in Fig. 22.4). In Table 22.3, we present the attack detection accuracy of Snort
and Suricata we measured for each hotplugging scenario, that is, exhibited true and
false positive rates, in relation to the total amount of dropped packets (expressed in
percentage in Table 22.3).

As expected, the true positive rates exhibited by Snort and Suricata increase as
more CPUs are hotplugged on the VM where the IDSes are deployed. This is due
to the decrease in the number of packets dropped by the IDSes after CPUs have
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Fig. 22.4 Number of packets dropped over time: a by Snort and b by Suricata

Table 22.3 Attack detection accuracy of Snort and Suricata (TPR—true positive rate; FPR—false
positive rate; DP—dropped packets)

CPU hotplugging scenario Snort Suricata

TPR FPR DP (%) TPR FPR DP (%)

1 → 2 CPUs 0.924 0.0000034 8.26 0.967 0.0000098 3.37

1 → 3 CPUs 0.929 0.0000031 7.71 0.972 0.0000109 2.79

1 → 4 CPUs 0.932 0.0000032 7.48 0.975 0.0000108 2.73

been hotplugged (see Fig. 22.4a, b). The false positive rates exhibited by Snort and
Suricata vary with respect to the accuracies of the IDSes as well as the particular
packets dropped by the them (i.e., some of the dropped packets would have been
falsely considered malicious if they had been processed by the IDSes). We do not
elaborate further on the false positive rate.

In Fig. 22.4a, b, one can observe the impact of CPU hotplugging intensity on the
number of packets dropped over time by IDSes with different designs; that is, in
contrast to Snort, Suricata dropped significantly less packets (i.e., 3.37, 2.79 and
2.73 %, see Table 22.3) due to its ability to effectively utilize multiple CPUs. This
results in Suricata exhibiting higher true positive rates than Suricata.

Case Study #2: CPU hotplugging speed We demonstrate through this case study
the impact of CPU hotplugging speed on IDS attack detection accuracy. We deployed
Suricata 2.0.6 in our testbed environment, and we allocated one virtual CPU to the VM
where Suricata was deployed so that the VM is under CPU pressure when workloads
are run. We replayed over 240 s, at the speed of 150 Mbps, a trace file from the 1998
DARPA datasets (see Footnote 7). All configuration options of Suricata were set to
their default values. We performed four experiments such that we configured the
hypervisor to hotplug three CPUs at the 20th, 30th, 40th, and the 80th second of the
experiment. We repeated each experiment 30 times and we averaged the results.
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Fig. 22.5 Relevant transient behavior and attack detection accuracy of Suricata: a number of
dropped packets over time, and b measured true positive rate (TPR) in relation to the total amount
of dropped packets (DP)

In Fig. 22.5a, we depict the number of packets dropped by Suricata over 240 s
for each considered hotplugging scenario (at 20th sec., at 40th sec., and at 80th sec.
in Fig. 22.5a). In Fig. 22.5b, we depict the true positive rate exhibited by Suricata
in relation to the total amount of dropped packets for each considered hotplugging
scenario. As expected, one can observe in Fig. 22.5b that CPU hotplugging speed
has significant impact on the attack detection accuracy exhibited by Suricata. For
instance, there is a decrease of 0.01 of the true positive rate exhibited by Suricata
when the hypervisor provisioned CPUs at the 80th instead of the 20th second of
the experiment. This is due to the loss of additional 0.82 % of all replayed packets
because of a delay in CPU provisioning of 60 s.

Case Study #3: Memory hotplugging intensity We demonstrate through this case
study the impact of the memory hotplugging intensity on IDS attack detection accu-
racy. We deployed Snort 2.9.7.0 in our testbed environment and we allocated 1.5 GB
of memory to the VM where Snort was deployed so that the VM is under memory
pressure when workloads are run. This enabled us to observe the impact of memory
hotplugging on the attack detection accuracy exhibited by Snort in scenarios where
such a hotplugging is normally performed (i.e., in scenarios where a VM on which
CPU is hotplugged is under memory pressure). We replayed over 240 s, at the speed
of 150 Mbps, a trace file from the 1998 DARPA datasets (see Footnote 7). We set all
configuration options of Snort to their default values. We performed three separate
experiments such that we allocated additional 0.1, 0.3, and 2 GB of memory to the
VM where Snort was deployed at the 120th second of the experiment. We repeated
each experiment 30 times, and we averaged the results.

In Fig. 22.6a, we depict the number of packets dropped by Snort over 240 s for
each considered hotplugging scenario (1.5→1.6 GB, 1.5→1.8 GB, and 1.5→3.5
GB in Fig. 22.6a). In Fig. 22.6b, we depict the true positive rate exhibited by Snort
in relation to the total amount of dropped packets for each considered hotplugging
scenario.

The results from this study show that on-demand resource provisioning may
have diverse impacts on transient IDS behaviors and therefore on IDS attack
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Fig. 22.6 Relevant transient behavior and attack detection accuracy of Snort: a number of dropped
packets over time, and b measured true positive rate (TPR) in relation to the total amount of dropped
packets (DP)

detection accuracy. This further emphasizes the need of novel metrics and mea-
surement methods for quantifying these impacts (see Sect. 22.3). For instance, in
Fig. 22.6a, one can observe a significant increase of packets dropped by Snort when
memory is hotplugged. This is followed by a stable transient behavior of the IDS,
which, as expected, is dropping less packets than before the memory hotplugging
action. Depending on the amount of hotplugged memory, this normally leads to an
improvement of the exhibited true positive rate to a certain extent (see in Fig. 22.6b
the true positive rate exhibited by Snort when 0.1 and 2 GB are hotplugged). How-
ever, when 0.3 GB of memory is hotplugged, a significant amount of packets is
dropped, which leads to the lowest true positive rate we measured (i.e., 0.729, see
Fig. 22.6b). This is because of many factors involved, for example, the way in which
the IDS under test and/or the operating system where the IDS is deployed have been
designed to handle various amounts of newly allocated memory.

22.4 Metric and Measurement Methodology

In this section, we present our preliminary work on a novel metric and measure-
ment methodologies that take elasticity of virtualized environments into account
(see Sect. 22.1). The metric and methodologies we propose enable the measurement
of the attack detection accuracy of an IDS deployed in a virtualized environment
featuring on-demand resource provisioning; that is, they enable the evaluation of
the attack detection accuracy of such an IDS with respect to the impact that on-
demand resource provisioning performed by the underlying hypervisor has on the
attack detection accuracy exhibited by the IDS (see for example Sect. 22.3.1, para-
graph “the hypervisor”). The metric and measurement methodologies we propose
aim to address the issues related to the use of conventional IDS evaluation metrics—
possibility of inaccurate observations about the accuracy of an IDS, challenging
metric value correlation, and inaccurate comparisons of IDSes (see Sect. 22.3).
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(a) (b)

Fig. 22.7 Boundaries of: a the conventional SUT, and b novel SUT in the area of IDS evaluation

We stress that the metric and measurement methodologies we propose are meant
to complement the conventional ones and are to be used only when it comes to eval-
uating IDSes deployed in virtualized environments featuring on-demand resource
provisioning. We name the metric we propose hypervisor factor (HF), since it quan-
tifies the impact of the hypervisor as a factor impacting IDS attack detection accuracy
(see Sect. 22.3.1).

Quantifying the impact of the hypervisor on IDS attack detection accuracy calls
for a novel definition of the boundaries of a system-under-test (SUT) in the area
of IDS evaluation. In the area of system evaluation, the precise definition of the
boundaries of an SUT is critical for the accurate measurement of system performance
and interpretation of evaluation results. In contrast to the conventional understanding
in the area of IDS evaluation about what comprises an SUT (i.e., the IDS under test),
we advocate a novel SUT with extended boundaries including the hypervisor as
well, since it is an important factor impacting transient IDS behaviors, which, in
turn, impact IDS attack detection accuracy. In Fig. 22.7, we depict the boundaries of
the conventional SUT in the area of IDS evaluation and of the novel SUT we propose
considering a network-based IDS deployed as a VNF (see Fig. 22.2).

22.4.1 Metric Design

We distinguish three states in which a given IDS, part of an SUT as we define it, may
be over the duration of an IDS evaluation experiment: baseline, underprovisioned,
and overprovisioned state. By baseline IDS state, we mean a state of the IDS in
which it is provisioned by the hypervisor with the minimum amount of resources
such that provisioning more resources does not have an impact on the attack detection
accuracy of the IDS (e.g., it does not improve the positive rate exhibited by the IDS,
see Sect. 22.3). Therefore, by overprovisioned, or underprovisioned, IDS state, we
mean a state of the IDS in which it is provisioned by the hypervisor with more,
or less, resources than the amount needed for the IDS to be considered in baseline
state. Given these definitions of IDS states, we design the HF metric with respect to
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the following criteria, which are crucial for the accurate and practically useful IDS
evaluation:

Criterion C1: If configured accordingly, the HF metric penalizes resource over-
provisioning with respect to the

(a) time the IDS has spent in overprovisioned state over the duration of an IDS
evaluation experiment, and

(b) the false positive and false negative rates exhibited by the IDS under test
when in overprovisioned state, since provisioning excess amount of resources has
not contributed towards improving the accuracy of the IDS. We design the HF metric
to penalize equally various extents of overprovisioning since we consider any extent
of overprovisioning an equally negative phenomenon;

Criterion C2: If configured accordingly, the HF metric penalizes resource under-
provisioning with respect to the

(a) time the IDS has spent in underprovisioned state over the duration of an IDS
evaluation experiment and

(b) the extent of the impact that the underprovisioning has had on the true positive
rate exhibited by the IDS. We consider this impact a negative phenomenon since it
causes the reduction in the number of true alerts issued by the IDS (see Sect. 22.3).
The HF metric does not penalize resource underprovisioning that has had no impact
on the true positive rate since we consider resource saving, which does not cause
reduction in this rate, a positive phenomenon.

Criterion C3: If configured accordingly, the HF metric rewards resource under-
provisioning with respect to the

(a) time the IDS has spent in underprovisioned state over the duration of an IDS
evaluation experiment and

(b) the extent of the impact that the underprovisioning has had on the false positive
rate exhibited by the IDS. We consider this impact a positive phenomenon since it
brings practical benefits—reduced number of issued false alerts and increased amount
of saved resources. Underprovisioning may cause the reduction in the false positive
rate exhibited by an IDS if a given amount of workload units (e.g., packets), which
would have been falsely labeled as malicious by the IDS if processed by it, are not
processed by the IDS due to lack of resources.

In summary, the HF metric favors the most an SUT configured in a way such
that the hypervisor saves the most resources while impacting the true positive rate
exhibited by the IDS to the least extent and the false positive rate exhibited by the
IDS to the biggest extent.

Criterion C4: The HF metric expresses the base rate. The attack detection perfor-
mance of an IDS should be assessed with respect to a base rate measure in order for
such an assessment to be accurate (see Sect. 22.2). Therefore, it is important that the
HF metric expresses this rate.

Criterion C5: The HF metric enables the straightforward identification of opti-
mal operating points. In the context of IDS evaluation, an optimal operating point
is an IDS configuration which yields values of both the true and false positive rates
considered optimal with respect to a given measure (e.g., cost, see Sect. 22.2). In the
context of this work, under optimal operating point, we understand a configuration
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of both the IDS under test and the underlying hypervisor, which yield values of
metrics quantifying the performance of the hypervisor at provisioning resources and
of metrics quantifying IDS attack detection accuracy (e.g., true and false positive
rates) considered optimal with respect to the impact of the former on the latter (see
criterion C1, C2, and C3). This is because we consider a novel SUT with bound-
aries that include an IDS and a hypervisor provisioning the IDS with resources (see
Fig. 22.7b).

We design the HF metric to enable a straightforward identification of optimal
operating points; that is, for a given set of operating points, the optimal operating
point yields an extreme value of HF. In Sect. 22.4.3, we discuss more on operating
points and on identifying optimal operating points.

Criterion C6: The HF metric enables the accurate comparison of multiple SUTs.
This is feasible only if criterion C5 is fulfilled, a topic that we discuss more in
Sect. 22.4.3.

22.4.2 Metric Construction

We present here the main principles of construction for the HF metric. Similar
to Gaffney et al. [2], we construct the HF metric using a construct from decision
theory—a decision tree—as a basis. In Fig. 22.8, we depict the decision tree that we
use for constructing the HF metric. The tree shows the sequence of uncertain events
(circles) that describe:

• the workload, say W [B], to which the IDS is subjected over the duration of a
given IDS evaluation experiment, say Tmax. We characterize W by the base rate (i.e.,
probability of an intrusion B = P(I), see Sect. 22.2);

• the operation of the IDS processing workload W [B]. The operation of the IDS
is characterized by the probabilities of the IDS issuing or not issuing an alert when
an intrusion has or has not occurred (i.e., the probabilities P(A|I), P(¬A|I), and so
on, see Sect. 22.2);

• the state of the IDS (i.e., baseline, overprovisioned, or underprovisioned IDS
state, see Sect. 22.4.1) when it issues or does not issue an alert. The IDS being in
one of the considered states during operation primarily depends on the resource
provisioning policy applied by the underlying hypervisor, say H[To, Tb, Tu]; that is,
on its precision at meeting the demand for resources by the IDS over time Tmax.
We characterize H by the amount of time the IDS has spent in overprovisioned
(To), baseline (Tb), and underprovisioned (Tu) states over time Tmax (i.e., To/b/u ∈
[0; Tmax], To + Tb + Tu = Tmax).

Associated with each uncertain event is the probability of occurrence. There are
six probabilities specified in the tree: p1 = P(I) = B: the probability that an intru-
sion occurs; p2 = P(A|I) = 1 − β: the probability that the IDS issues an alert when
an intrusion occurs (i.e., the true positive rate); p3 = P(A|¬I) = α: the probabil-
ity that the IDS issues an alert when an intrusion does not occur (i.e., the false
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Fig. 22.8 The decision tree
used for constructing the HF
metric
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Tmax
: the probability that the IDS under test is in overprovi-

sioned/baseline/underprovisioned state when it issues or does not issue an alert (i.e.,
at any moment in the time interval [0; Tmax]);

The attractiveness of each combination of events represented in the tree depicted in
Fig. 22.8 is characterized by the consequence (i.e., the penalty or the reward score)
associated with it. With respect to the metric design criteria C1, C2, and C3 (see
Sect. 22.4.1), the HF metric:

• penalizes the SUT for the IDS issuing false positive or false negative alerts when
the IDS is in overprovisioned state. A user of the HF metric may disable or enable
this penalization by setting the value of so, so ∈ {0, 1} to 0 or 1, respectively;

• penalizes the SUT for the IDS (in underprovisioned state) not issuing an alert
when an intrusion has occurred with the score su|Δβ|, where |Δβ| = |β − βb|. A
user of the HF metric may disable or enable this penalization by setting the value of
su, su ∈ {0, 1} to 0 or 1, respectively. βb is the false negative rate exhibited by the IDS
in a scenario where it has operated in baseline state over time Tmax and subjected to
workload W [B]. Therefore, the HF metric quantifies the impact of underprovisioning
on the true positive rate (1 − β) exhibited by the IDS—it penalizes the SUT for the
IDS not issuing a true alert because of discarded workloads due to lack of resources;

• rewards the SUT for the IDS (in underprovisioned state) not issuing an alert
when an intrusion has not occurred with the score su|Δ(1 − α)|, |Δ(1 − α)| = |(1 −
α) − (1 − α)b|. A user of the HF metric may disable or enable this rewarding by
setting the value of su, su ∈ {0, 1} to 0 or 1, respectively. (1 − α)b is the true negative
rate exhibited by the IDS in a scenario where it has operated in baseline state over
time Tmax and subjected to workload W [B]. Therefore, the HF metric quantifies the
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impact of underprovisioning on the false positive rate (α) exhibited by the IDS—it
rewards the SUT for the IDS not issuing a false alert.

The formula of the HF metric can be obtained by “folding back” the decision tree
depicted in Fig. 22.8; that is, from right to left, the penalty, or the reward, score at an
event node is the sum of products of probabilities and scores for each branch:

HF = B[β(
To

Tmax
so + Tu

Tmax
su|Δβ|)] + (1 − B)[α To

Tmax
so − (1 − α)

Tu

Tmax
su|Δ(1 − α)|)]

= To

Tmax
so[B + (1 − B)α]β + Tu

Tmax
su[Bβ|Δβ| − (1 − B)(1 − α)|Δ(1 − α)|] (22.1)

If the values of so and su are set to 1, Eq. 22.1 can be alternatively represented as the
sum of the two components of the HF metric, that is, HFo and HFu, where HFo =

To
Tmax

[Bβ + (1 − B)α] is the penalty associated with overprovisioning and HFu =
Tu

Tmax
[Bβ|Δβ| − (1 − B)(1 − α)|Δ(1 − α)|] is the penalty, or reward, associated with

underprovisioning. Distinguishing these components of the HF metric allows for
separately observing the quantified consequences of the hypervisor over- and/or
underprovisioning the IDS in relation to the attack detection accuracy exhibited by
the IDS.

22.4.2.1 On Baseline IDS State

Calculating values of the HF metric requires calculating To, Tu, and Tb, and, in
addition, βb and (1 − α)b (see Eq. 22.1). This, in turn, may require extensive exper-
imentation in order to: (i) identify the baseline state of the IDS that is part of the
SUT; that is, to determine the minimum amount of resources, say Rb, such that pro-
visioning more resources does not have an impact on the attack detection accuracy
exhibited by the IDS (see Sect. 22.4.1); and (ii) compare this amount with the amount
of resources provisioned by the hypervisor applying a given resource provisioning
policy H[To, Tb, Tu], say Rp.

The above activities may be practically challenging because they require the use of
measurement approaches considering various resource unit and measurement granu-
larities, and determining how Rb changes over time Tmax with respect to the intensity
of the workload to which the IDS is subjected. Therefore, we assume the following
simplifications:

• Rb is constant over time Tmax—we consider Rb the minimum amount of resources
allocated to the VM where the IDS operates, such that the IDS does not discard
workload when the workload is most intensive. This reflects a realistic scenario
where resources are provisioned to an IDS considering the peak intensity of the
workload that the IDS may process during operation;

• Rb and Rp differ with regard to a single measurement unit (e.g., MB of
memory)—that is, we assume that the hypervisor allocates and/or deallocates a sin-
gle type of resource over the duration of an IDS evaluation experiment. This allows
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for determining the difference between Rb and Rp over time Tmax in a straightforward
and accurate manner.

We plan to address the above simplifications as part of our future work.

22.4.3 Properties of the HF Metric

In this section, we show how the HF metric satisfies each of the design criteria we
presented in Sect. 22.4.1:

Criterion C1: For a given Tmax, the value of the HFo component of the HF metric
(see Sect. 22.4.2) is positively correlated with To (i.e., the time the IDS has spent
in overprovisioned state over time Tmax), the false positive rate (α), and the false
negative rate (β);

Criterion C2 and C3: For a given Tmax, the value of the HFu component of the
HF metric (see Sect. 22.4.2):

• is positively correlated with Tu (i.e., the time the IDS has spent in underprovi-
sioned state over time Tmax) and |Δβ|, which quantifies the extent of the impact that
underprovisioning has had on the false negative rate, and therefore on the comple-
mentary true positive rate;

• is negatively correlated with Tu and |Δ(1 − α)|, which quantifies the extent of
the impact that underprovisioning has had on the true negative rate, and therefore on
the complementary false positive rate;

Criterion C4: The HF metric expresses the base rate B (see Eq. 22.1);
Criterion C5: In Definition 22.1, we define an operating point of an SUT (see

Fig. 22.7b).

Definition 22.1 An operating point of an SUT consisting of an IDS and a hypervisor,
say O(I → (αb, 1 − βb); H[To, Tb, Tu]) → (α, 1 − β), is a configuration I of the
IDS, which yields distinct values of αb and (1 − β)b, and a configuration of the
hypervisor, that is, a configured resource provisioning policy H[To, Tb, Tu]. These
configurations yield values of 1 − β and α (i.e., the true and false positive rates
exhibited by the IDS with configuration I in a scenario where the hypervisor applies
resource provisioning policy H[To, Tb, Tu]).

A single value of the HF metric may be associated with a specific configuration of
the IDS and of the hypervisor comprising a given SUT (i.e., with each operating point
of the SUT considered in a given evaluation study, see Eq. 22.1 and Definition 22.1).
Given that the HF metric may penalize an SUT, a given operating point of the SUT
is considered optimal if it has the lowest value of the HF metric associated with it.
Theoretically, there may be more than one operating point having the same lowest
value of the HF metric associated with them. In such a scenario, a given operating
point may be considered optimal based on subjective criteria. For example, an IDS
evaluator may consider optimal the operating point with the highest value of Tb (i.e.,
the operating point such that the IDS spends at most time in baseline state).
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Measuring values of the HF metric and identifying the optimal operating point
of an SUT, out of multiple operating points, is performed in practice by executing
multiple experiments using a given workload, and varying the configuration of the
IDS and/or of the hypervisor between experiments.

Criterion C6: Multiple SUTs can be compared by comparing their optimal oper-
ating points—the SUT with the lowest value of the HF metric associated with its
optimal operating point is considered best.

22.5 Conclusion

In this chapter, we elaborated on evaluating in an accurate manner attack detec-
tion accuracy of IDSes deployed in virtualized environments featuring on-demand
resource provisioning. We demonstrated through case studies the impact of such a
provisioning on IDS attack detection accuracy. We surveyed conventional metrics
for quantifying IDS attack detection accuracy observing that they do not express
this impact, which may lead to inaccurate assessments when using these metrics
to evaluate an IDS deployed in a virtualized environment. We presented a novel
metric—the HF metric—and a measurement methodology, which capture the impact
of on-demand resource provisioning on IDS attack detection accuracy and therefore
contribute towards addressing the previously mentioned issue.

We designed the HF metric with respect to several criteria, such as SUT penalizing
and rewarding criteria, and expression of the base rate. We consider these criteria
crucial for the credible assessment of the attack detection accuracy of an IDS deployed
in a virtualized environment.

The metric and measurement methodologies we presented in this chapter are
in their preliminary forms. This work can be continued in several directions. For
instance, in-depth analysis of various properties of the HF metric is needed (e.g.,
analysis on how values of the HF metric relate to base rate measures). In addition,
different SUT penalizing and rewarding criteria may be considered. Further, we plan
to conduct realistic case studies involving the evaluation of single or multiple SUTs
in order to demonstrate the practical usefulness of the HF metric.

We stress that rigorous metrics are essential not only for the accurate evaluation
of IDSes, but also as a driver of innovation by enabling the identification of issues
and the improvement of existing IDSes.
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detection capability: an information-theoretic approach. In Proceedings of the 2006 ACM Sym-
posium on Information, computer and communications security (ASIACCS), pages 90–101,
New York, NY, USA, 2006. ACM.

5. Mike Hall and Kevin Wiley. Capacity verification for high speed network intrusion detection
systems. In Proceedings of the 5th International Conference on Recent Advances in Intrusion
Detection (RAID), pages 239–251, Berlin, Heidelberg, 2002. Springer-Verlag.

6. J. Hancock and P. Wintz. Signal Detection Theory. McGraw–Hill, New York, 1966.
7. Evangelos Kotsovinos. Virtualization: Blessing or curse? Queue, 8(11):40:40–40:46, Novem-

ber 2010.
8. Sajib Kundu, Raju Rangaswami, Ajay Gulati, Ming Zhao, and Kaushik Dutta. Modeling vir-

tualized applications using machine learning techniques. In Proceedings of the 8th ACM SIG-
PLAN/SIGOPS conference on Virtual Execution Environments, VEE ’12, pages 3–14, New
York, NY, USA, 2012. ACM.

9. Flavio Lombardi and Roberto Di Pietro. Secure virtualization for cloud computing. Journal of
Network and Computer Applications, 34(4):1113–1122, July 2011.

10. Neil MacDonald. Yes, Hypervisors are vulnerable. http://blogs.gartner.com/neil_macdonald/
2011/01/26/yes-hypervisors-are-vulnerable/, 2011.

11. R. A. Maxion and R. R. Roberts. Proper Use of ROC Curves in Intrusion/Anomaly detection.
Technical Report CS-TR-871, School of Computing Science, University of Newcastle upon
Tyne, November 2004.

12. Peter Mell, Vincent Hu, Richard Lippmann, Josh Haines, and Marc Zissman. An Overview of
Issues in Testing Intrusion Detection Systems, 2003.

13. Yuxin Meng and Wenjuan Li. Adaptive Character Frequency-Based Exclusive Signature
Matching Scheme in Distributed Intrusion Detection Environment. In IEEE 11th International
Conference on Trust, Security and Privacy in Computing and Communications (TrustCom),
pages 223–230, June 2012.

14. Aleksandar Milenkoski, Marco Vieira, Samuel Kounev, Alberto Avrtizer, and Bryan D. Payne.
Evaluating Computer Intrusion Detection Systems: A Survey of Common Practices. ACM
Computing Surveys, 2015. To appear.

15. N. Mohammed, H. Otrok, Lingyu Wang, M. Debbabi, and P. Bhattacharya. Mechanism Design-
Based Secure Leader Election Model for Intrusion Detection in MANET. IEEE Transactions
on Dependable and Secure Computing, 8(1):89–103, January-February 2011.

16. Diego Perez-Botero, Jakub Szefer, and Ruby B. Lee. Characterizing hypervisor vulnerabilities
in cloud computing servers. In Proceedings of the 2013 International Workshop on Security in
Cloud Computing, Cloud Computing ’13, pages 3–10. ACM, 2013.

17. Martin Roesch. Snort - Lightweight Intrusion Detection for Networks. In Proceedings of the
13th USENIX conference on System Administration (LISA), pages 229–238. USENIX Associ-
ation, 1999.

18. Karen Scarfone and Peter Mell. Guide to Intrusion Detection and Prevention Systems (IDPS),
2007. NIST Special Publication 900-94.

19. Sushant Sinha, Farnam Jahanian, and Jignesh M. Patel. WIND: Workload-aware INtrusion
Detection. In Proceedings of the 9th International Conference on Recent Advances in Intrusion
Detection (RAID), pages 290–310, Berlin, Heidelberg, 2006. Springer Verlag.

http://blogs.gartner.com/neil_macdonald/2011/01/26/yes-hypervisors-are-vulnerable/
http://blogs.gartner.com/neil_macdonald/2011/01/26/yes-hypervisors-are-vulnerable/


22 Benchmarking Intrusion Detection Systems … 657

20. S. Spinner, S. Kounev, Xiaoyun Zhu, Lei Lu, M. Uysal, A. Holler, and R. Griffith. Runtime
Vertical Scaling of Virtualized Applications via Online Model Estimation. In IEEE Eighth
International Conference on Self-Adaptive and Self-Organizing Systems (SASO), pages 157–
166, 2014.

21. Tcpreplay.
22. Jing Xu, Ming Zhao, José Fortes, Robert Carpenter, and Mazin Yousif. Autonomic Resource

Management in Virtualized Data Centers Using Fuzzy Logic-based Approaches. Cluster Com-
puting, 11(3):213–227, 2008.



Chapter 23
Self-aware Networks: The Cognitive Packet
Network and Its Performance

Erol Gelenbe

Abstract This article is a summary description of the cognitive packet network
(CPN) which is an early example of a completely software-defined network (SDN)
and of a fully implemented self-aware computer network (SAN). CPN has been
completely implemented and is used innumerous experiments.CPN is able to observe
its own internal performance as well as the interfaces of the external systems that it
interacts with, in order to modify its behaviour so as to adaptively achieve objectives,
such as discovering services for its users, improving their quality of service (QoS),
reducing its own energy consumption, compensating for components that fail or
malfunction, detecting and reacting to intrusions, and defending itself against attacks.

23.1 Introduction

The cognitive packet network (CPN) was largely implemented by the year 2004
[8] and is arguably the world’s first software-defined network. It encapsulates IP
packets into “dumb packets” (DPs) and also uses its own smart packets (SPs) and
acknowledgement packets (ACKs). It routes its packets over a set of virtual nodes,
or CPN nodes, so that one or more CPN nodes can be installed on computers or
conventional network routers. CPN establishes awareness of its ongoing connectivity
and quality of service using the SPs which constantly explore the network.

The measurements collected by the SPs are then returned by the ACKs to each
of the nodes where traffic originates. CPN is an example both of a software-defined
network (SDN) and of a self-aware computer network (SAN) [8, 13, 26], which uses
concepts from autonomous search [14, 16, 22] to discover paths and observe its own
internal performance as well as the interfaces of the external systems that it interacts
with, in order to modify its behaviour so as to adaptively achieve certain objectives.

CPN’s objectives or “goals” can include discovering services for its users, im-
proving their quality of service (QoS) such as packet forwarding delay, packet loss
and jitter, reducing its own energy consumption [10, 21], compensating for compo-
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nents that fail or malfunction, detecting and reacting to intrusions, and defending
itself against external attacks [6, 19].

In addition to its strong link to software-defined networks (SDN), whose basic
ideas go back to the earlier field of programmable networks [4], the study of net-
works such as CPN is also part of the field of autonomic communications [5] and of
naturally based computation [15]. It also draws on a long experience in designing and
implementing distributed systems that must occasionally synchronise across large
topologies [23]. SDNs also relate to the need for network virtualisation [29] over
different hardware/software architectures for packet networks.

CPN has been completely implemented in software [8] and can be ported to any
infrastructure that supports Linux. The routing engine of CPN is installed in each of
the virtual nodes and is used to select paths for SPs based on a numerically expressed
“goal function”; it is based on reinforcement learning and uses a neural critic that
is based on the random neural network [17, 25], which has also been used in many
other applications [1, 7, 18, 24]. Such learning systems can also be modelled and
analysed using probability models [2, 11, 12].

23.2 Self-Awareness

A commonly used term such as self-awareness can elicit different reactions in the
layman and also among scientists and engineers from different disciplines. We all
struggle with such concepts and may not have a clear understanding, or different
understandings, about what such terms actually mean. Thus, we first review some
relevant aspects of self-awareness and then discuss how these can be embodied in
the context of computer networks.

According to the philosopher John Locke, the self “depends on consciousness,
not on substance”. Thus, we can identify our “self” by being conscious or aware
of our past, present and future thoughts, and through the memory of actions and
the planning of actions. Any concept is necessarily juxtaposed to other opposing
concepts, so that “self” needs to be related to, or separated from, the “other”.

The notion of self also includes an integrated view of our past sensory inputs over
a period of time, as well as of current sensory inputs. Some form of “autobiograph-
ical memory” should be a part of self-awareness. Sensing should also include what
engineers call “condition monitoring”, are we in good health, do we feel well and
are we performing our various tasks as expected.

Self-awareness allows the individual to select and then drive not only her/his
actions but also thinking, by choosing (for instance) to turn to a past memory or
to a future plan, rather than to musing over thoughts generated by current external
stimuli.

When we turn our attention to ourselves, we can also compare our current and
past behaviour to our own standards, and to the behaviour of other entities external
to ourselves, so that we become critics or evaluators of ourselves.
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This also leads to a notion of awareness of our location in different spaces: the
physical space where we observe, feed, work, move, etc., but it may also be a space
of actions, values, successes and so on. Different spatial dimensions can describe the
attributes that we are interested in; the locations in attribute space are then different
states thatwemay perceive thatwe (or others) are in,while the distances can represent
the time and effort, or value, of moving from one set of values of the attributes to
another.

This spatial paradigm [14], which we can consider to be a hippocampus-type
internal representation, is present in most things we do and certainly in many of our
planning activities: we are aware of “where we are”, “where we would like to be”
and “the distance between the two”, including the time and effort needed to bridge
the two. In many organisms (e.g. dogs), the notion of self is also accompanied by
markers, e.g. smell, that the animal recognises and actually uses to mark its physical
space, and to self-recognise its own presence and also to detect intrusion.

Thus, the sensory system, and the notion of self and space are intertwined. Inmuch
simpler organisms, much of the self may actually be contained in the immediate
chemical or physical (heat, electromagnetic radiation and pressure) environment. At
the other end, in complex living organisms such asmammals, self-awareness will use
a neuronal system, so that the physical embodiment of “self-awareness” will include
a network of interacting and self-adaptive components and sub-systems [13, 15, 23].

23.3 Desirable Properties

A self-aware network should offer a distributed internal representation of itself, cou-
pled with the ability to discover actions that it can take, in the form of paths to
destinations and services, and having a “motor” capability for forwarding streams of
packets along selected paths. The internal representation of the past and present expe-
rience of the network, based on sensing and measurement, with proactive sensing as
one of the concurrent activities undertaken by the SAN, would include performance
monitoring to provide an internal evaluation of how well the network is “doing its
job” and condition monitoring to evaluate the health of the network. The coupling of
the internal representation with motor control is obviously necessary for the network
to evaluate when its information is insufficient or obsolete and then sense its envi-
ronment, such as other networks and network users, or to probe itself for condition
monitoring or performance evaluation. A SAN should offer a distributed represen-
tation of potential future actions and plans, critical evaluations of past actions and
behaviours, and potential courses of action. The internal representation should allow
the system to locate its components and behaviour both in physical space and in dif-
ferent virtual spaces that are relevant to the network. Useful virtual spaces can include
aspects such as security, energy consumption, delay, loss of packets and computa-
tional overhead. Network nodes placed in this geography could then be identified
via these different attributes: e.g. those nodes that are secure, those that function
properly and those that are parsimonious in energy usage.
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Thus, such attributes could be used to distinguish between different parts (nodes
and links) or sub-areas of the network. This distributed representation should be
coupled to the computer network’s distributed “sensor system” which probes and
measures the network’s behaviour, and its “motor control” which forwards streams
of packets from node to node along paths in the network, to desired destinations. A
SAN should be able to sense and evaluate threats, and detect intrusions and attacks.

The capability for threat evaluation [2, 3] should be coupledwith distributedmotor
reactions concerning packet routing driven by self-preservation and the need to assure
quasi-normal operation, even in the presence of transient or sustained attacks.

23.4 Practical Approach

Since routing and the conveying of packets reliably from some input or source point
S to some other outpoint or destination D is a computer network’s key function, we
now focus on a practical scheme for implementing a self-aware network that offers
many of the capabilities we describe, based on the cognitive packet network (CPN)
[8] protocol.

Addressing one by one the requirements of the previous section, we first note
that in CPN, each network node maintains an internal representation of its primary
role as a forwarder of traffic through the network. Specifically, for any source and
destination (S-D) pair, and relevant quality of service (QoS) characteristic:

(a) either a node does not knowwhich of its neighbours is the best choice as the next
hop for this S-D pair and the specified QoS; but it can discover this information
using smart packets (SP), which are distinct from the payload packets which the
network is forwarding as part of its “useful job”, or

(b) it does have this information based on previous experience, and the information
is stored in an oracle that is implemented in the form of a neural network.

This distributed representation is also coupled with the network’s “motor” capa-
bility to forward packets. When a packet with a given S-D and QoS requirement
arrives to the network, then in case (a), the packet is forwarded as prescribed, while
in case (b), a stream of “smart packets” (SP) is forwarded by the node, starting with
its immediate neighbours, in a search for the path that currently has the best QoS
metric for reaching D. SPs that reach D will send back an acknowledgement (ACK)
packet, whose information content is used to update the oracles using reinforcement
learning (RL) concerning this S-D at all the intermediate nodes, and at S. The oracles
can then be used to forward subsequent packets. When a packet that travels from
S to D does reach D, an ACK containing the hop-by-hop QoS experienced by the
packet returns to the source together with time stamps concerning the packet going
forward and the ACK coming back. Thus, a record of the paths that was explored,
the dates and the observed QoS create an “autobiographical memory” of the SAN’s
experience, which includes its past performance and the conditions that were preva-
lent at the times when this experience was collected. The most recent data in this
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Fig. 23.1 The self-aware network observes its own performance and adapts itself to provide the
users with the best possible QoS that the users have indicated. Thus, when the users specify “delay”
as their desired QoS objective (black), the network achieves low delay (top figure) but is unable
also to offer low loss rates (bottom figure). On the other hand, when low loss is desired (red), it is
indeed achieved (bottom) but the delay may be higher (top)

autobiographical memory will be stored in the primary memory of the sources and
nodes for rapid retrieval and for usage in decision making, while older elements may
be moved to the secondary memory. SPs as well as payload packets that are sent out
from a source and do not result in an ACK coming back also serve to estimate the
packet loss rates and failures in the network (Fig. 23.1).

The QoS metrics used by the RL algorithm and by the SPs, and the information
brought back by ACKs, can include different QoS characteristics that are either spec-
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ified by network users as being relevant to themselves, or ingrained and relevant to
the network’s own performance criteria, such as delay, packet loss, jitter, security,
energy consumption of nodes or links, or cumulative energy consumed by packets,
or composite metrics that can be used to summarise several primary metrics. Es-
sentially, any property that can be either directly measured (such as delay or energy
consumption) or deduced from other direct measurements (such as jitter) may be
used in CPN.

23.5 The Decision Engine

The decision engine or “oracle” in each of the CPN nodes is constituted by a random
neural network [27, 28].

23.6 Avoiding Oscillations

When some node in a SAN makes a routing choice on the basis of its expectation
that the outcome, e.g. in terms of QoS, will be favourable, it may not have the
information concerning other nodes that might make the same choices based on
similar information.

Thus, “best” decisions that are made independently at different entry nodes can
then, some time after they are made and everyone tries to use the small number of
initially best paths, become “bad” decisions when the quality of service perceived
by subsequent users is themselves sensitive to the new traffic flows that use the
previously identified “best” paths. This issue was also studied in terms of “sensitive”
QoS metrics in previous work [12].

There are simple ways to avoid this from happening [13], such as randomisation
over time, so that each user only switches to the best path in a manner which is
random and hence less likely to synchronise across multiple users, or by the use of
a performance threshold so that the user only makes path changes if it estimates that
a significant performance improvement will occur.

Also, it is possible to introduce a random delay between the time that a decision
is made and when it is actually applied, and furthermore, the node again senses the
variables of interest to test whether the decision is sound. With time randomisation,
the probability of a collision between different deciders [20] is negligible, similar to
the way Ethernet operates using “carrier sensing” (Fig. 23.2).

Such schemes that exploit smart sensing and defer transmissions when interfer-
ence, noise and other important channel characteristics can be handled in the best
possible way, but also take the resulting delay, error and energy consumption into
account, are also used to optimise various performance metrics in cognitive radio [9,
30].



23 Self-aware Networks: The Cognitive Packet Network and Its Performance 665

Fig. 23.2 Laboratory set-up for experiments on the self-aware network’s defence capabilities to
network attacks

23.7 Self-awareness and Network Attacks

Self-observation and coupled motor reaction carry over directly to the manner in
which a SAN can detect attacks [6] and defend itself. These can be similar to attacks
among living organisms: they are either very discrete, (1) trying to infiltrate “worms”
or viruses which disable the network’s useful activities, while letting through the
attack itself which then delivers a “second” or “third” strike on the network’s normal
activities, or (2) they overwhelm the network’s ability to handle traffic by an excessive
number of requests that appear to be legitimate andmay also in-filter into the network
the attacking traffic of the first type (1).

Attacks of type (1) can require the SAN to conduct some form of eavesdropping
or testing, which may or may not be allowed depending on the type of service the
SAN has agreed to provide and the agreements with the users. Attacks of type (2)
are usually detected without eavesdropping, using the observation of traffic charac-
teristics. This reminds one of the local area networks [30], which react to changes in
local network characterisics such as traffic in order to make decisions about whether
to access the network, very similar to the way that a cognitive network operates (Fig.
23.3).

CPN offers the ability to monitor incoming traffic, to classify it into attack traffic,
then counter-attack by destroying traffic that is identified as being part of an attack,
and also storing it for offline analysis and comparison by deviating the attack traffic
to a “honey pot”. The honey pot may also be used to restore traffic which may have
been mistakenly identified (i.e. a false alarm) as being part of an attack.
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Fig. 23.3 Average packet delay (top) and average packet loss (bottom) experienced by one of the
network users (the “victim”) during a worm-based attack without (blue and black) and with (red)
self-aware capabilities of the network
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23.8 Conclusions

As packet networks become extremely large and diverse, a design based on a single
view of how a network should operate becomes harder to justify [5]. Thus, each
part of the network should be aware of its environment, its users, its resources, its
performance and the threats that it is facing, and should use this awareness as an
operational means to adapt its behaviour accordingly.

In addition, the possibility to adapt the network’s algorithms and the software
it uses, in response to changes in workload, updates in hardware infrastructure and
network topology, should be incorporated into the network’s core software. The
software itself needs to be portable across different vendor hardware aswell as various
hardware generations. In addition to self-awareness and adaptivity, this creates a need
for a software-defined network.

This paper summarises the work we have conducted over several years in an
experimental setting for these ideas based on the cognitive packet network, which is
a self-aware and completely implemented software-defined network, and reports on
experiments with regard to specific choices and outcomes.
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Chapter 24
Leveraging Design and Runtime Architecture
Models to Support Self-awareness

Philippe Lalanda, Stéphanie Chollet and Catherine Hamon

Abstract Self-aware computing systems possess knowledge about themselves and
their environment in order to trigger the internal and external actions. Such ability is
particularly interesting in newdomains, such as IoT,where systems are often executed
in fluctuating conditions and need frequent adaptations tomeet their requirements. In
this chapter, we show how such knowledge can be expressed as architectural models
and how design and runtime architectures can be linked and remained synchronized.
The approach is illustrated on a smart home health application called actimetrics,
developed with Orange Labs.

24.1 Introduction

As defined in Chap.1, self-aware computing systems are computing systems that
possess some knowledge about themselves and their environment. This knowledge,
which can evolve over time through reasoning or new information acquisition, is used
to drive internal and external actions. Such ability is clearly interesting to increase the
systems’ ability to adapt their behaviour in dynamic, unpredictable environments.

This chapter, and indeed this book as a whole, is based on the idea that self-
awareness relies on models. As explained in Chap.1, the notion of the model is used
in a general sense. It refers to any abstraction of the system and its environment that
can be used for reasoning with respect to the system goals. This allows systems to
act, internally or externally, to meet their goals in the dynamic situations.
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Many different models can be built to meet the self-awareness. It includes models
about internal structures, design goals and constraints, environmental characteristics,
possible actions, and so on. Also, different techniques are used to build, update and
reason about these models. This clearly raises the issues regarding the combined use
of several models based on the different formalisms.

In this chapter, we focus on twomajor types ofmodels used by self-aware systems:
design models and runtime models. We seek to build a causal connection between
abstract design models and more concrete runtime models. We are pursuing several
objectives here. First, it is important to allow computing systems to be able to check
the validity of their state regarding their design goals. This enables the computer
systems to manage themselves and, as a consequence, to minimize the need for
human inputs. This is of utter importance in new demanding fields such as Internet
of Things [1].

Another major goal of this work is to allow designers to refine or update the design
models while the system is under execution. Such modifications must be reflected
automatically on the running systems, or rejected if it is not possible to implement
it in the current running situation. The need to revise a design may appear when
unexpected runtime situations are encountered and that no valid action is available
to meet the new conditions.

Thenotionof knowledge, and associatedmodels, is clearly central to our approach.
An important challenge, however, is to figure out what should be explicitly repre-
sented. Of course, the more information is made explicit, the easier it is to implement
and maintain the adaptation logic. The code is made leaner, more focused, easier to
change and even reusable in certain cases. Unfortunately, capturing and modelling
up-to-date information can be costly. Some compromise between completeness and
cost is needed. Another challenge, of course, is to figure out how to express the
information and how to allow the interoperability between different models.

In this chapter, we focus on the architectural models of the system. Unfortu-
nately, the runtime architectures are often not traced back to design decisions, which
often makes the adaptations hard to implement and test. The reason is that much
knowledge has to be inserted in the adaptation algorithms and is not made explicit.
Such an approach clearly does not favour code understanding and system evolu-
tion. In this chapter, we present an approach where explicit architecture models are
built both at design time and runtime. A runtime architectural model describes the
interconnections between components and connectors, and their mappings to imple-
mentation modules, as well as constraints on the different possible configurations.
The mapping enables the changes specified in terms of the architectural model to
effect corresponding changes in the implementation.

A limit of the existing approaches is related to the expressiveness of the target
architectural model. Here, architectures are specified precisely through component,
connectors and constraints to be maintained, and there are relatively few places for
adaptation. That is, these architectures do not include much variability. Another
shortcoming concerns the lack of tools managing the whole software life cycle. That
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is, there is a crucial for architectural tools helping the developers and administrators
to model the architecture both at design time and at runtime. Most of the time, these
artefacts are developed or modelled with different tools and kept separately.

The purpose of this work is to provide linked and up-to-date architectural models
at runtime. Thesemodels are causal in the sense that their modifications are automati-
cally propagated to the running software.Building suchmodels is not straightforward.
It requires to define a common formalism, to build and present causal artefacts, and
to instrument running software to get relevant information during execution, without
causing severe performance degradation.

24.2 Motivating Scenario and Used Technology

24.2.1 Actimetrics Use Case

Let us first introduce our motivating scenario, which is in the domain of smart homes
as previously introduced in the book (see for instance Chap. 4).

The use case has been developed within a collaborative project called Medical.1

It corresponds to situations commonly encountered in the health industry when it
comes to home care. Precisely, the service we are working on is called actimetrics
and is based on the measurement and analysis of the motor activities of a subject
in his environment. Its purpose is to track and memorize the movement patterns of
inhabitants in order to rapidly detect the abnormal changes. Indeed, for elderly or
patients, behavioural changes at home can be a first sign of more serious underlying
problems.

This service relies on localization information collected in homes from a network
of heterogeneous and dynamic sensors. Any kind of sensors can be used to do so
including presence detectors, pressure sensors and body localizers but also events
emitted by any electronic devices such as a TV, an oven, a washing machine and a
coffee machine. Collected data are regularly transferred in an appropriate format to a
remote IT server that builds analysis matrices. Such matrices are then used to detect
the behavioural deviances, which are presented to the treating doctors.

In technological terms, this use case heavily relies on the notion of software
service [3], which is rather common today. Devices and applications are exposed as
software services of different natures, includingUPnP (www.upnp.org), web services
(www.w3c.org), and DPWS (web services on devices). Implementing the use case
requires integrating such services exposed on local or wide area networks.

Implementing the actimetrics use case in an open world, that is not limited to a
fixed set of statically selected devices, turns out to be very challenging [4]. This is
due to a number of reasons. First, the code needed to integrate the different sources

1TheMedical project is funded by the OSEO and the FrenchMinistry of industry. It brings together
industrial and academic actors including Orange Labs, Grenoble University, ParisTech and Scala-
gent.

http://dx.doi.org/10.1007/978-3-319-47474-8_4
www.upnp.org
www.w3c.org
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of information is complex and highly error-prone. In particular, the level of synchro-
nization to be achieved brings significant difficulty. Also, it is difficult to effectively
deal with the dynamicity and heterogeneity of devices. All situations cannot be antic-
ipated at design time, and some intelligence is definitively needed at runtime to cope
with the changing environments.

We believe that self-awareness abilities can be of high interest in such use case.
Indeed, the main challenge of the system is to stay coherent and consistent with
its goals in a very dynamic and unpredictable environment. As we will see in this
chapter, building models and reasoning about them is an efficient way to do so.

24.2.2 Implementation with Cilia

To implement this use case, we use a service-oriented mediation framework [12].
This framework, called Cilia, is available in open source. Its purpose is to simplify
the work of developers by offering a well-defined and limited set of abstractions to
support design, deployment, and execution of data-oriented applications [10].

The Cilia framework takes the form of a domain-specific service-oriented compo-
nent model, including a specification language and a flexible execution environment.
A Cilia component is called a mediator. Its purpose is to apply a single mediation
operation such as a data transformation, a security function and an aggregation. A
mediator is characterized by a number of typed input and output ports. The input
ports receive the data to be treated, whereas the output ports forward the results of the
mediation processing. The ports are the means to connect mediators and, thus, form
mediation chains. A mediator can also be characterized by a service dependency,
resolved at runtime. Here, the dependency is expressed as a Java interface. This
feature is convenient, for instance, to integrate dynamically available data sources
exposed as services.

The content of the mediators is divided into three Java classes: a scheduler, a
processor and a dispatcher. The purpose of the scheduler is to store the data received
in the input ports and to apply a triggering condition. Simply put, the scheduler
deals with all the synchronization issues. When the condition held by the scheduler
becomes true, all the data retained by the scheduler are sent to the processor. The
processor applies the mediation operation to the transmitted data. The result of this
operation is sent to the dispatcher, whose purpose is to place the results in the output
ports. The dispatcher handles the routing aspect in the mediation chains.

A composition of Cilia mediators is called a mediation chain. A mediation chain
is formed by a set of connected adapters and mediators. Adapters feed the media-
tors (and the destination resources) with data in the appropriate format and with the
appropriate timing. Mediators constitute the heart of the chain since they implement
the effective mediation operations. Mediators (and adapters) are connected via bind-
ings. A binding describes a connection between an output port and an input port. At
execution time, a binding is realized by a communication protocol transferring data
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from a mediator (or adapter) to another mediator (or adapter). This protocol can be
specified at deployment time, but also at development time. Cilia supports local and
remote communication protocols.

The Cilia execution framework is built on top of OSGi and iPOJO, the Apache
service-oriented component model (see Fig. 24.1). It also includes RoSe, an open
source communication middleware that is able to dynamically import and export
services (see https://github.com/AdeleResearchGroup/ROSE). A mediation chain
is created in the following manner. A specification file is transmitted to the Cilia
runtime. These specifications are transformed into a number of iPOJO component
definitions. At least five iPOJO components are created for each mediator: one com-
ponent for the scheduler, one component for the processor, one component for the
dispatcher and two components for the in and out communication ports (more com-
ponents are created if different protocols are used by different ports). The defined
iPOJO components are then instantiated and executed. From this point, themediation
chain is operational (and the desired integration is achieved).

To sum up, Cilia is a recent service-oriented framework meeting the stringent
requirements data mediation. It is well adapted to the implementation of commonly
accepted integration patterns, which favours its acceptation by domain developers.
The use of domain-specific concepts also simplifies the creation and understanding
of the mediation chains. Cilia is currently used with the Orange Labs and Schneider
Electric in order to implement the data integration in IoT applications.

Fig. 24.1 Cilia overview

https://github.com/AdeleResearchGroup/ROSE
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The use of service orientation is particularly effective to integrate dynamically
available resources. It raises however important management issues. Indeed, the
system changes its structure by itself. As a result, it is pretty difficult to follow and
to check the availability of a given configuration.

Also, adapting Cilia chains to new runtime conditions or users’ demands still
depends on skilled administrators and generally requires some downtime. In many
domains, administrators are not available or not skilled enough. Also, service inter-
ruption is not always allowed. Solutions must be developed in such cases in order to
automate the administration or to provide the effective help to administrators.

The idea defended in this chapter is to rely on self-aware approach. That is, we
seek to build knowledge about the system’s goals, design constraints and runtime
situation in order to allow the system to manage itself. Precisely, we want the system
to be able to figure out if it is in a correct state (i.e. in conformance with its design
constraints) and, if not, to determine the actions to be undergone. In the worst case,
the system should be able to send an alert to human administrators. Then, specific
management actions can be undergone or design constraints can be modified (and
immediately considered by the system under execution).

As we will see now, knowledge in our approach is essentially based on the notion
of software architecture.

24.3 Our Approach

As introduced earlier, our self-aware system is based on architectural knowledge.
Based on such information, the system is able to adapt itself to changing condi-
tions. An important advantage of this approach is that under the assumption that the
architecture correctly mirrors the managed system, the architectural model can be
used to verify that system integrity is preserved when applying an adaptation. This
is because changes are planned and applied to the model first, which will show the
resulting system state including any violations of constraints or requirements of the
system present in the model. If the new state of the system is acceptable, the plan
can then be executed on the actual managed system, thus ensuring that the model
and implementation are consistent.

Specifically, we propose to formalize design, deployment and runtime architec-
tures and maintain links between design and runtime decisions. Thus, architectural
models are kept synchronized by the execution support. This simplifies reasoning
since crucial information is presented and maintained by a separate module. This is
illustrated by Fig. 24.2 here after.

Let us define more precisely the different types of architectures:

Design architectures. These architectures are defined by domain architects and
define the target structures of a system. Theymay include some variability,making
room for the future runtime adaptation.Design architectures are said to be concrete
when they include no variability. They are said to be abstractwhen somevariability
remains, for instance, regarding the component implementations to be used [8].
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Fig. 24.2 Self-aware
architectures

Deployment architectures. These architectures are appropriately configured and
ready for the deployment at a target client site. They may also allow some vari-
ability for runtime adaptation. They are however more constrained than the design
architectures.

Runtime architectures. These architectures are built from monitoring data and
formalize the architecture of a system under execution (at a given level of abstrac-
tion). They are still made of components and connectors, but the notions of vari-
ability and constraints are not present anymore.

All these architecture are based on the very same notions of components, connec-
tors and constraints. However, they are defined and valued at different steps of the
software life cycle, from the design phase and to the execution time. For that reason,
they differ in terms of provided information regarding components, connectors and
constraints.

These architectures are derived from one another. That means that the deploy-
ment and runtime architectures meet all the constraints, structural and behavioural,
expressed by the design architecture. Since the design architectures may include
some variability, correct runtime architectures can be numerous.

Regarding design and deployment architectures, the key point is to express the
variability. Identifying and describing variability is a hard problem. Many different
approaches have actually been proposed to describe, and to resolve, the variability.
They can be based on the natural language, semi-formal languages, such as UML
or feature diagrams, or formal languages such as ADLs. Many approaches directly
focus on the notion of software architecture.

Design architectures have then to specify common and variable structures. Emerg-
ing tools have introduced the possibility to express the variations in architecture in
a systematic way. This has to be considered in two dimensions, space and time [7].
The locations in design artefacts, where a specific decision has been narrowed to
several options, are called variation points. Variability modelling comes down to the
identification and documentation of those variation points to facilitate the specific
configuration activity at runtime. However, the identification and explicit represen-
tation of variation points is a thorny problem. It requires not only to introduce the
variation points and their relative variants, but also to define the some dependencies
among variation points and to express the possible context-related restrictions.
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24.4 Architectures

The goal of architectures formalization is to clearly identify the different concepts.
Our approach is based on the principles of Model-Driven Engineering with the defi-
nition of meta-models. A meta-model allows to precisely specify without ambiguity
a language used to model architectures. Ameta-model defines a grammar and vocab-
ulary to express the models. The resulting models are consistent and conformed to
the meta-model. We propose to define a meta-model for each kind of architectures
(design, deployment and runtime) and a global meta-model with the core concepts.
The three meta-models inherit the global meta-model as illustrated by Fig. 24.3.

One of the major interests to keep the main concepts in a global meta-model is
that the core concepts can be used and refined in the different sub-meta-model, which
are simply specialized for each step of the life cycle. Thus, this solution guarantees
the coherency of concepts, which is not the case with a unique meta-model. It also
requires fewer rules definition, generally expressed with OCL (Object Constraint
Language).

24.4.1 Global Architecture Meta-Model

Figure24.4 describes the global architecture meta-model. It contains the core con-
cepts used to depict the software architectures. An architecture is represented by the

Fig. 24.3 Meta-model organization
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Fig. 24.4 Global architecture meta-model

abstract classArchitecture. An architecture is composed by components andbindings.
Each component and binding is a member of a unique architecture. A component
has a set of interfaces. An interface is required or provided and described by a
service-level agreement. Bindings are the links between two components with the
same service-level agreement. The definition concept allows to express the variabil-
ity in the different sub-meta-models. We propose three kinds of definition: property,
parameter and state variable. In the following, we give examples of the variability.

It is to be noted that the core concepts are abstract. In each sub-meta-model, they
are overloaded in compliance with the grammar and vocabulary defined in the global
meta-model.

24.4.2 Design Architecture Meta-Model

The design meta-model defines the vocabulary and the grammar used at design time.
It inherits from concepts of the global meta-model. We have introduced the elements
required to express the design architectures. Figure24.5 shows the design meta-
model. A design architecture can be constrained. The components of the architecture
are either specifications or implementations. An implementation may correspond
to a specification. Bindings between components are expressed with cardinalities
(minimum and maximum for provided and required components).
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Fig. 24.5 Design architecture meta-model

This architecture contains variability constraints mainly expressed by the cardi-
nalities for the bindings. Variability is a key point in design architectures. Design
architectures have to specify common structures and, also, leave space to bring in
specific characteristics at runtime, as expressed previously. Our design meta-model
facilitates the variability definition at design time.

24.4.3 Deployment Architecture Meta-Model

The deployment architecture is the final refinement, if any, of the design architecture.
This deployment architecture contains the structures, behaviours and constraints to
be met by the application at hand, given the target platform and the quality-related
goals. It is shown in Fig. 24.6.

24.4.4 Runtime Architecture Meta-Model

The runtime architecture, whose meta-model is shown in Fig. 24.7, stores the run-
time information about the running software and the platform under operation. This
architecture provides a model of runtime phenomena, with trends and past data [2,
13], and is intended for use by autonomic managers or by administrators [6, 9].
Using this knowledge module is a very convenient way for domain engineers to
create autonomic managers.
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Fig. 24.6 Deployment architecture meta-model

Fig. 24.7 Runtime architecture meta-model

Traceability links between design and runtime architectures are constantly main-
tained. To do so, we used and extended graph-based algorithms. Indeed, architectures
can be formalized as graphs, where components (specification, implementation or
under execution) are nodes and bindings between components (specification or real
connections) are arcs.

24.5 Application to Cilia

We applied the proposed approach to Cilia and to the actimetrics use case (see
Sect. 24.2). To do so, we had to realize the following developments:
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• We extended Cilia with touch points, as defined in the third section, in order to
dynamically monitor and adapt the mediation chains under execution and some
aspects of the supporting execution platform (essentially the service discovery
functions).

• We created an architecture-based tool dedicated to designers and administrators.
This integrated development environment (IDE) allows themodelling of the design
and deployment architectures, and the representation of the runtime architectures.
Links between these different architectures are created and maintained. These
artefacts can be used by the reasoning module of the self-aware system or possibly
by an administrator to perform the maintenance operations.

24.5.1 Architectural Touch Points

The Cilia framework now provides a set of touch points to dynamically monitor and
adapt the mediation chains under execution at the architectural level. Touch points
can also be used to monitor some aspects of the execution platform such as the
available services and the protocols used to do so.

Monitoring and adaptation features are flexible and configurable. Monitoring, in
particular, can be controlled in a dynamic way. This means that Cilia monitoring can
be activated or deactivated globally. It also means that the elements to be monitored,
and the way they are monitored, can be configured without the interruption of ser-
vices. This allows developers and administrators to use Cilia features in accordance
with their needs and objectives. Expectations can obviously vary according to the
runtime situation and to the problems that may arise.

We could envision the case where the system (and not its developers or adminis-
trators) could actually have sufficient resources and knowledge to choose new adap-
tation features as it is indicated in Chap.9 on self-modelling capabilities in self-aware
systems.

Specifically, the state variables attached to each mediator are as follows:

• Scheduler start time,
• Scheduler incoming data,
• Processor start time,
• Processor incoming data,
• Processor outgoing data,
• Processor end time,
• Value of a processor field annotated by the developer,
• Dispatcher start time,
• Dispatcher incoming data,
• Mediator execution time, and
• Number of messages sent out by a mediator.

http://dx.doi.org/10.1007/978-3-319-47474-8_9
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It is possible in a self-aware approach for an autonomic manager to dynamically
update the following architectural elements:

• A mediation chain can be dynamically added or removed;
• Configuration parameters of a mediation chain can be dynamically updated;
• A mediator can be dynamically removed from a running chain;
• A mediator can be dynamically added;
• A mediator can be dynamically replaced within a running chain (hot swapping);
• Configuration parameters of a mediator can be dynamically updated;
• Configuration parameters of the execution machine can be dynamically updated
and

• An adapter can be dynamically replaced. Its configuration parameters can be
changed.

24.5.2 Architecture-Focused Tool

We have developed an integrated development and administration environment in
eclipse. This environment, specific to Cilia, is based on the approach presented in
the fourth section. It allows the modelling of design mediation architectures, with
variable aspects, and automatically builds runtime architectures in a configurable
way.

A design mediation architecture is then a specification of a chain with some vari-
ability. As expressed in the meta-model, it is made of abstract and concrete mediators
with service dependencies and bindings with possible cardinalities (adapters are not
represented here for the sake of simplicity).

Three techniques can then be used to introduce variability in design mediation
chains:

• Abstract mediators can be inserted in a chain. An abstract mediator is a high
level description, independent of the implementation. This description specifies
the mediation operation to be performed and may set some parameters values.

• Cardinality can be expressed in bindings. Cardinalities can be set to (1), (1..*) or
(0..*). Thus, a branch of a mediation chain can be optional or multiple. That means
that it can be absent or duplicated under various forms, depending on the runtime
conditions.

• Service dependencies can be expressed for each mediator. A dependency is
expressed with a Java interface and can be characterized by a cardinality and a
ranking function. A ranking function can be seen as a utility function, as commonly
developed in autonomic computing, used to classify the candidate services.

Depending on the target environment, more or less variability can be expressed
in the design mediation chains. The more variability in a chain, the more there is
a scope for runtime adaptation. But also the more challenging is the task of the
administrator (or of the autonomic managers). On the contrary, with little variability
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in the design, there is not much contingency at runtime for controlled adaptations,
which are anticipated at design time (even at a high level of abstraction).

Let us now return to the actimetrics use case introduced in Sect. 24.2. The pur-
pose of the mediation chain is to collect as much information as possible regarding
inhabitant’s movements. This information can come from all devices placed in the
house, albeit heterogeneous ones.

As illustrated by Fig. 24.8, the design mediation chain of the actimetrics use case
is made of the following elements:

• A branch made of the mediators push-button, button-enrich and button-translate:
This branch gets information from a special purpose button that can be pressed by
the inhabitant, then enriches the captured information (timing or location infor-
mation for instance) and translates it into a standard format.

• A branch made of the mediators motion-sensor, motion-enrich and motion-
translate: This branch gets information from any kind of sensors able to detect a
movement, then enriches the captured information and translates it into a standard
format.

Fig. 24.8 Actimetrics design mediation chain
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• A branch made of the mediators set-top-box, stb-enrich and stb-translate: This
branch gets information from set-top-boxes (stb) when used by the inhabitant,
then enriches the captured information and translates it into a standard format.

• A branch made of the mediators filter, enrich, transform, translate and event-
webservice: The filter mediator receives data from different devices (from the
corresponding branches), synchronizes them and eliminates the redundancy or
dubious information. Then, data are enriched with information such as the house
id, transformed, translated and sent to a web service (executed on remote server).

The first three branches (button, motion and set-top-box) are optional. They
depend on the presence of devices that are not known at design time. The fourth
branch is a base one, meaning that it is always instantiated, regardless of the envi-
ronment and runtime conditions.

The runtime architecture stores runtime information about the mediation chains
and the platform under operation. This architecture provides a model of runtime
phenomena, with trends and past data, and is intended for use by autonomicmanagers
or by administrators. This model is causal in the sense that modifications made on
the runtime architecture are reflected on the Cilia runtime, and vice versa.

This approach facilitates the development of the reasoning part of a self-aware
system. Indeed, reasoning can use high information provided by the knowledge
module and trigger adaptations. Such approach does not demand to be familiar with
the intricacies of Cilia; domain-specific mediation knowledge suffices to manage
Cilia-based systems.

Let us get back to the actimetrics use case. An instance of runtime architecture
is shown in Fig. 24.9. In the figure, state variables are not presented (they are in fact
accessible in specific windows of the tool).

It appears that among the optional branches, two of them have been instantiated.
These are similar branches that have been dynamically created to deal with buttons
discovered in the environment. Here, branches are duplicated to separately integrate
the two detected buttons. An alternative solution would have been to create a single
mediation branch dealing with all the possible buttons detected in a house.

As shown by Fig. 24.10, the two branches dealing with concrete buttons in the
runtime architecture are linked to the design mediation chain. Precisely, they are
linked to the optional branch addressing the press buttons.

To illustrate this, let us get back to our actimetrics example. If, at runtime, a button
is deficient and causes problems (for instance, the base branch waits too long for its
inputs), then the administrator knows that he/she can suppress the branch without
affecting the global mediation application. This is indeed expressed by the design
mediation chain where the “button branches” are specified as optional. In spite of the
system dynamicity due to services arrival and departure, the administrator is able to
take a good decision in line with the designers’ plans.



684 P. Lalanda et al.

Fig. 24.9 Actimetrics runtime mediation chain

Fig. 24.10 Traceability links between design and runtime mediation chains
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24.6 Conclusion

We believe that formalizing architectural models and maintaining links between
them at runtime is an important step towards self-awareness. Indeed, self-awareness
requires knowledge about one’s objectives and design constraints and the way they
are realized. Explicit links between design and realization allow a system to assess
if the current situation answers the needs or if modifications are necessary.

In this chapter, we proposed to present a continuous, easily understandable, model
of the design and runtime architectures and their links. Thus, when a decision has
to be made, advanced architectural information is available for guidance. To do so,
we had to precisely define the notions of design architecture, variability and runtime
architectures. These notions are based on abstract components, concrete components,
executed components, service dependencies and bindings with cardinality.

This proposal has been successfully implemented on a use case developed within
the Orange Labs in the smart home health domain.

Several research directions can be envisaged. First, it is clear that we only deal
with a limited number of architectural aspects. It would be interesting to apply our
approach to other topics such as performance management. This would result in the
definition of new models and associated meta-models. Another opportunity would
be to allow autonomic adaptation of the design models. That would be a next step in
self-awareness. That is, a system is able to modify its design rationales in order to
face the unexpected runtime evolutions.

Also, it would be useful to investigate the different architectural styles. In partic-
ular, micro-services [11] are getting very popular in the service-oriented field. This
approach can be compared to iPOJO but in a distributed form. This changes a lot of
things regarding, for instance, communication delays or replication opportunities.

Finally, our approach can be related to the DevOps movement. Indeed, linking
design and runtime models is a way to lower the separation between software devel-
opment and system operations. In the same trend, our approach can be extended with
continuous deployment as explored in [5].
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Chapter 25
Spacecraft Autonomous Reaction
Capabilities, Control Approaches,
and Self-aware Computing

Klaus Schilling, Jürgen Walter and Samuel Kounev

Abstract Space exploration missions require very challenging autonomous reac-
tion capabilities, as spacecraft have to react appropriately to the partially unknown
environment in time-critical situations.Here, direct human interaction is often impos-
sible due to significant signal propagation delays related to the huge distances. We
discuss existing solution strategies for autonomy in space and exemplified by the
missions CASSINI–HUYGEN (landing on the Saturnian moon) and ROSETTA (the
accompanying and landing on a comet), and the NetSat project (low Earth orbit for-
mations). Based on the state of the art, we outline how self-aware computing may
improve autonomy in future space missions.

25.1 Introduction

In the last 60 years, exploration of our home planet’s environment raised challeng-
ing technical tasks. While physics provided the basis for initial models, the specific
parameters and relevant perturbations still had to be determined by experience with
engineering such complex systems. Thus, today our Earth’s environment is reason-
ably well known, while our knowledge about even the other bodies in our solar
system is still very limited and therefore such bodies are the target of challenging
space exploration tasks which are for their part subject to specific requirements. In
this context, the on-board data handling systems have to act autonomously in order
to adapt to unforeseen conditions. In this contribution, potential future approaches
to improve autonomy by adding self-awareness capabilities are suggested. These
capabilities are aimed at improving the spacecraft ability to continuously

K. Schilling (B) · J. Walter · S. Kounev
Department of Computer Science, University of Würzburg, Am Hubland,
97074 Würzburg, Germany
e-mail: k_schi@t-online.de

J. Walter
e-mail: juergen.walter@uni-wuerzburg.de

S. Kounev
e-mail: samuel.kounev@uni-wuerzburg.de

© Springer International Publishing AG 2017
S. Kounev et al. (eds.), Self-Aware Computing Systems,
DOI 10.1007/978-3-319-47474-8_25

687



688 K. Schilling et al.

• characterize its status by its sensors as well as by the space environment status
(self-reflective),

• assess from the known dynamics, what changes will occur in the near future (self-
predictive), and

• react appropriately in time such that the operations necessary for the planned
mission are initiated (self-adaptive).

The above three—already partially realized—properties (i.e., self-reflective, self-
predictive, and self-adaptive) are in line with our notion of self-aware computing,
defined inChap.1, which stressesmodel learning and reasoning as ongoing activities
enabling “informed” actions in order to meet higher-level goals. Existing solutions
in space missions are based on physical models and control theoretical solution
approaches. This chapter summarizes them and discusses possible advances using
self-aware methodologies.

The remainder of this chapter is organized as follows: Sect. 25.2 discusses the
specific requirements in space, while Sect. 25.3 discusses self-awareness and other
solution approaches. Section25.4 depicts two classes of example missions. First,
we emphasize two exemplary ESA missions to explore our solar system. These
are HUYGENS (which landed in 2005 on the largest Saturnian moon Titan) and
ROSETTA (which accompanied in 2015 the comet 67P/Churyumov-Gerasimenko
during its closest approach to the sun, called perihel passage) [17]. Besides such
traditional single multi-functional big spacecraft missions, there is a trend toward a
distributed combination ofmultiple small spacecrafts. Therefore, secondly, Sect. 25.4
also addresses formations of cooperating satellites in low Earth orbits using the
NetSat project as an example. Finally, Sect. 25.5 presents some concluding remarks.

25.2 Requirements in Space

Space system operations have to address the challenges such as higher levels of
noise and huge distances causing significant signal propagation delays. Hence, unlike
the often theoretical discussions of the benefits of autonomy for terrestrial robotic
applications (e.g., in [4]), the autonomous reaction capabilities of space vehicles
are needed to survive until the situation can be analyzed remotely by human tele-
operators and ground control can intervene by appropriate reactions [9, 16]. A typical
definition to characterize the required reaction capabilities for spacecraft is as follows:

Definition 25.1 Autonomy defines the capability of a vehicle

• to meet mission performance requirements for a specified period of time
without external support and

• to optimize the mission science products, e.g., the scientific measurements,
within the given constraints.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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Here, in particular, interplanetary space probes encounter specific challenges due to:

• extreme working environments (radiation, temperature, pressure, and gravity),
• huge distances (leading to significant signal propagation delays, teleoperations
autonomy needs, and no human interaction capabilities in time-critical situations),
and

• major uncertainties (limited sensors to characterize the spacecraft’s environment,
poorly modeled working environments, and limited capabilities to verify and test).

Although there are well-known mathematical models of the physical environment,
the crucial values for specific parameters are still to be determined on site. For exam-
ple, the satellite dynamics are determined by gravity, where well-known generic
mathematical models are available. Nevertheless, the mass distribution and inhomo-
geneities of a specific target planet still need to be determined and to be represented
in the coefficients of the detailed power series expansion of the gravity field.

25.3 Solution Approaches

Compared to other contexts where autonomy is applied, space exploration missions
have to survive in time-critical situations and learned aspects can only improve the
next mission. Every experiment or exploration is unique. All these aspects are dif-
ferent compared to continuous service provisioning (e.g., in data centers). In space
exploration, advanced classical control approaches are often applied in order to han-
dle related uncertainties. In this section, solution approaches are reviewed and the
potential for future use of model-driven algorithms and architectures from self-aware
computing is outlined.

25.3.1 Model-Based Adaptive Control

The adaptive control approach has been applied in the context of highly reactive
systems. One of the greatest challenges for modern aerospace applications is the
ability to react in real time to changing environmental conditions and to adapt the
related responses [3]. Thus, supersonic aircraft are often aerodynamically unstable
and need continuously active control in order not to crash. Figure25.1 depicts the
basic adaptive control principle. While the design of a conventional feedback control
system firstly targets the elimination of the effect of disturbances upon the controlled
variables, the design of adaptive control systems firstly targets the elimination of the
effect of parameter disturbances upon the performance of the control system [8].

Adaptive control addresses the update of parameters inmodels, but not adaptations
of the whole solution strategy, like in self-aware computing. A new aspect of self-
aware computing, compared to model-based control, is the use of semantic models.
These can be transformed via model-to-model transformations that enable an easy
swapping of solution strategies.
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Fig. 25.1 Adaptive control principle

25.3.2 Supervisory Control

In contrast to automatic control, supervisory control considers a human in the control
loop and provides a framework to assign tasks. While real-time reactions should be
realized autonomously, the human operator contributes to higher level superimposed
control loops (like at the planning level) with less stringent time constraints. An
integrated human–machine control system can be described as a set of embedded
control loops working at different time scales, as illustrated in Fig. 25.2 [22], with
high frequency feedback in the center and more long-term “learning” schemes at
the outer loop. The plan step includes attaining awareness of the environment
situation and the system to control, as well as the setting of achievable goals or
related intermediate steps. The teach step is about to decide the control actions.
Sensor and model-based supervision of the current state of the spacecraft are done
within monitor step. The intervene box depicts human intervention to modify
the control algorithm. The learn step is about to record experience and updating
models. The teach,monitor, and intervene functions are done iteratively and therefore
are depicted within an inner and online loop [22]. The implementation challenges
relate to avoiding conflicts between these nested control loops. While the real-time
features are to be realized on-board the spacecraft, the planning levels are usually
done by the tele-operators in the ground control centers.

We complete the description of supervisory control by discussing the relation to
self-aware computing. Both try to reduce the dependency on human intervention by
integrating the human at the highest levels of abstraction, while maintaining lower-
level functions within the machine. However, self-aware systems may interact with
each other and do not require human intervention. Regarding the differences, super-
visory control sets the focus on interaction of human operator and machine. Instead,
self-aware computing sets the focus on how the programswork internally (e.g., use of
model-based approaches differing descriptive, prescriptive, and predictive models)
and includes a concrete model-based solution strategy. Due to the different focus, we
see a broad area of space applicationswhere both paradigms form a good complement
to each other.
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Fig. 25.2 The five generic
supervisory control functions
with nested related control
loops

25.3.3 Distributed Networked Control

Distributed networked control addresses the control via communication links. In
space applications, satellites form nodes that are connected and coordinated through-
out a network. Linking technologies include dedicated space protocols, Internet Pro-
tocols (IP), delay tolerant networks (DTNs), and mobile ad-hoc networks (MANets)
adapted to the space environment (e.g., high noise levels, link interruptions, inter-
ferences, radiation, and inaccuracies in pointing). The research on the distributed
networked control [7] has a multidisciplinary nature, blending the areas of commu-
nication networks, computer science, and control. The properties of the telecom-
munication links together with the control characteristics are to be combined to an
integrated system [5].

One application scenario that attained much attention in recent times is the pro-
vision of Internet via satellites (current projects are discussed in Sect. 25.4.3). For
this purpose, existing approaches have to be extended and new strategies have to
be found. In particular, the case of coordinating several spacecraft in a formation is
challenging. In addition to the interaction between ground control and satellite, also
the exchange of information between vehicles regarding their status and plans for
future actions via inter-satellite links is to be analyzed. The challenge consists in a
reliable coordination of the distributed computers and decision making resources in
order to achieve the mission objectives in a consistent and robust way. Similar to
the evolution in computing, where the traditional mainframe computers of the 1970s
have been replaced by the Internet connected laptops or smart phones, also in space-
craft system design the established multi-functional large spacecraft are expected
to become in specific application areas complemented or substituted by networked
small satellites [14].
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In contrast to the distributed networked control, self-aware computing describes
a solution strategy using descriptive models that is independent of the problem
domain. Due to the profile of the addressed problems in the distributed networked
control, there is an interesting application potential for the future self-aware com-
puting approaches. Self-aware computing can be applied to provide the distributed
networked control.

25.3.4 System Health Management

Reliable spacecraft operations require system healthmanagement. Extreme radiation
environments dramatically increase failure risks for all electric components. Radi-
ation may cause a change of an electronic state due to one single ionizing particle
(ions, electrons, photons...) striking a sensitive node in a micro-electronic device,
such as in a microprocessor, semiconductor memory, or power transistors. The state
change is a result of the free charge created by ionization in or close to an important
node of a logic element (e.g., memory “bit”).

Due to the high likelihood of errors, the system health has to be continuously
monitored. In classical space engineering approaches, health management handles
redundancy switching. Ideally, systemhealthmanagement should detect, resolve, and
predict failures. NASA researchers promote statistical approaches of health manage-
ment with Bayesian networks [20]. This solution approach is popular in the academic
context but has not been applied in space missions so far. A major drawback is the
computationally intensive reasoning algorithms [21]. Therefore, the use of special
hardware, Field Programmable Gate Arrays (FPGAs), has been proposed in [21].
Bayesian networks are not the only solution to ensure system health. Furthermore,
data mining techniques can be used for detection, diagnostics, and prognostics [23].
Advanced approaches to health monitoring often rely on model-based fault detec-
tion, isolation, and recovery (FDIR) methods. By this way, deviations from expected
status are detected and corrected. Most often, this is realized by taking advantage of
redundant systems.

Compared to self-aware computing, system health management describes the
problem domain without specifying a concrete solution strategy beyond redundancy
switching and disconnecting faulty components. Self-aware computing, instead,
describes a solution strategy, using descriptive models, that is independent of the
problem domain. According to Schuhmann et al. [21], the trend should go toward
real-time, on-board, sensor and software health management. Our proposed real-
ization is that aerial systems get self-awareness concerning their health status. For
future applications, the concept of self-aware computing can help to incorporate dif-
ferent solution strategies such as Bayesian networks or data mining approaches into
one combined view on system health management. This would enable a self-aware
change of the system health insurance strategy that considers for example a trade-off
between cost and accuracy of approaches.
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25.3.5 Self-aware Computing

Compared to the previously presented approaches, the idea of self-aware computing,
applied in the context of space applications, translates into combining model-based
learning and reasoning as ongoingprocesses built into the spacecraft design to support
autonomous reaction and control mechanisms. Space missions are becoming more
and more complex and challenging. We see a need for further automation to reach
new goals. We argue that inspiration from self-aware computing can help to advance
the field. Despite sharing crucial aspects with classical adaptive control, self-aware
computing introduces complementary new aspects:

• In addition to collecting observations and monitoring data during operation, self-
aware computing emphasizes the learning of formal models capturing knowledge
in an abstract and compact manner and supporting reasoning with respect to the
system goals;

• Model learning processes are first-class entities in the system design that drive the
spacecraft decisions; they integrate knowledge provided by the system designer
with observations obtained during the operation;

• The learned models support complex reasoning and predictive analytics that
go beyond applying simple rules or heuristics explicitly programmed at system
design-time;

• Both the learning and reasoning processes are assumed to be running on an ongoing
basis during operation; thus, models are expected to evolve as time progresses,
leading to improved reasoning and more reliable decisions;

• Self-aware computing leverages models of different types in an integratedmanner:
(i) descriptive models describe selected aspects of the system and its environment
in an abstract manner enabling formal analysis and reasoning, (ii) prescriptive
models typically define behaviors to be applied in different situations, e.g., adap-
tation processes, and (iii) predictive models support more complex reasoning, e.g.,
predicting the system behavior under given conditions or predicting the impact of
a considered possible adaptation action; and

• By leveraging model-to-model transformations, flexibility in trading-off between
model accuracy and analysis overhead is provided. A suitable model combined
with a tailored solution strategy can be selected depending on the specific reasoning
scenario (urgency of the situation, criticality of the decision to be made, required
accuracy, etc.).

25.4 Example Missions and Projects

The research on autonomy in space is driven by uncertainties of the space envi-
ronment, where reliable reactions are required and will be evaluated in real-
ity. In the following, we will describe several projects that faced challenging
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autonomous operation tasks. These are the landing on the Saturnian moon presented
in Sect. 25.4.1, the accompanying and landing on a comet presented in Sect. 25.4.2,
and the satellite formations in low Earth orbits presented in Sect. 25.4.3.

25.4.1 HUYGENS—Landing on the Saturnian Moon Titan

While NASA’s VOYAGER 2 spacecraft approached, in November 1980, the largest
Saturnian moon Titan at a close distance of 5000km, the instruments could not pen-
etrate the unexpectedly dense atmosphere. Nevertheless, during this flyby, hydrocar-
bonmolecules were detected and justified a return for more detailed investigations of
the exotic organic chemistry in this atmosphere. In the resulting joint mission, NASA
contributed the CASSINI spacecraft for long-term remote sensing observations by
orbiting the Saturnian system, while the European Space Agency (ESA) contributed
the HUYGENS probe to descend to the surface of Titan. The CASSINI–HUYGENS-
missionwas launched onOctober 6, 1997, and arrived at the Saturnian system in June
2004 [9, 13]. The significant distance led to a signal propagation delay of 68mins.
Therefore, ground control interaction during the entry and descent, lasting 2.5 h, was
not feasible, and autonomous adaptation and decisionmaking on-boardwas unavoid-
able [10]. In the following, we will focus on the control approaches to pass through
the poorly known Titan atmosphere by entry and parachute descent maneuvers in
order to safely land on Titan’s surface. The descent, illustrated in Fig. 25.3, had to
meet the following requirements:

• minimum period for measurements in the different atmospheric layers,
• coordination of instrument activities for efficient energy consumption,
• monitored landing on the surface, and
• limited descent duration caused by the transmission geometry toward theCASSINI
spacecraft, which acts as data relay toward Earth during its flyby.

A desirable control approach in that context would react adaptively to the incom-
ing information from instrument measurements in order to update the atmospheric
models and the predicted descent models. However, the means to realize such a
control approach were rather limited and related to the timing of

• parachute deployment after significant deceleration in the atmospheric entry phase,
• separation from decelerator heat shield for mass reduction, thus increasing the
descent duration, and

• change from the 8-m-diameter first parachute toward the smaller 3-m parachute,
thus accelerating the descent duration.

The timing of the parachute deployment had to select the right moment:

• not too early; as otherwise, the high velocity would cause significant drag forces
just destroying the parachute, and

• not too late; as otherwise, at lower velocities the atmospheric particles would not
be able to inflate the parachute.
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Fig. 25.3 The HUYGENS entry and descent scenario for exploration of Titans atmosphere and
surface (image courtesy of ESA). Timing, speed adjustment, and the establishing and retaining of
the communication link posed many challenges

Due to the high thermal flux at the time of parachute deployment (temperatures
about 1000 ◦C at the outside of the heat shield), only inertial acceleration sensors
could be used to determine the critical velocity to open the parachute. Another chal-
lenge in the Titan atmosphere was to cope with an uncertain atmospheric density
model. The simulation results depicted in Fig. 25.4 exhibit the different potential
atmospheric profiles for the velocity / acceleration evolution. Fortunately, the graphs
of the atmospheric profiles nominal, minimal, and maximal converge at the
planned deployment velocity of about Mach 1.5 (about 400 m/s). Thus, acceleration
profiles could be used as timing criterion for the main parachutes deployment despite
uncertainties in atmospheric density profiles.

During and after the decent, communication has to be ensured. Therefore,
HUYGENS dropped an additional spacecraft named CASSINI to act as a relay link
for transferring the measurement data to Earth. The descent of HUYGENS has to be
coordinated with CASSINI without loose connection. HUYGENS had to respect the
time constraints related to the flyby geometry of the CASSINI spacecraft. In case of
delays on decent, CASSINI could have passed the horizon to keep the connection
established. As a result, the interesting on-surface measurement could not have been
transferred back to Earth when HUYGENS finally landed on the surface.

The decent was adaptively controlled, as depicted in Fig. 25.5. The height profile
h(t), including in particular the time for the surface impact, is predicted from the
equations of motion depending on the gravity forces FG of Titan (well known since
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Fig. 25.4 The deceleration as a function of the velocity for different atmosphericmodels (according
to Lellouch-Hunten). The three profiles converge at a velocity of about 400m/s, which is the speed
the parachute opening was triggered

Fig. 25.5 Adaptive descent control scheme for HUYGENS landing on Titan. It includes many
sources of uncertainty at the parameter identification that increase confidence intervals for decent
time prediction. The parameters to be identified are the atmospheric density profilewhich introduced
an uncertainty of ±7.5mins, and the HUYGENS drag coefficient which increased the confidence
interval by±6.3mins. Finally, the uncertainty concerning the Titan surface topography additionally
added ±7.2mins

the flyby of VOYAGER 2) and the drag forces FD (poorly known as the VOYAGER
2 instruments could only measure upper atmospheric layers). So in the beginning
h(t) will only be a rough estimate, but after parachute deployment, the atmospheric
density ρ will be measured in addition to the deceleration a. The parameters inserted
into themodel of drag forces FD are very poor during the initial period of themission.
However, over the mission progress, more measurements become available, which
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Fig. 25.6 Images from Titan: The picture on the left shows a swampy area with river features (dark
streams) and the colorized image on the right shows the landing site in the dry bed of the lake (both
images are original mission pictures and courtesy of ESA)

leads to continuous and significant improvements. On this basis, descent profile
control has continuously been optimized during the descent and landing (Fig. 25.3).

On January 14, 2005, HUYGENS landed successfully on Titan in a dry riverbed
(Fig. 25.6) with a deviation of less than 5mins from the pre-planned values. Very
impressive images and material composition data were acquired and transferred to
Earth. More information on the mission can be found at http://sci.esa.int/cassini-
huygens/ http://sci.esa.fnt/cassini-huygens/.

Until now, we described the HUYGENS mission in retrospect. Questions target-
ing prospective missions are “How could self-awareness be applied?” and “What are
the benefits?” The HUYGENSmission was choreographed for a certain scenario and
realized using a hard wiring of solution strategies. In contrast, an increased flexibil-
ity would be desirable for future missions. This could be achieved if future system
creators are inspired by the self-awareness idea. Further, exchange and reuse of solu-
tion strategies would increase. The techniques applied in the CASSINI/HUYGENS
mission enable to setup self-awareness. The mission design employed by example
discrete models for payloads operations as well as thruster (trust on or off) and con-
tinuousmodels for physical phenomena. The data learned during operation formodel
parameterization was about position, temperature, and pressure. Complemented by
a few rule-based approaches, the reasoning was dominated by measurement, control,
and regulation technology. BesidesHUYGENS specific aspects, typicalmission con-
straints have to not only anticipate limited resources related to energy availability
and consumption, but also fulfill objectives (e.g., to instrument pointing by atti-
tude control). Mission objectives are to be compromised with resources available in
time-critical situations. This is one example where self-aware computing incorpo-
rates easily: Predictive models support decision making, leading to a self-awareness
concerning energy availability and consumption costs.

http://sci.esa.int/cassini-huygens/
http://sci.esa.int/cassini-huygens/
http://sci.esa.fnt/cassini-huygens/
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25.4.2 Rosetta—Accompanying and Landing on a Comet

The ESA-mission ROSETTA had the objective of a detailed comet exploration.
In 2014, a rendezvous maneuver injected the spacecraft into orbit around comet
67P/Churyumov-Gerasimenko,which enabled long-termobservation during the evo-
lution of the comets tail during perihel passage on August 13, 2015. On November
12, 2014, the PHILAE lander probe was deployed to the surface. Accidentally but
fortunately, all devices attaching it to the surface (one cold gas thruster, two har-
poons, and three ice screws) failed. Thus, it finally settled after 3 times bouncing in
a scientifically more interesting riff. In the following, the intended adaptive drilling
in the poorly characterized soil will be described [11, 12]. Due to the unestablished
anchoring, drilling could not be applied; nevertheless, the challenge of dealing with
uncertain environments is of generic interest also for future missions. The distance
to Earth during the landing was about 500 million km, leading to a latency of 28min.
Thus, the control commands arrive at the earliest after 56mins after the input mea-
surements occurred. So for almost one hour, all situations in this very uncertain
work environment had to be handled autonomously by the on-board data processing
system before any reactions from ground control could arrive. The core problem
was the coordination of the drilling device, the flight attitude control system, and the
anchoring system for a safe and energy efficient sample acquisition. For this purpose,
the targeted optimization goals (i) maximization of spacecraft attitude stability and
(ii) minimization of drilling duration provided the design requirements. For mission
design simulations, the following model components had to be taken into account:

• drilling equipment,
• cold gas thruster,
• mechanical soil properties of the comet surface,
• anchoring by harpoons,
• force and torque transfer in the structure of the probe, and
• force sensors, gyros, energy consumption monitoring.

The soil parameters to be identified during the drilling process included the following:
(i) Young’smodulus and (ii) adhesive friction. Thesewere expected to vary according
to drilling depth. Thus, while drilling progresses, the related parameters are identified
for the specific depth level based on encountered forces.

Figure25.7 depicts the simulation tool for predicting the expected performance
properties. As self-aware computingwas not introduced, the simulationswere impor-
tant to manually tailor the controller for the Rosetta mission. Figure25.8 summarizes
the adaptive controller design to anticipate all potential situations for robust perfor-
mance of drilling, considering multiple inherent uncertainties. Thus, the full control
chain, from sensormodeling, the data acquisition, and control reactions, to the impact
of the actuators on the spacecraft, is anticipated. The on-comet operations were con-
sidered high risk already during the initialmission planning phases in the early 1990s.
Malfunctions of single components and the appropriate reactions had been included
in the control strategy of the spacecraft. For example, the drilling assisted by the
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Fig. 25.7 Structure of the simulation tool for core drilling for the ROSETTA mission

thrusters was only planned in case harpoons and screws fail. Detailed variations of
unknown soil parameters were assessed in simulations of typical mission scenarios
in order to generate the most promising control strategy.

The obtained simulation results predicted significant performance improvements
compared to an adaptive control scheme.The coordination of all capabilities on-board
the spacecraft enabled a reduction of maximum forces and torques on the anchors
of about 30% (cf. Fig. 25.9). Despite the simulation strategy provided appropriate
results, more flexible reactions, possibly enabled by self-aware approaches, would
be desirable.

Surface science activities—except the drilling—had been performed by PHILAE
with the energy provided from the batteries charged before launch, and the acquired
data had been relied by ROSETTA to ground control. ROSETTA continues the jour-
ney as companion of the comet and just passed on the 13th of August 2015, the
closest approach toward Sun with significant increase in material sublimation activ-
ities. Further details can be found at http://sci.esa.int/rosetta/.

The encountered surface operations well exceeded earlier anticipated situations,
as all devices to attach the spacecraft to the cometary surface failed. Nevertheless,
PHILAE was somehow fixed in gap, but modeling and assessment of this unfore-
seen situation were not possible. Self-aware computing offers a methodology to

http://sci.esa.int/rosetta/
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better cope with unforeseen situations. However, it is hard evaluate whether addi-
tional operations and measurements could have been performed using self-aware
computing. In general, ROSETTA and HUYGENS had to face many challenges
(sumarized in Table25.1) where the self-aware idea could have improved mission
outcome (Fig. 25.10).

25.4.3 NetSat - A Satellite Formation in Low Earth Orbit

In Earth orbits, several multi-satellite systems have been established for applica-
tions in communications (e.g., IRIDIUM, Globalstar, TDRSS, and Orbcomm), in
navigation (e.g., GPS, Glonass, Galileo, and BeiDou), in Earth observation (e.g.,
Rapid Eye and Dove), and in science (e.g., Cluster and Swarm). All these systems
are realized as satellite constellations, where each satellite is individually controlled
from the ground. Future—more advanced multi-satellite—systems are expected to
be formations based on relative distances between spacecrafts. Appropriate topolo-
gies will be maintained using data exchange between the self-organizing spacecrafts.
This is necessary, as for low Earth orbits (LEO), one ground station has less than
10% of time access to the satellite. For several orbits, no contact at all occurs. In
particular, currently planned mega-constellations in low Earth orbits are foreseen to
provide a worldwide infrastructure for Internet access (e.g., OneWeb and SpaceX).
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Fig. 25.9 The first two rows show the forces acting at the pads during the drilling process at a
typical soil layer profile: Fp u = uncompensated, Fp c = compensated by cold gas thrusting. The
graphs depict the force per direction (x, y, z) for each of the three pads (pad1, pad2, pad3). It can
be seen that the thrusters reduced the forces on the pads. Beneath, in the third row, the reaction to
the drill pushing force Fd is depicted

Table 25.1 Summary of challenges for autonomous reactions in the mission scenario for the inter-
planetary missions HUYGENS and ROSETTA

Mission Huygens Rosetta

Phase Atmospheric descent Descent and landing
on the comet

Soil sampling

Objectives To achieve
atmospheric descent
profile suitable for
scientific
measurements

Safe landing near
specified location

Safe acquisition of
subsurface samples

Main environmental
uncertainty

Atmospheric density
profile

Dynamic/kinematic
properties, topography
of landing site

Mechanical soil
properties for
anchoring and drilling

Controlled states Descent profile Spacecraft attitude,
orbit parameters

Flight attitude, drill
pushing force, rotation
rate

Available actuators Timing of main
parachute deployment

Hydrazine/cold gas
thrusters

Drill motors, cold gas
thrusters
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Fig. 25.10 PHILAE finally landed on the comet: in front the Lander’s leg is visible in front of the
surprisingly hard cometary surface rocks (image courtesy of ESA, picture)

These constellations will require more advanced methods for efficient operations.
Beyond these telecommunication applications, also in Earth observation and Space
Weather characterization, commercial multi-satellite missions (e.g., by Planet Labs,
Spire, PlanetIQ) have been recently placed in orbit and are expected to be further
expanded [6]. These distributed networked multi-satellite systems provide data with
high temporal and spatial resolution, and thus enable innovative environment moni-
toring. Huge additional numbers of satellite in such LEO orbits significantly increase
the risks for collisions, especially in the regions near the poles. As satellite densi-
ties in the polar regions are expected to significantly increase due to orbit dynam-
ics properties, range detection, and collision avoidance might become requirements
for the future in order to avoid significant increase in space debris. There are sig-
nificant similarities to networked automobiles as well as to networked industrial
production methods. In this context, formations of multi-satellite systems have to
be self-organizing, in order to provide appropriate position and orientation of the
satellites for observations or for communication links. This requires an inter-satellite
communication link to close the control loop in orbit. Cooperation and exchange of
information will be based on relative distance and attitude measurements, as well as
on telecommunication links [1, 2, 15] (Fig. 25.11).

At University Würzburg’s Experimental satellite (UWE) program, a long-term
road map was established to realize the relevant technologies for formations at pico-
satellite level (at a mass of just a few kilograms). The first German pico-satellite
UWE-1 (launched in 2015 by a COSMOS-3M) addressed the scientific aspects of
“internet in space” as basis for the inter-satellite network in orbit. While UWE-2
(launched 2009 by PSLV) had emphasis on attitude determination, the UWE-3 mis-
sion (launched 2013 by Dnepr) continued with attitude control. This technology base
will be complemented by the currently prepared UWE-4 to demonstrate orbit control
capabilities. On this basis, as next step the NetSat mission employing 4 satellites is
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Fig. 25.11 NetSat: Networks of a ground stations and satellites formations promise potential for
applications in future Earth observation and telecommunication services

implemented to analyze the control of 3-dimensional topologies in orbit (planned
launch in 2018). This will enable innovative photogrammetric Earth observation
approaches. Scientific challenges of NetSat address model-based orbit predictions
and autonomous adaptive corrections of deviations with respect to telecommunica-
tion, data processing, and control [18, 19]. The objective of NetSat is the realization
of a distributed, cooperating multi-satellite systems using autonomous formation
control for optimization of observation periods. Relative distances at the beginning
of mission will be between 50 and 10km for safe operations. The first subgoal is to
autonomouslymaintain the formation configuration. After having acquired sufficient
experiences and derived appropriate models more risky, near proximity formations at
distances between 20 and 40m are foreseen. Technology challenges to be addressed
by NetSat include:

• formation control

– model reference-based adaptive control for attitude and orbit control by reaction
wheels, magnetic torquers, and electric propulsion

– relative attitude and position determination within the formation, based on data
exchange and data fusion

• autonomous, networked satellite control

– Reliable data exchange between the satellites by mobile DTNs and ad-hoc net-
works to adapt to changing communication topologies and interruptions
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– Networked control of the satellite formation, combination of supervisory control
from ground with autonomous reactions

• small satellite in-orbit demonstration

– Implementation of a demonstrator mission based on 4 pico-satellites
– navigation sensor system, in particular for relative distances and orientations

While thefirst phaseofNetSat applies adaptive and supervisory control approaches
in a conservative way, the NetSat mission offers the capabilities to upload new oper-
ational software. Thus, it could serve as a test bed for self-aware approaches the next
phase. Candidate application fields might address health management at component
and subsystem level. Other interesting features are collision avoidance andminimum
fuel consumption detour maneuvers in a cluttered environment with space debris.
With respect to planning, also suitable strategies for de-orbiting at the end of mis-
sion lifetime can be considered. Thus, direct comparisons of self-aware performance
advantages with traditional techniques in orbit could be implemented.

25.5 Conclusions

Space missions raise challenging tasks for providing autonomous reaction capabili-
ties in the context of interactions with poorly known environments being the target of
explorations. Earth-based control for time-critical situations is often impossible due
to significant signal propagation delay and link occultation periods. Additionally,
we expect that more logic will move from the supervisor into the spacecraft. Space
missions are becoming more and more complex and challenging. We see a need for
further automation to reach new goals. We argue that inspiration from self-aware
computing can help to advance the field.

In this chapter, we presented general solution approaches that have been applied
for autonomy in space and explain their relation to self-aware computing. Further, we
discussed the potential of self-aware computing for the application in space exem-
plified by two interplanetary missions HUYGENS and ROSETTA, and the satel-
lite constellations of the NetSat project. Candidate application fields of self-aware
computing might address health management, collision avoidance, minimum fuel
consumption at detour maneuvers, and de-orbiting at the end of mission lifetime.
Compared to the previously applied approaches, the idea of self-aware computing
translates into combining model-based learning and reasoning as ongoing processes
built into the spacecraft design to support autonomous reaction and control mech-
anisms. Despite sharing crucial aspects with classical adaptive control, self-aware
computing introduces complementary new aspects. At self-aware computing, model
learning processes are first-class entities. Formal models capture knowledge in an
abstract and compact manner and support reasoning with respect to the system goals.
Both the learning and reasoning processes are assumed to be running on an ongo-
ing basis during operation; thus, models are expected to evolve as time progresses,
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leading to improved reasoning and more reliable decisions. The learned models sup-
port complex reasoning and predictive analytics that go beyond applying simple rules
or heuristics explicitly programmed at system design-time. Self-aware computing
leverages descriptive, prescriptive, and predictive in an integrated manner. Model-
to-model transformations enable flexibility in trading-off between model accuracy
and analysis overhead. A suitable model combined with a tailored solution strat-
egy can be selected depending on the specific reasoning scenario. To move forward
into unknown areas, these ideas of self-aware computing may support advanced
autonomous behavior of spacecrafts and ground control in the future.
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Self-aware Computing Systems: Open
Challenges and Future Research Directions
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Abstract In this chapter, we discuss the open challenges in building self-aware
computing systems that are still being faced by the research and development com-
munity. The challenges can be theoretical, technical, computational, or even socio-
logical. First, we highlight the challenges associated with each of the earlier parts
of the book and summarize on respective future research directions. We then offer
concluding remarks and an outlook into the future in the last section.
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26.1 Introduction

Building self-aware computing systems entails tackling a set of theoretical, technical,
or even sociological open challenges in different areas. Self-aware computing is an
area that lies at the intersection of many others, some of which were discussed in
Chap.2, and in that sense, it inherits some of their respective major challenges.
However, the idiosyncrasies of self-aware computing systems create the need to
look at these challenges in areas such as architecting, analysis and verification, or
modeling from a different perspective, and pose entirely new challenges that are
exclusive to endowing systems with improved levels of self-awareness.

This chapter outlinesmajor open challenges in someof the relevant areas discussed
in this book and summarizes their respective future research directions.

In the remainder of this chapter, Sect. 26.2 discusses open challenges that con-
cern the architecture of self-aware computing systems, including the handling of
trade-offs at the architectural level between the level of self-awareness and the need
for encapsulation and modularity. Next, Sect. 26.3 outlines challenges in analysis
and verification, including those related to the scalability and timeliness of analysis
techniques, as well as the handling of epistemic uncertainty. Section26.4 discusses
open challenges from the perspective of online models, including issues such as
extraction, accuracy, or traceability. Open challenges from the perspective of self-
adaptation and management are discussed in Sect. 26.5, making particular emphasis
on decision-making. This leads to an outline in Sect. 26.6 of open challenges in
assessing self-awareness, among which we can highlight the assessment of function-
ality that has not been considered at the design time and this issue is strongly related
to the challenge concerning the run-time handling of epistemic logic as discussed
in Sect. 26.6. Sections26.7 and 26.8 discuss challenges in applications and in the
socio-technical context, respectively, whereas Sect. 26.9 draws some conclusions.

26.2 Open Challenges in Architectures for Self-aware
Computing Systems

For the architectures of self-aware computing systems as covered in Part 2, a number
of open challenges have been identified in Chap.8 organized jointly for the directions
concerning the architectures of self-aware computing systems covering fundamental
architectural concepts as discussed in Chap.5, architectures for individual self-aware
computing systems as covered in Chap.6, architectures for collective self-aware
computing systems as presented in Chap.7, and general challenges for architectures
for self-aware computing systems that apply to multiple of these directions. These
challenges are summarized in the following.

The first group of challenges that apply to all studied architectural directions
are related to the limitations of the proposed concepts for self-awareness and self-
expression that do not adequately cover complex graphs resulting from the awareness

http://dx.doi.org/10.1007/978-3-319-47474-8_2
http://dx.doi.org/10.1007/978-3-319-47474-8_8
http://dx.doi.org/10.1007/978-3-319-47474-8_5
http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7


26 Self-aware Computing Systems: Open Challenges … 711

and expression links and in particular loops in those that do not support more detailed
aspects of self-awareness and self-expression links as discussed in Chap.3, that do
not consider static knowledge thatmaymake the links and their run-time implications
obsolete, and that do not cover uncertainty, which is a main driver for the activities
linked to awareness.

Another group of challenges relates to the trade-off at the architectural level
between powerful self-awareness and self-expression and the need for encapsulation
and modularity. While encapsulation demands explicit and restrictive interfaces with
strong encapsulation, powerful self-awareness and self-expression would require
generic interfaces for computational reflectionwith nearly no encapsulation. Further-
more, concepts for reflection interfaces are required that are able to bridge the gap
between the structure of the scope and the span of self-awareness and self-expression
and also enable the long-term evolution of the architecture.

Besides the separation related to single awareness and expression links, the sep-
aration between multiple occurrences of self-awareness, how to separate them, and
how to rule possible interference result in a number of challenges. While means
for the separation of different self-awareness concerns such as self-healing or self-
configuration are a general problem, for collectives, the specific challenges arise how
collective self-awareness can emerge from individual self-awareness, how the impact
of changes at the individual level can impact the collective level, and how concrete
architectures for collective self-awareness best look like.

A challenge that applies to the individual as well as collective case is that at
the architectural level a certain dynamics result from either external changes or
adaptation of the system in response to change or to improve its behavior. A first
challenge is that a notation to capture the dynamics is lacking. Furthermore, it is a
major challenge that dynamics at the level of individual systems as well as dynamics
at the level of collectives has to be ruled and that the adaptation has to be able to cope
with it. In the case of collectives, in addition, the coherent behavior in case some
subsystems of the collective evolve is a crucial challenge as no joint management
can be assumed.

Finally, in thePart 2 outlined consideration are rather limited andgeneric as neither
the challenge how to integrate legacy software nor how to support particular domains
such as, for example, cyber-physical systems (CPS), sensor networks, Internet of
Things (IoT), or enterprise application (EA) and their specific needs and constraints
concerning self-awareness by domain-specific extensions have been yet sufficiently
discussed.

26.3 Open Challenges in Analysis and Verification

Analysis and verification in the context of self-aware systems inextricably entail the
tackling some of the open challenges in analysis and verification of self-adaptive
systems, due to their shared characteristics, which include operating in dynamically

http://dx.doi.org/10.1007/978-3-319-47474-8_3


712 R. Birke et al.

changing environments and, potentially, their ability to adapt their structure and
behavior to run-time changes.

In that arena, some of the most promising analysis and verification techniques,
such as quantitative run-time verification and probabilistic model checking [18],
are able to capture the probabilistic aspects inherent to the environments in which
such systems have to operate, and potentially, their adversarial nature (e.g., model
checking stochastic games, cf. Chap.11). However, these techniques are affected
by the well-known state explosion problem of model checking, which is of particu-
lar concern in the context of self-adaptive and self-aware computing systems, since
verification of models updated at run-time has to be performed with acceptable over-
head and in a timely fashion. Otherwise, longer computation times increase the risks
associated with run-time changes that might invalidate results by the time analysis
is completed. Although there are some techniques based on parametric [13], com-
positional/incremental [14], and distributed verification [3] that mitigate this issue,
further research is required to improve the scalability of these analyses and veri-
fication techniques for their applicability to large-scale, rapidly changing complex
systems.

As we move toward developing systems with higher degrees of self-awareness,
there is another major open challenge that becomes apparent in their verification and
analysis, which is related to the handling of epistemic uncertainty.

Uncertainty can be classified as variable or epistemic in nature. Variable (or
statistical) uncertainty is related to the randomness or stochastic behavior of sys-
tems, which can be properly captured in models typically employed for quan-
titative and probabilistic verification (e.g., discrete-time Markov chains, Markov
decision processes, probabilistic timed automata, stochastic multiplayer games). In
fact, the probability distributions that govern certain transitions in the system and
the environment encoded in such models (e.g., those related to operating conditions
or human behavior) can often be learned from observations at run-time, even if they
are unknown at the design time. In contrast, epistemic (or systematic) uncertainty is
caused by a lack of knowledge. An example of epistemic uncertainty when calculat-
ing the speed of a falling object is given if, for instance, we employmodels that do not
account for factors that would affect the calculation such as air friction, should they
be known. Epistemic uncertainty can be mitigated at the design time by carefully
analyzing potential factors that might affect the relevant properties of the system
that we want to analyze. Moreover, in systems with a low degree of self-awareness
that are amenable to be taken offline for maintenance, epistemic uncertainty can be
handled after system deployment by reworking models (and perhaps other system
elements, such as the monitoring infrastructure) to capture new aspects relevant to
the analysis that were not accounted for at design time. However, developing systems
with a higher degree of self-awareness implies enabling them to dynamically han-
dle epistemic uncertainty, for instance, when system goals change and new aspects
of the organizational context of the system have to be taken into account to assess
whether the new goals are being satisfied. How do we enable self-aware systems
to automatically capture this new information in their models and incorporate it
into their analysis and verification mechanisms? This remains an important open

http://dx.doi.org/10.1007/978-3-319-47474-8_11
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challenge, in which full automation of epistemic uncertainty handling associated
with different sources (e.g., goals, human behavior, resource availability) still seems
to be far-fetched, but intermediate steps can be taken toward partial automation by
involving humans in the loop.

26.4 Open Challenges in Online Models

As discussed previously in the book, online models (aka. run-time models) are math-
ematical representations of a target system and its environment extracted during the
system’s operation. They have been employed to achieve multiple self-awareness
properties in a variety of contexts. For example, run-time models may contain para-
meters that capture the time-varying characteristics and the complex resource require-
ments of user demands and can be very useful in a self-aware computing system for
online performance and resource management in modern datacenters.

Many open problems remain with regard to using run-time models more effec-
tively while building self-aware systems, including but not limited to the following:

• How to ensure that run-time models can be analyzed and solved in a computa-
tionally efficient and timely manner? This is particularly critical where the model
represents a large-scale distributed system, or themodel extraction relies on a large
amount of online measurement data.

• How to properly assess the validity and accuracy of run-time models, especially
given the dynamic nature of the environment a self-aware system faces. For exam-
ple, equippingmodels with confidence intervals can provide hints on their validity.
Efficient change-point detection algorithms are required to quickly identify when
a model becomes outdated and therefore needs to be updated.

• In some cases, it is necessary to infer the model structure at run-time, which is a
greater challenge than only estimating the parameter values online from a fixed
model template. This is because extracting model structures imposes a higher
computation cost and usually requires training data from a larger time window.

• How to ensure the robustness of a model-driven self-aware system with respect to
the uncertainty in the real system that is not captured by the online model?

• Different types ofmodelsmay be needed to capture different targetmetrics, such as
performance, cost, reliability, security, and energy consumption. How to combine
these different models in a self-aware system to automatically identify the most
appropriate trade-off between multiple objectives?

There are further challenges specifically associated with online learning and
extraction of run-time performance models:

• How to ensure the traceability between the performance models and the systems
they represent? The solution may be to explicit store traceability information as
part of the models.

• How to reduce the dependency of the overall solution on specific technology or
software stacks?
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• How to automatically identify an appropriate level of granularity for the per-
formance models of different systems? The optimum granularity level is often
determined by the specific self-aware use case the model is built for, as well as the
dynamic characteristics of the target system.

• How to better leverage automatic extraction of parametric dependencies in call
paths and resource demands to improve the accuracy of extracted models?

• Many run-time performance models are used to develop online adaptation
strategies for performance assurance purposes. In some cases, the most suitable
adaptation points (e.g., horizontal vs. vertical scaling of resources) need to be auto-
matically or semiautomatically extracted online, which creates additional chal-
lenges for the overall solution.

26.5 Open Challenges in Self-adaptation and Management

In Chaps. 12 and13, topics on self-adaptation for individual and collective self-aware
computing systems, respectively, are considered. Problem formulations considered
are both with respect to the different causes for adaptation, the used adaptation, and
learning techniques, and to the awareness and representation of the system where
explicit or implicit couplings in dynamics and objectives play amajor role in analysis,
adaptation, and achievable performance. In Chap.10, several illustrative cases of
different complexities are discussed together with reference to current state of the
art, and we will here summarize and discuss some related open research challenges.

Also without the general concept of self-awareness, many classical learning
adaptation-based schemes heavily rely on properties of assumed models such as
known model structures, known interconnections, couplings between submodels,
and high-frequency gain. These techniques thus comprise several of the challenges
and issues already raised in the previous section on Open Challenges in Online
Models.

Separation of concerns is a common design principle used to modularize both
software and, in a more general setting, system functionality into well-defined sub-
systems by encapsulation and thereby provide a means to handle complex systems
through design, implementation, analysis, and local optimization of (sub)system
behavior as well as maintenance of the individual modules. To achieve similar sep-
aration among resource utilization and system objectives is by no means trivial, and
systems are furthermore often designed to allow for extended functionality in an
“open-world assumption” perspective, in which improved self-awareness plays a
major role in self-adaptation and management.

In the quote—“We used to think that if we knew one, we knew two, because
one and one are two. We are finding that we must learn a great deal more about
‘and’.”1 by Arthur Eddington, the seemingly innocent connecting “and” could very
well represent the sometimes significant amount of added complexity when different

1A Dictionary of Scientific Quotations (1991) by Alan L. Mackay.

http://dx.doi.org/10.1007/978-3-319-47474-8_12
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subsystems come to interact by, for instance, shared resources and common, or even
conflicting, objectives and goals.

Self-adaptation and decision-making are often categorized as fully “centralized,”
i.e., having one centralized point of decision with full system state overview, “dis-
tributed,” where decision-making is shared across subsystems but possibly based on
complete system knowledge, or “decentralized” among subsystems based on their
local information only, each affecting the overall system behavior.

Whereas distributed and decentralized solutions may be preferable with respect
to reduced communication, robustness through redundancy, and the ideas behind
the separation of concerns to handle complexity, performance may degrade in many
aspects. A large challenge is to formalize and quantify this in a general setting.

The case study of System of Autonomous Shuttles in Chap.13 could in its most
simple and decentralized form corresponds to the distance-keeping scenario of vehi-
cle platoons in automated highway systems [25]. System performance may not
scale well due to, for instance, delays, and by only looking at measured distance
from the vehicle ahead, inherent problems of string instability will occur when the
number of submodules/vehicles increases. This phenomenon is closely related to
Forrester’s “bullwhip effect” in supply chain systems and stability in networked
systems [6, 20].

Using decentralized decision-making based on local criteria and system informa-
tion only may cause a significant degradation in achievable performance in compar-
ison with a centralized decision-making. This ratio of how efficient a certain Nash
equilibrium is in comparison with an optimal centralized solution is referred to as
the price of anarchy. Bounds on the degradation concerning “selfish routing” has
been investigated in [22, 23]. Introducing the aspects of fairness of utilization in
this context may be of significant importance but will also increase the complexity
of optimization considerably.

As shown in Chap.13, the couplings among subsystems may not only affect the
performance but more importantly also introduce delays and unintended interaction
loops that may endanger the overall system stability.

Depending on the degree of self-awareness, the self-adapting systemmay bemore
or less sensitive for interaction between subsystems, and the possibilities to identify,
adapt, and manage. Corresponding model knowledge quantified in self-awareness
could be comparedwith the concept of fault detection and fault correction,where fault
detection is the easier task which consists in detecting and reporting an unspecified
fault, whereas fault correction relies on the model knowledge to both detect, isolate,
identify and finally adapt to changes.

Implicit interaction between subsystems could be very hard to predict, depending
for instance on the granularity of modeling, and local adaptation with respect to
decentralized objectives has been shown to introduce degrading oscillations or even
instability through coupled systems. A related issue is to detect conflicting objectives
among subsystems which may cause considerable problems on a systems level,
either by wasting resources or by having consequences for the stability. Detection
of undesired oscillations due to self-reinforced feedback loops on a systems level is
therefore an important step in self-adaptation and case studies on this topic have been

http://dx.doi.org/10.1007/978-3-319-47474-8_13
http://dx.doi.org/10.1007/978-3-319-47474-8_13
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reported in both process industry and power management systems, see e.g., [15].
Robust fall-back solutions with lower efficiency have been reported for particular
applications and systems, but major challenges remain to handle these issues in a
general setting for complex systems.

A robust way to handle this during a design phase by distributing/decentralizing
and splitting common objectives, utility functions, and constraints into coupled sub-
systems is another open challenge of large interest.

An inherent problem in techniques such as adaptive control and machine learning
performed online (i.e., changing a running systems) is connected to excitation of sig-
nals and receiving information-rich data without degrading the system performance
due to the adaptation. If training and self-adaptation are done online, timescales
need to be separated to distinguish the origin of effects and related challenges are
considered in the area of dual control.

A closely related challenge is to ensure system robustness in the presence of soft-
ware errors. This challenge is especially relevant to systems where different require-
ments (and thus, different components) have different criticalities, as is common, for
instance, in cyber-physical systems. Hence, different components may be validated
to a different level of assurance. Errors may occur in less critical components but
should not propagate and bring down the system. The most critical requirements in
cyber-physical systems are the safety requirements.

A key adaptation challenge in this context becomes how to attain performance
goals enforced by optimization algorithms that are less reliable (and hence may
generate errors), while at the same time robustly guarantee meeting safety goals
enforced by components that are intentionally simplified (and hence do not address
performance). The answer lies in clever handover schemes between safety operation
modes and performancemodes (i.e., switching between different evaluation run-time
models) depending on the current state. This adaptation allows the system to attain
performance goals most of the time while ensuring overall robustness to unexpected
failures, making sure that safety requirements are never violated.

Determining how a self-aware system might exploit models of itself and its envi-
ronment to elicit additional goals and preferences that suffice to resolve detected
conflicts is a worthy research challenge [16, 17].

A related key challenge associatedwith self-awareness in collective systems is that
the learning which drives collective self-awareness occurs within individual compo-
nents, based on the knowledge obtained from their own local perspectives. Hence,
the knowledge on which to base the decisions which drive behavior, adaptation,
explanation, etc. may be incomplete, out of date, or even contradictory. Therefore,
the applicability of heterogeneous levels, domains, processes, and accuracy depends
on their appropriateness for the corresponding entities in the collective.
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26.6 Open Challenges in Assessing Self-awareness

Assessing self-aware systems is in very early stages of development as self-aware
systems themselves are a completely new computing paradigm. However, we are
able to build on well-known approaches employed in software and system testing,
evaluation, and analysis.

When it comes to assessing self-aware systems,wediscussed twomain approaches
in performing such an assessment in Chap.15. On the one hand, we discussed run-
time assessment where a human has to determine the capabilities of another machine.
On the other hand, a future self-aware machine might be required to determine its
own self-aware capabilities or the self-aware capabilities of another machine during
run-time. We consider two approaches with fundamentally different assumptions
where the assessor has knowledge about the inherent functionalities of the machine
and where the machine can only be observed from the outside, and the assessor does
not have any knowledge about the inherent functionalities of the assessed machine.
This is important as approaches such as automated code inspection can be applied if
the code base is available to the assessor [21].

However, there are still two important issues with run-time assessment. The first
issue revolves around the problem of how to set the objective or goal functions
autonomously. This needs to be performed during run-time for a specific system
capability to be assessed by the assessing human or machine. In the case of black-
box testing, we still lack test cases for the individual self-aware capabilities that can
be performed at run-time even though Chap.15 gives an initial idea on how to design
such test cases. The second issue is even more severe when it comes to identifying
and assessing functionality one has not considered at the design time of the system.
This brings us to the second main approach on performing assessments of self-aware
systems—design-time assessment.

In discussed design-time assessment, the designer has to carefully consider which
components of the self-aware system may adapt during run-time and which compo-
nents may not. The designer has to ensure that those systems show correct behavior
not only in their normal functions but also in the behavior of the self-awarenessmech-
anism. This requires to analyze the huge state space of such systems. This severe
issue becomes more difficult when adding the state space introduced by the self-
awareness mechanisms and all possible environments. Performing exhaustive tests
or simulations for such systems is not possible. Hence, a clear definition of equiv-
alence classes of behavior for such systems will be crucial. Furthermore, efficient
methods are required to generate and/or identify representative test cases for suffi-
cient test coverage. This will allow for model-based or real testing of such systems
and hence reduce the risks of making inadequate design decisions. We considered an
additional long-term evolutionary cycle in which the designer may adopt the system
and hence perform a design-time evolution of the same. This additional evolutionary
loop allows to adjust assessment capabilities for situations a designer may not have
considered initially. However, it limits the assessment capabilities again until an full
evolutionary cycle with additional human interaction has been performed.

http://dx.doi.org/10.1007/978-3-319-47474-8_15
http://dx.doi.org/10.1007/978-3-319-47474-8_15
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26.7 Open Challenges in Applications
of Self-aware Computing

Though there are a great deal of ongoing efforts toward self-aware and self-managed
systems from cloud and datacenter providers, there are still several open issues and
challenges yet to be tackled. The immediately arising challenges are related to how
to store and analyze the performance logs at scale, from the perspective of imple-
mentation as well as analysis.

To ensure the high dependability of datacenters, centralized performance moni-
toring systems are in place and collect information from highly distributed servers.
The volume, velocity, and variety of logs flowing into the monitor systems can be
extremely high and result in a big data problem itself. It is not straightforward to
determine what data to store, for how long, and how to aggregate the data such that
the maximum amount of information is retained using a minimum storage space. As
such a data set eventually caters to a large number of users who try to mine the logs
and identify performance optimization opportunities, the access patterns and network
bandwidth requirements of these monitoring systems shall be carefully incorporated
into the design. All in all, the overall requirements to store and analyze performance
logs call for a distributed design of monitoring systems.

One of the key analyses carried out on performance logs is the time series analysis,
e.g., predicting patterns of resource usage series, or detecting anomalies in workload
demands. On the one hand, due to the storage requirements, performance logs are
often aggregated in a rolling window fashion that results in coarse-grained informa-
tion in the long run and fine-grained information in the near past. As the standard time
series analysis requires uniform input from the history, i.e., with the same granularity,
time series mining on existing logs is constrained by the coarse-grained information.
On the other hand, there is a massive amount of time series of server usages, which
could share similar patterns. Such a rich spatial information could offer opportunities
to overcome the limitation from the problem of coarse-grained temporal data and
the requirement of storing long-history data. Therefore, we argue that there is a need
to develop a new type of methodology that can efficiently analyze large amounts of
time series data of resource usages, addressing the issues of non-uniform granularity
in the temporal data and taking advantages of rich spatial information.

Another obvious area of application for self-aware systems is the Internet itself
[5, 10], where a large number of system components such as routers, Web servers,
clouds, together with routing algorithms, and task allocation schemesmust cooperate
as an autonomic self-aware infrastructure. Network routing itself can be made into
a self-aware subsystem of the Internet [9], which can benefit real-time applications
such as Voice over IP [27], but a research challenge remains in handling possible
oscillations [12], which can become useful if each decision change is preceded by a
useful step of work that reduces future resource consumptions and if each change in
decision actually improves future network performance.

At the edge of the network, and especially with the advent of the IoT (Internet
of Things), there are increasing research challenges regarding smart sensing [11]
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that can benefit from a self-aware approach to prioritize the most timely or relevant
information, for instance, in applications such as emergency communications [19]
or communications for autonomous vehicles.

In applications such as e-commerce [8], the challenge of using self-awareness
is to combine information about pricing and competition, together with technical
characteristics of the network, to optimize the Internet’s performance for the benefit
of the different (and not necessarily cooperative) economic agents.

In core network routing, which today also supports the mobile devices including
mobile telephony, “softwarization” and virtualization now constitute the leading
edge of research; thus, a challenge is to demonstrate how self-awareness can be
built into the SDN (software-defined network) controllers [7] that are increasingly
used by the Internet service providers. As an alternative to making changes in the
core routing, recent work [2] has shown that high-level overlays driven by self-aware
methodologies can substantially improve the users’ perceived quality of service in the
long-haul intercontinental Internet. This is a promising direction of future research,
especially when combined with SDN and smart allocation of tasks to the cloud that
resides within our Internet infrastructure [26].

26.8 Socio-Technical Challenges for Self-aware Systems

Technical innovation can only be successful if it leads to avail and user acceptance.
Thus, the success of technical innovations does depend not only on functional, but
also critically on non-functional properties, in particular on properties that relate
to the appropriate and careful embedding of technological advances into the users’
personal, economical, and sociological environments. Self-aware computing systems
will contribute substantially to the automation of processes and activities of our
daily life. They will interweave information and communications technologies with
our private, public, and business environments. It is a salient characteristic of self-
aware computing systems that they might gather, store, process, and communicate
personal information about the user’s context—often transparently and imperceptibly
for the user—in order to realize self-adaptivity. This leads inevitably to viewing
these systems as socio-technical systems and corresponding non-functional design
concerns that in some cases may create conflicting requirements. In the following,
we will briefly discuss some examples for such concerns.

Many projects in the realm of autonomic self-adaptation in self-aware systems
have aimed at “getting the user out of the loop,” i.e., to achieve complete automation
without any user interaction. In many real-life applications, this has turned out to be
inappropriate. Human users should be able to intervene when the system does not
know what to do, when it makes wrong decisions, or when adaptation is not wanted
in a certain situation. Inappropriate automatic actions might distract or disrupt users
from their current task, or in the worst case, they might prevent them from correctly
carrying out their current task. Thus, the challenge is to find technical solutions for
a reasonable compromise between automation and user control.
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Self-aware systems require sensory input, i.e., context information, in order to
be self-aware. In many application scenarios, such as smart home, e-health, and
autonomous cars, this context information will contain highly sensitive personal
data. Hence, security and privacy concerns have a crucial influence on the social
acceptance of solutions in these scenarios. This is an extremely wide field where
a lot of research is going on and where continuously more research is needed as
technology progresses. Design paradigms such as “Security byDesign” and “Privacy
by Design” seem to take the right perspective on the problem space. However, we
need to better understand the implications of such paradigms for the design and
implementation of self-aware computing systems.

Automation in general raises questions of legal accountability and liability for
any kind of wrong doing. Currently, these concerns are debated extensively and con-
troversially for autonomous driving situations. These debates underline the inherent
difficulties behind these legal issues. Self-aware systems cannot escape these diffi-
culties. Law experts and software engineers need to collaborate in interdisciplinary
design efforts to find appropriate solutions for different scenarios [24]. It seems like
that in this area, the controversial debate will go on forever whether existing fun-
damental and constitutional laws already provide a satisfactory legal framework of
whether completely new laws are required. An enormously difficult challenge is
to find the right transformations that transform abstract normative statements into
corresponding technical software artifacts.

Besides legal aspects, trust in the correctness and effectiveness of a complex tech-
nical system is a crucial determinant of user acceptance. Generating user trust with
a self-aware system is a multifaceted problem which depends on many ingredients,
such as perception of correctness, transparency, robustness, performance, and many
more. While it is certainly difficult to keep all of these trust determinants in mind
when designing a self-aware system, it is even more challenging to find suitable
technical representations for them in the implementation.

Appropriate solutions for such socio-technical requirements need to be integrated
into self-aware systems and thus need to be taken into account in the development
process from theverybeginning.Even if this fact iswell known inpractice, so far there
is little discipline-overarching methodology available for the design and evaluation
of socially embedded self-aware applications [4, 24]. Of course, there are method-
ological approaches to reflect non-functional requirements in software engineering
processes and to specifically address the socio-technical embedding of technology
in its organizational context [1]. However, a generalization of these approaches is
needed. The real challenge in this respect lies in the mapping of normative require-
ments, e.g., given in the form of abstract legal or ethical regulations and norms, into
technical artifacts of the self-aware software systems.Another challenge is tomediate
between conflicting socio-technical requirements. We claim that self-awareness will
only find widespread acceptance if the socio-technical concerns are taken seriously
and appropriate interdisciplinary design methodologies are available that facilitate
the development of such systems.
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26.9 Conclusion

In this chapter, we have provided a brief survey of open challenges in the field
of self-aware computing, based on the vision introduced in Chap.1. These include
challenges around necessary software architecture frameworks and elements, chal-
lenges in analysis and verification, especially as pertinent to self-adaptive systems,
challenges in extracting, using, and updating online models as quantitative represen-
tations of self-aware systems, challenges in self-adaptation of both individual and
collective self-aware systems, challenges in both design-time and run-time assess-
ment of self-awareness, as well as challenges in applying self-awareness concepts
and approaches to datacenters, clouds, and the Internet itself. Last but not least, there
are fundamental socio-technical challenges associated with getting self-awareness
fully accepted and appreciated by the whole user community.

The discussion of these open problems can hopefully inspire and enlighten the
research and development community as they continue to seek new research direc-
tions. With a collective effort, we wish to advance the state of the art in self-aware
computing systems to the next level.
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