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Abstract. The goal of the Active Learning algorithm is to reduce the
number of labeled examples needed for learning. In this paper we propose
the new AL algorithm based on the analysis of decision profiles. The
decision profiles are obtained from the outputs of the base classifiers that
form an ensemble of classifiers. The usefulness of the proposed algorithm
is experimentally evaluated on several data sets.
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1 Introduction

Supervised learning is one of the types of machine learning [1]. Classification
methods are applied in many practical tasks [5,8,10]. Generally, the recognition
algorithm maps the feature space to the set of class labels. This process requires
a sufficiently large number of training examples in the learning set. Typically
these examples are manually labelled by the expert (sometimes called - oracle).
On the other hand unlabelled examples are much easier to be acquired.

Active Learning (AL) [6] is a special case of machine learning in which a
learning algorithm is able to interactively query the expert to obtain a label
for unlabelled examples. These labelled examples are further used to improve a
classifier. The key issue is to select the most informative examples. In this paper
we use Query by Committee (QBC) approach [11]. This approach to AL is based
on using the ensemble of classifiers to select the most informative examples.

The text is organized as follows: after this introduction, in Sect. 2 the idea of
an ensemble of classifiers is presented. Section 3 contains the description of the
proposed AL scheme based on the QBC approach. The experimental results on
several data sets are presented in Sect.4. Finally, conclusions from the experi-
ments and future research proposals are presented.

2 Ensemble of Classifiers

The classification task can be accomplished by a single classifier or by a team
of classifiers. In the literature, the use of the multiple classifiers for a decision
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problem is known as the multiple classifier systems (MCS) or the ensemble of
classifiers EoC [7,12]. The construction of MSC consists of three phases: gener-
ation, selection and integration [3]. In the second phase, which is discussed in
this paper, one classifier or a subset of the base classifiers is selected to make
the final decision which is to assign an object to the class label.

The output of an individual classifier can be divided into three types [13]:

— The abstract level — the classifier ¢ assigns the unique label j to the given
input z.

— The rank level — in this case for each input x, each classifier produces an
integer rank array. Each element within this array corresponds to one of the
defined class labels. The array is usually sorted with the label at the top being
the first choice.

— The measurement level — the output of a classifier is represented by a measure-
ment value that addresses the degree of assigning the class label to the given
output x. An example of such a representation of the output is a posteriori
probability returned by Bayes classifier.

Let us assume that we possess K of different classifiers ¥y, Ws, ..., ¥g. Such
a set of classifiers, which is constructed on the basis of the same learning sample
is called an ensemble of classifiers or a combining classifier. However, any of ¥;
classifiers is described as a component or a base classifier. As a rule K is assumed
to be an odd number and each of ¥; classifiers makes an independent decision.
As a result, of all the classifiers’ actions, their K responses are obtained. Having
at the disposal a set of base classifiers one should determine the procedure of
making the ultimate decision regarding the allocation of the object to the given
class. It implies that the output information from all K component classifiers is
applied to make the ultimate decision.

In this work we consider the situation when each base classifier returns the
estimation of a posteriori probability. This means that the output of all the base
classifiers is at the measurement level. Let us denote a posteriori probability esti-
mation (most often discrimination function — DF) by pi(w|z), k = 1,2,..., K,
w=12,...,8, where 2 is the number of the class labels. One of the possible
methods for such outputs is the linear combination method. This method makes
use of the linear function like Sum, Prod or Mean for the combination of the
outputs. In the sum method the score of the group of classifiers is based on the
application of the following sums:

K
si(x) :Zpk(wpc), w=1,2,...,0. (1)
k=1

The final decision of the group of classifiers is made following the maximum rule
and is presented accordingly, depending on the sum method (1):

Ug(x) = arg max si(x). (2)

In the presented method (2) DF obtained from the base classifiers take an
equal part in building MCSs. This is the simplest situation in which we do not
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need additional information on the testing process of the base classifiers except
for the models of these classifiers. One of the possible methods in which weights
of the base classifier are used is presented in [4].

3 Proposal of Active Learning Algorithm Using
the Decision Profile

The general AL scheme is defined as follows [15]:

Input: Learning algorithm - A; Set of labeled training examples - L; Set
of unlabeled training examples - U; Number of active learning iterations - n;
Number of selected examples - m.

Repeat n times

1. Generate a committee of classifiers, C* = EnsembleMethod(A, L)

2. Vz; € U compute InformationValue(C*,x;), based on the current
committee

3. Select a subset S of m examples that are the most informative

4. Obtain a label for examples in S from “oracle” or an expert

5. Remove examples in S from U and add to L

Return EnsembleMethod(A, L)

3.1 Proposal of Information Value Calculations

For K base classifier their outputs are arranged in the decision profile:

pi(1fz) | py(©2fa)
DP@)=| : : | (3)

pr(1lz) : pr(2]z)

During learning of the base classifiers we obtain m decision profiles, where
m is the number of objects from the learning set. From the decision profiles we
calculate the decision scheme according to the formula:

dS11 dSl_Q
DS=1| |, (4)

dSK1 : dSK_Q

where m
oy, = Ln=t Ln) = wn) Pilionlon) (5)
Yone1 L(¥k(zn) = wn)
where I(-) is the indicator function. The value of dsy,, is calculated only from
those DF's for which the classifier £ did not make an error.
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The information value is calculated for the new object on the basis of its
decision profile according to the formula:

K Q
Z Z (pr(wl|x) < dsgy)- (6)
k=1 w=1

The obtained information value IV for the new object from a set of an
unlabelled training example is used to indicate the object x to be labelled. The
labelled object is the one that exceeds the established value of the IV. In the

experiments the algorithm using the proposed above method is denoted as w1V .

4 Experimental Studies

In the experiential research we used two data sets from the UCI repository [9],
one data set form Keel repository and the two generated randomly — they are the
so called Banana and Higleyman sets. The numbers of attributes and examples
are presented in Table 1. In the experiments we have used the standard 10-fold-
cross-validation method and the feature selection process [14] was not performed.

Table 1. Description of data sets selected for the experiments

Data set Example | Attribute
Banana 2000 2
Highleyman 400 2
MAGIC Gamma Telescope | 19020 11

Phone 961

Pima Indians Diabetes 768

In the experiments 9 base classifiers were used. One of them (labelled as ¥)
used the decision trees algorithms, with the splitting rule based on entropy, the
number of branches equal to 2 and the depth of the precision tree having at most
6 levels. Two of them work according to k— NN rule where k parameter is equal
to 3 or 5 and they are labelled as W, and W3 respectively. The classifier labelled
as ¥, is the rule induction classifier. This classifier uses a tree-based modelling
in which a tree is run and models for which the purity is at or above a specified
threshold are removed from the training data set and placed on the side. The
fifth classifier ¥5 uses Support Vector Machines models with the Decomposed
Quadratic Programming estimation method. The sixth classifier ¥ uses the least
squares regression model to predict the class label. The last of the base classifiers
V7 is the multilayer perceptron model with 3 hidden units.

Tables2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 show the results of the classification
for all base classifiers and two ensemble methods. The results refer to the first
iteration of AL scheme and are for information value equal 12 or 15.



124 R. Burduk

Table 2. Classification accuracy for the base classifiers (V1 ...,%Wy), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Pima data set

AL scheme | Wy |W |Ws (W (W |Ws | Wy |Wy |Way | WL
k=0 0.25]0.25(0.22 1 0.21 | 0.40 | 0.28 | 0.26 | 0.27 | 0.28 | 0.18 | 0.21
k=1 0.22]0.22]0.40 0.270.22]0.27|0.25|0.31 | 0.30 | 0.26 | 0.25
Random | 0.25]0.25|0.40 |0.220.35]0.28 | 0.26 | 0.35 1 0.30|0.25 | 0.28

Table 3. Classification accuracy for the base classifiers (W1, ..., ¥y), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Pima data set

AL scheme | ¥ |¥y (U3 (W (U5 (T (U (U W | Uny | PLY
k=0 0.25]0.25(0.220.21 |0.40 | 0.28 | 0.26 | 0.27 | 0.28 | 0.18 | 0.21
k=1 0.25/0.25/0.40 | 0.21 | 0.40 | 0.28 | 0.26 | 0.27 | 0.28 | 0.18 |0.21
Random | 0.34|0.34 |0.40 | 0.23|0.35 | 0.43 | 0.26 | 0.25 | 0.23 | 0.30 |0.26

Table 4. Classification accuracy for the base classifiers (¥1, ..., %y), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Banana data set

AL scheme | ¥y (W (W5 W (W5 W (W (W W | Wy W2
k=0 0.28 1 0.28  0.45 0.42 0.16 0.140.27 0.14 0.130.21 |0.12
k=1 0.18 1 0.180.45 0.51 0.12 0.14 0.32]0.120.13]0.15 | 0.13
Random | 0.240.240.45]0.42 0.130.14|0.28 0.11 0.11]0.16 | 0.12

Table 5. Classification accuracy for the base classifiers (¥4, ..., ¥y), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Banana data set

AL scheme | Wy |W (W3 (W (W |Ws W Wy |Wy |WUay | WL
k=0 0.280.28|0.450.42|0.16 | 0.14 | 0.27|0.14 | 0.13 | 0.21 |0.12
k=1 0.180.18|0.450.45|0.15 | 0.14 | 0.30| 0.14 | 0.12 | 0.18 |0.13
Random | 0.31/0.31/0.450.41|0.170.14|0.25 | 0.13 | 0.13 | 0.22 |0.12

Table 6. Classification accuracy for the base classifiers (¥4, ..., %y), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Higleman data set

AL scheme | ¥ |y (W3 Wy (WU (W Wy (W Wy | WUyy |2
k=0 0.05/0.05/0.2/0.17 | 0.12]0.05 | 0.05 | 0.12 0.05| 0.05 | 0.05
k=1 0.05/0.05/0.5|0.15 0.05| 0.05 | 0.07 | 0.02 0.05|0.05 | 0.05
Random | 0.070.07/0.5/0.2 [0.12/0.07 0.1 |0.05|0.05|0.05 |0.05
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Table 7. Classification accuracy for the base classifiers (¥1,...,%Ws), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Higleman data set

AL scheme | w1 (W |y @ s (W (@ (o (W o |01
k=0 0.05/0.05 0.2 | 0.17 0.120.05 0.05 0.12/0.05 0.05 | 0.05
k=1 0 |0 |05 017 01201 01200701 01 |0.1
Random | 0.17 0.17 0.67 0.17 0.1 0.050.07/0.1 |0.1 0.1 | 0.07

Table 8. Classification accuracy for the base classifiers (W1, ..., ¥y), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Magic data set

AL scheme | ¥ (¥ (U3 (W (U5 | (U (U W |Unyv | UiE
k=0 0.16 1 0.16|0.20 | 0.20 | 0.20 |0.18|0.17 | 0.20 | 0.20 | 0.16 | 0.16
k=1 0.15/0.15/0.36 | 0.20 | 0.21 |0.17|0.18 | 0.19|0.19 | 0.16 | 0.15
Random |0.15/0.15/0.36 | 0.21|0.21 |0.17|0.16 | 0.18 | 0.18 | 0.16 |0.15

Table 9. Classification accuracy for the base classifiers (¥1, ..., ¥y), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Magic data set

AL scheme |0y (W (W5 W (W5 W (W (W W | Wy WL
k=0 0.16|0.16 | 0.20 0.20 | 0.20 | 0.18 | 0.17|0.20 0.20  0.16 | 0.16
k=1 0.150.150.36 0.25  0.19 0.18 0.16|0.20 0.19|0.15 | 0.14
Random | 0.15/0.15 0.36]0.210.20 | 0.19]0.17 0.19/0.19 0.16 | 0.16

Table 10. Classification accuracy for the base classifiers (¥4, ..., Wy), Majority Voting
and Sum method for AL scheme with IV = 12 and random labelling of unlabelled
training examples - Phone data set

AL scheme | Wy |W (W3 (W (W |Ws Wy Wy |Wy |Way |WRL
k=0 0.25]0.25|0.26 1 0.27 | 0.30 | 0.26 | 0.21 | 0.26 | 0.26 | 0.23 | 0.22
k=1 0.2210.22/0.32/0.27/0.17|0.19|0.20| 0.13 | 0.14 | 0.17 | 0.15
Random | 0.20/0.200.32/0.280.19 |0.22/0.21 |0.15|0.15 0.18 |0.17

Table 11. Classification accuracy for the base classifiers (¥1, ..., ¥y), Majority Voting
and Sum method for AL scheme with IV = 15 and random labelling of unlabelled
training examples - Phone data set

AL scheme | ¥ (W (U3 |Wy (W5 (U | |(Ws (W |Unyv | WLL
k=0 0.2510.25]0.26 | 0.270.30 | 0.26 | 0.21 | 0.26 | 0.26 | 0.23 | 0.22
k=1 0.23]0.23/0.32/0.27/0.230.20/0.22 0.2 |0.21|0.21 |0.19
Random 0.2210.22]0.32/0.27|0.22 | 0.180.20 0.18 | 0.19 | 0.18 |0.17
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The obtained results are promising. For a given data sets we received improve-
ment of classification quality. This improvement relates to the proposed AL
algorithm compared to random labelling of the unlabelled training examples.
For example, algorithm ¥}% in our AL approach is about two percent higher
than the same algorithm with random labelling in the case of MAGIC Gamma
Telescope and Phone data sets. Made experiments also show that the selection of
1V parameter values significantly affect the quality of classification. For example
algorithm ¥4Y obtained the best results for IV = 15 and IV = 12 for MAGIC
Gamma Telescope and Phone data sets respectively.

5 Conclusion

The paper presents the new AL algorithm based on the QBC approach. In the
information value calculating process the decision profiles are used. In the paper
experiments on several data sets were carried out. The obtained results are
promising. This is due to the improvement of classification quality when we use
the proposed AL algorithm compared to random labelling of unlabelled training
examples.

In the future studies we plan to discuss the impact of using another value of
the information value. In addition, further experiments should apply imbalanced
data set [2] and not only to the binary data set.
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