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Introduction

Social simulation is a rapidly evolving field. Social scientists are increasingly
interested in social simulation as a tool to tackle the complex nonlinear dynamics of
society. As such, it comes as no surprise that scientists employing social simulation
techniques are targeting a wide variety of topics and disciplinary fields. The
management of natural resources, financial-economical systems, traffic, biological
systems, social conflict, and war—they are all examples of phenomena where
nonlinear developments play an important role. Social simulation, often using
the methodology of agent-based modeling, has proven to be a new and powerful
methodology to address these processes, thus offering new insights in both the
emergence and the management of nonlinear processes. Moreover, offering a formal
and dynamical description of behavioral systems, social simulation also facilitates
the interaction between behavioral sciences and other domain-related scientific dis-
ciplines such as ecology, history, agriculture, and traffic management, to just name
a few examples. The increased capacity for simulating social systems in a valid
manner contributes to the collaboration of different disciplines in understanding and
managing various societal issues.

The European Social Simulation Association, founded in 2003, is a scientific
society aimed at promoting the development of social simulation research, education
of young scientists in the field, and application of social simulation. One of its
activities is the organization of an annual conference. From September 14th to
18th in 2015, the 11th Social Simulation Conference was organized in Groningen,
the Netherlands. The hosting organization was the Groningen Center for Social
Complexity Studies.

This book highlights recent developments in the field of social simulation as
presented at the conference. It covers advances in both applications and methods
of social simulation. Because the field of social simulation is evolving rapidly,
developments from a variety of perspectives have been brought together in this
book, which has a multidisciplinary scope. Yet all the contributions in this book
share a common interest: the understanding of how interactions between a multitude
of individuals give rise to complex social phenomena, and how these phenomena
in turn affect individual behavior. This multidisciplinarity is of vital importance,
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vi Introduction

because it facilitates the communication between different disciplinary areas.
The value of disciplinary collaboration and cross-fertilization in social simulation
research is demonstrated by many contributions in this volume. To mention just one
of the many areas for which this holds: insights from studying the socio-ecological
dynamics of fisheries may prove to be relevant in understanding conflicts in human
organizations as well.

Concerning the topics addressed in this book, the reader will find a wide
variety of issues that are addressed using social simulation models. The topic of
complexities of economic systems is addressed in a number of chapters, providing
a perspective on our understanding of the nonlinear characteristics of economic
systems on various levels. Opinion dynamics is another topic on which numerous
contributions focus. Studying opinion dynamics is highly relevant to develop a
deeper understanding of societal polarization, the emergence and resolution of con-
flict, and civil violence. A range of contributions addresses the interaction of humans
with their environment, most notably the social dynamics of natural resource use and
ecosystem management. Applied topics deal with fish stocks and land use. Closely
related to this are contributions dealing with food production and consumption, a
theme that in turn has important consequences for land use. Another field with
important societal impact addressed by papers in this volume is transportation,
where technology development and human behavior interact likewise. This is related
to the rapid developments that we currently witness in systems for the production
and consumption of energy. The energy transition can be seen as a typical example
of a nonlinear process where social simulation contributes to a deeper understanding
that may help to develop more effective managerial and societal strategies in
the future. Besides looking at current societal and socio-ecological issues, social
simulation is increasingly used to understand developments that happened in the
past. In this book, the reader will find chapters demonstrating how social simulation,
as a methodology, may be valuable in understanding historical developments.

Besides applications of social simulation models on topical domains, this book
also covers relevant developments in the methodology of social simulation. An
area that receives increasing attention in the literature is the empirical validation of
simulation models. Various contributions address the question how empirical data
can be used in further improving the reliability of social simulation models. Also
attention is devoted to the use of behavioral theory in social simulation models,
which requires a translation from more descriptive and correlational models to a
formal dynamic model of behavior. Related to this is the topic of construction of
artificial populations to be used in experimenting with models of societal processes.
Finally, in making models more accessible for the general public, attention is given
to running social simulation models in browsers, which would make them much
more accessible.

This book is an important source for readers interested in cutting-edge devel-
opments exemplifying how simulation of social interaction contributes to under-
standing and managing complex social phenomena. The editors wish to thank all
authors, the members of the scientific committee and the auxiliary reviewers who
were responsible for reviewing all the papers submitted for the conference, as well



Introduction vii

as the organizers of the special sessions. For a list of all people involved in shaping
the contents of the conference and reviewing the submissions, see the next pages.
The papers published in this volume are a representative selection from a broader
set of research papers presented at Social Simulation 2015.

Groningen, The Netherlands Wander Jager
Rineke Verbrugge

Andreas Flache
Gert de Roo

Lex Hoogduin
Charlotte Hemelrijk
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From Field Data to Attitude Formation

Kei-Léo Brousmiche, Jean-Daniel Kant, Nicolas Sabouret, and
François Prenot-Guinard

Abstract This paper presents a multi-agent model for simulating attitude formation
and change based on perception and communication in the context of stabilization
operations. The originality of our model comes from (1) attitude computation that
evaluates information as part of a history relative to the individual and (2) a notion
of co-responsibility for attitude attribution. We present a military scenario of French
operations in Afghanistan along with polls results about the opinion of citizens
toward present Forces. Based on these field data, we calibrate the model and show
the resulting attitude dynamics. We study the sensibility of the model to the co-
responsibility factor.

Keywords Social simulation • Attitude formation and dynamics • Agent-based
modeling • Cognitive modeling • Calibration using field data

1 Introduction

The new conflicts that arouse during the two last decades have brought a deep shift
in military strategies [19]: most of the stabilization operations conducted by western
Forces involve opponents who blend themselves into the “human environment”
to turn the population in their favor. In order to counter them, one should not
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only rely on tactical actions against them but also on non-kinetic actions such as
reconstruction or specific communication actions that aim at altering the “hearts
and minds” of the population. In this context, understanding the impact of actions
performed by the intervention Force on the population’s attitude is a major issue.

The concept of attitude derives from social psychology and could be defined as
“a mental and neural state of readiness organized through experience” [2]. Multi-
agent simulation of attitude dynamics seems a promising approach to study such
complex social phenomenon since it is funded on individuals micro modeling and
their interactions to analyze emergent macro trends [7]. While multiple agent-based
models have been proposed to study attitude and opinion (i.e., expressed attitude)
dynamics [3, 5, 20], the major difficulty relies in validation: can a given model
correctly reflect the attitude dynamics of a population in a conflict zone? Opinion
polls can provide target values. However, collecting field data to feed the simulation
model and assessing the validity of its outcome (based on the expected values)
can prove to be very difficult.

As part of our research, we have been given access to polls results about
opinions of the population toward the different present Forces (foreign Force and
Taliban) in an area of Afghanistan where French Forces conducted stabilization
operations.1 Along with these survey results, we have reconstituted the military
actions sequences of each Force through a series of interviews with officers who
were in charge of the situation. Our analysis of these data has brought light to
attitude dynamics that go against classical approaches in social simulation. First,
most models compute the attitude as the aggregation of the impact of each feature,
seen as independent criteria or events [5, 20]. However, people do not evaluate each
action (such as food provision, military patrol, and bombing attack) independently
but toward what similar actions represents in general in terms of direct and indirect
consequences for the population. It corresponds to Kahneman’s memory-based,
retrospective approach of evaluation [13]. Second, we noticed that populations
attitude toward the UN army could decrease when it fails to accomplish its securing
mission. For instance, in case of a bombing attack, victims will not only blame
insurgents who are directly responsible but also the Security Force which have
“failed” to prevent such an event. It corresponds in this case to the concept of “role-
responsibility” in the sense of Hart [11]. In generally, people tend to attribute the
responsibility of an action to other people, groups, or situational factors in addition
to the direct responsible [12, 14].

In this paper, we propose a multi-agent simulation model based on field data
that will help to better comprehend attitude dynamics in conflict zones where the
population is confronted to antagonists Forces.

1These opinion surveys have been ordered by the French Ministry of Defense.
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2 Related Works

Several researches have already proposed computational models of attitudes, from
simple binary approaches [16] to more complex ones (e.g., [17]). However, as was
pointed out by Castellano et al. [4], most of these models’ focuses are limited to the
interactions between individuals: they do not consider the construction mechanism
of the attitude itself at a cognitive level. On this matter, Urbig and Malitz [20]
proposed to represent attitudes as the sum of the evaluations of the object’s features
that can be seen as beliefs on the object, so as to take into account the cognitive
aspect. While this model constitutes an interesting view on attitude formation, it has
two limits with respect to our objectives.

First, the attitudes’ values are not connected to the beliefs of each agent
constituting their personal history. Indeed, their attitude revision mechanism is
based on the bounded confidence model (e.g., [5]): when two individuals have
attitude values close to each other, agents converge their attitudes. However, it
could be possible to combine this with Fazio’s model of attitude [9]. This model
connects the attitude to its forming beliefs as a set of memory associations. Each of
these evaluations is weighted by an accessibility value determining the evaluation’s
degree of reminiscence. By essence, this model maintains a balance between the
cognitive representation of the object and its corresponding attitude.

Second, the attitude model of Urbig and Malitz does not embody an emotional
component, while social psychologists have defined the attitude as embodying
rational and affective components [9, 18]. This is the reason why Brousmiche et al.
[3] attempted to combine Fazio’s model with the Simplicity Theory proposed by
Dessalles [6] which embodies an affective response mechanism. However, their
model does not consider (1) the aggregation of beliefs into a personal history as
proposed by Fazio and (2) the notion of role responsibility impacting attitudes
toward other actors than perpetrators of an action.

In this paper, we will take the model presented in [3] as a starting point and
extend it in order to take into account these two concepts by adding a mechanism of
co-responsibility and modifying the aggregation method of the attitude computation.

3 Field Data

3.1 Scenario

In the course of the NATO intervention in Afghanistan to stabilize the country, the
French Forces were tasked to maintain security in the regions of Kapisa and Surobi
between 2008 and 2012. It is in this context that members of CIAE2 were sent in the

2Joint Command for Human Terrain Actions: in charge of civil-military actions (e.g., recon-
struction) and community outreach actions (i.e., attitude influence operations) that complement
conventional security operations.
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Fig. 1 Scenario of Blue and Red Forces actions. The time points P1; : : : ;P4 correspond to the
dates of the opinion polls presented in the next section

area from October 2010 to September 2012. Through a set of six interviews with
all the successive officers in charge (three colonels and three commanders) from the
Joint Command for Human Terrain Actions, we managed to rebuild the sequence of
the events that took place during their tenures, originating both from the NATO and
from the Taliban insurgents. This sequence takes the shape of a scenario (see Fig. 1).

Each action is characterized by a reach, a frequency, and a payoff: how many
people were directly affected by the action, how many times per week if it is
frequent, and how each individual is impacted. These values were defined based on
subjective assessments of this domain’s subject matter experts (including members
of CIAE). For instance, we defined the action “patrol” as being triggered by the Blue
Force, affecting the population with a positive impact of 30 and a reach of 20 people,
repeated three times per week in average. Similarly, “IED” (Improvised Explosive
Devices) are done by Red Forces and affect one individual with a payoff of �100.
The number of victims of each attack was defined according to open source records
(e.g. [8]).

We can observe that both Forces have a constant background activity toward
the population composed of non-kinetic actions. However, the Red Force activity
is heavily decreased during winter which corresponds to the second period on the
scenario. One reason is that local Taliban leaders leave the region to avoid the arid
climate. Also, the surveillance systems, including drones, are more effective in the
absence of foliage, making it more difficult for insurgents to place discretely the
IEDs. On the Blue Force side, the activity decreases constantly due to the political
decision taken after the big human losses on the first period. Indeed, the French
government began to adopt a “retreat” strategy after the suicide attack of Joybar
(July 13th 2011) which caused considerable human casualties among the Blue
Forces.
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Table 1 % of the population favorable with two questions at different dates

Polls dates

Questions 2/11(P1) 9/11(P2) 2/12(P3) 9/12(P4)

“The Blue Force contribute to
security” (Q1)

40 32 24 19

“The Red Force is the principal
vector of insecurity” (Q2)

27 60 27 37

3.2 Opinion Polls

In order to follow the progress of population’s sentiments and to link them to foreign
Forces activities, the French Ministry of Defense financed opinion polls in Afghan
regions where the French forces were operating. Those surveys were conducted by
Afghan contractors between February 2011 and September 2012 with an interval of
approximately 6 months issuing into four measure points P1, P2, P3, and P4 of the
opinion of the population of Kapisa toward the Blue Force and the Red Force on the
period corresponding to our scenario (see Table 1 below).

Opinions toward Red Force in the context of security decrease in summer
periods. This could be explained by their high activity level as exposed in the
previous section. As for the Blue Force, the global opinion value keeps decreasing
along with their decreasing activities. In overall, the opinion dynamics showed by
these polls results are consistent with the scenario previously established.

4 Model

4.1 General Approach

Our model is based on the following principle: a simulation corresponds to the
execution of actions (e.g. food distribution, construction of a bridge, bombing attack,
etc.) by actors (e.g. UN Force, terrorists, or others) on a population. Individuals
communicate about these actions with the others and form an attitude toward actors.

In our model, we consider a set of actors A and a set of individuals Ind. Actors
represent Forces that act in the simulation and for which we want to analyze
the attitudes evolution. Each of them corresponds to a computational automaton
executing its actions list specified by the above scenario. Each individual i 2 Ind
is represented by a computational agent and is characterized by its belief base that
records facts he is aware of and his connections to other individuals. For each i 2 Ind
and actor 2 A, we denote att.i; actor/ 2 R the attitude of the individual i toward
the actor actor.
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Beliefs about actions will be the core element in our model: attitudes and
communications will be based on these beliefs. We note a.i/ the belief of individual
i about an action a.

Each a.i/ is a tuple: hname.a/; actor.a/; coResp.a/; bnf .a/; payoff .a/; date.a/i

with:

– name the unique name of the action (e.g., “patrol,” “suicide attack”)
– actor 2 A the actor who performed the action (Blue or Red Force)
– coResp 2 A the co-responsible actor of the action, if any (e.g., Blue Force will

be co-responsible of “suicide attacks” performed by Red Force)
– bnf 2 Ind [ A the beneficiary of the action, i.e., the individual or actor who

undergoes the action
– payoff 2 R the impact value of the action, negative when the action is harmful

(e.g., attack) and positive when it is beneficial (e.g., food provision)
– date 2 N the occurrence date of the action.

Attitudes are computed as the aggregation of evaluation of similar actions seized
by the individual in his past. Two actions are similar if and only if they have the
same name and actor. For instance, two distinct patrols done by the Blue Force in
the same area are considered as similar. We call general action the meta action that
includes similar actions. We denote ga.i; a/ the general action corresponding to the
action a according to the individual i and ga.i/ the list of all general actions that i
knows.

Actions can be perceived via direct perception (the agent is beneficiary of the
action), actors communication toward the population (the agent receives a message
from the actors), or intra-population communication (the agent receives a message
from another individual).

4.2 Attitude Computation

When an agent receives a new information about an action a, it adds it to its belief
base (if the action is not already present) and, possibly, communicates about it.
Moreover, the agent revises its attitude toward the actor of the action. Our model of
attitude construction is based on the model proposed by Fazio [9] (see Sect. 2). In
short, Fazio proposes to compute the attitude as the average of beliefs’ evaluations
(i.e. how much this fact is beneficial) weighted by their accessibilities (i.e. how
accessible is the information in the subject’s mind).

First we compute the interest of an information to estimate its accessibility and
its narrative interest (whether or not to communicate the action to other agents).
Second, we evaluate the action based on its payoff. Third, we compute the impact
of co-responsibility, if required. Finally, we aggregate these evaluations, weighted
by their accessibilities, to compute the attitude.
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Interest of an Action

In order to determine what to base their attitude on and what to communicate to
other individuals, agents estimate a model of interest of the actions in their belief
base. Following [3], our model of interest is based on the Simplicity Theory of
Dessalles [6] which proposes to define the narrative interest NI of an information
according to the emotion E and the surprise level S it causes to the individual using
the following formula: NI.a/ D 2˛E.a/C.1�˛/S.a/ where E corresponds to the personal
emotional response intensity of the individual when faced to an information and the
surprise level S translates the sentiment of unexpectedness felt by the individual.
The parameter ˛ 2 Œ0; 1� balances these two parts.

The emotional intensity E corresponds to the emotional amplitude experienced
by the individual when exposed to an event and follows a logarithmic law in
conformity with Weber–Fechner’s law of stimuli. In our case, stimuli correspond
to actions’ payoff. A parameter of personal sensibility � 2 Œ0; 1� modulates the
response intensity.

The surprise S experienced by an individual when exposed to an event derives
from a level of raw unexpectedness (e.g. “It is surprising that a Taliban saves a
citizen”). This level is reduced by a personal reference of unexpectedness based on
a personal experience (e.g. “But I have once been saved by a Taliban before”).

While NI.a/ corresponds to the narrative interest used as a communication
heuristic, we also compute the information’s interest corresponding to the acces-
sibility of the information:

interest.a/ D log.NI.a// D ˛E.a/C .1 � ˛/S.a/

Action Evaluation

Fishbein and Ajzen [1] advance that the evaluation of an action is weighted by the
attitude toward its beneficiary. For instance, a beneficial action for my enemy is
harmful to me. Therefore, we define the evaluation of an action belief as:

evaluation.a/ D payoff .a/ � att.i; bnf .a//

Co-responsibility

In our case study, the Blue Force endorses the role of security guardian, thus
they are co-responsible of all actions compromising the security of the population
including Talibans’ attacks from population’s perspective. Thus, we introduce a co-
responsibility mechanism that enables individual to attribute a fraction � 2 Œ0; 1�,
parameter of the simulation, of an action payoff to the co-responsible. This
mechanism occurs when an individual faces an action a in which (1) there is a
co-responsible actor, (2) its impact is negative (i.e. there is no co-responsibility



8 K.-L. Brousmiche et al.

for beneficial actions), and (3) its evaluation is negative. In that specific case,
the individual adds a belief a0 with actor.a/ D coResp.a/ and evaluation.a0/ D

� � evaluation.a/.

Aggregation

Let gaList.i; actor/ be the list containing all the general actions performed by the
actor in the belief base of agent i. The attitude att.i; actor/ of the individual i toward
the actor is given at each time of the simulation by:

att.i; actor/ D
X

ga.i/2gaList.i;actor/

0

@
X

a.i/2ga.i;a/

�
evaluation.a/ � interest.a; i/

jga.i; a/j

�1

A

5 Experiments

In this section, we present the experimental results of our model. We aim to
reproduce the results of opinion polls collected on the field using the established
scenario of events that took place in Kapisa between September 2011 and September
2013. Since the polls did not asked directly the opinion toward the Red Force but
“whether they represent a threat” (see Sect. 3.2), we decided to take the opposite of
these results as the target attitude values.

5.1 Simulation Settings and Initialization

We input the action sequence presented in the scenario of both Red and Blue Forces
into the simulation scheduler; one tick corresponds to 1 day: the simulation covers
the period between the first and last opinion polls in 554 ticks. The two agents
corresponding to each Force will then operate their actions according to the scenario.
The artificial population representing the inhabitants of Kapisa is composed of 150
agents connected by an interaction network based on a small-world topology [15]
with a degree of 4 (i.e., each individual has four neighbors in average).

Before running the actual simulation, we initialize the population with a personal
history for each individual and an attitude corresponding to the value given by P1.
Indeed, one of our model originality resides in the fact that the attitude depends on
the agent’s cognitive state characterized by its beliefs and accessibility values. Thus,
we must give individuals an initialization belief with a certain reach and payoff for
both attitudes toward Red and Blue Forces. These beliefs represent the interactions
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with Forces preceding to the simulation span. Another subtle point in our model
is that individuals are surprised when they witness a totally new action, resulting
in an overestimation of the action’s impact. In order to habituate them to certain
regular actions (such as patrols, preaches, and radio broadcasts) we need to run an
initialization scenario before the actual one in which the population is confronted to
these actions, until we reach a stable point (approximately 200 ticks).

5.2 Calibration Method

Once the simulation is properly initialized, we calibrate the model parameters using
each opinion polls results as objectives. We have four points to calibrate per Force,
thus totaling eight points of calibration. The model parameters are shared among all
individuals of the population:

– ˛ the weight of emotional sensibility toward the surprise factor
– � the level of sensibility to a stimuli (i.e., payoff)
– � the co-responsibility factor of Blue Forces for harmful Red actions.

We also have to determine the parameters of initialization actions to attain the first
point P1: one positive and one negative action per Force. To do so, we fix their payoff
values (negative for the harmful action and positive for the other) and calibrate their
reaches.

We define our fitness function as the sum of differences’ squares between each
point of the opinion poll results and its corresponding percentage of favorable indi-
viduals in the simulation. We choose to minimize this fitness using the evolutionary
algorithm CMA-ES that is one of the most powerful calibration method to solve
this kind of problem [10]. Once the fitness stops progressing over 500 iterations, we
interrupt the calibration process and save the parameters. Each calibration iteration
is based on the average output on over 20 simulations replica since the model is
stochastic.

5.3 Calibration Results

Figure 2 shows the results of our model once its parameters have been calibrated.
Plain curves represent the objectives to reach that are based on the collected opinion
polls results (see Sect. 3.2); dashed curves correspond to the simulation results, with
˛ D 0:70, � D 0:08, and � D 0:15 (as obtained by the calibration).

We can observe that the attitude dynamics tendencies are well reproduced. The
average difference between results and objective points is 13:25 % with a maximum
of 19 % for the last point. This gap between survey and simulation results could be
explained by several factors in addition to the model itself: field data are generally
inaccurate and capture only a limited part of reality.
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Fig. 2 Simulation results compared to opinion polls

First, the established scenario is based on subjective assessments of some Blue
Force officers and do not capture all the military events that took place on the terrain.
Adding to this, the parameters of action’s models (i.e. payoffs, frequency, and reach)
have been assessed based on qualitative appraisal of subject matter experts since
there is no scientific method to assess them.

Second, the sampling of the opinion survey could not be maintained through
the survey process, due to the dynamics of the conflict: certain villages could not
be accessed constantly over time due to their dangerousness. Moreover, as it was
pointed earlier, the questionnaire did not directly ask the opinion toward Red Force
which might increase the gap between our model outputs and the polls results.

Finally, our field data is limited to the context of military events. Even if our
study concerns attitudes toward Forces in the military/security context, other events
might also have influenced these attitudes such as economic or daily activities.

In view of these limitations, the reproduction of the general tendencies of attitude
dynamics between each polls seems encouraging. Besides, these results have been
obtained by calibrating only three model parameters.
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5.4 Attitude Dynamics

Agent-based simulation enables not only to reproduce aggregated data but also to
analyze micro behaviors. Figures 3 and 4 below show the dynamics of population’s
attitudes means values between two polls along with their corresponding scenario.

The decreasing general tendency of the attitude toward the Red Force between
P1 and P2 in Fig. 3 is due to the constant pressure activity that affects negatively
the population. We can observe repercussions of each occurrence of action on the
attitude dynamics. For instance, in Fig. 3 we can clearly see attitude decreasing
toward Red Force at each IED (Improvised Explosive Device, gray blocs in the
figure) and also that the first occurrence has the greatest impact since the population
is surprised. Besides, we can notice that the impact of a suicide attack is much
greater than other actions (mid-July 2011 and June 2013).

In Fig. 4, we can see that attitudes toward the Blue Force are also impacted by
each of its actions. Moreover, we can notice that the curve greatly decreases when
the suicide attack perpetuated by Reds occurs. This phenomenon is enabled by the
mechanism of co-responsibility (see Sect. 4.2), the Blue Force is also responsible of
these attacks, in a moderate way. Similarly, the attitude toward Blue Force decreases
constantly since the background communication actions and patrols are not enough
to counter their co-responsibility toward the pressure activity for Reds.

Fig. 3 Attitude mean toward Red Force between P1 and P2
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Fig. 4 Attitude mean toward Blue Force between P3 and P4

5.5 Role of Co-responsibility

To show the impact of the co-responsibility mechanism, we have performed a
new simulation with � D 0 (i.e. no co-responsibility). Since the initial values of
attitudes toward Blue Force depend on � during the initialization scenario, we had to
re-calibrate the model parameters. Figure 5 shows the resulting attitude dynamics.
As it was predictable, the attitude toward the Blue Force constantly increases as
their only potentially negative actions (kinetic actions against the Red Force) are
easily countered by communication toward the population or reconstruction actions.
This is what was expected by the stakeholders when they decided to engage in
Afghanistan.

The tendency of attitude toward Red Force remains the same since the co-
responsibility only affects the Blue. We can notice that the simulated attitudes
toward Reds is closer to opinion polls than in the first calibration. This is due to
the fact that the red scenario is more simple (less action diversity).

6 Conclusion

We have collected information on the opinion dynamics and the events during
the involvement of French army in Afghan war. These information were analyzed
and processed with the support of subject matter experts. Based on these field
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Fig. 5 Impact of co-responsibility

observations, we proposed a simulation model of attitude dynamics. This model
embodies both cognitive and affective components in the formation of attitude and
the diffusion of beliefs. While it was designed in the context of military operations,
it can be applied to civilian use: the actors can represent any kind of active social
object such as political parties, institutions, companies, or brands.

We also introduced a new concept of co-responsibility that reflects attitude
behavior perceptible in conflict terrain. These components were aggregated through
a new method that better understands the concept of attitude proposed by Fazio. We
conducted a model calibration based on the collected data that showed encouraging
results.

In future works, we intend to conduct deeper analysis of the field data to adapt
the model and implement the simulation of different social groups that are present
in this area. Moreover, we would like to implement a memory mechanism to let the
agents “forget” some beliefs over time. This would be enabled, for instance, using
the Peak-End mechanism of Kahneman [13]. Furthermore, we would like to add a
behavioral component to enable population agents to express their attitudes through
action’s selection.
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A Simple-to-Use BDI Architecture
for Agent-Based Modeling and Simulation
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Abstract With the increase of computing power and the development of
user-friendly multi-agent simulation frameworks, social simulations have become
increasingly realistic. However, most agent architectures in these simulations use
simple reactive models. Cognitive architectures face two main obstacles: their
complexity for the field-expert modeler, and their computational cost. In this paper,
we propose a new cognitive agent architecture based on the Belief-Desire-Intention
paradigm integrated into the GAMA modeling platform. Based on the GAML
modeling language, this architecture was designed to be simple-to-use for modelers,
flexible enough to manage complex behaviors, and with low computational cost.
This architecture is illustrated with a simulation of the evolution of land-use in the
Mekong Delta.
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1 Introduction

Agent-based simulations are widely used to study complex systems. However, the
problem of the agent design is still an open issue, especially for models tackling
social issues, where some of the agents represent human beings. In fact, designing
complex agents able to act in a believable way is a difficult task, in particular when
their behavior is led by many conflicting needs and desires. A classic paradigm
to formalize the internal architecture of such complex agents is the Belief-Desire-
Intention (BDI) paradigm [3]. This paradigm allows to design expressive and
realistic agents, yet it is barely used in social simulations. One explanation is
that most agent architectures based on the BDI paradigm are too complex to be
understood and used by non-computer scientists. Moreover, they are often very
time-consuming in terms of computation and thus not adapted to simulations with
thousands of agents.

In this paper, we propose a new architecture that is integrated into the GAMA
platform. GAMA is an open-source modeling and simulation platform for building
spatially explicit agent-based simulations [5, 6]. Its complete modeling language
(GAML: GAma Modeling Language) and integrated development environment
support the definition of large scale models (up to millions of agents) and make it
usable even with low level programming skills. Our architecture was implemented
as a new GAMA plug-in, and allows to directly and simply define BDI agents
through the GAML language.

The paper is structured as follows: Sect. 2 proposes a state of the art of
BDI architectures and their use in simulation context. Section 3 is dedicated to
the presentation of our architecture. In Sect. 4, we present a simple case study
using this architecture to study the land-use change in a village of the Mekong
Delta (Vietnam). At last, Sect. 5 provides this paper with a conclusion and some
perspectives.

2 State of the Art

The BDI approach has been proposed in Artificial Intelligence [3] to represent
the way agents can do complex reasoning. It has first been formalized using
Modal Logic [4] in order to disambiguate the various concepts (Belief, Desire,
and Intention) and the logical relationships between them (concepts are detailed
in Sect. 3.1).
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2.1 BDI Frameworks

In parallel, BDI operational architectures have been developed in order to help the
development of Multi-Agent Systems embedding BDI agents. Some of these BDI
architectures are included in framework allowing to directly use them in different
applications. A classic framework is the Procedural Reasoning System (PRS) [10].
This framework includes three main processes: the perception (in which agent
acquires information from the environment), the central interpreter (which helps
the agent to deliberate its goals and then to select the available actions), and the
execution of intention (which represents agents reactions). This framework has been
used as a base for many other frameworks. For instance, the JACK [7] commercial
framework inherits many properties from PRS. JACK allows the user to define a
multi-agent system with BDI agents using a dedicated language (a super-set of
Java). It was used in many commercial applications (e.g., video-game, oil trading,
etc.). Another classic framework for multi-agent system building is JADE [2]. This
open-source Java framework integrates several add-ons dedicated to the definition
of BDI agents. The most advanced framework is Jadex [12], that is an add-on of the
JADE framework. In comparison to JACK, Jadex proposes an explicit representation
of goals.

2.2 BDI Agents in Agent-Based Modeling and
Simulation Platforms

BDI architecture’s agents have been introduced in several agent-based modeling
and simulation platforms. For example, Sakellariou et al. [14] have proposed an
extension to Netlogo [21] to deal with BDI agents. The extension allows the model
to add to agents a set of beliefs (information it gets by perception of communication)
and intentions (what it wants to execute), and ways to manage these two sets. This
very simple architecture is inspired by the PRS architecture (in particular using an
intention stack) and is education-oriented. Its main aim was to allow modelers to
manipulate BDI concepts in a simple language.

Singh and Padgham [15] went one step further in the integration between BDI
architecture and agent-based modeling and simulation platforms. They propose a
framework able to connect agents-based platforms and an existing BDI framework
(such as JACK [7] or Jadex [12]). An application couples the Matsim platform [1]
and the GORITE BDI framework [13]. Their framework aims at being generic and
can be extended to couple any kind of simulation platforms and BDI frameworks.
This approach is very powerful but remains computer-scientist-oriented, as it
requires high programming skills to develop bridges between the framework and the
platforms, and to write agents behaviors without a dedicated modeling language.

First attempts already exist to integrate BDI agents into the GAMA platform [6].
Taillandier et al. [16] proposed a BDI architecture where the choice of plans is
formalized as a multi-criteria decision-making process: desires are represented by
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criteria that will be used to make a decision. Each plan is evaluated by each
criterion according to the beliefs of the agent. However, this architecture was tightly
linked to its application context (farmer decision making) and does not propose any
formalism to model the agent beliefs and is rather limited concerning the way the
plans are carried out: there is, for example, no possibility to have complex plans
that require sub-objectives. Le et al. [8] proposed another architecture dedicated to
simulation with a formalized description of beliefs and plans and their execution.
However, the desires and plans have to be written in a very specific and complex
way that can be difficult to achieve for some application contexts, in particular for
non-computer scientists. In addition, this architecture has a scalability problem: it
does not allow to simulate thousands of agents.

3 Presentation of the SimpleBDI Plug-In Architecture

3.1 Overview

Consider a simple Chopper-Fire model: A chopper agent patrols, looking for fires.
When it finds one, it tries to extinguish it by dropping water, and when it has no
more water, it goes to the nearest lake to refill its water tank. With a reactive agent
model, defining an agent behavior means to define What it does (e.g., patrol, go to
the fire, go to take water). This can be achieved both with reflexes or a finite state
machine. Using a cognitive model means to define what it wants (e.g., to find fire, to
extinguish a specific fire, and to get water) and how to do it (e.g., if I want to find a
fire, I patrol (wandering randomly in my environment) and if I see a fire, I want it to
be extinguished. If I want to put out a fire, go toward it and put water, and if I have
no more water, get some). There are several advantages for using such cognitive
approach: complex reasoning (planning), persistence (of the goals), easy to improve
(both on what to do and how to do it), easy to use (the modeler can define goals
instead of reactions), and easy to analyze (it is possible to know why—for what
purpose—agents do what they do).

The architecture and the vocabulary can be summarized with this simple Fire-
Chopper example: the Chopper agent has a general desire to patrol. As it is the
only thing he wants at the beginning, it is its initial intention (what it is doing). To
patrol, it wanders around (its plan to patrol). When it perceives a fire, it stores this
information (it has a new belief about the existence of this fire), and it has a new
desire (it wants the fire to be extinct). When it sees a fire, the patrol intention is put
on hold and a new intention is selected (to put out the fire). To achieve this intention,
the plan has two steps, i.e., two new (sub)desires: go to the fire and put water on
the fire, and so on.
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3.2 Vocabulary

The vocabulary introduced in the previous example can be summarized as follows.

Knowledge

Beliefs, Desires, and Intentions are described using predicates. A predicate has a
name, and may also have a value (with no constraint on the type) and some param-
eters (each defined by a name and a value); For example, Fire.true; .Position WW
.12; 16///—a fire is present (value true) at position (12,16)—or HaveWater.true/—
the Chopper has some water (value true).

– Beliefs (what it thinks). Beliefs is the internal knowledge the agent has about the
world. The belief base is updated during the simulation. A belief is described
by a predicate and is in general true or false. For example, the predicates
Fire.true; .Position WW .12; 16/// is added when the agent perceives a fire at
position (12,16).

– Desires (what it wants). Objectives that the agent would like to accomplish (for
example, Fire.false; Position WW .12; 16//, the agent wants the previous fire to
be put out). They are stored as a set of desires. A desire is fulfilled when it is
present in the Belief base (or manually removed by the agent). Like the Belief
base the Desire base is updated during the simulation. Desires can be related by
hierarchical links (sub/super-desires) when a desire is created as an intermediary
objective (for example, to the extinct a fire can have two sub-desires: go to the fire
and put water on the fire). Desires have a priority value (that can be dynamic),
used to select a new intention among the desires when necessary.

– Intentions (what it is doing). What the agent has chosen to do. The current
intention will determine the selected plan. Intentions can be put on hold (for
example, when they require a sub-desire to be achieved). For this reason, there is
a stack of intention, the last one is the current intention, and the only one that is
not on hold.

Behavior

– Perception. A perception is a function called at each iteration, where an agent
can eventually update its belief or desire bases. It is technically identical to a
reflex of a reactive architecture (a function called at each step).

– Plan. The agent has a set of plans, which are behaviors defined to reach specific
desires. A plan can be instantaneous and/or persistent (goToPosition). Plans may
have a priority value (that can be dynamic), used to select a plan when several
possible plans are available.
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3.3 Thinking Process

At each step, the agent applies the process described in Fig. 1. Roughly, the agent
will perceive the environment, then (1) continue its current plan if it is not finished,
or (2) if the plan is finished and its current intention is not fulfilled, it selects a plan,
or (3) if its current intention is fulfilled, it selects a new desire to add to its intention
stack. More precisely:

1. Perceive: Reflexes/Perceptions are applied. This may update the Beliefs and
add new Desires.

2. Is one of my intentions achieved?: If one of my intentions is achieved,
set current plan to nil and remove the intention and all its sub-desires from
the desire and intention base (if I or someone else has extinguished Fire1,
I remove not only the desire Extinguish.Fire1/ from my desires, but also
the sub-desires MyPosition.Fire1/ and WaterOn.Fire1/ if I have them). If the
achieved intention super-desire is on hold, it is reactivated (its sub-desire just
got completed).

Perception1
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3

2yes
intention
achieved?

no

no

no

yes

Continue the
current plan?

Execute the current plan

If current plan finished.
Set current plan to nil
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no
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Select the desire with the
highest priority as intention

yes

Keep the same
intention?

Fig. 1 Activity diagram
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3. Do I keep the current intention?: To take into account the environment
instability, an intention-persistence coefficient ip is applied: with a probability
ip, the current intention is removed from the intention stack. More details about
this coefficient are given in Sect. 3.4.

4. Do I have a current plan?: If I have a current plan, just execute it. As for the
current intention stability, the goal is both persistence (I stick to the plan I have
chosen) and efficiency (I don’t choose at each step). For the same reason that
the current intention is randomly removed, a plan-persistence coefficient pp is
defined: with a probability pp, the current plan is just dropped.

5. Choose a desire as new current intention: If the current intention is on hold
(or the intention base is empty), choose a desire as new current intention. The
new intention is selected among the desires with the highest priority (and not
already present in the intention base).

6. Choose a plan as new current plan: The new current plan is selected among
the plans compatible with the current intention and with the highest priority.

7. Execute the plan: The current plan is executed.
8. Is my plan finished?: To allow persistent plans, a plan may have a termination

condition. If it is not reached, the same plan will be kept for the next iteration.
9. Was my plan instantaneous?: Most multi-agent-based simulation frameworks

(GAMA included) are synchronous frameworks using steps. One consequence
is that it may be useful to apply several plans during one single steps. For
example, if a step represents a day or a year, it would be unrealistic for an
agent to spend one step to apply a plan like “To fight this fire, lets define two
new sub-desires, go to the fire and put water on the fire, and put my objective on
hold.” This kind of plan (mostly reasoning) can be defined as instantaneous:
in this case a new thinking loop is applied during the same agent step.

3.4 Properties

Persistence and Priority

Persistence coefficients and priority values are key properties of many BDI archi-
tectures. Agents with high persistence continue their current actions independently
of the environment evolution (they are more stable and spend less time rethinking
their plans and objectives). Less persistent agents are more adaptable and reactive
but may lead to erratic and computationally costly behaviors. Priority values will
determine both the selected desires and plans. The choice can be deterministic
(highest priority selected) or probabilistic (highest priority has a higher probability
to be selected). One advantage of the GAMA modeling framework for both
persistence and priority coefficients is to allow to use dynamic or function-based
variables. Plans and Desires priority values and agent persistence coefficients can
be changed by the agent itself (for example, a plan could increase the persistence
coefficient after evaluating the previous plan success). The modeler can also define
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functions to update a value. For example, the priority of a plan or desire could
be defined as a function of the current step, which would make it more and more
probable to be selected when the simulation advances.

Flexibility

One core objective when defining this architecture was to make it as simple-to-use
and flexible as possible for the modeler. The modeler can use the architecture in
its full potential (for example, dynamic coefficients as presented before), but he/she
can also use only some parts of the architecture. It is, for example, possible to define
only Desires and Plans, and no Beliefs (the effect would be that the intentions and
desires achievement and removal will have to be done manually, i.e., defined by the
modeler in the agent plans). Most parameters have default values and can be omitted.
For example, the modeler doesn’t have to know the existence of instantaneous plans
(by default off), plan termination condition (by default true: always terminated at
the end of its execution), or the possibility to define sub-desires or put intentions on
hold.

GAMA Integration

The architecture is defined as a GAMA species architecture. The modeler only
requires to define simpleBDI as agent architecture and define at least one plan
to be operational. After that the modeler mostly defines plans to act and (usually
one) reflexes to perceive. Many keywords are defined to help the user to update and
manage both Belief, Desire, and Intentions bases and create/manage predicates. In
the next section, we present an application of the architecture to a social simulation
context.

4 Case Study: Land-Use Change in Coastal Area of the
Mekong Delta

4.1 Context of the Case Study

The Mekong Delta region will be heavily influenced by the effects of global climate
change [20]. Indeed, the sea level rise and salt water intrusion will strongly impact
the life of people and the situation of agricultural production [18]. Nhan [11]
pointed out that the environmental conditions significantly impact the agriculture
and fisheries and that ordinary people tend to spontaneous change the land-use,
which causes difficulties for land resource management and cultivation of farmers.
Another difficulty comes from the behaviors of farmers that tend to adapt their
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food production to the market [17]. As showed in [9], the difference of planned
and real production can be observed at the village level, where the land-use change
has not evolved as expected. It is thus important to be able to understand the land-
use planning at village level to be able to predict the evolution of land-use change
at province level. In this context, we chose to study the evolution of land-use in the
village of Binh Thanh. This coastal village of the Ben Tre province of the Mekong
Delta is representative of regions with a mix of brackish and fresh water, where the
land-use is strongly impacted by the irrigation planning.

4.2 Collected Data

We have collected data concerning the land-use of each parcel of this village in
2005 and in 2010 from the Department of Natural Resources and Environment of
the Ben Tre province. In this area, six land-use types were defined: Rice, Rice–
Vegetable, Rice–Shrimp, Annual crops, Industrial Perennial tree, and Aquaculture.
We collected as well the soil map, the saltwater map, and the flood map of the
regions and defined from them six land-unit types. From each of these land-unit
types, we defined with the help of domain-experts a suitability value for each type
of land-use (the lower the better). This suitability represents the adequacy between
the land-unit type and the land-use type. For instance, producing industrial perennial
tree on a salty soil is very difficult and the yield will be very low. Another data
source that was built with domain-experts were the transition values for each type
of land-use. This matrix allows to represent the technical difficulty to pass from one
land-use type to another. This difficulty was evaluated using three values (1: easy, 2:
medium, and 3: very difficult). Finally, we collected data concerning the evolution
of benefit and cost of each land-use type per hectare from 2005 to 2010.

4.3 Implemented Model

The model was defined in order to simulate the evolution of the land-use of the Binh
Thanh village. We make the assumption that each farmer has only one parcel and
that he has to make a decision concerning the land-use of the parcel every year. A
simulation step in this model represents then 1 year.

In this simple model, the main species of agents is the parcel species that
represents the farmer and his/her parcel (5721 parcels for the study area). We use
our SimpleBDI agent architecture for this species of agents.

A parcel agent has the following attributes:

– shape: geometry of the parcel (static)
– profile: the inclination of the farmer toward a change of production. It is

used to set the value of the intentionpersistence (ip) variable. We defined
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five possible values: innovator (2.5 %—ip: 0.0), early adopters (13.5 %—ip:
0.1), early majority (34 %—ip: 0.2), late majority (34 %—ip: 0.3), and laggard
(16 %—ip: 0.5) (static)

– land � unittype: type of soil for the parcel (static)
– neighbors: list of parcels at a distance of 1 km (static)
– land � use: type of production (dynamic).

In addition to the parcel agents, we define a world agent that contains all the
global variables:

– profitmatrix: for each year (from 2005 to 2010), for each land-use type, the
benefit can be expected from 1 ha of production.

– costmatrix: for each year (from 2005 to 2010), for each land-use type, the cost
of 1 ha of production.

– suitabilitybylanduse: for each land-unit type, the suitability to produce a given
land-use type.

– transitionmatrix: difficulty to pass from a land-use to another one.

At each simulation step (i.e., every year), each parcel agent is activated in a
random order.

In our model, each parcel agent has the following belief and desire base:

– Beliefs: pieces of knowledge concerning the expected profit for each land-use for
each land-unit type. Each belief corresponds to a land-use type, a land-unit type,
and a profit associated with it.

– Desires: for each type of production, the agent will have a desire to do it. In
addition, the agent could have desires to give information (a belief) to the other
farmers in its neighborhood concerning the expected price for a land-use type
and a land-use unit (see below)

The priority of its “do a production” desires will be computed according to a
multi-criteria analysis. This type of decision-making process is often used for land-
use change models (see, for example, [16]). We defined 3 criteria for the decision:
the profit, the cost, and the transition difficulty. Indeed, it is generally accepted that
farmers tend to choose a production that maximizes their profits, that minimizes the
cost—avoid risky productions—and that are easy to implement. More precisely, the
criterion values are computed as follows for a given transition from oldlu to lu and
a given soil type (i.e., land-unit type) and year:

Profit.lu; soil; year/ D
matrix_ profit.lu; year/

.max_ profit.year/ � matrix_ suitability.soil; lu//
(1)

With:

max_ profit.year/ D max.matrix_ profit.lu; year// (2)

Transition.old_ lu; lu/ D
.3 � transition_ matrix.old_ lu; lu//

2
(3)
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Fig. 2 Production plan

Fig. 3 Diffuse information action

To fulfill its desires, the agent can activate a dedicated plan: do_production. The
GAML code of this plan is presented in Fig. 2. This plan is activated when the
current intention is to produce something. First, the agent gets the current intention,
and changes its land-use according to it. After that, it creates a new belief concerning
the real profit that it got from this land-use and updates its old belief (concerning the
profit of this land-use). Then, it diffuses its new belief to its neighborhood (call the
diffuse_information action, see below) and puts its current intention on hold (wait
to finish to diffuse the information before producing again).

Figure 3 presents the GAML code of the diffuse_information action. When this
action is called, the agent does a loop on all the people in its neighborhood. For each
of these people, the agent adds a new sub-intention to its current intention (produce
a given land-use) to diffuse its new belief to this people.

In order to fulfill its information diffusion intention, the agent can activate
a dedicated plan: inform_people. The GAML code of this plan is presented in
Fig. 4. This plan is instantaneous, as we consider that the time taken to inform
its neighborhood is insignificant in comparison to the simulation step (1 year). It
is activated when the current intention is to inform someone. First the agent gets
the people to inform and the information to diffuse from the current intention.
After that, it asks the people to inform to receive the new information (call the
diffuse_information action) and remove the current intention (and desire) from its
intention base (desire base).

The complete source code of the model is available in the GAMA SVN [5].
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Fig. 4 Information diffusion plan

Fig. 5 Land-use for 2005 (left); land-use obtained for 2010 with the simulation (middle); observed
land-use for 2010 (right)

4.4 Experiments

The different parameter values of the models were defined by using a genetic
algorithm to find the parameter set that fits the best of the real data, i.e., minimization
of the fuzzy kappa coefficient [19] computed by comparing the observed data in
2010 and the simulation result for the same date. The fuzzy kappa coefficient allows
to compare two maps by taking into account the neighborhood of the parcels. This
coefficient is between 0 (not similar at all) and 1 (totally similar).

Figure 5 shows simulation results obtained for the model and the observed data.
As shown, the observed land-use is close to the real one.

To quantitatively evaluate the simulation results of the model, we used two
indicators: the fuzzy kappa coefficient (local indicator) and the percent absolute
deviation (global indicator). This second indicator that is often used to evaluate
land-use change models is computed by the following formulae:

PAD.%/ D 100

Pn
iD1 j

bXi � XijPn
iD1

bXi

(4)
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with: bXi the observed quantity of parcels with the land-use i and Xi the simulated
quantity of parcels with the land-use i.

As our model is stochastic, we ran 100 times each model and computed the
average fuzzy kappa coefficient (kappa) and percent absolute deviation (pad). We
obtained for the pad a value of 35.98 % (the lower the better) and for the fuzzy
kappa a value of 0.545 (the higher the better). These results are rather good and
show that the model is able to reproduce in relevant way the real dynamic.

Concerning the computation time (on a Macbook pro computer from 2011), the
mean duration of a simulation step was less than 0.6 s. This result is quite promising
considering that we have more than 5700 BDI agents that can have many desires and
that can activate many plans during the same simulation step with the information
diffusion process.

5 Conclusion

In this paper, we have presented a new BDI architecture dedicated to simulation
context. This architecture is integrated into the GAMA modeling and simulation
platform and directly usable through the GAML language, making it easily usable
even by non-computer scientists. We have presented a first simple application of
this architecture concerning the land-use change in the Mekong Delta (Vietnam).
This first application showed that our plug-in allows to built relevant models and to
simultaneously simulate several thousand of agents.

If our architecture is already usable, some improvements are planned. First, we
want to improve the inference capabilities of our architecture: when a new belief
is added to the belief base, desire and intention bases should be updated in a
efficient way as well. Second, we want to make it even more modular by adding
more possibility concerning plans and desire choices and not just the plan/desire
with the highest priority: let the possibility to make user-defined or with a multi-
criteria decision process, etc. At last, we want to add the possibility to use high
performance computing (distribute the computation on a grid or cluster) to decrease
the computation time.
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Food Incident Interactive Training Tool:
A Serious Game for Food Incident Management

Paolo Campo, Elizabeth York, Amy Woodward,
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Abstract Food incidents, such as the horse meat scandal in 2013 and the E. coli
outbreak in 2011, will always occur. Food business operators (FBOs) must be
prepared when responding to such situations not only to protect their businesses, but
more importantly to protect the consumers. The Food Standards Agency of United
Kingdom has recommended that FBOs should not only have a response plan in
place, but they should also have to consistently train and practice implementing
these plans to effectively address and minimize the impact of food incidents.
Traditional training exercises, such as tabletop or mock simulations, could entail
considerable costs. While large companies may have the resources for these
activities, smaller companies may not be in the same position. In this chapter we
describe the development of a more accessible training tool for managing food
incidents. The tool, which takes the form of a simple online serious game, called
the Food Incident Interactive Training Tool, is co-designed with domain experts
and stakeholders in the UK food industry. It engages players, specifically FBOs,
in interactive simulations of food incidents, in which their decisions and actions
within the game impact how the simulation unfolds. At the end of this study, we
aim to determine the efficacy of the serious game in fulfilling its purpose, given
the collaborative nature of the design process, as well as the simplicity of the end
product.
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1 Introduction

A food incident is defined by the Food Standards Agency (FSA) of UK as “any
event where, based on the information available, there are concerns about actual
or suspected threats to the safety or integrity of food and/or feed that could
require intervention to protect consumers’ interests” [1]. Incidents may arise, for
example, from product mislabeling or adulteration [2]. The response to an incident
is divided into four levels, namely, routine, serious, severe, and major [1]. The
response level is escalated depending on several factors that include, among others,
the complexity of the problem, the amount of resources required to address the
situation and the potential or actual impact on the consumers, and the amount
of media coverage [1]. For example, a routine incident may involve short term
minor illnesses, little media coverage, and require local management and minimal
resources, while a major incident may involve casualties spread across several
countries, have a longer duration, involve cross-departmental and even transnational
communication and coordination, and have considerable impact on resources, such
as the case of the E. Coli contamination of fenugreek seeds in Germany in 2011
[1]. Some of the most noticeable incidents to have affected the UK in recent years
are the bovine spongiform encephalopathy or mad cow disease, salmonella in eggs,
Listeria in cheese, antibiotics and hormones in meat and pesticide and phthalates
contamination, the E. coli outbreak and horse meat scandal.

While the risk of food incidents can be reduced, it cannot be avoided. This
underscores the need of food business operators (FBOs) to have an incident
management plan in place. While there is a distinction between a food incident
and a crisis, with a crisis being a heightened incident, the approach in responding to
them are the same [2]. Just as in other crisis management situations, food incident
management is complex, involving many actors making decisions and actions
amidst limited time and information in a dynamic and uncertain environment.
Adding to this complexity is the ubiquity of digital communication. Information,
regardless of its accuracy, may travel like wildfire and can significantly impact how
a situation plays out [3].

Incident management plans or response protocols to food incidents are developed
within companies, and therefore vary from one FBO to another. In general, however,
the key steps remain the same. Regular training and practice of applying these plans
is imperative to keep the incident management team up to date with the response
procedures and be able to implement them efficiently [4]. Within the UK food
industry at least, the usual approach to training is through bespoke table-top or mock
simulations, either developed in-house or by a third party service provider, such as
insurance and risk management enterprises [4]. These customized training exercises
could entail considerable costs, to which smaller companies may not have enough
resources for allocation.

Our initial interactions with industry stakeholders revealed a keen interest for
simulation exercises on food incident management. Moreover, there is an apparent
absence of a tool or serious game specifically designed for this important issue.
This has inspired us to develop a web-based serious game, called the Food
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Incident Interaction Training Tool or FIITT, that engages players in decision-making
situations of simulated food incidents. Serious games are games that are designed
specifically with a learning objective [5]. Various research projects have shown
the value of serious games [6]. For example, not only do serious games attract
the attention of users, but they also aim to continuously motivate participants
[6]. Moreover, it can imbue the necessary attitudes and make the users feel more
competent in performing tasks [6]. Being able to reuse the tool for practice is also
notable [6]. These are important attributes to consider, especially when developing
a training tool, so much so that serious games have been used in a myriad of
domains and situations. For example, they have been used for military and crisis
management, student education, and advertising [7]. Furthermore, serious games
may be a cost-effective way of reaching a wide audience [8].

While we do not intend to replace the current training practices and established
protocols with this game, we view it as a complementary tool to aid FBOs and,
in particular, small FBOs, a solid foundation for effective management of food
incidents.

2 Approach

At face-value, this online serious game may appear simply to be an electronic
or computerized version of a table-top or mock simulation employed in training
exercises. However, by adding gaming elements and complexity to the usual linear
progression of mock simulations, we aim to make the tool more interesting and
engaging to users and, at the same time, capture some of the intricacies of food
incident management. A participatory design process is used to develop the game
together with stakeholders.

2.1 Incident Simulation

The game is composed of several generic food incident scenarios designed using
narrative scripts [9], in which we treat the scripts as models of food incident
simulations. While useful, linear scripts are not enough to capture the complexities
of management. As emphasized by the participants in our first design workshop,
the game should not only be able to teach about making good decisions during an
incident, but also be able to show the impact of decisions or actions that are not
made, or not made on time. To address this issue, each of the scripts is expanded
into a decision tree, resulting to multiple paths of simulation progression, having
multiple outcomes. At each node of a tree, a player is tasked to make a decision or
a set of decisions in response to the current situation of the scenario and in light
of the available information provided to the player. While it may be impossible
to map out all the possible situations of a food incident, and this may even be
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counter-productive [8], each scenario has been designed such that it highlights one
or more of the key aspect of incident management, as identified by the participants
of our preliminary stakeholder workshop, such as prioritizing consumers’ welfare,
effective communication, timeliness of decisions and actions, information mismatch
or imbalance, and unusual or unforeseen situations.

2.2 Gamification

The FIITT serious game allows for an immersive user experience by recreating the
tense setting of an incident, but doing so in a safe environment (no impact to the real
world) [5]. As opposed to typical training tools, the gamification approach to the
development of FIITT makes use of the advantages of serious gaming in engaging
and motivating users by being entertaining and compelling. To this end, gaming
elements, such as a scoring system, are added to keep the user motivated in using
the tool. Having said this, we are aware that there should be a balance between
the learning and gaming elements of the game. Gamification also allows for the
players to take risk and explore the implications of different decisions, and thus
failure becomes an integral part of the learning process [10].

2.3 Participatory Design

Participatory design is a process in which the stakeholders as much as possible
are directly involved in the design of an artifact or system and ensure that the end
result or product is fit-for-purpose [11]. The process involves three general stages,
namely initial exploration of work, discovery process and prototyping [11]. With
having stakeholders involved in the design process we perceive several advantages.
Firstly, their knowledge and experience helps assess the realism of the dynamics and
interactions being simulated. Secondly, they identify relevant and useful indicators
for performance assessment, as well as how to (graphically) present these indicators.
Thirdly, being involved in the design process could give them a sense of ownership
of the game, which may help in its promotion and use within the food industry.

3 Preliminary Results

3.1 Participatory Workshop

A preliminary workshop was conducted in the 6th of March, 2015 in order to get
food industry experts’ opinion on the development of the tool and, at the same
time, get their initial ideas on the tool’s design. The participants of this workshop
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come from both the public and private sectors of the food industry, including a
representative from the FSA, a testing laboratory, a food standards organization,
and an incident management consultant. In this workshop, the objectives of the tool
vis-à-vis the key aspects of food incident management, were identified as well as
the potential users of the tool.

The workshop participants have identified food business operators (FBOs) as the
potential main users of this tool, specifically, the FBOs’ risk and crisis management
team, if it exists. This also includes the organization’s technical director and
marketing and public relations department, which has a growing role in recent
years in terms of managing social media communication and digital information.
The tool can be used in various ways. For example, it can be used as means to
assess the current strategy or decision-making skills or as a training tool towards
making appropriate decisions during food incidents. In a team training setting,
this tool can be used as a platform for discussion, negotiation and reflection on
the dynamics and quality of decisions. In this setting, the training observer or
evaluator is provided with guidelines on how to assess the team’s performance.
Other members of the organization not directly involved in incident management,
as well as new employees, can use this tool to raise their awareness and learn more
about the process of incident management. In an academic setting, this may be used
as part of a teaching module for students taking up food-related courses.

To reflect the key aspects of incident management, in-game indicators or scoring
system have also been identified by the participants to gauge the performance of
the user. These indicators pertain to the internal and external communication of the
organization, as well the perception of the media and the public to the incident and
the actions taken by an FBO during this time. The number of victims that have been
affected by the incident, i.e., those who have fallen seriously ill or died due to the
incident, has also been identified as an important indicator. They have proposed that
these indicators be implemented using a traffic lights system that would indicate the
risk and impact of the decisions that are made in the game.

3.2 Game Design

FIITT (Fig. 1) is designed as a one-player game, with a selection of four game
scenarios or stages that simulate four different food incidents. In each game
scenario, the player plays the role of a food business operator, which is described
at the beginning of each scenario. During a game scenario simulation, the player
is provided information about the incident in form of messages, which may come
from different actors involved in food business industry, such as a food standards
body and trade organizations, internal communication messages, and a scenario
status message. At certain points in the simulation, the player is asked to make a
decision in response to the unfolding situation based on the available information.
Each decision will have an impact on the game indicators or scores, the pathway
of the simulation narrative, and the number of simulated days. The in-game scores
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Fig. 1 Tentative graphical user interface of the FIITT

or indicators, as identified in the first stakeholder workshop, measure the player’s
performance. At the end of the scenario, a performance report is to be provided that
compares a player’s decisions against that of an expert’s choice of an appropriate
response, with accompanying explanations.

A set of features will later be added to the tool to extend its functionality. Firstly,
a Save feature will be added to allow the player to pause and return to the gaming
session at a later time. Secondly, a customization feature will allow the editing of
existing simulations or to add new food incident scenarios into the game in order to
fit the particular needs of an FBO. Lastly, a downloadable desktop application will
also be added to allow for off-line use of the tool.

4 Challenges Ahead

With this simplified approach to developing a serious game for training on man-
agement of food incidents, it is anticipated that an engaging and effective training
tool could be delivered while using minimal time and financial resources to both
the developers and users. Nonetheless, as we are still in the initial stages of the
research, we recognize several challenges ahead. First is on how the serious game is
presented to the stakeholders, i.e., should we even call it a game rather than a tool?
Involving stakeholders in a participatory exercise is a delicate process. Care must
be taken in order to make the participants feel that the process they are engaged in
is important to ensure their continued interest, support and participation. However,
the term “game” has connotations that may affect the development process and how
the end product is perceived. While some people in the food industry might view the
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“game” as innovative and therefore spark interest, others may view it as something
that is frivolous and therefore not use it or not take it seriously (despite it being a
“serious” game). Related to this is being able to strike a balance between the learning
and the gaming elements. Without explicitly stating that this is a game, the gaming
elements that should be designed for FIITT might be insignificant or overlooked
by the stakeholders involved in the design process. At the moment, because we are
not certain as to how the stakeholders will react to the term “game” or “serious
game” we have presented FIITT as a tool. But because the FIITT’s development
is participatory, there is an opportunity to open these kinds of discussions with
the potential users, which we intend to do. Finally, the level of realism of the
food incident scenarios may be an issue with the users as the acceptance of these
scenarios may differ from one user to another. These are some of the aspects of the
serious game that will be discussed during succeeding stakeholder workshops.

5 Conclusion

The growth in the number of FBOs, especially small FBOs over the Internet, as
well as the prohibitive cost of bespoke mock simulations, it is evident that there is a
need for a more cost-effective way of delivering valuable training for managing food
incidents that can reach a wider audience. A simple online serious game may be a
cost effective way of reaching these FBOs and give them the necessary training
that they need. Moreover, because it is a game, the entertainment value of the
FIITT may increase the engagement of the users. By involving industry experts and
stakeholders in the design process, this may ensure that the tool is fit-for-purpose.
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A Cybernetic Model of Macroeconomic
Disequilibrium

Ernesto Carrella

Abstract In “On Keynesian Economics and the Economics of Keynes” (1968)
Leijonhufvud described his cybernetic vision for macroeconomic microfoundations
and the dynamics that move the economy from one equilibrium to another. Here I
implement that vision in agent-based model.

I focus on the difference between price-led adjustments (“Marshallian” in the
original text) and quantity-led adjustments (“Keynesian”). In a partial equilibrium
model the two dynamics lead to the same equilibrium at the same speed through the
same path.

In a general equilibrium model the Keynesian dynamics overshoots and under-
shoots with consequent over-employment and unemployment. The agents within
the model act by trial and error using very limited knowledge which I simulate here
through the use of PI controllers. When a demand shock is treated with increased
labor flexibility or positive productivity shock the result is a deeper recession and
longer disequilibrium.

Keywords Agent-based models • Economics • Flexibility • Macroeconomics
• Market structure • Production • Cybernetics • PID control • Keynesian

1 Introduction

I extend here the Zero-Knowledge traders methodology [4] to macroeconomics. By
modeling the economy as a process that agents try to control, I can study the effect
that higher flexibility and adjustment speed have on the economy as a whole. More
flexibility is not always beneficial as it can aggravate the disequilibrium and the
social costs associated with a recession.

I use my model to study reforming the labor market during a recession. In Europe
labor market reforms were touted both before [21] and after [3] the economic crisis
as a way to boost economic growth. The point of reforming the labor market is
to increase labor mobility and productivity. This paper challenges the notion that
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increasing either is necessarily beneficial during a recession. I show how more
mobility actually deepens the recession and output undershooting if it coincides
with an exogenous drop in demand.

In Leijonhufvud’s “Keynes and the Keynesians” the core difference between the
Keynesian and Marshallian frameworks is how agents adapt to disequilibrium [14].
To Leijonhufvud, Marshallian agents react to mismatches in demand by first
adjusting prices and only later changing production. Viceversa Keynesian agents
react first by adjusting quantities and only later prices. I implement this idea
and show how these differences have no effect in microeconomics but do so in
macroeconomics.

This is not the first attempt to model the microfoundations of “Keynes and the
Keynesians.” Leijonhufvud himself cited the search models in “Information Costs,
Pricing and Unemployment” [1] and Clower’s false trades [6] as a way to achieve
his vision. This chapter follows in the false trades tradition of allowing exchanges at
wrong prices through a simple trial and error agent that corrects itself over time. It
is the dynamics generated by this trial and error pricing that differentiate Keynesian
disequilibrium from the Marshallian one.

2 Literature Review

I classify agents in macroeconomics on a spectrum that goes from complete
feedback to complete feed-forward. Feedback agents are reactive, they manipulate
control variables by inferring over time what their effect is on the other model
variables. Feed-forward agents know perfectly the model and set all the control
variables at the beginning of the simulation after having solved for the optimal
path. These are sometimes referred as closed-loop (feedback) and open-loop (feed-
forward) agents, respectively.

Modern economics focuses mostly on feed-forward agents. The Ramsey–Cass–
Koopmans model [5, 12, 19] is an example of a pure feed-forward agent. In this
model the agent is omniscient and the instant he’s born he makes all the saving
rates decisions for its infinite life by optimizing utility given the lifetime budget
constraint. This omniscience is a fundamental driver of the model as it explains, for
example, why permanent taxes do not crowd out investments while temporary taxes
do [20].

In Prescott’s Real Business Cycle growth model [18] the agent is an imperfect
feed-forward control. In this model there are auto-regressive random technological
shocks that cannot be predicted ahead of time. The agent then has a large feed-
forward element that finds the optimal distribution of control strategies to implement
and a small feedback process to choose the control strategies from this distribution
as the random shocks occur.

Feed-forwarding optimization with feedback adaptation to uncertainty remains
the standard macroeconomic approach to this day. The more uncertainty a model
has, the larger the feedback element of the agent is but the focus is always on feed-
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forwarding. Learning models as in [8] are emblematic of this: agents manage model
uncertainty by using statistics to learn the model so that they can then use the usual
feed-forward control strategies on what they learned.

The only agent in economics that is still pure feedback is the central bank: the
Taylor rule [23] is a simple feedback and adaptive rule to set interest rates. It is
in fact a simplified PI controller [9]. Real economists allow simulated economists
some slack in assuming not only that they face uncertainty but also that they are
never able to reduce it by learning the full model.

The modern focus on feed-forwarding is surely a reaction to the feedback
oriented methodology that preceded it. The Keynesian IS-LM [16] were almost pure
feedback models. Consumption would be a fixed proportion of income, workers
would be reacting the same fixed way to changes in prices and therefore could be
fooled over and over again into generating a Philips curve [10]. Explicitly cybernetic
models shared this top-down fixed feedback approach [7, 13, 17, 24]. Leijonhufvud
called it the “Keynesian Revolution that didn’t come off” [2] even though the
approach survives in the field of system dynamics [22].

My agents are feedback only. The difference with the past is that my feedback
mechanisms are there to allow a flexible agent to adapt to shocks rather than linking
in a fixed way economic components as the IS-LM models wanted to do.

3 Microeconomics

3.1 Marshallian Agents

This is a brief summary of the Zero-Knowledge trader methodology. The unit of
time is a “market day” as in Hicks [15]. Take a simple market for one type of good.
Each market day, a firm produces ys

t units of good, consumers buy yd
t units at price

pt. The Marshallian firm is a price-maker that takes production as given and changes
pt every day in order to make production equal demand that is:

ys D yd (1)

The agent has no knowledge of market demand and how his own price pt affects
it. It knows only that higher prices imply lower demand. It proceeds then by trial
and error: it sets a price pt and computes the error et D ys � yd and uses it to set
ptC1. I simulate the trial and error process by a PI controller:

ptC1 D ˛et C ˇ

tX

iD0

ei (2)

By manipulating pt the Marshallian agent changes demand yd until it equals
supply ys. Within each market day the Marshallian agent treats its own good supply
as given but over time it can use the price it discovers to guide production. At the
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end of each day there is a small fixed probability (in this simulation 1
20

) to change
supply ys by adjusting labor hired. The decision is simple marginal optimization:
increase production while MarginalBenefit > MarginalCosts and viceversa. The
firm again adjusts by trial and error and with a separate PI controller whose error is
et D

MarginalBenefit
MarginalCost � 1.

In the original Zero-Knowledge paper I go through more complicated scenarios
with multiple firms and markets, monopoly power, and learning. But this minimal
setup is enough for this application. Here a firm has only two degrees of freedom:
price set p and labor hired L. Each set by an independent PI controller.

3.2 Keynesian Agents

Keynesian firms function exactly as Marshallian ones except that they reverse the
speed and the error of the two PI controllers. A Keynesian firm changes L every
day trying to make ys D yd and changes p with the small fixed probability trying to
make Marginal Benefit D Marginal Cost.

Functionally the Keynesian firm tries to match supply and demand within a
market day by changing ys directly rather than changing p and therefore yd as the
Marshallian one.

3.3 In a Partial Equilibrium Scenario Keynesian
and Marshallian Agents Perform Equally

There is one firm in the economy. It faces the exogenous daily linear demand

yd
t D 100 � pt (3)

One person hired produces one unit of good a day:

ys
t D Lt (4)

There is infinite labor supply at w D $50. The perfect competitive solution is L D
50; y D 50.

I run 1000 simulations for a Marshallian and a Keynesian firm each setting their
PI parameters ˛; ˇ 2 Œ0:05; 0:2� and random initial price and labor p0; L0 2 Œ1; 100�.
Firms in all simulations always find the equilibrium as shown in Fig. 1.

Define equilibrium day as the simulation day when the firm produces within 0:5

units of the equilibrium production. Figure 2 compares the equilibrium day dis-
tribution of Keynesian and Marshallian firms. A two-sided Kolmogorov–Smirnoff
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Fig. 1 The path of y traded for a 1000 Keynesian and Marshallian simulations. Regardless of
initial conditions and PI parameters, the runs all reach equilibrium

Fig. 2 The empirical distribution of equilibrium time for the Keynesian and Marshallian microe-
conomic simulations. There is no difference between them

test fails to reject that the two samples come from the same distribution (p-value is
0.263). In a partial equilibrium microeconomic scenario Keynesian and Marshallian
firms perform equally well and at equal speed.
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4 Macroeconomics

4.1 Both Marshallian and Keynesian Firms are Able to Reach
Equilibrium in a Simple Macro Model

Here I present a minimal macroeconomic model and show how Marshallian and
Keynesian dynamics diverge. The main reason they do is that Keynesian adjustment
has side effects. Keynesian firms manipulate labor directly; in microeconomics
hiring and firing workers affected how many goods were produced but in macroeco-
nomics the good demand is equal to labor income so that hiring and firing workers
affect how many goods are demanded as well. Marshallian firms instead manipulate
prices which moves the demand without affecting supply.

There is a single firm in the world. It is programmed to act as in perfect
competition and targets Marginal BenefitsDMarginal Costs. It produces a single
good with daily production function:

YS D a
p

L � b (5)

It has access to an infinite supply of labor L at w D 1.
The demand for the output is equal to the real wages paid:

YD D
L

p
(6)

Unsold output spoils, unused labor income is never saved. This market has the
following unique equilibrium:

L D
4b2

a2
(7)

p D
2
p

L

a
(8)

y D b (9)

When a D 0:5 and b D 1 the solution is

L D 16 (10)

p D 16 (11)

y D 1 (12)

The computer simulation proceeds just like the previous microeconomic section
except that demand here is endogenous and equal to wages paid. Two sample runs
are shown in Fig. 3.
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Fig. 3 Two sample runs of the economy Y with a Keynesian and a Marshallian firm

I run 100 simulations each for Keynesian and Marshallian firms, where the p
and i parameters of the controllers are random � UŒ0:05; 0:2�. Both Keynesian and
Marshallian firms are always able to achieve equilibrium.

4.2 Keynesian and Marshallian Firms Generate Very Different
Dynamics When Reacting to a Demand Shock

As initial conditions matter, rather than studying the dynamics towards equilibrium
ab ovo, I first let the model reach equilibrium then subject it to a demand shock and
see how the firms differ in adapting to it. I run the same simulation as before, but
after 10,000 days the output demand is shocked by s$:

Y D
L

p
� s (13)

When s D 0:2 the new equilibrium becomes

L D 10:24 (14)

p D 12:8 (15)

Y D 0:6 (16)

Figure 4 shows the difference in adjustment dynamics between Keynesian and
Marshallian firms. Marshallian firms react to the sudden drop in demand by lowering
price so that quantity traded briefly recovers after the shock. Eventually though the
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Fig. 4 A comparison between the adjustment dynamics after a demand shock of Keynesian and
Marshallian firms. The Keynesian runs often undershoot and have larger output contractions than
the same Marshallian firms in spite of the pre-shock and after-shock equilibria being the same

lower prices feed into the profit maximization PI which cuts production towards
the new equilibrium. Keynesian firms instead react to the drop in demand by
immediately firing workers. While firing workers lower supply it also decreases
demand because unemployed workers don’t consume. The Keynesian firm can’t
change supply without changing demand as well.

Keynesian firms reach the new equilibrium faster. Define equilibrium time
as after how many days the output settles within 0.05 of equilibrium. Average
equilibrium time is 570.2 days for a Keynesian firm and 808.37 days for a
Marshallian one (which is a statistically significant difference). Moreover Keynesian
firms tend to stay closer to equilibrium overall. To see this define deviation of output
y from equilibrium y� as:

log.t/ � .yt � y�/2 (17)

Then the average deviation for Keynesian economy is 4.076 while it is 20.971 in
the Marshallian economy. Figure 5 shows the difference. On the other hand, output
drops 10 % or more below the new equilibrium in 29 Keynesian runs out of 100.
Marshallian firms never undershoot.

Keynesian adjustment is less efficient and creates larger social losses in spite of
reaching equilibrium faster. In Fig. 6 I compare firm profits and labor income during
disequilibrium versus what they would be if the adjustment was immediate. Labor
income is higher in the Marshallian world (on average 2010.957$ per run compared
to 1024.894$ in the Keynesian world). This is because the disequilibrium involves
firing unnecessary workers and the longer it takes the more the workers benefit from
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Fig. 5 Box-plot comparison of deviation and equilibrium day between Keynesian and Marshallian
macro

Fig. 6 The difference in surpluses between Marshallian and Keynesian firms. The surplus is
measured as a difference in $ (or wage units) compared to what it would be if it moved immediately
to the new equilibrium

the disequilibrium. What is less obvious is that the Marshallian firm is also better
off than the Keynesian one as Fig. 6 shows.

The reason Marshallian firms can over-produce for longer and still make
consistently less losses than Keynesian firms is that Marshallian disequilibrium
dynamics are less wasteful. To see this focus on market day equilibria, each day
the difference between what is produced and what is sold is wasted. Figure 7 shows
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Fig. 7 The difference between what is produced and what is sold each day, regardless of what the
profit-maximizing equilibrium is. The larger the deviation from 0 the more the waste

the daily waste and in particular how it is larger with Keynesian firms. Keynesian
firms over-produce and waste because of their inability to match demand to supply
quickly as any cut in production cuts demand as well. Marshallian firm takes longer
to get to the new equilibrium but proceeds over a more efficient path where demand
and supply match most of the time. Keynesian firms get to equilibrium faster but
demand and supply never match until the equilibrium is reached.

Overproduction is the signal that pushes Keynesian firms quickly to the new
equilibrium, but it is a wasteful and expensive signal that costs more to society than
the slower Marshallian alternative.

5 Labor Reforms and the Zero-Knowledge Agents

5.1 Increasing Labor Flexibility During a Recession Makes it
Worse

In this section I model the world as Keynesian. I do so because price rigidities are a
well-established empirical fact [11]. It is also advantageous to model labor market
reforms and speed in the Keynesian world since the PID controlling production
targets (and therefore labor) are not sticky.

I model labor flexibility in two ways. First, increasing flexibility may mean faster
hiring and firing. I can replicate this in the model by increasing the parameters of
the PI controlling the workforce so that it adjusts more aggressively. Alternatively
increasing flexibility may mean increasing the productivity of labor. I can replicate
this in the model by increasing the a parameter of the production function.
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Fig. 8 Hundred Keynesian runs as in Fig. 4 and the same runs where concurrent to the demand
shock we double the PI labor parameters. Overshooting becomes more likely and deeper. Ten runs
fail to reach equilibrium when their flexibility is increased

Assume the world is Keynesian. Assume the same shock to demand as the
previous section. Here I simulate what happens if concurrent to the demand shock
there is a flexibility shock to the firm where its PI parameters double. I compare the
same simulation with the same random seed with and without the flexibility shock.
Notice that the economic equilibria has not changed, the difference can only be in
dynamics.

Figure 8 shows the effect of increasing flexibility together with the demand
shock. Higher flexibility results in higher chance of overshooting, 88 runs out of 100
have output dropping more than 10 % below equilibrium (compared to 29 without
flexibility shock). Moreover in 10 runs the overshooting is so severe that the run
ends on Y D 0 (which is a steady state) and never reaches the equilibrium. Figure 9
shows that the deviation from equilibrium is higher with higher flexibility (because
of the severity of the overshooting) while there is no statistical significant difference
in equilibrium time.

Figure 10 shows how labor surplus is lower when there is a flexibility shock.
Overshooting is so severe that on average the labor surplus is negative. Note first
that labor surplus was positive in the previous section: because the new equilibrium
requires fewer workers and the agent takes time to get to the new equilibrium point
some workers that should have been fired instantly profited from the disequilibrium.
Higher flexibility fires workers faster, which reduces benefits from disequilibrium
and when overshooting it fires too many so that labor overall is hurt by the
disequilibrium rather than profiting from it. Firm surplus is higher with more
flexibility; the difference in means is statistically significant.
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Fig. 9 Comparison between the Keynesian equilibrium metrics with and without flexibility shock

Fig. 10 Box-plot of surplus differences between runs with and without flexibility shock. The
values are $ (or equivalently wage-units) differences between surpluses and what would the surplus
be if the system immediately moved to the new equilibrium

More generally, what the right labor flexibility is in terms of speed is a tuning
problem. What we want are the controller parameters that move the economy to
the new equilibrium as fast as possible while minimizing overshooting. This is an
empirical question and the answer depends on the kind of original equilibrium,
production function, shock, and every other parameter. It is not the case that more
flexibility and speed always make for a better economy.
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Fig. 11 The dynamics of 100 Keynesian simulations with paired random seeds and how they deal
with demand shock with and without productivity shock

Turn to flexibility as an alias for productivity, assume again a Keynesian world.
Concurrent with a demand shock the productivity a increases from 0:5 to 0:6. This
changes the equilibrium L and p but not optimal output Y:

L D 7:11 (18)

p D 8:88 (19)

Y D 0:6 (20)

Again I run 100 simulations with and without productivity shock, keeping fixed
random seeds for comparison. In this case the only change is in the new equilibrium
conditions, PI controllers are invariate. Figure 11 compares the two dynamics.

Increasing productivity makes the approach to equilibrium worse as shown in
Fig. 12. More runs undershoot, 68 out of 100, and output deviation from equilibrium
is higher with no improvement in equilibrium time. As shown in Fig. 13 there are
no meaningful differences between in disequilibrium surpluses. Notice however that
productivity shocks change the equilibrium the model coverges to which makes
comparisons less clear.

While improving productivity is always a good long term policy there is no
validation from this model that raising it makes disequilibrium any better.
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Fig. 12 Comparison between the Keynesian equilibrium metrics with and without productivity
shock

Fig. 13 Box-plot of surplus differences between runs with and without productivity shock. Notice
that the productivity shock changes the equilibrium p and l so that the two classes of surpluses are
compared to two different optimal points

6 Conclusion

To highlight disequilibrium dynamics this model was made very simple. Some of the
assumptions present should be removed in future work. The first large assumption
I made is infinite fixed wage labor supply. I did so here in order to simplify the
decision process of the firm; in this model the firm only sets one price (output)
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and one production target. Had I added wages it would have made it impossible to
compare Marshallian and Keynesian dynamics since there would be two prices to
set concurrently. In that circumstance Marshallian firms would be quicker since they
would set p and w quickly and target L slowly while Keynesian would have to set L
quickly while p and w slowly.

One could argue that we can still use fixed wages around the equilibrium and
salvage the shock comparisons in Sect. 4.2 by either assuming efficiency wages or
some form of downward rigid wages as Modigliani’s IS-LM [16]. But these would
have to be microfounded rather than just assumed.

The second large assumption is the lack of utility microfoundations. If the
consumer has a lexicographic utility where it prefers a world with no waste (that
is demand equals supply) and splits ties according to the world that produces the
most, then the simulation would be utility maximizing. But this is non-standard
utility formulation and general results must not depend on these. I also gave no
explanation for the demand shock.

The third limitation of the chapter is the lack of agents. Previous papers on the
methodology had multiple firms competing with one another but here there is a
single firm taking all the decisions. This was primarily to avoid any noise in the
simulation except those caused by demand shocks. The same weakness is present
regarding consumers and workers. A single force supplies labor and consumes
wages; there are no distribution effects and no asymmetric cost to unemployment.
All these assumptions are, I believe, minor. They are employed to remove noise from
the model and further highlight the difference between Keynesian and Marshallian
firms.

I believe this paper’s result is timely. I show how increases in productivity and
labor flexibility during a recession while improving the final economic equilibrium
worsen the path the economy takes towards it. This kind of results can only be
achieved through agent-based economics and simulation. This kind of results can
only be achieved by focusing on disequilibrium. And these results are needed to
chart a complete policy response to economic crises.
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How Should Agent-Based Modelling Engage
With Historical Processes?

Edmund Chattoe-Brown and Simone Gabbriellini

Abstract This chapter consists of two main parts. After an introduction, the first
part briefly considers the way that historical processes have been represented in
ABM to date. This makes it possible to draw more general conclusions about the
limitations of ABM in dealing with distinctively historical (as opposed to merely
dynamic) processes. The second part of the chapter presents a very simple ABM
in which three such distinctively historical processes are analysed. These are the
possible significance of unique individuals—the so-called Great Men, the invention
and spread of social innovations from specific points in time and the creation of
persistent social structures (also from specific points in time). The object of the
chapter is to advance the potential applicability of ABM to historical events as
understood by historians (rather than anthropologists or practitioners of ABM.)

Keywords Agent-based modelling • Social networks • Trade networks • His-
torical explanation • Book trade • Methodology • Social change • Innovation •
Institutional evolution

1 Introduction

“The assumptions you don’t realise you are making are the ones that will do you in.”
(Trad. Anon.)

Like all disciplines, ABM has its particular perspectives and implicit assumptions.
These may remain undiscovered while it keeps “safely” to certain known areas
of research but may show up very clearly when it attempts to broaden its appli-
cation. This chapter is a case study of that situation with respect to the study
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of history1. It arose from discussions with historians in the context of the evolution
of networks in the book trade but set us thinking about wider issues connected with
distinctively historical explanation. The chapter has a very simple structure. After
this introduction, which very briefly considers what we might mean by historical
analysis, the first part carries out a literature review of ABM applied to historical
topics or published in historical outlets. It uses this as a sample (small but nearly
complete) to induce general claims about the present “historical” uses of ABM.
These general claims can then be examined and challenged. The second part of
the chapter addresses these challenges and uses a simple ABM to show several
phenomena that can be seen as distinctively historical but have not been found in
historical ABM to date. As shown in the conclusion, this ABM is thus a jumping off
point for a possible dialogue between history and ABM about “historical models”
that may have mutual benefits2.

Before analysing existing historical models in ABM and suggesting ways to
make them “more historical” it is necessary to say something about what history
might be. Understandably huge amounts of ink has been spilt on this topic by
historians and others so it is very important to avoid issues that ABM researchers
will probably never be qualified to comment on (like “how should history be done?”)
Nonetheless, it is relatively straightforward to identify some assumptions without
which it is hard to see how a process could be defined as “historical”. The first
is a changing population of agents. This is meat and drink to ABM but many
social science studies effectively work with fixed populations. Certainly over several
centuries, the kind of time scale we think of as most “typically” historical, the
entire population will inevitably have changed. The second assumption, related
to the first, is that history is the sort of time scale over which ceteris paribus
assumptions do not apply. We can see this by contrasting history with the sort of
cross sectional statistical analysis often carried out in sociology (for example). We
might find a particular association between class origins and educational success
in 1980. It might not be unreasonable to say, comparing that with the relationship
found in 1975, that the institutional framework (for example the structure of the
school system) was “more or less” unchanged and therefore that changes in the
parameters of the model reflect changes in society (more equality of opportunity
in the educational system for example). However, it is very clear that such a
comparison with 1780 would be more or less meaningless because the education
system would be so radically different (as would the logic of the entire class
structure). History is thus the time period over which it is not reasonable to take
social practices and institutions (or other social structures) as a fixed background

1Such challenges can be productive if they force ABM to reconsider its implicit assumptions
and broaden its scope. Conversely, a dogmatic reaction to such challenges is likely to harm the
likelihood of ABM being accepted more widely.
2Traditionally, history has been quite wary of “theory”, let alone “models”. Arguably history faces,
to an even greater degree, the sort of challenges that have made social scientists wary of modelling
based on statistics and equations. Some of these concerns will become clearer in the course of this
chapter.
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to the wider social process. In fact, looking at existing non-historical research, it is
not really clear how long that period might be and it is therefore important that
ABM can cope with “historical time” if required. Clearly things do not remain
constant over centuries but actually, for example, there was pretty radical change
in the UK education system under Margaret Thatcher and while statisticians may
choose to treat 5 years or so as a non historical period, whether that assumption
is unreasonable (and more importantly whether their methods can reveal it to be
unreasonable) is another matter. The final assumption that is worth noting (although
it will not be relevant until empirical historical ABM are developed) is that the
supply of data for historical analysis is fixed (even if some of it still remains to be
discovered). Unlike much social science where, if data is missing it can be collected,
the historical record is now fixed. These brief considerations set the scene for a
consideration of existing “historical” ABM and how “more” historical variants of
ABM might be developed.

2 ABM and “History”: A Very Brief Analytical Review

Although examples of equation based theorising can be found on historical topics
[1–3], these are relatively rare and will not be discussed further here. ABM
approaches to history are a little more common (despite the shorter effective
lifetime of these techniques) but their increased frequency seems to reflect a broader
conception of history rather than a greater interest in the approach.3 In particular, it
seems that most apparently historical ABM actually involve what we might call an
anthropological conception of history [6] in which agents behave according to fixed
social rules that are simply played out over time. The clearest examples of these
are research that is explicitly anthropological or archaeological [7–11]. However,
other examples of ABM with this anthropological conception of history are those
that (while dealing with clearly historical events) do so over sufficiently short time
periods that behaviours and structures are also assumed to be constant [12, 13].
Formal theories involving genuine structuration (agents create structure which then
acts on them) appear to be absent.4

3We will also exclude from this discussion research advocating ABM but based only on the work
of others, for example [4, 5]. Instead we will discuss these examples directly. However, we will
not discuss separately multiple publications on the same project. Also, for practical reasons, and
without prejudice to its quality, we shall not discuss non-peer-reviewed work including research by
Kerstin Kowarik and colleagues on prehistoric salt mining, Jim Doran on insurgency and Giuseppe
Trautteur and Raniero Virgilio on the Battle of Trafalgar. More information on this work and actual
copies of draft papers may be found on the Web but these sources are not academically robust. The
authors would be glad to hear of any work (unpublished or not) that contradicts our hypotheses
here so we can refine our analysis.
4The emphasis of this chapter is on publications by historians and/or those in historical outlets.
However, the same appears to be broadly true of “historical” research (generously conceived) in
ABM journals. For example, none of the models in Mithen’s excellent chapter [14] appear to
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Two apparent counter-examples to this claim prove not to be on closer exam-
ination. The first are what we might call possible worlds ABM. In this case, the
ABM can be used to examine counterfactual cases (“suppose the flu had struck at
a different time of year”—see [13] for example)5. This might give an impression
of changing rules but the impression is mistaken because in each simulation run
these are fixed and the results are compared across runs (a process that has no real
historical equivalent6). What is not happening in these ABM is what appears to
happen in history, namely that individual actions give rise to structures (for example
institutions like “The Metropolitan Police”) that subsequently have effects of their
own. The other set of examples are referred to as “history-friendly” ABM [19]. In
fact, this doesn’t mean friendly to historical analysis but making use of stylised facts
about history in designing ABM that are still arguably a-historical. While it is true
that firms arrive and depart from markets and new drugs are created in a stylised
form (for example), there is no sign of changes in regulatory or market structure. As
before, in practice, the same rules are in operation at the end of the simulation run
as at the beginning even though, at different times, they may give rise to more or
less numerous firms or more or less novel drugs7.

The most sophisticated case of a historical ABM we have been able to find is an
article by Ewert et al. [21]. In investigating starvation, this represents both citizens
and councillors as interacting agents to explore the effect of policy on hunger.
However this article still involves an anthropological conception of history in that
the rules of citizens and council seem to be fixed over the simulation run and merely
played out over time. Even though this ABM does involve an explicit representation
of a separate policy agency, it still doesn’t allow for things like citizens banding
together and overthrowing the council or the council reflecting on its past failings
and innovating radically in its policy-making.

involve social innovation. [15] is a rare debatable counter example to our general claim in that,
although cognitive complexity can increase (allowing for the evolution of hierarchy for example)
the environment appears to remain fixed
5The status of counterfactuals in history is strongly contested to the point where it cannot plausibly
be resolved here. Although there has been a lot of research based on this idea [16], it the approach
has also been vigorously criticised not just in its details but also as a legitimately rigorous approach
[17, 18].
6Again, we wish to avoid judgements about what history is. If one were asking “What caused
WWI?” then the events that actually occurred would be all we could analyse. If, on the other hand,
one were asking “What causes wars?” then one could construct a sample for study comparing
different circumstances when war did and didn’t occur.
7Another arguable case would be adaptive systems based on evolutionary algorithms [20]. On one
hand, a firm might start with a “practice” (represented as a genetic programming tree perhaps) that
involved calculating a price based on cost and “end up” simply following the price of a dominant
firm (a very different kind of practice). On the other, the genetic programming grammar and the
so-called “terminals” of the system (the variables on which firms calculate: for example own unit
cost or price charged by another firm) remain fixed throughout a simulation run. It would seem to
be an open question whether the “potential” novelty enshrined in a formal grammar is adequate to
capture the novelty found in the real world. I would guess not.
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These examples suggest that ABM appears to have blind spots about what makes
history distinctive. Institutions and social practices both change over historical time.
It is for this reason that the case study in the next section explicitly attempts to
represent genuine social innovation and the development of institutions albeit in a
stylised form.

3 A Case Study of “Historical” Network Dynamics

In this section we present a case study of an ABM representing the evolution of
social networks and some variants of potential historical relevance. Before doing
this, however, it may be helpful to provide a brief introduction to the idea of social
networks.

Social networks are structures formally defined by two elements: Nodes and
relations. The generality of the approach arises because both nodes and relations
(often called ties) can be many different kinds of things. For example, nodes could
be countries and relations the volume of trade that flows between them each year,
nodes could be pupils in a class and relations could be how much they like to work
(or play) together or nodes could be elements of the book trade (publishers, authors,
dealers and customers) and the relations could be the buying and selling of books.
The interest in this approach is the associations that can be found between network
structure and other phenomena of social scientific interest, for example that less
well-connected pupils in a classroom might also be the weakest academically8. Thus
social networks enable us to understand how one conception of social structure
(who is connected to who by various relations) may affect social processes and
outcomes. To take a book-dealing example (the area of history that inspired this
chapter), we can imagine a situation where every British county has always had (or
at least ever since there was any market for books at all) a few people who were
willing (and able) to buy books even if they have to come from a very distant city.
These people can then have a network influence on others in the neighbourhood
who they know or know them (perhaps by lending books, by a desire for social
emulation or through education) to create a demand for books. This demand (though
obviously coupled with non network factors like the general growth of literacy,
the expansion of transport systems and so on) can reach the point where a local
town can now support its own book dealer. This not only draws in more local
customers who could not afford or would not countenance ordering books from
London (thus increasing local demand further) but may also change the nature of
the institutional distribution network. (Instead of London dealers selling direct to

8This can be contrasted with a “statistical” view often found in sociology that individual attributes
are caused by (or at least associated with) other individual attributes. According to this view we
should look for differences in educational attainment in terms of gender, ethnicity, class origin and
so on rather than network position.
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provincial customers, publishers may now start to deal directly with a growing
circuit of provincial bookshops. This in turn may facilitate the sustainability of
bookshops in other towns along their dealing routes.)

To gain a better understanding of what might be needed for a “more historical”,
ABM let us consider an evolving network where the nodes and relations are not
supposed to represent any particular thing (though there are a number of historically
interesting things—like book dealing networks—which they might represent). All
we assume about the application of the ABM at this stage is that these nodes
represent individuals (rather than organisations or nations) and that they have
reasons to change over time.

Because ABM and the social process specifications that underlie them are
intrinsically dynamic, we immediately face an interesting example of what history
almost certainly isn’t. Whatever processes we believe underlie the dynamics of
social networks, it seems unlikely that history means nothing more than any event
unfolding over time. Under that definition the network that forms between college
students living in the same accommodation block over a month would be no more
or less historical than the banking networks that grew up across Europe over
centuries. Nor does it help to declare arbitrarily that things happening over months
aren’t historical while things happening over centuries are. Presumably what makes
something historical is the kind of things that happen during the period of analysis
(as suggested in the introduction). It is establishing what these kinds of things might
be that underpins the argument of this chapter about a profitable debate between
historians and ABM researchers.

To take an example, if nothing else, something that is certain to change over
historical periods is the population. People will be born and die. History is obliged
to deal with these demographic phenomena in a way that short term sociological
studies often are not. Interestingly, existing (mathematical) SNA struggles with
networks where the population of nodes changes and, perhaps surprisingly, often
solves this problem by just eliminating such cases from analysis (see [22], p. 138).
By contrast, the approach used in ABM is much more intuitive for this aspect of
history. New agents appear in the world at birth (and can then form network ties)
while existing agents die and disappear (and their network ties vanish.)

The baseline ABM for this case study is one in which (starting with an initial
population of 500 agents) one new agent has a 0.3 chance to be born and a randomly
chosen existing agent has a 0.3 chance to die in each time period. (This means that
the population of agents who can form ties is constantly changing but on average
the population remains reasonably stable. New agents start with no ties and when an
agent dies all its ties are broken.) Each agent is assumed to have a fixed maximum
capacity for close social relations (which can vary between 1 and 6)9. In each

9This assumption is empirically supported [23] and probably reflects the effort involved in
maintaining close relations as well as the increasing pleasure to be derived from them. People
can have millions of Facebook “friends” at the click of a mouse but usually have only a handful of
really close non-family relationships that may have taken years to build.



How Should Agent-Based Modelling Engage With Historical Processes? 59

time period one agent is selected at random and (with a small probability for each
potential tie they have not yet made) tries to make that tie at random with another
agent that also has capacity. If no such agent exists then these friendship attempts
fail, at least in the current time period. (Because agents have capacity for few ties
and the probability for making each potential tie is small, the upshot of this is that
mostly, the chosen agent makes no new friendship tie in a time period, sometimes
just one but almost never more than one. This reflects the fact that close friendships
form rarely but are long lasting.)

As already suggested, the lack of realism in these assumptions hardly needs
remarking. Nonetheless, even this arbitrary ABM does capture some key points
about social networks. Firstly, most people have very few close ties. Secondly, there
are reasons why networks change regardless of personal inclination (in this case
just birth and death but in more complex ABM also migration, differential contact
opportunities and so on10.)

In fact, this baseline model is just a version of the Giant Component11 model
found in the NetLogo models library but without immortal agents12. Since the
“result” of the standard GC model is the perhaps slightly counter-intuitive formation
(fairly rapidly) of the GC, it is perhaps not surprising that what the “demographic”
variant of this model produces is relatively stable component size distributions even
though specific components are created and destroyed by the birth and death of
crucial13 agents14.

In fact, this is just what we find. In our baseline ABM, the long-term behaviour
that emerges from the system is a reasonably stable set of components (one fairly
large and the others much smaller). We averaged the size of the giant component
(expressed as a fraction of the population to control for demographic effects) for
4000 time periods (because the giant component size is quite noisy owing to births
and deaths). This was done at two different points in the simulation run (time
periods 12000–16000 and 20000–24000) for reasons that will be explained shortly.
This exercise was repeated for ten different simulation runs so variation between

10Even this very simple ABM also allows for more subtle social process effects. For example,
someone may want very much to make friends but be unable do so at one point in time. However,
at another point, they may be in a position to make several friends rapidly. This mirrors the
fact that although our number of friends may remain fairly constant, their actual identities often
change when we undergo a major life event (like starting university or becoming a parent.) This
phenomenon of “friendship churn” is empirically important but barely visible in formal SNA as
far as we have discovered.
11The largest component in a network is called the Giant Component (hereafter GC).
12The simulations here were written in NetLogo [24]. The Giant Component Model code was also
developed by Uri Wilensky [25] and has been further extended for research purposes with his
permission.
13In this instance an agent is crucial if, by dying, it breaks a component into two smaller ones.
An agent needs not be crucial if there are multiple routes between other agents in the component
(because components are defined just in terms of connectivity and not distance.)
14To use another example from book trading, dealers would bequeath their stock on death (and it
might then be sold by legatees) so bookshops might persist with different owners/operators.
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runs could be assessed. The result was that there was no significant difference
between the average giant component sizes for each measurement period (0.65523
vs. 0.65502). The small difference that was observed was dwarfed by the variation
in giant component sizes in different simulation runs (which was nonetheless quite
small) suggesting that the simulation had reached a steady state with respect to the
changing population when the measurements were taken. This case thus serves as a
robust baseline for variants to the ABM presented shortly.

This process draws attention to another interesting advantage of ABM from
the perspective of history. This is the ability to repeat simulation runs differing
only in the instances of random numbers involved. This allows us to think about
counterfactuals. What can we make of statements like “Had Hitler not risen to
power, the disastrous state of Germany would have made it almost inevitable that
some other demagogue would have done so.” In repeated runs of a simulation we
can say, for example, that although persistent completely connected networks are
observed (in 2 out of 1000 runs), it is very much more likely that two or three
stable components will be observed (in 990 out of 1000 runs15.) Obviously, history
is always what we have actually found happening but we cannot know how unlikely
the observed case was relative to other conceivable outcomes. ABM at least allows
us to talk about that state of affairs in a meaningful manner.

In the previous section, we sharpened the discussion about the role of ABM by
suggesting why we might not consider just any dynamic process historical. Most
historical theories seem to involve a situation where social practices and/or social
structure change over the course of the analysis. We have already considered what
happens when that change just involves the population (which already rules out a
surprising amount of sociology and traditional SNA for example). This provides our
baseline ABM. In the rest of this section, we consider three other things of potential
historical relevance that might change.

The first, which is a slightly odd example (in that it is almost a part of the
history of history), is a stylised attempt to incorporate Great Men (obviously, in
fact, Great Persons but hereafter GM) into the ABM. The GM debate (between
the views of Carlyle and Spencer) may seem on the face of it dated and perhaps
even pointless [26]. Because of the problem with counterfactuals, can we really say
meaningfully that without Napoleon or Emmaline Pankhurst a particular outcome
(World War I, votes for women) would never have occurred?16 Perhaps not, but we
may nonetheless be able to make better sense of this debate using an ABM. In fact,
of course (like all important debates), this one echoes very deep matters, in particular
the role of individual agency as against “social forces” or the net effects of many
individuals doing what they do habitually or without reflection. Given the ships, the

15And in all simulation runs for each variant ABM, we found no qualitative variations in behaviour
(there was never an occasion when the GC size remained higher after the death of a unique
individual for example) allowing us to be provisionally confident in the outcomes reported.
16And if not “never”, then how long does it take before the event is no longer “the same?” Could the
rise of dictator in Germany in 1990 still be “counted” as the inevitable working out of an alternate
history where Hitler did not come to power?
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institutions and the sailors, could anyone have won Trafalgar or did it take someone
with the arguably unique calibre of Nelson? (Assuming that his calibre is not simply
deduced from winning Trafalgar!) Are leaders simply figureheads for events which
(for much larger reasons) would almost certainly have occurred at around that time
anyway? (Hopefully nobody is going to appoint a complete idiot to be in charge of
a fleet during a period of major naval engagements but maybe all victory took was
actually any one of a number of recognisably competent admirals.) In a historical
context it is quite hard even to make sense of such questions let alone answer them.
In an ABM, by contrast, it is much easier. Recall that, so far, we have assumed that
all agents have a fairly small maximum capacity for forming ties (1–6). Suppose at a
particular moment in time we create an agent with a much larger tie capacity (100–
1000). For the purposes of this argument, the ABM is simplified in that this is the
only way in which the GM differs from other agents. “He” has the same potential life
span, is not treated any differently by others and makes his ties by exactly the same
decision process. (Although because he has much more tie capacity, he actually
forms many more ties in a single time period on average.) Following the same
measurement process as before, we compare the average size of the GC for 4000
time periods before the birth of the GM and 4000 time periods after his death. Again,
we find no significant difference between the average giant component size in the
two periods with the whole simulation being run ten times (0.64518 and 0.64769).
What we observe (with images of the simulation runs available on request from
the authors for reasons of space and to avoid colour reproduction) is that the GC
increases dramatically in size during the lifetime of the GM but then immediately
reverts to its previous size on his death. In retrospect, it is easy to understand what
has happened here. By making many friends at once in several time periods, the GM
immediately makes himself very central to the network and at the same time makes
it very vulnerable to his death. Although all the other agents continue to make ties
randomly, these are not directed at sustaining the large component created by the
central GM so his death always causes it to fragment.

Now in a sense this is not obviously interesting from a historical perspective. I
doubt anyone would claim that the world is no different with kings than without
them or that people of exceptional abilities have no impact even when they are
exercising them. But what is much more interesting is what this stylised ABM
reveals about the nature of the GM debate. It appears that it is not enough for there
just to be a GM, he also has to leave something tangible behind17. What makes the
GM great, as far as history goes, is not just that he won the battle but that the battle
resulted in a treaty that changed who owned which colonies subsequently (in other
words some institutional or wider behavioural change). Historical studies are thus

17In this case, the GM sometimes visibly disrupts the robustness of the network afterwards although
it gradually recovers to the previous level by “social forces” (the habitual actions of the mass). We
could tentatively link this to the succession problem in politics [27]. A crucial role in a network is
not beneficial for society unless you can pass it on to someone adequately competent. This issue
motivates the third “institutional” variant of the ABM presented here.
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(as we have already suggested) most likely to find a use for ABM that can cope with
this situation of ongoing structuration (rather than those which simply unfold the
implications of fixed rules over time).

Thus, even though a GM in the sense presented here is neither historical nor
plausible, this very stylised ABM still allows us to see clearly what we might mean
by changing the course of history. In the context of a theory of evolving networks
we can ask whether (and how) a GM could produce a lasting change in network
structure such that the world is truly different thereafter than if they had never lived.

Further, thinking about the problem in this way enables us to dig more deeply into
the rather nebulous idea of individual agency versus “social forces” that seems to
underpin the GM debate. By assumption, in the ABM, all agents make their network
formation decisions in the same way. The GM is only different in being able to form
many more ties than the ordinary agent. We might expect, therefore, that the GM
couldn’t have a lasting effect. Social forces in this context mean the great mass
of people with small tie capacities being born, choosing their ties at random and
then dying. But, of course, these ties are not strictly random. They depend on both
chooser and chosen having capacity and this in turn depends on births and deaths. If
the GM has the capacity to change the overall structure of the system (for example
by creating a very centralised GC) then this may change the choices open to new
agents in perpetuity or at least for very long periods. The question then becomes
what effect (or effects) does the GM need to have for this to occur? In the ABM
discussed here, clearly forming lots of random ties on your own account is not
enough. But we have started to move the GM debate from a contest between abstract
philosophical positions to an exploration of different ABM assumptions that might,
at least in principle, take account of data.

But this insight takes us further in our thinking in an important way. What would
be impressive about this situation from a historical point of view is that even though
the greatness of the GM was only manifested in his lifetime (and left behind no
tradition of changed behaviour like Jesus or formal institution like the UK Civil
Service after Trevelyan) it is still possible for an imprint of that greatness to be left
behind (in this case in the equilibrium structure of dynamic social networks.) This
makes what we mean by changing the course of history better defined and also more
interesting in certain ways. In a sense, after reflection on this case, it would be much
less surprising if someone did this by leaving behind Krupp or the Catholic Church
as stable bureaucratic entities that can perpetuate themselves. However, the idea that
someone can, through activities only in their own lifetime and leaving no trace in the
behaviour of others, leave their mark on a system that is constantly changing through
individual demography and decision is a historically intriguing one, unlikely to be
identified or articulated clearly without ABM (even using a ridiculously stylised
example).

This discussion leads to a second variant of the ABM in which, after a
certain point (time period 16000), one agent starts to make their network ties by
an innovative decision process (choosing the least connected agent rather than
choosing at random). Once invented, this innovative “practice” can spread through
the population in three ways. Agents can “catch it” with some probability from
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those who already have it (observation), they can be born with it (reflecting
socialisation by an innovating parent) or they have a very small chance to discover
it without reference to network or socialisation (perhaps reflecting other forms of
transmission like books.) The results are interesting. In the first place, unlike the
last two experiments, there is a significant difference before and after the innovation
(0.64836 and 0.462418). However, the result is recognisably negative. This is
because, although on an individual level, choosing the least connected agent to make
a tie to may seem like a good way to increase the size of the GC (by “incorporating”
isolates), it actually results in a centralised network that is much more vulnerable to
the death of some agents. Thus we see, even in a stylised example, the potentially
counter-intuitive conflict between the logic of individual choices and aggregate
social outcomes [28]18.

The previous discussions have been leading up to the third variant ABM, a very
simple form of institutional growth. As we have seen, a GM cannot be great (in
this ABM at least) just on the basis of his own actions. He must also, somehow,
change behaviour, networks or institutions. Individual decisions, spreading through
the population may actually harm the outcome they are intended to promote (in this
case GC size.) How then can social order come about over long periods without
assuming high levels of rationality or knowledge? This variant ABM provides one
possible answer. In it, after a certain date, there is an innovation, but of a different
kind to that already discussed. An agent decides that it will, before its death, seek a
replacement for its position in the social network. In this case, other agents will
consider whether replacing the existing agent or just making the usual random
connection will lead to better connectedness. For simplicity the agent that wants
to be replaced does not apply any selection criteria. Furthermore, there is no attempt
to ensure that the replacement agent has surplus capacity to take on the ties of
the dying agent. Instead, it just sheds some existing ties randomly to ensure that
maximum tie capacity is maintained. As before, the social innovation of wanting to
be replaced can spread through the population. This gives rise to a situation where an
institution consists of a set of nodes that all want to be replaced and the connections
between them. Provided replacement actually occurs, this institution will reproduce
itself over time. The final ingredient in increasing order is the assumption that if
a node wants to be replaced but nobody wants to replace it (because that node is
very poorly connected for example) then replacement will simply fail. This gives
rise to an evolutionary process in which there is a continuous random variation in
the population of nodes that want to replace themselves (which might include the
innovative practice dying out again) but a selective retention of those that happen
to be organised in ways that ensure that others want to continue replacing them.

18As with all variants reported here, this is the result of ten simulation runs, averaging the giant
component size over 4000 time periods (to allow for noise) at two points in the simulation (before
and after the “event” whether that be innovation or a GM.) The only difference in this condition
was that the measurement periods were 12000–16000 and 24000–28000 time periods. This was to
allow time for the innovation to diffuse since that is a more protracted process than the life of a
GM.
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(Cliques—network structures where everyone is connected to everyone else—are a
good example. Once they form randomly, agents have a strong incentive to replace
because they instantly gain access to a large number of ties and everyone else in the
clique is part of the same virtuous circle.) Using the same measurement procedures
as before, there is again a significant difference between the GC size before and
after the innovation of institution formation (0.65751 and 0.70427). However, unlike
the case where agents started to choose the least connected partners individually
rather than choosing at random, this social innovation has positive effects for the
connectedness of the network19. Furthermore, these arise on the basis of individual
decisions based on very limited information that gradually self-organise into a
mutually sustaining institution.

4 Conclusion

Because the purpose of this chapter is to present case studies of ABM to start a
dialogue about the potential of ABM for history (both in developing models that
will appeal to historians and avoiding those that won’t), there is a real danger that
a conclusion will simply recapitulate the chapter itself. There is however one set of
linked ideas that can usefully be presented as concluding this argument at this stage.

The hope has been to present ABM of three social processes that might be
historical in the view of historians and which might be hard to represent and
understand without ABM (a genuine social innovation, possible roles of unique
individuals and the growth of a stylised institution.) There are at least three ways
in which these ideas could be developed, all of them positive for dialogue between
history and ABM. The first is simply additions to the list of potentially historical
processes that could then be modelled. (If these examples are not, or are not
exhaustively, what is meant by history then what do we need to add?20) The second
is just to follow these ideas through in more detail and explore their consequences.
For example, we have shown the effects of single social innovations in a simulated
society that has (by design) reached a steady state purely so we can present clear
differences in GC size. But, in fact, societies may never reach a steady state and face
more or less constant social innovation. Is an ABM the only way we can possibly
characterise such profoundly dynamic systems? Finally, and this was hinted at in
the discussion of the GM, we have so far treated each historical process as if were
separate, purely for simplicity of exposition. In fact, of course, it is highly likely that
these effects combine. Our GM had no lasting impact. But could he have done so
if he had also introduced a social innovation in behaviour even if, without him, that

19Note that these effects are unintended. An agent wants to be replaced. This happens to increase
the size of the GC. As with selection of least connected agents, it need not have this effect.
20As well as advancing modelling, this dialogue could thus help to clarify theoretical thinking in
history in a way that narrative theorising might not.
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behaviour could not have spread (or perhaps even worked?) Almost regardless of
the actual findings of our ABM, we hope that we have both raised some cautionary
notes for the style of existing “historical” ABM and suggested some new avenues
for “more historical” approaches that might start a more effective dialogue with
historians.
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Evolutionary Cooperation in a Multi-agent
Society

Marjolein de Vries and Pieter Spronck

Abstract According to the evolutionary ethics theory, humans have developed a
moral sense by means of natural selection. A “moral sense” supposes some form
of cooperation, but it is not immediately clear how “natural selection” could lead to
cooperation. In this research, we present a multi-agent society model which includes
a cooperative act in order to investigate whether evolution theory can explain to what
extent cooperative behavior supports the emergence of a society. Our research shows
that cooperation supports the emergence of a society in particular when taking into
account individual differences.

Keywords Evolutionary ethics • Evolutionary algorithms • Multi-agent
societies • Simulation • Cooperation • Individual differences

1 Introduction

For many years, philosophers, biologists, and psychologists have been studying
how the human race got instilled with a moral sense [1]. A moral sense can be
defined as “a motive feeling which fueled intentions to perform altruistic acts” [1].
It drives humans to exhibit moral behavior such as performing acts of cooperation.
According to the evolutionary ethics theory, humans have developed a moral
sense by means of evolution and natural selection [1]. Natural selection implies
competition and thus can be argued not to lead to cooperation [2], which has
made the existence of cooperation in human behavior a challenge to explain [3].
Moreover, according to the Social Exchange theory, humans require some cost–
benefit mechanism in order to successfully engage in a cooperative act [4].

While the ideas behind evolutionary ethics are appealing, it is difficult to
determine their value experimentally. Performing experiments with organisms,
such as humans, on evolutionary ethics is hard, as evolution takes place over
hundreds of thousands of years and experiments on ethics with humans are
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unethical themselves. However, simulations may provide a means to perform such
experiments. In particular, the artificial life approach using a multi-agent society
may be suitable to perform such experiments, as agent-based models are an effective
tool for modeling the emergence of social phenomena [5].

Previous research on evolutionary ethics by Spronck and Berendsen [6], based
on the work of Epstein and Axtell [7] and Mascaro [8], shows that artificial multi-
agent societies may provide new insights in evolutionary ethics theory. Nonetheless,
no specific act of cooperation was present in their computational model, even though
social and ethical behavior implies some form of cooperation.

In our research we present a multi-agent society model based on the model
of Spronck and Berendsen [6], in which agents are able to perform a specific
cooperative act. With our model, we aim to investigate to what extent evolution
theory can explain the emergence of cooperation in the formation of a society.
Because research has shown that individual differences strongly affect evolutionary
outcomes [9], we will differentiate between regular cooperation and cooperation in
which individual differences are taken into account.

The outline of this chapter is as follows: Sect. 2 provides the theoretical
background needed for the setup of the computational model, which is described in
Sect. 3. Section 4 presents our results. In Sect. 5, our results are discussed. Section 6
formulates the conclusion of this chapter.

2 Theoretical Framework

Section 2.1 describes the research area of Evolutionary Ethics. Section 2.2 outlines
the concept of cooperation.

2.1 Evolutionary Ethics

In “The Origin of Species,” Darwin [10] describes a new way of looking at our
contemporary behavior from an evolutionary approach. According to Darwin, one
of the most important features of species is self-reproduction, a system of positive
and negative feedback which we refer to as natural selection [11]. Individuals having
any advantage over others, and thus having a better fitness, have the best chance
of surviving and procreating. Darwin referred to this process as “survival of the
fittest” [12]. From a sociobiological approach, natural selection can explain patterns
of social behavior of humans and other species [11]. According to the evolutionary
ethics theory, natural selection has caused humans to have a moral sense, i.e.,
“a motive feeling which fueled intentions to perform altruistic acts” [1]. This moral
sense drives humans to behave morally, such as performing acts of cooperation.

Natural selection implies competition, as every organism is designed to enhance
its own fitness at the expense of the fitness of others [2]. Contrariwise, humans
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are amongst the most communal and socially dependent organisms alive on our
planet [1]. The aspect which distinguishes us from most other species is that we
cooperate even with individuals which are not genetically closely related in order to
achieve common goals [13]. Moreover, evolutionary ethicists state that if members
of the same species execute a process of cooperation instead of struggling with each
other, more personal benefit can be achieved [14]. Evolutionary biologists have been
fascinated by this phenomenon for several decades [2].

A research method used for evolutionary experiments is the artificial life method.
Artificial Life as a research field attempts to resemble biological phenomena
by means of computer simulations in order to create theoretical grounding for
biological theories [15]. Artificial societies are inhabited by autonomous agents,
which are capable of exhibiting emergent behavior. Emergent behavior is behavior
which is not programmed into the agents by the designer, but instead is created
using a process of self-adaptation. This resembles the assumed automatic emergence
of moral behavior within humans [16]. De Weerd, Verbrugge and Verheij, for
example, show that agent-based models are suitable for investigating emerging
social phenomena [5].

In order to research ethical behavior using artificial agent societies, a specific
definition of which actions are called “ethical” is needed. According to Jaffe [17],
a distinction between the benefit to society ‘S’ and the compound benefit to the
individual “I” needs to be made. Jaffe [17] classifies actions as either:

“True altruism”, if S � 0 and I < 0
“Social investment”, if S � 0 and I � 0
“Destructive egoism”, if S < 0 and I � 0
“Destructive behavior”, if S < 0 and I < 0

The common moral sense of a society can be defined as the average of executed
actions in a particular period in a society [6]. A ‘moral’ society would predominantly
perform actions of true altruism and social investment.

Earlier research done on ethics in agent societies have been performed by
Epstein and Axtell [7], who experimented with an artificial society built by defining
simple local rules. Their research shows that these simple rules can lead to
complex emergent behavior in an agent society. Mascaro [8] proposed using genetic
algorithms to let the behavioral rules evolve over time, resembling the evolution
process described by Darwin. Mascaro also presented basic environments in which
agents are able to perform a finite number of actions.

Spronck and Berendsen [6] based their model for researching the emergence of
moral behavior on the work of Epstein and Axtell [7] and Mascaro [8]. In their
society model, agents are able to perform four actions: wander, forage, steal, and
share. They found some specific configurations in which agents would steal very
little, and would even share for a small percentage of their actions. However, a
specific act of cooperation was missing from this model, even though social and
moral behavior implies cooperative acts. Therefore, in our research, a cooperative
action will be added to the model of Spronck and Berendsen [6].
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2.2 Cooperation

To design a cooperative action, we looked at earlier research on cooperation from an
evolutionary perspective. Such research has been done on the (iterated) Prisoner’s
Dilemma [18]. However, it is hard to draw conclusions from the Prisoner’s
Dilemma, as it is only a model of a simple problem with a finite number of options
[6]. Moreover, it only models the behavior of two agents, and not the behavior of a
society. Therefore, a different proposal for a design of a cooperative act should be
made.

In the interest of designing an act of cooperation for agents in a society,
a representation of the concept of cooperation is needed. A cooperative social
act includes some individual costs, but also supplies an amount of collective
group benefits which is divided equally over all the cooperating members [16]. A
cooperative act enables not only an agent’s own objectives, but also the objectives
of other agents [19]. This kind of cooperation is closely related to Social Exchange,
which is defined as “cooperation between two or more individuals for mutual
benefit” [4]. During an exchange, an individual is generally obligated to pay a cost
in order to be able to receive a benefit. This requires humans to have specialized
cognitive mechanisms for deciding whether the benefits of a potential exchange
outweigh its costs.

To be able to fully exploit the benefits of cooperation, it might help if there exist
individual differences in a society. Research has shown that individual differences
strongly affect evolutionary outcomes such as survival and mating success [9].
Diversity creates value and benefit for team outcomes [20]. Introducing individual
differences will have an effect on the outcome of a group process such as
cooperation.

3 Society Model

In this section, we describe the design of our society model. The society model is
based on the model of Spronck and Berendsen [6]. In Sect. 3.1, the general setup of
the environment is explained. Section 3.2 describes the design of the agents and their
attributes. Section 3.3 construes the set of rules each agent possesses and Sect. 3.4
illustrates the mating process. Section 3.5 states by what means we have measured
the effect of a cooperative act in a multi-agent society. Extensive details of the model
are given by de Vries [21].

3.1 The Environment

The society is situated in an environment which consists of a two-dimensional
30� 30 grid with correspondingly 900 cells. The environment is bounded by the
edges, which means agents close to the boundary have a limited environment.
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At the start of the experiment, the environment contains 200 agents and 9 cells
contain nutrition. During a round, each of the 900 cells can contain nothing, an
agent, nutrition or both an agent and nutrition.

A “round” is the unit of time which is used in the society model. Each run
in the model lasts 20,000 rounds. In every round, an agent executes one action.
At the beginning of each round, new nutrition is be added to the environment.
Moreover, every agent is allowed to start the mating process (if the agent meets some
specific requirements), which creates a new agent. The mating process counts as one
action, which means that after mating an agent is not able to execute another action
anymore. The order in which agents are allowed to perform actions is randomly
decided. At the end of the round, the health and age of each agent changes, which
could result in agents dying when their health or age is respectively too low or too
high.

In order to create a dependency and a possible urge to cooperate between agents
two nutrition types are available in the environment: food and water. Half of the
cells in the environment are assigned to contain water and the other half to contain
food. On a turn, agents are only able to forage one type of nutrition. Assigning the
cells to one of the nutrition types is done randomly.

3.2 Agent Attributes

Each agent has an age. This is the number of rounds the agent has been alive. The
age of an agent at birth is 0, and an agent dies when it reaches the age of 100.
Moreover, agents have a health attribute represented as an integer. An agent dies
when its health reaches zero or less. An agent created at the beginning of a run has
a health of 100. An agent created by the mating process inherits 25 % of both its
parents’ health. The health attribute is used as fitness measure. Agents lose 5 U of
health at the end of each round. Furthermore, agents have a field of vision, which
determine how many cells an agent can take into account when making decisions.
All agents can look in four main directories (north, east, south, and west) and have
a vision of three cells.

Furthermore, agents have a food basket and a water basket, of which its value
represents the amount of units of the corresponding nutrition type. When agents
receive nutrition, the acquired units are added up to the corresponding baskets. At
the end of a round, agents are able to digest nutrition from their baskets and increase
their health. An agent can only consume water and food in equal amounts, thereby
implying a need for both nutrition types. Agents created at the beginning of a run
have a value of zero for each basket, and agents created by the mating process inherit
25 % of each of the baskets of both parents.
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3.3 Agent Rules

Agents have a rule set of seven rules. Rules consist of zero, one or two tests with a
specified action, thus having the following structure: .Test ^Test/ ! Action. Agents
created at the beginning of a run get a randomly made rule set. Agents created by
the mating process inherit rules from their parents (Sect. 3.4).

Each test begins with specifying an agent on which the test is performed. A
choice is made among (1) the agent itself, (2) the closest agent, (3) the furthest
agent, (4) the healthiest agent, (5) the weakest agent, (6) the agent with the most
food, (7) the agent with the least food, (8) the agent with the most water and (9)
the agent with the least water. Then, an attribute is chosen from (1) health, (2) age,
(3) food availability, (4) water availability, (5) food basket, and (6) water basket.
Moreover, a mathematical operator is selected from smaller than, larger than, equals
and wildcard. If a test contains a wildcard, it always yields “True.” Next, a whole
number is selected.

Finally, an action is executed by an agent if both tests are applicable. The
following actions are available, where cooperation is not available in the baseline
experiment.

Wander. The agent moves to a random cell within its vision. In the case that the
new cell contains nutrition, the agent puts it in the corresponding basket with a
maximum of 30 U.

Forage Food. The goal for the agent with this action is to search for food within its
vision. The agent then moves to the cell with food and puts it in the food basket
with a maximum of 30 U.

Forage Water. The goal for the agent with this action is the same as Forage Food,
only this action is aimed at water instead of food.

Steal Food. The agent steals an amount of 15 U from the food basket of the specified
agent. The amount of units is based on the model of Spronck and Berendsen
[6]. If the specified agent does not have 15 or more units in its food basket, the
maximum quantity possible is stolen. The agent generally aims the steal action
at the agent specified in the second test. If that agent is the agent itself, the aim
of the action is the first specified agent or otherwise a random agent within the
active agent’s vision.

Steal Water. The goal for the agent with this action is the same as Steal Food, only
this action is aimed at water instead of food. The target agent is specified in the
same way as for the Steal Food action.

Share Food. With this action, the agent gives away 25 % of its basket with food to
the specified agent. The target agent is specified in the same way as for the Steal
Food action.

Share Water. With this action, the agent gives away 25 % of its basket with water
to the specified agent. The target agent is specified in the same way as for the
Steal Food action.

Cooperate. Agents have to pay a cost of x units of their fullest basket. Agents are
only allowed to engage in the cooperative act if they have enough units in their
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basket to pay the cost. These costs are removed from the environment, which
means they are lost to the population of agents. After paying the costs, agents
are randomly assigned to either forage food or forage water. Then, agents have
to hand in the units of food or water they just have foraged. At the end of the
round, the total nutrition collected is divided equally amongst all the participating
agents. The cost that an agent pays to perform the cooperative action is thus the
entry fee of x units of their fullest basket. The benefit of the cooperative act is
that the agent is guaranteed to receive both food and water, instead of at most one
type of nutrition. This act satisfies the description of cooperation made by Gintis
[16] and by Doran, Franklin, Jennings, and Norman [19].

According to Jaffe’s dimensions [17], we can classify wandering, foraging and
cooperating as social investment, stealing as destructive egoism and sharing as true
altruism.

In a second experiment, individual differences are introduced into the society. To
reflect the concept of individual differences, each agent is instilled with a preference
for foraging water or food. When the agent has a preference for foraging nutrition
y, the agent receives 3

2
times its foraged units of the type y and 1

2
times its foraged

units of the other nutrition type. Agents at the start of a run get a randomly assigned
preference. Agents created by the mating process have a 50 % chance to receive each
of their parents’ preferences, with a 2 % chance of being mutated. While engaging
in the cooperative act, agents are now assigned to forage the nutrition type which
has their preference.

An example rule is (closest agent age > 28) and (agent itself health < 40) then
forage. A child inherits its rule sets by means of a uniform crossover operator which
operates on the different tests in the rule, where each rule has a 2 % chance of having
a test being mutated.

Rules are ordered on complexity, and agents start with the most complex
rule when executing their rules. Agents go through their rules according to their
complexity until one of the rules apply, then the according actions is executed. The
specified agent for the steal and share actions is generally the agent specified in the
second test of the rule. If the specified agent is the agent itself, the specified agent
of the first rule is selected and otherwise a random agent within an agent’s vision is
selected. If all rules do not apply, the agent executes the action foraging as a way of
using an instinct.

3.4 Mating

An agent tries to mate with another agent before a round starts. If an agent already
has mated with another agent, it is not able to mate again in the same round. Mating
is only possible if an agent has an age of at least 18, a minimum health of 50 and at
least 30 U of nutrition in each of its two baskets. The agent chooses randomly from
suitable agents in his vision.
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A child agent is created by the mating process and placed on a cell nearby its
parents if possible. A child inherits 25 % of each of its parents’ health and 25 % of
each of its parents’ baskets. A child inherits a combination of the rules of its parents
by means of a uniform crossover operator. Moreover, each rule has a 2 % chance of
having a test part being mutated.

3.5 Measurements

Statistics are gathered during the runs in order to investigate the common moral
sense of a society. Demographics of the society, statistics of the executed actions by
the agents, and information about the executed rules are taken into account when
answering the research questions.

We define the common moral sense as the averages of the moral evaluation of
the actions in the rule set. This means that the common moral sense exists of certain
percentages of true altruism, social investment, destructive egoism, and destructive
behavior. An ethical moral sense would consist of mostly true altruism and social
investment. Because it is only interesting to look at agents who are strong enough to
survive and to mate, we only take the statistics of the agents who survived at least to
the mating age. Moreover, only the executed actions by the agents in the last 5000
rounds (of 20,000) are used for determining the common moral sense.

4 Results

Section 4.1 describes the baseline behavior. Section 4.2 describes the experiment
with a cooperative act, and the experiment in which individual differences are also
introduced. The results of the forage, steal and share actions for both nutrition types
are grouped together for the purpose of clarity (e.g., “forage” is the sum of “forage
food” and “forage water”).

4.1 Baseline Behavior

The simulation was executed 20 times, which results in 20 runs where each run
consists of 20,000 rounds. Table 1 shows the percentage of executed actions, number
of mature agents and health of mature agents averaged over 20 runs and the standard
deviation.

Table 1 shows that the baseline behavior consists of mostly foraging and stealing.
Therefore, we can conclude that the common moral sense of the baseline society is
mainly egoistic, because the agents only use actions which are helping themselves.
The results of the baseline behavior in this research are quite similar to the results
of the baseline experiments of Spronck and Berendsen [6].



Evolutionary Cooperation in a Multi-agent Society 75

Table 1 Percentage of
executed actions and
descriptive statistics in the
baseline behavior

Average St. dev.

Wander 0.13 0.07
Forage 53.55 11.82
Steal 46.15 11.76
Share 0.27 0.23
Number of mature agents 151.73 12.69
Health of mature agents 95.80 4.99

Table 2 Percentage of executed actions and descriptive statistics in the cooperative experiment,
standard deviation between brackets

Cost 0 Cost 1 Cost 2 Cost 3 Cost 4

Wander 0.16 (0.05) 0.14 (0.10) 0.14 (0.10) 0.16 (0.11) 0.13 (0.10)
Forage 17.20 (27.22) 30.33 (27.44) 40.82 (24.32) 45.50 (14.12) 58.08 (12.95)
Steal 41.39 (9.52) 47.20 (10.22) 41.90 (9.54) 48.66 (14.12) 41.53 (12.88)
Share 0.58 (0.50) 0.29 (0.20) 0.34 (0.34) 0.23 (0.15) 0.17 (0.13)
Cooperate 40.85 (20.85) 22.19 (22.90) 16.95 (20.20) 5.59 (10.32) 0.19 (0.18)
Nr of mature
agents

143.09 (4.62) 134.00 (3.89) 129.27 (4.03) 133.33 (4.40) 131.72 (4.37)

Health of mature
agents

106.57 (8.25) 99.95 (10.52) 97.02 (9.36) 93.84 (4.92) 90.69 (3.53)

Compound benefit 7.63 (0.73) 8.53 (0.63) 8.42 (1.01) 8.91 (0.84) n/a (n/a)

4.2 Cooperation Experiments

The simulation of the society with the introduction of a cooperative act is executed
with different costs for engaging in the cooperative act, where the cost range from
0 to 4 U. For each cost value, 20 runs were executed. Table 2 shows the percentage
of executed actions, number of mature agents, health of mature agents and the
compound benefit (the sum of food and water units) received from the cooperative
act, all averaged over 20 runs. With a cost of 4 U, the cooperative was hardly
executed anymore. Note that a cooperative act with a cost of 0 U cannot be called
a true cooperative act, because it does not require any cost for engaging in the
cooperation, while by definition a cooperative act must have a cost associated with it.

Table 2 shows that the cooperative act is executed less and the execution of the
foraging act increases when the cost increases. Clearly the benefits of participating
in the cooperative act do not always outweigh its costs. No statistically significant
linear dependence of the mean of compound benefit on the cost was detected.
Table 2 also shows that the average number of agents decreases with the introduction
of the cooperative act when comparing to the baseline behavior. We assume that this
is a consequence of the fact that the environment loses nutrition (which is paid as
a cost for the cooperative act), thereby having less nutrition to nourish the agents
in the society. Even when the cooperative act is no longer executed according to
Table 2, there might still be agents which execute it, but which are not counted in
Table 2 as they do not reach the age of maturity.
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Table 3 Percentage of executed actions and descriptive statistics in the individual differences
experiment, standard deviation between brackets

Cost 0 Cost 1 Cost 2 Cost 3 Cost 4

Wander 0.16 (0.09) 0.16 (0.06) 0.18 (0.07) 0.16 (0.07) 0.16 (0.06)
Forage 4.98 (10.17) 3.07 (7.95) 2.05 (3.46) 6.58 (14.52) 12.33 (16.40)
Steal 36.36 (18.57) 38.57 (11.66) 41.51 (7.37) 44.84 (8.17) 48.95 (7.50)
Share 0.85 (0.85) 0.49 (0.27) 0.79 (1.50) 0.86 (1.87) 0.52 (0.53)
Cooperate 58.00 (25.44) 57.98 (15.15) 55.69 (8.93) 47.73 (12.76) 38.22 (16.99)
Number of
mature agents

170.10 (23.90) 158.67 (11.59) 148.25 (9.33) 134.18 (10.19) 126.06 (9.00)

Health of mature
agents

111.93 (6.64) 112.42 (4.43) 113.42 (2.05) 111.58 (4.80) 109.91 (6.66)

Compound
benefit

8.25 (2.35) 9.71 (1.43) 10.71 (1.16) 11.14 (1.24) 11.70 (1.52)

The common moral sense is quite similar to the baseline experiment. Neverthe-
less, agents do choose using the cooperative act over using the individual action
“foraging” when the costs are low, which results in somewhat more social behavior
than in the baseline experiment.

Table 3 shows the results, averaged over 20 runs, when providing agents with a
foraging preference as a reflection of the concept of individual differences. Table 3
shows that the cooperative act is now chosen considerably more than any of the other
acts, in all tests. The benefits received from the cooperative act now outweigh the
costs more convincingly, as also can been seen in the increase in benefit comparing
with the previous cooperation experiment. With the use of linear regression, we can
see that the cost significantly predicts the compound benefit, “D 0.83, t(3)D 6.84,
p < .01. The cost also explains a significant proportion of variance in the health
scores, R2D 0.94, F(1, 3)D 46.74, p < .01. Table 3 also shows that the introduction
of the foraging preference attribute results in a larger mature population and an
increase in the average health.

Furthermore, the common moral sense of the society with a cost of 0, 1, or
2 U contains of more social investment than the common moral sense in the
baseline experiment. Consequently, we can conclude that the introduction of a
cooperative act with a cost of 1 U and the foraging preference attribute results in
a superior society with the largest reduction of destructive egoism. In the light of
the dimensions provided by Jaffe (2004), we can define its common moral sense as
61.05 % social investment, 38.57 % destructive egoism, and 0.49 % true altruism.
Therefore, this experiment shows that with the introduction of a new action and
attribute, the common moral sense can become significantly less antisocial.
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5 General Discussion

Our research, which uses computer science to investigate questions in social
sciences, supports the Social Exchange theory, as the cost–benefit behavior of the
agents is evident in all our experiments. Because agents have to pay a cost for the
cooperative act, agents need to receive a benefit which outweighs the cost, i.e., a
benefit which is enough to maintain health. Therefore, the compound benefit should
increase as the cost increases, as more compound benefit is needed to make up for
the paid cost. We can see that the benefit is significantly predicted by the cost. Future
research could implement actions with more complex cost–benefit calculations.

Moreover, the results of our research support the positive effect of individual
differences on team outcomes [9], as the individual differences experiments yielded
an increase in benefit and a morally superior society.

The research also introduces a new way of representing a cooperative act.
Our society model provides an alternative to modeling cooperation by means of
the (iterated) Prisoner’s dilemma [18]. Moreover, many agent-based models on
cooperation consist of agents having a shared goal on which they have to work
together [19]. However, in our research, agents do not have a shared goal but rather
individual goals on which they can achieve more effectively with the help of others.

In this chapter, the results for the actions concerning both nutrition types are
grouped together. When looking at the distinctive results for food and water [21],
it can be seen that in some cases for example more food was foraged than water
but more water was stolen than food. One explanation could be that agents need a
minimal amount of food and water in order to reach their maximum age. For this
purpose, it does not matter if an agent has more of one nutrition type than the other,
as long as the lowest one is sufficient. Therefore, it is possible that the evolutionary
process results in a society in which the two nutrition types are not foraged equally.
This does not prevent a healthy society from emerging.

We succeeded in evolving a common moral sense that leans towards mainly
social behavior, even with our simple agent model. Naturally, our society model
is in no way comparable with human society. Many subtle influences of a human
society are left out in the computational society, but could be included in future
work. Future research could investigate the effect of other actions, attributes and
settings.

Finally, we remark that when experimenting with agent models, one has to be
careful not to “build in” the conclusions that one seeks. In our experiments, the
evolved behavior is the result of only an agent’s ability to survive and procreate,
which is only dependent on age and health. Therefore, no preference for a specific
act is built in our model.



78 M. de Vries and P. Spronck

6 Conclusion

The goal of this chapter is to investigate to what extent evolution theory can explain
the emergence of cooperation in the formation of a society. Our research shows
that cooperation supports the emergence of a society, in particular when taking
into account individual differences. With the introduction of individual differences,
benefits from engaging in cooperation increased. The positive effect of individual
differences on the society can be predicted by the Social Exchange theory [4],
as individual differences lead to higher benefits from cooperation and thus more
agents engaging in cooperative acts. Our research thereby supports the importance
of individual differences for group outcomes [9].

References

1. Richards, R.J.: A defense of evolutionary ethics. Biol. Philos. 1, 265–293 (1986)
2. Nowak, M.A.: Five rules for the evolution of cooperation. Science 314(5805), 1560–1563

(2006)
3. Axelrod, R., Hamilton, W.D.: The evolution of cooperation. Science 211(4489), 1390–1396

(1981)
4. Cosmides, L.: The logic of social exchange: has natural selection shaped how humans reason?

Studies with the Wason selection task. Cognition 31(3), 187–276 (1989)
5. de Weerd, H., Verburgge, R., Verheij, B.: Agent-based models for higher-order theory of mind.

Adv. Intell. Syst. Comput. 229, 213–224 (2014)
6. Spronck, P., Berendsen, B.: Evolutionary ethics in agent societies. Int. J. Soc. Robotics 1(3),

223–232 (2009)
7. Epstein, J.M., Axtell, R.: Growing Artificial Societies. MIT Press, Cambridge (1996)
8. Mascaro, S.: Evolutionary ethics. Master’s Thesis, School of Computer Science and Software

Engineering, Monash University, Victoria, Australia (2001)
9. Buss, D.M.: How can evolutionary psychology successfully explain personality and individual

differences? Perspect. Psych. Sci. 4(4), 359–366 (2009)
10. Darwin, C.: On the origin of species. John Murray, London (1859)
11. Tooby, J., Cosmides, L.: Conceptual foundations of evolutionary psychology. In: Buss, D.M.

(ed.) The Handbook of Evolutionary Psychology, pp. 5–67. John Wiley & Sons, Hoboken
(2005)

12. Paul, D.B.: The selection of the “Survival of the Fittest”. J. Hist. Biol. 21(3), 411–424 (1988)
13. Kurzban, R., Neuberg, S.: Managing ingroup and outgroup relationships. In: Buss, D.M.

(ed.) The Handbook of Evolutionary Psychology, pp. 653–675. John Wiley & Sons, Hoboken
(2005)

14. Ruse, M.: Evolutionary ethics: a phoenix arisen. Zygon 21(1), 95–112 (1986)
15. Pfeifer, R., Scheier, C.: Understanding Intelligence. The MIT Press, London (2001)
16. Gintis, H.: The Hitchhiker’s Guide to altruism: gene-culture coevolution, and the internaliza-

tion of norms. J. Theor. Biol. 220(4), 407–418 (2003)
17. Jaffe, K.: Altruism, altruistic punishment and social investment. Acta Biotheoretica 52(3),

155–172 (2004)
18. Mascaro, S., Korb, K.B., Nicholson, A.E., Woodberry, O.: Evolving Ethics: The New Science

of Good and Evil. (2010). Retrieved from http://www.csse.monash.edu.au/~korb/chap1.pdf
19. Doran, J.E., Franklin, S., Jennings, N.R., Norman, T.J.: On cooperation in multi-agent systems.

Knowl. Eng. Rev. 12(3), 309–314 (1997)

http://www.csse.monash.edu.au/~korb/chap1.pdf


Evolutionary Cooperation in a Multi-agent Society 79

20. Mannix, E., Neale, M.A.: What differences make a difference? Psychol. Sci. Publ. Interest.
6(2), 31–55 (2005)

21. Vries, M. J. de: The introduction of a cooperative act into an evolutionary ethics
agent society. Bachelor’s thesis, Tilburg University, The Netherlands (2014). http://
www.marjoleindevries.com/bachelors-thesis

http://www.marjoleindevries.com/bachelors-thesis


Design of an Empirical Agent-Based Model
to Explore Rural Household Food Security
Within a Developing Country Context

Samantha Dobbie and Stefano Balbi

Abstract Food security is an unresolved issue, especially so among developing
countries. Models of food security usually focus on the farming components
(availability) and neglect to fully incorporate its multi-dimensional nature: including
access, utilization and stability (of food). This article proposes the design of an
empirical agent-based model representing Malawian smallholders, which opera-
tionalizes the FAO framework on food security at the household level. While
the general structure can be customized and replicated for other contexts, the
agents’ characterization is based on national survey data. Preliminary results suggest
that non-agricultural workers are more food secure. However important feedbacks
with the natural (ecosystem services) and the economic system (local/international
market) are foreseen but not fully implemented.

Keywords Agent based • Farming households • Food security • Social-
ecological systems

1 Introduction

Food security remains a deep-seated issue, particularly within the developing
world. Here, complex social, ecological and political factors act to undermine the
achievement of food security—defined by [26] as a state in which “all people at all
times have physical and economic access to sufficient, safe and nutritious food to
meet their dietary needs and food preference for an active and healthy life”. This
paper uses Malawi as a case study. Over 90 % of the rural population are engaged in
subsistence farming [16]. Agriculture continues to be rain-fed, leaving smallholders
vulnerable to climatic shocks [23]. High population densities lead to small plot sizes,
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with households cultivating less than 1 hectare of land on average, while poor soil
quality further compounds food insecurity [16].

Within smallholder systems such as these, decisions made by farming households
can have significant impacts upon household food security. Cropping plan decisions,
for instance, in which farmers must allocate land to selected crops may influence
future food availability, access, utilisation and stability [9]. Taken together, these
four dimensions of food security represent the four pillars as described by FAO [10].
A recent review by Burchi and De Muro [6], however, found current approaches to
evaluate food security failed to sufficiently take into account its multi-dimensional
nature. In particular food security is also a problem of human behaviour that derives
from the capabilities of social agents at risk [8], including health and education,
and from the interaction between the natural environment and the larger social
environment that often dictates the range of options available [4].

Under these assumptions agent-based modeling (ABM) emerges as a valuable
tool to better explore the complexity of smallholder behaviour and food security.
ABMs are computationally intense and micro-detailed simulations where many
heterogeneous agents can interact at multiple temporal and spatial scales [2]. Agents
interact within an environment through predisposed rules, behaviour at the system
level is an emergent property of collective behaviour at the local level [11].

A key strength of ABM lies in its ability to account for the uniqueness of
individuals and the interactions between them and their environment [1]. An
underlying assumption of many ABMs dealing with economic elements is rational
behaviour. Endowed with clear preferences and all available information, a rational
agent will always elect the optimum solution with no associated cost [14]. However,
farming households are seldom efficient maximizers [4].

In this study we depart from the notion of rational agents by employing fast and
frugal heuristics. Heuristics are regarded to be fast if they can be computed in a
small amount of time and frugal if they can be ascertained with little information
[12]. They represent simple ‘rules of thumb’ used in the decision-making process
[13]. Agents adhering to fast and frugal decision-making can be modeled using
decision trees and coded with simple if-then rules (See Fig. 4). Moreover the existent
ABM literature on this topic has mainly emphasized the smallholders’ farming
components and given limited attention to the off-farm behavioural elements, thus
missing a crucial component of food security especially in view of the changing
climate [28].

Overall, it is proposed that this study will design a simple empirical ABM
of household food security, in line with the up-to-date qualitative food security
research, using Southern Malawi as a case study. The ABM is implemented in
NetLogo 5.1 [31]. In the next section we provide an overview of the model
development process. The problem of food security is conceptualized for the
purpose of modeling rural households within Southern Malawi. The simulation
design is also described according to accepted protocols. In the third section we
anticipate some results but we mainly present current calibration and validation
challenges. In the final section we describe the added value of this research and
its expected continuation.
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2 Model Development

Model development comprised of four key stages (Fig. 1). Firstly, the aim of the
model was clarified. In the second stage a conceptual model of household food
security was developed using available literature, qualitative and quantitative data.
This fed directly into the third stage in which the ABM of food security was
constructed. The fourth stage employed expert knowledge to validate the ABM.
A link between the validation stage and further development of the conceptual
model highlights the iterative nature of the model development process. The
remainder of this section will describe each stage of model development in greater
detail. The model purpose is stated as part of the ODD protocol (Sect. 2.2).

2.1 Conceptual Model Development

Early approaches to the analysis of food security emphasized food availability [27].
The 1996 world summit plan of action, however, promoted the multi-dimensional
nature of food security which led to the creation of the four pillars, namely:
availability, access, utilisation and stability [10].

In the context of the four pillars of food security, food availability can be regarded
as the availability of sufficient quantities of quality food from domestic production
and imports including food aid. Food access, on the other hand, reflects the ability of
individuals and/or households to acquire appropriate foods for a nutritious diet. This
is determined by access to adequate resources or entitlements, where entitlements
constitute the set of commodity bundles over which a household or individual can
establish command [24]. The ability of a household and/or individual to establish
command over a set of commodity bundles is in turn dependent upon the political,
economic and social backdrop of the community in which they reside [24]. Food
utilisation refers to the use of food to achieve a state of nutritional wellbeing in

Fig. 1 Iterative stages of model development
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which all physiological needs are satisfied. The ability to utilize food is dependent
upon a number of factors including access to clean water, energy, good sanitation,
sufficient healthcare and an adequate diet [18]. Finally, food stability reflects the
temporal dimension of food security. Ecological, political, economic and social
shocks may act to destabilize food security on a temporary or long-lasting basis [10].

In developing an empirical ABM of food security we recognized the difficulty
in operationalising the traditional four pillars framework by means of a quantitative
model. The overlapping nature of each of the four dimensions poses a particular
issue. For this reason we adapted the framework to form a well-defined hierarchy,
where boundaries are artificially designed across the four dimensions (Fig. 2).
Availability of food is necessary for food security, but is not sufficient to guarantee
access without accounting for its stability. Similarly, food access is also required for
food security, but not sufficient to ensure adequate utilisation.

Fig. 2 The four pillars of food security—an operational framework
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2.2 Agent-Based Model Construction

The design and communication of ABMs is challenging especially for empirical
models. It is therefore important to refer to an existing standard [20]. In this article
we use multiple narratives and graphical protocols like Overview, Design concepts,
and Details (ODD), Unified Modeling Language (UML) and pseudo-code. First, a
description of the ABM is presented according to the ODD protocol [15].

Purpose

The purpose of this ABM is to simulate the behaviour of households within a village
and observe the emerging properties of the system in terms of food security. The
overall aim of the model is to better represent the multi-dimensional nature of food
security at the level of rural households.

Entities, State Variables and Scales

Households are the main entity and are distinguished into three types (1) farmers,
(2) agricultural labourers and (3) non-agricultural workers. The main attributes
of households include human, physical, natural and financial capital. Households
are connected through a social network, which is modeled as a small world [30].
Individuals belong to households and are defined by their gender, education, age
and bodyweight. Four different environments are considered, including forest, farm
plots, dimba plots1 and rivers. Key attributes of the different environments include:
area, fertility and ownership. Households can own both dimba and farm plots, while
forests and rivers remain communal. Other entities are captured in the simplified
UML class diagram (Fig. 3). The model runs at the village level and is non-spatial.
It is assumed that within a month, each human agent is able to traverse the entire
village boundary.

Process Overview and Scheduling

The model works on a monthly time step. It begins by defining the month of
the year and the corresponding agricultural and fishing seasons. Basic needs in
the form of food, water and fuel are then calculated for each of the households.
Household labour is allocated between productive activities, including firewood
collection, water collection, on-farm agricultural activities, off-farm agricultural
activities and off-farm non-agricultural work. At the beginning of the agricultural

1Farm plots used for winter cultivations primarily based on the residual moisture of areas bordering
streams and rivers.
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season, households decide how to allocate their farm plots with different crops.
Eleven different combinations of basic grains, annual roots, permanent roots, nuts
and pulses, fruits, vegetables and cash crops are possible. Decisions are constrained
by land, labour, subsistence, input and knowledge requirements. In the months that
follow, households are able to adjust land allocation decisions based on labour
availability. In addition to farming, households may also tend to livestock, forage for
wild and indigenous foods, go fishing, hunt game and carry out off-farm activities
such as casual labour (ganyu) and non-agricultural employment. Towards the end of
the time step, the food security status of a household is evaluated. Spending capacity
is calculated as the difference between income from productive activities and
expected non-food expenses. If the availability of calories from self-production and
market access is insufficient at this point, households undertake coping strategies.
These include: participation in government led ‘food for work’ programs, sale of
livestock and borrowing food and money from the social network, which represents
a key interaction between households. Utilisation of available calories is dependent
upon a household’s ability to access and process food. At the end of the time step the
village food security status can be derived from various indicators, summarized for
each household typology, including: proportion of food deficient households, mean
daily food energy consumption per capita, average proportion of food energy from
staples, diet diversity, income and access to food at the market.
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Design Concept

Agents are driven by their need to achieve food security in terms of calories,
diversity of diet and cultural preferences. Livelihood strategies are based on their
typology (i.e. farmers, agricultural labourers and non-agricultural workers). They
are aware of their aggregate labour force, their assets and land endowment and of
their social ties as modeled in the social network. Emergent phenomena include
food security and the state of natural resource stocks at the village level. These are
not solely resulting from mere aggregation given that households interact with other
households in their social network by sharing resources. However, households are
reactive and do not formulate predictions.

Initialization

Individual, household and environmental entities are initialized with survey data.
To represent a hypothetical village within Southern Malawi, data corresponding to a
hundred unique households is drawn from a sample of the IHS3 dataset (n D 2492).
The same sample data set was used to construct the initial household typology [7].
For each household a number of attributes are calculated from the survey data.
These include: household size, financial capital, livelihood assets and type (farmer,
agricultural labourer or non-agricultural worker). Attributes of individuals and farm
patches corresponding to the selected households are also initialized using survey
data. Gender, age, education level, household status and health of individuals are
drawn from the IHS3 dataset. As the bodyweight of individuals is only recorded for
children up to the age of 5 years in the IHS3, additional datasets for Nigeria and
Malawi are used as an approximation. A single variable, plot area is assigned to
patches using data from the IHS3.

In total there are 480 individuals, belonging to 100 households with 195 patches.
The majority of households are farmers (64 %), followed by non-agricultural
workers (23 %) and agricultural labourers (13 %). On average households comprise
of 5 individuals and own just 0.3 ha of land. However, variation can be seen between
the different household types (Table 1).

Input and Submodels

Key submodels include: households, crops and livestock. Parameter values build
upon primary data and expert knowledge. Where possible they are defined as range-
values to introduce some stochasticity.

A static representation of the modeled system entities is proposed in Fig. 3. Two
external modules are foreseen for modeling ecosystem services and market prices.
Both are envisaged to capture a bidirectional relationship. In the first case, the flow
of benefits from the natural environment to the households is fundamental to take
into account key variables of food security like water and firewood availability
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Table 1 Summary of attribute values for model entities following initialization

Attribute Full sample Farmers
Agricultural
labourers

Non-agricultural
workers

100 64 13 23

n Mean SD Mean SD Mean SD Mean SD

Household size 4.8 2.19 4.8 2.29 5.2 2.15 4.6 1.97

Financial capital (USD) 60.4 34.9 21.9 28.9 20.4 20.3 190.3 723.2

No. of cattle owned 0.1 0.42 0.1 0.53 0 0 0 0

No. of poultry owned 2.3 4.68 1.9 3.68 1.4 2.60 3.9 7.22

No. of farm patches
owned

2.0 1.18 2.0 1.06 1.5 0.88 2.1 1.59

Total area of land
owned (ha)

0.3 0.27 0.4 0.26 0.4 0.25 0.3 0.33

among the others. At the same time an increased demand for firewood can drive
deforestation at an unsustainable rate making the ability to process food more
challenging. In the second case, it is important to consider the market effect to
households’ consumption patterns in particular for substituting local productions
to commodities produced elsewhere. The market can also induce price shocks at the
local level lowering the households’ spending capacity and thus food access.

The dynamics of the model are specified in ninety procedures. While the full
list and brief description is available online,2 here we emphasize two procedures
that define labour (see pseudo-code below) and land allocation (Fig. 4). In the first
case, total labour availability (in hours per month) is calculated for the household.
This is based upon the household typology (hh-type), number of working adults,
gender and health. The proportion of time spent by the household on different
productive activities is then determined according to household typology using
averages calculated from IHS3 data.

Pseudo-code for the labour allocation procedure

PROGRAM AllocateLabour
FOR each individual
IF (householdType = "Farmer")
IF (age > 15 and age <65 and gender = "M" and illness = "F")
indLabour = 80;
ELSE IF (age > 15 and age <65 and gender = "M" and illness = "T")
indLabour = 78;
ELSE IF (age > 9 and age < 65 and gender = "F" and illness = "F")
indLabour = 100;
ELSE IF (age > 9 and age < 65 and gender = "F" and illness = "T")
indLabour = 88;
// continue for all household types

END IF
END FOR

2Documentation of the model procedures is available here: http://tinyurl.com/nhmx9at.

http://tinyurl.com/nhmx9at
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FOR each household
tLabour = SUM indLabour of individuals;
IF (householdType = "Farmer" and month = "Jan")
fwLabour = 0.06 * tLabour; // labour for firewood collection
wcLabour = 0.15 * tLabour; // labour for water collection
fhLabour = 0.72 * tLabour; // labour for on-farm agri. activities
foLabour = 0.05 * tLabour; // labour for odd-farm agri. activities
naLabour = 0.03 * tLabour; // labour for off-farm non agri. work
// continue for all household types and each month of the year
END IF
END FOR
END

While labour allocation is statically derived from household survey data, land
allocation is dynamically contingent upon key variables. The procedure in which
households set long-term land allocation decisions occurs at the start of the growing
season. Using simple decision trees calibrated for each household typology, for
each patch of land owned, households choose between eleven combinations of 6
different crop types. Decisions are constrained by land, labour, subsistence, input
and knowledge requirements.

As described in Fig. 4, if the requirements are met, the household goes on to
allocate land according to the ‘farm-vegetables’, ‘farm-food-crops’, ‘farm-cash-
crops’ or ‘plant-fruit-trees’ sub-procedures. If labour requirements aren’t met,
households can use the ‘seek-labour’ sub-procedure to hire labour from their social
network, otherwise the land is left to fallow using the ‘fallow’ sub-procedure.

Figure 5 describes the logic following the decision to plant food crops. Every
household typology has a different probability to pick a certain crop pattern among
basic grains only, nuts and pulses, annual roots, and a combination (intercropping)
of grains and nuts and pulses. Households will adjust their labour and land
availability accordingly, while accounting for an increased level of subsidence.

Fig. 4 Land allocation decision tree
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Fig. 5 Farm-FoodCrops decision logic

3 Model Analysis and Preliminary Results

Validation of ABMs is a crucial stage of the development process. However, the
inherently complex nature of ABMs poses a significant challenge to validation
efforts [19]. A recent review by Bert et al. [5] identified two distinct, but com-
plementary approaches to model validation. These comprise: (1) validation of
model components and processes and (2) empirical validation. For the former, face
validation is employed to ensure that model mechanisms and properties correspond
to those of the real world [22]. While for the latter, simulation outputs are validated
against empirical data representing one or more stylized facts [5].

Preliminary simulation outputs for the ABM described within this study are
summarized within Fig. 6. Non-agricultural workers appeared the most food secure
when compared to farmers and agricultural labourers. On average, over 80 % of
agricultural labourers and farmers were food energy deficient, compared to 71.1 %
of non-agricultural workers. Values for diet diversity and the proportion of energy
from staples were similar across all three household types. Mean diet diversity,
described as the number of unique food types eaten [0, 8], remained below 4
throughout the simulation. At the same time the average proportion of energy from
staples was approximately 80 % for each household. The monthly time step of the
simulation enabled the seasonal nature of food security to be taken into account
(Fig. 6). Overall, households were most food secure between the months of February
and May, as the vast majority of crops are harvested during this period. These
preliminary results are in line with traditional statistical analysis [25] and with the
ongoing global urbanization process [3]. According to [3] the aspiration of rural
smallholders to abandon subsistence farming for more secure income producing
activities has driven urbanization in poor countries.
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Fig. 6 Preliminary results from a single model run. (a) Energy deficient households. (b) Food
energy from staples

Thorough calibration of certain model procedures, however, is required to verify
results. Agricultural yield, for example, is much lower than expected with an annual
average of just 20.4 kg/ha for farm plots and 9.6 kg/ha for dimba plots. Low crop
yields such as these may be explained by the large proportion of land left to fallow.
Currently, over the course of an average simulation 33.7 % of agricultural land is
left to fallow. Survey data corresponding to the study area of interest, however,
suggests that just 1 % of land was left to fallow in 2010–2011 [21]. We are therefore
envisioning a modified land allocation procedure (Fig. 4) to account for the fact that
high population densities and sustained parcelization of land limit the practice of
fallow in rural Malawi.

In addition to the aforementioned calibration needs, a workshop was held at the
end of January 2015 in Southampton to validate the structure of the ABM using
expert knowledge (See Acknowledgments), this will lead to further model fine-
tuning. Decision trees were tested using a role-playing game in which participants
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took on the role of one of the three household types: farmers, agricultural labourers
or non-agricultural workers. The use of role-playing games to construct and validate
the behavioural rules of agents has been widely documented for empirical ABMs
[17]. In this study, by taking a participatory approach to validation we were able
to engage experts from a range of domains including the social sciences, natural
sciences and economics. A number of suggested improvements resulted from the
workshop, including:

– To stagger land allocation decisions of households to limit the number of farm
plots left to fallow.

– To allow households to allocate crops to larger farmer patches first, rather than at
random.

– To include the possibility to rent land.
– To improve interactions between households by refining the scheduling of food

sharing and money borrowing within the social network.

4 Discussion

Overall, this paper describes the development of an empirical ABM of household
food security in a developing country context. Further calibration and validation
is required before the simulation outputs can be used to evaluate the food security
status of households accurately. However, in its current form the model does address
the multi-dimensional nature of food security. In contrast to existing ABMs that act
to address food security, we have proposed a modeling framework that adheres to
the FAO four pillars of food security (availability, access, utilization and stability).
By characterizing distinct household types within the study area of interest, namely
farmers, agricultural labourers and non-agricultural workers it is also possible to
take into account the heterogeneous nature of rural households. Furthermore, the use
of decision trees acts as a departure from the notion of rational agents, by employing
fast and frugal heuristics.

The design and communication of ABMs can pose significant challenges.
There is a tradeoff between model simplicity, generality and truth [19]. Indeed, a
recent survey by Waldherr and Wijermans [29] found common criticism on social
simulation models being too complex, too simple, not theory based, not realistic,
a black box, etc. In order to overcome these issues, the ABM of food security
introduced in this paper was described using multiple standard narratives and
graphical protocols, including: ODD, UML and pseudo-code. Even so we recognize
that these efforts are unsatisfactory for the sake of analytical replicability [20]. The
entire code, developed with NetLogo 5.1, will be published once the authors are
satisfied with the model. At the same time the general modeling framework, as
presented in this article, is of greater value in view of modeling food security in
compliance with the up-to-date food security literature.
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This study emphasizes the development of models of complex social-ecological
systems as an iterative process. Future work will build upon the characterization of
household behaviour, the environment and their interactions.

Once the model has been vigorously tested techniques from exploratory model-
ing analysis (EMA) will be used to further explore model uncertainty and enable
the development of robust policies. Although preliminary results seem to suggest
that moving away from subsistence agriculture improves food security, we are
particularly interested to explore the role of ecosystem services, on the one hand,
and the role of food and commodities market, on the other hand. This is the focus of
our future research. It is hoped that future applications of the ABM may enable both
scientists and decision makers to better understand the complex, dynamic nature of
household food security within a developing country context.
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Comparing Income Replacement Rate
by Prefecture in Japanese Pension System

Nisuo Du and Tadahiko Murata

Abstract In this study, we examine an income replacement rate of each prefecture
in Japanese public pension system using an agent-based simulation. OECD Glossary
of Statistical Terms defines the income replacement rate as a ratio of an individual’s
pension (P) and the average income (I), that is, P/I. On the basis the statistics of
each prefecture, we calculate the amount of pension, wage structure, and marriage
behavior using the agent-based model. From simulation results, we try to see
circumstances of current pensioners in each prefecture based on the population
change, the income replacement rate, and the marital state relationship.

Keywords Income replacement rate • Pension system • Agent-based social
simulation

1 Introduction

Japanese pension system employs the “pay-as-you-go” system. Under the pension
system, the current workers pay the fund of pension for the current recipients.
Although yearly amount of pension is adjusted in conjunction with the commodity
price, the yearly amount of pension stays higher than the original level of the
yearly amount of pension because of a special measure of a commodity price slide,
the special measure of a commodity price slide comes into force in 2015. Paying
higher amount of pension will cause the fund shortage for younger generations. In
addition, the prediction of Japanese demographic for coming years indicates that
Japan will experience a declining birth rate and an aging population. The change
in the demographic structure will cause different contribution in the pension system
among generations. In 2004, the Japanese government enhanced the sustainability
of the public pension system and reviewed a reform of the public pension system [1].
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Since global population aging in the twenty-first century, the pension financing
has been becoming the most serious problem in developed countries. In order
to verify the sustainability of the pension system under the problem of aging
population, many researchers have carried out numerous analytic studies using
simulation. Boldrin et al. [2] calculated the pension expenditure percentage of GDP
in European countries. Viehweger and Jagalski [3] employed a system dynamics
model to analyze the German public senile social security program in 2002. Their
simulation results focused on the macro effects, such as population structure change
and pension financing. In addition, Kapteyn et al. [4] and Fehr et al. [5] focused
on the interaction between retirement decision and pension finance. The Japanese
public pension system was analyzed through estimating the sum of the benefits and
insurance payments of individuals in Hirata et al. [6] using simulation.

There are three types of micro-simulation model for examining Japanese pension
system. They are household information analysis model (INAHSIM) by Inagaki
[7–10], a pension analysis model using the dynamic micro simulation techniques
(PENMOD) by Shiraishi [11] and another micro-simulation model, that is CAM-
MOD by Chen and Murata [12].

Most of Japanese social security programs including pension system have been
designed on assumptions of model cases of average household. However, as pointed
out by a recent study [13], all households in Japanese society can no longer be
classified as model cases because industrial structures change and people tend to
delay marriage. Traditionally, there are two typical household types in Japanese
society. In the first-type household, the husband is a fulltime employee. He works for
the company after graduation from school until retirement and his wife’s occupation
is limited such as a part-time worker or a fulltime housewife. After husband’s
retirement, they live on pension benefits. In the other type household, the husband
is a self-employer. He takes over the family business, and his wife assists him as a
family worker. There is no specific age of retirement for self-employees. After they
reach an advanced age, they leave their family business for their children and get
supported from them while living on pension benefits. Those two household model
cases can stand with assumptions such as “every fulltime employees can work until
retirement unless they choose to leave,” “all persons can get married,” “couples
never divorce,” “family business can last forever,” just to list a few. More and more
people are involved in irregular employment, and do not have traditional marriage.
For example, the divorce rate is increasing. Therefore, it is more than obvious that
the pension system designed based on limited model cases does not fit the reality
anymore.

By performing micro-simulation with many agents, we are able to discuss the
impact on each individual in some topics such as social security, and tax policies.
For example, a new tax policy has a possibility of expanding the income gap among
citizens using the simulation based on the life cycle model [14].

In previous research, Du and Murata [15] showed transitions of population
trends, household structure, household type, employment status, and wage struc-
ture using a micro-simulation method. However, the previous research [15] only
provided the analysis over a nation. In this study, we develop simulation models
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using parameters of each prefecture such as wage growth rate, average wages,
bonuses, age-specific population, age-specific couple population, insured popula-
tion of 5-year-old division, and beneficiary population. From simulation results,
we examine population fluctuations, income replacement rate, and marital state in
the prefecture level. Among them, OECD Glossary of Statistical Terms defines
the income replacement rate as a ratio of an individual’s pension (P) and the
average income (I), that is, P/I. Using agent-based model, we are able to compare
the income replacement rate by marital status in each prefecture. We can see that
the income replacement rates differ from prefecture to prefecture. That will cause a
difference in the quality of life by prefectures.

2 Japanese Pension System

Figure 1 shows the outline of the current Japanese Pension System. The Japanese
pension system consists of public pension and private pension. All residents aged
between 20 and 65 join compulsorily the first tier National Pension (NP). In the
second-tier, employees in the private sector join compulsorily the Employees’
Pension Insurance (EPI), and civil servants in governments should join Mutual
Aid Associations (MAAs). These are included in Public Pension. Private pensions
include corporate pension funds and private savings plans on a voluntary basis. To
make simulation model simpler, we mainly target at retirement pension of NP and
EPI (MAAs is regarded as part of EPI in simulations because of almost the same
nature of pension scheme).

Personal Pension

Company Pension

Employees’Pension Insurance

National Pension

Cate 2 Cate 3Cate 1

Mutual Aid Associations

Fig. 1 Pension system
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The NP divides subscribers into three categories (Cate 1, Cate 2, and Cate 3 in
Fig. 1). In any category, those who are from 20 to 65 in age should pay insurance
premium. The first category consists of self-employed persons and their families,
students, and unemployed persons. They are referred to as the first insured persons.
The first insured persons need to pay flat rate insurance premiums (the monthly
insurance premium was 14,660 yen in 2009, and it becomes 15,250 yen in 2014).
The second category consists of private company employees and civil servants.
They are referred to as the second insured persons. The second insured persons
need to pay earnings-related insurance premiums (the insurance rates was 15.704 %
in 2005, and it becomes 17.474 % in 2014). The third category are spouses of the
second insured persons, they don’t work, and are dependent on the second insured
persons. They are referred to as the third insured persons. The third insured persons’
don’t need to pay their insurance premiums individually because their premium is
included in the payment of their spouses. As for pension benefits, depending on the
number of payments of basic pension in the first tier of the system, all subscribers
to meet the requirement can receive the basic pension. The second insured persons
benefit from pension based on the ratio of payment premiums.

3 Simulation Model

In this study, we employ CAMMOD that is a model proposed in our previous
study [15]. We show a schematic diagram of the model in Fig. 2. Our model has
agents whose attributes are based on demographic statistics, economic parameters,
and pension finance. Agents are created according to statistical data of age-specific
population and age-specific pensioners. Each agent has age, gender, wage records,

Initial Population

Statistics data of each age population and pensioner
Wage rate of climb,Price index rate of climb,

Return on investment

Macro Economy

Birth,Marry, Divorce, Death, Work ▪ Wage, Insurance Category, Pension Decision, Pension Benefit

Pension Finance

Life Event

Fig. 2 CAMMOD in [15]
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insurance payment record, and insurance benefit record. As for economic indicators,
we employ a rate of wage increase, rate of price increase, and return on investment
in the macro economy. As for life events of each agent, it starts to have a job
stochastically based on the age-sex-specific working rate when it becomes Age 20.
Agents at work earn wages that vary stochastically according to the average wage in
that year and age-sex-specific wage structure rate. After they reach 65 years old, they
start to receive pension benefit until they die. New agents are generated according to
the birth rate, and their death is determined by the annual survival rate. The pension
finance calculates premium payment according to insurance type of agents and
pension benefit. About premium payment, agents at work pay pension premiums
according to their insurance type and their wage in that year. About pension benefit,
agents receive pension benefit calculated from their payment records.

3.1 Demographic

The initial population is generated according to a demographic data by 1-year-age
group of 2004 of each prefecture (when there is no demographic data by 1-year-
age group but by 5-year-age group in a certain prefecture, we equally allocate to
each age group from 5-year-age group). Simulation of demographic change contains
predictions about the number of future birth and the number of death. As for the
birth population of each prefecture, we calculate it by multiplying the percentage
of the population of each prefecture to the birth population of the country that
is estimated by an intermediate scenario by the National Institute of Population
and Social Security Research in 2006 [16]. As for the mortality, we determine the
mortality rate of the agent by the 20th life table issued from the Ministry of Health,
Labor and Welfare [17].

3.2 Insured and Beneficiary

As shown in Sect. 2, each Japanese should belong to one of three types of insurance.
First insured persons receive their pension only from the national pension of first tier.
Second insured persons receive from the national pension and their welfare pension.
Third insured persons receive from the national pension. As for the movement
of insured persons from one category to another, it is caused by changing their
jobs or getting married. In order to assign the insurance category to each agent,
we employ the statistical data with the number of insured and beneficiary in each
prefecture [18].
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3.3 Individual Wages and Employment

The wage of each agent is generated according to the average wage distribution
of the wage structure rate with age groups. In our simulation, the amount of wage
increases according to the wage growth rate. We employ the wage structure rate that
is estimated by the Ministry of Health, Labour and Welfare (MHLW) in the Basic
Survey on Wage Structure of each prefecture [19]. Although the real wage structure
changes gradually, we handle it as a constant in our simulation. In addition, agents
at work depend on the age-specific employment rate estimated by age-sex-specific
working rate of census of Ministry of Internal Affairs and Communications (MIAC)
[20].

3.4 Marriage and Divorce

The population of annual marriage is calculated according to age-specific unmarried
rate for men and women. Agents who get married are determined in consideration
of their occupation and the age difference between couples. As for the marriage
rate, during the years from 2005 to 2010, we employ the marriage rate for 2005
to 2010, after 2011, we employ the marriage rate in 2010. Since each prefecture
does not collect the marriage rate, we employ the first marriage rate in the age-
specific unmarried data from the National Institute of Population and Social Security
Research announced report (20–69-year-old, and 70 years of age or older, 5-year-
old separated) [21]. That means the same marriage rate is employed in every
prefecture. About the occupation-specific marriage rate, we employ the data of the
marriage of the first insured persons and the second insured persons that Ministry
of Internal Affairs and Communications has announced in 2007 Employment Status
Survey [20]. As for the divorce rate, we employ the divorce rate in the age-specific
married data from the National Institute of Population and Social Security Research
announced report [22].

4 Simulation Results

4.1 Income Replacement Rate

We show the income replacement rate of five prefectures in Japan: Hokkaido, Tokyo,
Shizuoka, Kyoto, and Fukuoka. Figures 3 and 4 show average income replacement
rate over 100 trials by household marital status in 2015 and 2050, respectively.
In Figs. 3, 4, and 5, “m” and “f” mean men and women, respectively. “1,” “2,”
“3” mean first insured person, the second insured person, and the third insured
person, respectively. As shown in Figs. 3 and 4, Hokkaido and Fukuoka have
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Fig. 3 Changes of income rate (2015)

Fig. 4 Changes of income rate (2050)
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Fig. 5 Difference of income replacement rate between 2015 and 2050

the high-income replacement rates than the other prefectures. On the other hand,
the income replacement rate is low in Tokyo, Kyoto, and Shizuoka. Although the
average wage and the wage growth rate of each region are different, the uniform
pension premium should be paid by contributors. This is because the wage growth
rate is larger in urban areas than rural areas. In addition, by comparing Figs. 3
and 4, we can see that the average income replacement rate becomes lower in every
household type in 2050 when it is compared to 2015. In Fig. 5, we can observe that
the average income replacement rate of households is much lower in 2050 for the
households with the second insured person. We can also observe that the average
income replacement rate of m2-f2 is much lower in Hokkaido, Tokyo, Kyoto, and
Fukuoka. And we can observe that the average income replacement rate of m1-f1
is much lower in Shizuoka and Kyoto. In addition, we can see the average income
replacement rate of m1-f1 is lower than single household such as m2 or f2.

In Figs. 3 and 4, we show standard deviation of income replacement, respectively.
As shown in Fig. 3, we can see all standard deviation are below 0.04 in 2015. All
standard deviations become reduced with the decrease of income replacement. As
shown in Fig. 4, all standard deviation will below 0.02 in 2050.
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4.2 Population Trends

In order to consider the difference of the income replacement rate by regions, it
is important to estimate population in each prefecture. In this chapter, we employ
regions with the following characteristics: metropolitan regions, regional urban
center, and regions away from metropolitan regions. In our simulation, we employ
the data of the nine prefectures in Japan: Hokkaido, Aomori, Tokyo, Kanagawa,
Shizuoka, Kyoto, Nara, Fukuoka, and Kagoshima [23–31]. The population trend of
each prefecture is shown in Figs. 6, 7, and 8. The figures of population trend of
each prefecture show simulation results up to 2120 along with the statistical data
up to 2014. In Figs. 6, 7, and 8, we show population trend of each prefecture data
up 2010-2035 by the National Institute of Population and Social Security Research
(IPSS) [32].

As shown in Fig. 6, the population of statistical data changes higher than the
simulation results in metropolitan regions and regions close to the metropolitan
regions (Tokyo, Kanagawa, Fukuoka). In Fig. 7, regional urban centers (Hokkaido,
Kyoto, Kagoshima) show a small difference between the simulation results and the
statistical data. On the other hand, the simulation result of Shizuoka is below the
statistical data in Fig. 8. The simulation result and the statistical data are almost
identical in Nara, and Aomori. We can see similar drop tendency in our simulation
results and IPSS results.
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Fig. 7 Regional urban center

Fig. 8 Regions away from the metropolitan region



Comparing Income Replacement Rate by Prefecture in Japanese Pension System 105

In our simulation, the characteristic of population changes varies in three types as
shown in Fig. 6, 7, and 8: Metropolitan region, regional urban centers, and regions
away from metropolitan region. This difference may come from the difference of
the birth rate employed in each prefecture. In this chapter, we employ the same
birth rate of the national statistics. In fact, many young people are rearing child in
urban areas such as metropolitan region or regions close to metropolitan regions. In
those regions, the population increases more than the average increase rate. That is
observed in Fig. 6. On the other hand, young generation reduces in regions away
from metropolitan regions such as Shizuoka.

We show the standard deviation of population change in the nine prefectures in
Table 1. As shown in Table 1, we can see that values of all standard deviation are
very small when compared to population. And all standard deviations tend to growth
until 2050 or 2060. After that, all standard deviations will gradually become smaller.
There are two reasons why standard deviation changes small. The first reason is the
constant value of the birth population. Birth population in every year is fixed value in
our simulation. The second reason is a small change in population. Every prefecture
of population base tends to decrease over time. That is to say, kinds of ratio do not
have overlap effect in our simulation.

5 Conclusion

In this chapter, we examine the income replacement rate of each prefecture in the
pay-as-you-go Japanese public pension system using an agent-based simulation.
The simulation period is over 115 years from 2005 to 2120. We show the income
replacement rate of marital status and population trends of several prefectures. We
can see that the income replacement is higher in rural areas than urban areas.
And the average income replacement rates in 2050 become lower than 2015. As
for the population trends, we see some differences of birth rate when we employ
the national birth rate. As for the future, population fluctuations must also be
taken into consideration due to population transference between each prefecture.
With the improved estimation, we try to examine the value of public pension in
each prefecture by comparing the income replacement rate of each prefecture. In
addition, we try to employ different parameters, and then will try to discuss ways of
maintaining income replacement in different prefectures in Japan.
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Table 1 Standard deviation of population (1000�)

Year Tokyo Kanagawa Fukuoka Hokkaido Kyoto Kagoshima Shizuoka Aomori Nara

2005 9 8 6 8 3 4 6 3 3

2006 13 12 9 10 4 7 9 4 4

2007 16 15 12 12 6 8 11 5 5

2008 18 17 14 12 6 10 12 7 6

2009 18 18 13 13 7 10 13 7 5

2010 19 19 14 13 8 9 14 7 6

2011 22 19 16 14 9 9 14 7 7

2012 24 19 17 14 9 10 15 7 8

2013 23 20 17 15 9 9 15 8 8

2014 22 20 18 17 10 10 16 8 8

2015 23 20 17 18 11 11 16 10 8

2020 30 20 17 20 13 11 18 10 9

2025 29 26 17 18 13 11 18 10 10

2030 31 26 18 22 16 11 17 9 10

2035 32 27 23 21 14 11 18 10 11

2040 35 29 21 21 14 11 16 11 10

2045 31 26 21 22 14 12 14 12 11

2050 34 27 19 20 14 10 16 13 11

2055 33 24 22 20 15 9 16 11 11

2060 30 23 21 18 16 10 16 11 11

2065 31 27 19 17 15 9 14 11 10

2070 29 26 19 14 12 9 14 9 9

2075 26 22 18 17 12 8 15 9 9

2080 23 22 17 17 12 10 15 9 9

2085 22 23 16 15 11 9 12 9 9

2090 26 21 15 15 11 8 13 10 8

2095 25 19 13 16 11 9 13 8 8

2100 21 19 15 17 9 9 13 7 8

2105 22 16 13 16 9 8 12 7 7

2110 21 16 13 14 9 8 11 6 7

2115 21 16 13 13 9 8 11 6 7

2119 19 16 13 12 8 7 11 7 7
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Hybrid Simulation Approach for Technological
Innovation Policy Making in Developing
Countries

Maryam Ebrahimi

Abstract The aim of this study is to create a hybrid simulation model which
is a combination of systems dynamic (SD) and agent-based modeling (ABM). It
analyzes the market share of redesigned and independent designed technologies
compared to the acquired ones. For this purpose, supply chains of technology
suppliers and firms that trade on their own developed technologies through applying
SD are modeled. In case of ABM, consumers’ decisions are influenced by mar-
keting activities, word-of-mouth between consumers, and work experience of the
companies. Delivery time is a key variable that affects the performance of each
company. Additionally, some policies are proposed regarding the significant impacts
of marketing on absorbing consumers, collaboration between development and
manufacturing on the production rate, and resources on time to innovate. The key
finding is that by improving marketing, collaboration, and resource management,
market share of new developed technology will be improved.

Keywords Agent-based modeling • Systems dynamic • Technological innovation
policy planning

1 Introduction

It is assumed that the transfer of technology helps improve the technological
abilities of the technology-recipient country. These abilities include investment
ability, operational ability, and dynamic learning ability [1]. As argued by [2],
the emergence of technological ability presented as a continuum expanded from
the purchase of equipment by an acquirer (in principle, formation of financial
exchanges with no technology transfer) to total technology transfer giving the
acquirer equal technological cooperation with the owner. Along this continuum,
four levels are designated in a technology ability ladder: (1) assembly or turnkey
operations, (2) adaptation and localization of components, (3) product redesign,
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and (4) independent design of products. The first two levels are likely existed in
the developing countries. Nevertheless, if they are not going to remain a follower
in their efforts to compete in internationally, the developing countries will have to
conduct their technology policies more and more at the third and fourth levels. This
should take into consideration that gaining first-mover advantage according to the
redesigned or independently adapted technology will not be easy for these countries.

Whereas the owner may have no tendency to manifest all about a technology, the
acquirer desire to obtain as much understanding as possible to decrease dependency
on the supplier [3]. Buying a new machine or adopting a turnkey project does
not contribute an acquirer with a new technology as a replacement for technology
transfer [2]. In addition, about identifying technology adapted to local conditions,
automation does not necessarily result to more effective manufacturing since greater
compliance with a set of procedures needs higher levels of know-how [4].

Besides, the move towards technology development affects economic devel-
opment of nations. Despite the importance of innovation within each country,
developing countries due to the lack of knowledge or high costs prefer to import
technologies. While sometimes inappropriate or outdated technologies are selected
because of political, legal, and cultural differences between various countries. That
is why developing countries in addition to the concern of failures to utilize effec-
tively transferred technologies consider the development of essential technologies
in order to provide industry needs.

The purpose of this study is to create a hybrid simulation model which is
a combination of systems dynamic (SD) and agent-based modeling (ABM) by
using Anylogic. The subject of this research is to examine market share of
redesigned and independent designed technologies compared to the acquired ones
in developing countries. Because of choosing improper technologies and some
political constraints, they attempt to strengthen research and development centers.
As stated by [5], R&D organizations usually are the main agents in technology
development, thus public research institutions and research policies in developing
countries have recently gone through major transformations. For instance, they have
been transforming its direction from library and laboratory research into technology
development through scaling up from bench scale to industrial scale.

Companies in these countries are generally classified into two categories:
suppliers of technologies who are responsible solely as the technology sales
representatives, and firms with research and development who attempt to produce
their own developed technologies. Each company has its own supply chain that
delivers technologies to the end consumers. It is clear that there is delivery time
difference between suppliers and the firms that produce their own developed
technologies. In this study for the aim of comparing the market share of each
technology, developed within the country and imported technology, supply chain for
technologies suppliers and developers with the help of SD are modeled in addition to
modeling the consumer market through using ABM. Then, models of supply chain
and consumer market are integrated, simulated, and finally the results and policies
are presented and discussed.
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2 Methods

Supply chains are complicated dynamical systems triggered by customer demands.
Proper management decisions impact on efficiency of supply chains, which are often
based on intuition and experience [6]. SD in supply chain is used to develop an
integrated inventory model of supply chain for deteriorating items among a supplier,
a producer, and a buyer in [7]. The method of SD is applied to model supply chain
information sharing by [8]. Fuzzy estimations and SD are adopted for improving
supply chains in [9]. The importance of customer orientation for evaluation and
improvement of supply chain process supported by an integrated usage of discrete-
event simulations models and SD models is explained by [10]. SD methodology
as a modeling and analysis tool to tackle strategic issues for food supply chains is
used in [11]. Applying ABM, the impact of alternative production–sales policies
on the diffusion of a new generic product and the generated profit is analyzed in
[12]. ABM in order to integrate demand and supply for Smart Meters is applied by
[13]. According to [14], SD allows a systematic examination of a complex system,
supply chains of the companies, and ABM helps the exploration of individual-level
theories, consumers’ decisions.

3 Hybrid Simulation Model

3.1 Supply Chains: SD

Delivery time is a key variable that affects the performance. A fast response time
usually means the customer gets a better impression of the company. The ability to
deal with inquiries and fulfill orders quickly means the company is able to serve
more customers, resulting in higher profit. If customers have to wait for responses
or products, they may cancel orders and go to other companies. A product which
hits the market too late cannot be successful. For developing a new technology
as a product, it is necessary to harmonize all development stages—only in this
way the product development time can be reduced [15]. Supply chain for firms
that trade on their own developed products considers technological innovation as
the transformation of an idea into a new technology as a product which should be
commercialized to sale to a customer. Technology here means a field of technologies
which is the working area of the suppliers and developers. To represent this
supply chain, three main stock variables including current technological innovation,
finished technological innovation, and finished technology production are applied.

This supply chain works as follows (see Fig. 1):

• The technology can be purchased by a consumer just from a stock of finished
technology production, initially holding a certain amount of technology.

http://www.sciencedirect.com/science/article/pii/S0165011409005296
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Fig. 1 Supply chain of firms that trade on their own developed products

Fig. 2 Supply chain of suppliers

• The technology is initiated to be developed based on the start rate of techno-
logical innovation per week, and this rate may vary because it can be adjusted
according to the demand which is known to the firm.

• The current technological innovation will be completed within technological
innovation time which is dependent on the sufficiency of resources and the
average time to innovate which is supposed to be 48 weeks.

• The finished technological innovation will be produced according to the produc-
tion rate.

Adding an event nearby the flow StartRateTIA, there will be a link between the
AB and SD models. The action of the event is specified by:

StartRateTIA D .consumers:NWantA ./C consumers:NWantAny ./

C consumers:NUseAny .// � 0:7I (1)

Thus, at the beginning of each week the StartRateTIA will be modified according to
the number of consumers who are willing to buy the product. NWantA() shows con-
sumer population demanding TechnologyA, NwantAny means the customers who
are dissatisfied of long time waiting for buying, and NuseAny shows dissatisfaction
of customers due to dysfunctionality. In addition, just 70 % of orders are accepted
after feasibility study analysis.

Supply chain of suppliers works as follows (see Fig. 2):

• The technology can be acquired by a consumer only from the stock of completed
demand, initially holding a certain amount of technology.
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• The technology is supplied based on the increase rate of demands per week, and
this rate may vary because it can be adjusted according to the demand which is
known to the firm.

• The current demands will be completed within completion time which is
dependent on the sufficiency of resources and the average time to supply the
technology which is assumed to be 8 weeks.

Therefore, two main stock variables including current demands and finished
demands are applied which are related through demands completion rate as a flow
variable.

Adding an event nearby the flow IncreaseRateDemandB, there will be a link
between the AB and SD models. The action of the event is defined by:

IncreaseRateDemandB D consumers:NWantB./C consumers:NWantAny./

C consumers:NUseAny./I (2)

Thus, at the beginning of each week the IncreaseRateDemandB will be modified
according to the number of consumers who are willing to buy the product. NWantB()
shows consumer population demanding TechnologyB.

In the models, resources effect on the time needed to fulfill technological
innovation and also technology supplying. Resources include all assets, capabilities,
organizational processes, firm attributes, information, knowledge, etc. controlled by
a firm that enable the firm to conceive of and implement strategies that improve its
efficiency and effectiveness [16].

3.2 Consumer Market: ABM

In this study, consumers are modeled as agents who make adoption or purchase
decisions based on a word of mouth influences from local interactions with other
agents (consumers). In order to model in agent-based way, the model of consumer
market of technologies is developed in multiple phases with following order:

1. Concerning just one technology.
2. Considering supply chain for the selected technology.
3. Adding another technology (Fig. 3).

In the model of consumer market seven states (top down): PotentialCustomer,
WantTechnologyA, WantTechnologyB, UseTechnologyA, UseTechnologyB, Wan-
tAnything, and UseAnything. Transitions from PotentialCustomer to WantA are
AdoptionA, MarketingEffectivenessA, and PreviousExperienceCoA. In case of
adoption, it is assumed that agents start talking to each other. The transition will
be taken periodically and on each occurrence the agent-user will send a message to
a random other agent saying that technology A is good. If another agent is a potential
customer (i.e. is in the state PotentialCustomer), he will react to such a message by
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Fig. 3 Consumer market of technology

changing its state to WantTechnologyA. ContactTechnologyA is triggered by rate
and its action is: send “Buy TechnologyA!,” Random; and adoption is triggered
by message which is: “Buy TechnologyA. Transition named as MarketingEffec-
tivenessA will model the effect of marketing in case of requirement identification
and advertisement. In addition, the transition of PreviousExperienceCoA is defined
which shows work experience of the company influencing on its upcoming sales.
These transitions can be presented in the same way for technology B.

The transition BuyTechnologyA is triggered by type condition. In this stage,
AB and SD can be interacted. In this way that in the state of WantTechnologyA a
consumer constantly monitors the stock of FinishedTechnologyProductionA; when
the stock contains at least one package of technology, the transition is taken and, as a
result, one package of technology A is deducted from the stock. BuyTechnologyA is
triggered by condition which is: get_Main().FinishedTechnologyProductionA>D1
and the action is: get_Main().FinishedTechnologyProductionA��;. Regarding
BuyTechnologyB, in the state of WantTechnologyB a consumer constantly
monitors the stock of CompletedDemandB and when the stock contains at
least one package of technology, the transition is taken and one package of
TechnologyB is deducted from the stock. BuyTechnologyB is triggered by
condition which is: get_Main().CompletedDemandB >D 1 and the action is:
get_Main().CompletedDemandB–;.
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As the technology is discarded after a certain period, technology life time, and
the user needs to buy a replacement, it is necessary to define a transition from
UseTechnologyA to WantTechnologyA triggered by timeout with value uniform
(96, 144). This transition is presented in the same way for technologyB. In this
study, customer dissatisfaction has two meanings. Firstly, if a consumer waits too
long for a particular technology, he becomes impatient and will buy whatever is
available (A or B), so technology switching is possible. In this regard, there are two
timeout transitions from WantTechnologyA and WantTechnologyB to a new state
WantAnything. From that state, in turn, there will be two alternative condition-type
transitions to UseTechnologyA and UseTechnologyB triggered by the purchase of
the corresponding product. Secondly, UseAnything state shows if a customer after
utilizing a particular technology for reasons related to functionality or quality could
not keep on using the product, he will buy the accessible one. In this case, there
are transitions named as GiveupUsingA and GiveupUsingB triggered by rates in
addition to WantTechA and WantTechB triggered by timeouts.

4 Results

As is clear from the results in the Table 1, although the market share of technology
A is growing slightly, but the supplier’s market share is almost total. This means that
with the assumed conditions, creating a new technology approach will not be suc-
cessful. Many completed innovations do not reach to the production stage due to the
lack of a precise definition of the needs of potential consumers and communication
problems between technological innovation and production. Due to the cognitive
and process difference, and interdependencies of their performance, unwittingly and
unintentionally, they interpret other side activities potentially or actually injurious
to their interests. Generally, innovation processes are time-consuming that due
to resource constraints, the time will increase further. Thus, lack of attention to

Table 1 Results of SD and ABM before applying policies

Weeks 48 96 144 192 240

Technologies CurrentDemandB 7.98 38.03 50.64 15.41 21.52
CurrentTIA 21.51 99.39 155.27 101.76 92.70
FTIA 12.83 56.62 169.83 287.33 367.50

customers FinishedTechnologyProduction 0.15 0.97 2.101 5.80 12.18
NWantA 0 0 0 0 0
NWantAny 0 0 0 0 0
NUseAny 1 4 6 3 2
NWantB 0 0 0 0 0
NUseA 1 0 1 3 5
NUseB 7 86 88 94 93
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marketing, understanding of market requirements as well as advertising, and only
devotion to innovation, lack of effective communication and integration between
technological innovation and production, and resource constraints cause failure in
developing and manufacturing new technologies.

Regarding marketing policy, market share of technology A increases signifi-
cantly. Because marketing impacts on purchase requests of potential consumers
and also the production rate of developed technology. Marketing influences on the
number of production of developed technology which can be seen in the Table 2
clearly. In this policy, the marketing effectiveness and production rate are assumed
to be increased ten times.

In case of collaboration policy, the production rate is assumed to be increased
two times. The production and technology development are in great need of being
integrated [17]. In this regard, instead of dividing the company into departments, the
way to coordinate development and manufacturing activities should be considered.
This shows positive effect on market share of developed technology (see Table 3).

Resolving the resource constraints of technological innovation about 30 %
enhances the market share of technology A and also the completed technological

Table 2 Results of SD and ABM after applying marketing policy

Weeks 48 96 144 192 240

Technologies CurrentDemandB 24.78 25.52 37.67 31.5 40.46
CurrentTIA 200.52 133.27 136.3 136.99 182.15
FTIA 120.22 219.74 271.42 317.12 381.36
FinishedTechnologyProduction 2.65 46.68 111.27 181.78 273.98

Customers NWantA 0 0 0 0 0
NWantAny 0 0 0 0 0
NUseAny 4 4 5 6 6
NWantB 0 0 0 0 0
NUseA 11 16 19 17 16
NUseB 70 77 75 77 78

Table 3 Results of SD and ABM after applying collaboration policy

Weeks 48 96 144 192 240

Technologies CurrentDemandB 22.86 55.69 25.09 12.67 31.17
CurrentTIA 28.40 157.81 122.55 87.23 136.80
FTIA 5.25 94.06 220.15 308.04 398.18
FinishedTechnologyProduction 0.14 1.42 7.70 20.02 37.91

Customers NWantA 1 0 0 0 0
NWantAny 0 0 0 0 0
NUseAny 4 8 4 2 3
NWantB 0 0 0 0 0
NUseA 1 2 3 5 5
NUseB 62 82 91 93 92
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Table 4 Results of SD and ABM after applying resource management policy

Weeks 48 96 144 192 240

Technologies CurrentDemandB 19.46 17.31 40.06 37.67 64.76
CurrentTIA 58.35 60.22 144.04 153.94 184.31
FTIA 24.20 79.63 172.29 308.14 443.47
FinishedTechnologyProduction 0.24 0.75 0.163 4.025 13.72

Customers NWantA 2 0 2 0 0
NWantAny 0 0 0 0 0
NUseAny 2 4 4 4 11
NWantB 0 0 0 0 0
NUseA 0 1 5 5 3
NUseB 68 88 89 91 86

Table 5 Results of SD and ABM after applying all the policies

Weeks 48 96 144 192 240

Technologies CurrentDemandB 15.72 11.55 31.67 59.39 83.64
CurrentTIA 176.8 123.56 129.15 155.36 298.38
FTIA 107.87 202.33 242.91 275.00 397.49
FinishedTechnologyProduction 1.73 52.11 122.43 198.14 293.62

Customers NWantA 0 0 0 0 0
NWantAny 0 0 0 0 0
NUseAny 3 2 3 10 8
NWantB 0 0 0 0 0
NUseA 13 16 18 20 26
NUseB 72 81 79 70 66

innovation. Availability of sufficient human resources, equipment, raw materials,
and budget causes technological innovation to be finished at scheduled time which
is equal to 48 weeks (see Table 4).

By applying all policies simultaneously, the market share of technology A
grows considerably with the assumption that the supposed conditions of supplied
technology are constant. Comparing results of Tables 1 and 5 shows eighty percent
increase in the market share of technology A by the 240th week. Following
this approach makes the conditions of developed technologies and research and
development centers in developing countries improved.

5 Conclusion

In this study a hybrid simulation model with combination of SD and ABM was
modeled and simulated by using Anylogic in order to analyze the market share
of redesigned and independent designed technologies compared to the acquired
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ones. SD was used to model supply chains of technology suppliers and technology
developers. ABM was adopted to analyze the consumers market. Then, models of
supply chain and consumer market were integrated, simulated and finally the results
and policies were presented and discussed. Results showed: the significant impact of
marketing on absorbing customer, increasing the production rate, and market share;
the problem of collaboration between technology development and its production,
and the influence of improved collaboration on production rate and market share;
the impact of resolving resources constraints on time to innovate, completion of
technological innovation, and market share. The results show that the market share
of developed technology is more sensitive to the marketing. A proposed model is
useful and it can be judged to be valid for the purpose for which it is constructed.

Thus following activities should be done to improve the conditions of the firm
that trade their own technology:

• Participative resource planning and allocating.
• Partnership with other companies to overcome the resource scarcity.
• Participative planning and scheduling between marketing, technological innova-

tion, and manufacturing to have shared goals and values.
• Marketing should provide new ideas, consumers’ requirements, and market

analysis to the technological innovation and production.
• Technological innovation should perform according to the market’s needs.
• Production should collaborate to produce market’s needs.
• Marketing, technological innovation, and manufacturing should collaborate in

designing user and service manuals.
• Suitable mechanisms should be implemented to provide effective communica-

tion.
• It should be provided some services for customers such as training and answering

the questions.
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Modelling Contextual Decision-Making
in Dilemma Games

Harko Verhagen, Corinna Elsenbroich, and Kurt Fällström

Abstract Social dilemmas such as the Prisoner’s Dilemma and the Tragedy of
the Commons have attracted widespread interest in several social sciences and
humanities including economics, sociology and philosophy. Different frameworks
of human decision-making produce different answers to these dilemmas. Common
for most real-world analyses of the dilemmas is finding that behaviour and choices
depend on the decision context. Thus an all-in-one solution such as the rational
choice model is untenable. Rather, a framework for agent-based social simulation
of real-world behaviour should start by recognising different modes of decision-
making. This paper presents such a framework and an initial evaluation of its results
in two cases, (1) a repeated prisoner’s dilemma tournament playing against a set of
well-known base models, and (2) a Tragedy of the Commons simulation.

Keywords Agent-based modelling • Social dilemmas • Context • Action
theory • Social ontology

1 Introduction

One set of interesting social phenomena are collective dilemmas, such as the
Tragedy of the Commons [1]. Although often discussed in rather abstract terms,
collective dilemmas exist in every shared kitchen, every community project, every
collective endeavour or service. Collective dilemmas are of interest as in the real
world they seem often to resolve despite their dilemma structure. This is similar
to the finding of the high cooperation in Prisoners’ Dilemma games in experiments
with real people, contrary to the predictions of game theory. Similar to the resolution
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of this empirical incongruity, there are several approaches to analyse collective
dilemmas, such as invoking institutions [2], norms of fairness [3, 4], collective
identity and group belonging [5] or collective reasoning [6, 7].

This plethora of solutions seems to suggest that there is no one-size-fits-all
solution to human decision-making. A meta-framework systematising this variety
of decision-making is the Computational Action Framework for Computational
Agents (CAFCA). CAFCA is a two dimensional framework of contexts, where
each dimension has three elements, a social dimension constituted by the individual,
social and collective and the reasoning dimension consisting of automatic, strategic
and normative reasoning [8].

2 Collective Strategies in a Prisoner’s Dilemma Tournament

In the 1950s the idea of a Prisoner’s Dilemma (PD) was developed to discuss
decision situations in which the outcome for one actor are dependent upon the
choices of another actor. More specifically, the choices are either defect or cooperate
with the other actor. In its simplest form the PD is a game described by the payoff
matrix in Table 1.

In a multiplayer Prisoner’s Dilemma setting, a collectivist strategy can be seen in
different ways. Our starting point to determine the switch from an individualistic to
a collective mode of decision-making is the size of the coalition k (where coalition
means the subjectively experienced group of peers). If an agent thinks the coalition
is big enough to make it worthwhile for the collective, it will start cooperating.
We concentrate on three collective strategies for making make decisions based on
a collectivity value that is updated after each round of the game. These strategies
are labelled the individual strategy, the memory strategy, and the neighbourhood
strategy respectively.

Initially, the agents are scattered randomly on a grid and the collectivity value
(the relative collective mindedness of the agent, a real between 0 and 1) is distributed
randomly across the agent population. A threshold for unconditional cooperation is
determined (to be compared to the collectivity measure). Three modes of behaviour
change are implemented:

Table 1 General Prisoner’s Dilemma
pay-off matrix (T D temptation pay-off,
R D reward pay-off, P D punishment pay-
off, and S D sucker pay-off) satisfying
that T>R>P>S

Cooperate Defect

Cooperate R, R S, T
Defect T, S P, P
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1. Individual Payoff: k is extrapolated using one’s own last payoff as an estimate
of k. There is a choice between global and local dynamics for updating the
collectivity level (and for the cases where memory is relevant the memory is
updated as well). In the local case the average payoff within the game’s radius is
considered. In the global case it is the agent’s own last-round-payoff. The payoffs
are also used to generate dynamics for changing the collectivity of the agents. If
an agent has defected in the last round and the respective payoff is lower than
the reward payoff, its collective commitment goes up by 0.01. If an agent has
cooperated and the respective payoff is higher than the reward or lower or equal
to punishment, its collectivity goes down by 0.01.

(a) Collectivity � cooperation threshold then the agent defects.
(b) Collectivity > cooperation threshold, then the agent.

• Cooperates if it’s last round payoff is � Sucker pay-off.
• Defects otherwise

2. Memory: k is extrapolated from an agent’s memory, experiencing defection
above a threshold makes agents defect. Memory is a list consisting of 1s and
0s. In every round the last item in the list is deleted and a 1 or 0 appended in
the front, depending on whether the experience was positive (1) or negative (0).
A positive experience is one in which the last round payoff is � to the Reward
payoff. Memory can be constructed globally or locally similar to the collectivity
dynamic.

(a) Collectivity > cooperation threshold, the agent cooperates.
(b) Collectivity � cooperation threshold, the agent.

• Cooperates if the number of positive interactions >D memory threshold.
• Defects otherwise.

3. Neighbourhood Evaluation: k is extrapolated from the average neighbourhood
payoff.

(a) Collectivity > the cooperation threshold, the agent.

• Cooperates if the neighbourhood payoff > Punishment.
• Defects otherwise.

4. Collectivity � the cooperation threshold, the agent defects.

The model was implemented in Repast and pitches a set of decision-making
strategies against each other, comparing the average score achieved in each round.
The strategies compared are Tit-for-Tat (TfT), Always Defect, Always Cooperate &
Random Choice as examples of individualistic strategies and Individual, Memory
and Neighbourhood as three implementations of collective decision-making. The
individualist strategies were compared to the NetLogo implementation of the
iterated PD [9] and displayed the same behaviour. Four experiments were performed
to compare the collective strategies against TfT.
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Table 2 Average scores in iterated Prisoner’s Dilemma situations for three
collective strategies in comparison to TfT

Collective strategies
Individual Memory Neighbourhood Combined TfT

Experiment 1 2.12 1.96 2.64 2.24 2.21
Experiment 2 2.05 2.09 2.29 2.14 2.32
Experiment 3 2.06 2.03 2.05 2.05 2.26
Experiment 4 2.04 2.11 2.36 2.16 2.14

Simulations ran for 200 steps and we average over 4 runs (we ran 5 runs and
removed the outlier as in the original Axelrod tournament [10, 11]). We also used
the same pay-off values (TD5, RD3, PD1 and SD0). The main results were that
whilst some collective strategies (Individual and Memory) perform worse than TfT,
the neighbourhood-based collective strategy performs similar or outperforms TfT.
Table 2 below shows that the results for the different strategies are relatively similar
and that the combined model resembles the results of the TfT model.

3 Team Reasoning on the Commons

Team reasoning is an extension to game theory which allows keeping the idea of
utility maximisation but changes the agent the way utility calculation is applied to
from the individual to the group or collective. Team reasoning explicitly allows for
both, individual and collective utility and the main question is when agents switch
from one mode to another. The simplest theory for switching put forward is that
of Bacharach [6]. According to Bacharach people automatically switch between
individual and collective reasoning when the collective solution to the situation—
or “a game”—is strongly Pareto dominant. It is not a Nash equilibrium but Pareto
Optimality that people are looking out for.

In [12] a model of the Tragedy of the Commons is presented which imple-
ments a variety of “psychological dispositions” such as cooperativeness, fairness,
reciprocity, conformity, and risk aversion. These can be seen as implementations
of various normative decision mechanisms. Due to space restrictions we will
not discuss the results in detail here but rather present an implementation of
an operationalisation of this switch of between individual and collective utility
maximisation.

When Team Reasoning is switched on, an agent in the model compares the
expected utility from a selfish and a cooperative action and if the payoff of the latter
is greater than the former, the action reward is set to �1, making it less likely for
the agent to add a cow to the pasture. The model was run over the parameter space
in Table 3 below.
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Table 3 Parameter space for
experimentation

Variables Values

Herdsman 6
Regrowth-rate 0.0005
Cow-grazing 1
Cow financial benefit 150
Learning factor 0.25
Initial number of cows 50
Team-reasoning On, Off
Selfishness 0, 0.25, 0.5, 0.75, 1
Cooperativeness 0, 0.25, 0.5, 0.75, 1

Most of the variables were kept constant. We investigated the influence of team-
reasoning on levels of sustainability, inequality and efficiency. Sustainability was
assessed by the number of runs until the system runs out of grass. Inequality was
measured by the Gini-coefficient [13] plus an absolute measurement of herdsmen
with 2 cows or less (an arbitrary minimum level). The Gini coefficient is the most
commonly used measure of inequality among a population, expressing the statistical
of resources between 0 (absolute equality) and 1 (absolute inequality). Efficiency
was assessed by comparing the number of cows and the levels of grass. The variables
that were varied were selfishness and cooperativeness. Each combination was run
ten times.

Results in [12] shows (a) that selfish scenarios are not sustainable, and (b)
explores several psychological amendments to the payoff function, showing that
some lead to sustainable outcomes. The selfish scenario compares the financial
benefit of adding a cow with the cost adding the cow. The cooperative scenario
compares the groups’ average financial benefit with the cost of this action in
comparison to the current situation.

We interpret the cooperative scenario as utility maximisation for the group,
equivalent to the individual utility maximisation of the selfish case. Team reasoning
is simply implemented by comparing the individual utility and the cooperative
utility. Varying selfishness and cooperativeness determines to which extent the final
decision is informed by their respective calculation.

The first result is that team reasoning simulations are sustainable even if the
levels of selfishness are high. Figure 1 shows that in the individualistic model runs
the Gini coefficient is low due to unsustainability of the Commons (top of Fig. 1).
In the collectivistic case, the Commons is sustainable resulting in a higher Gini
coefficient than in the individualistic case except in the bottom right corner (bottom
Fig. 1). Thus team reasoning is a viable option to use as a decision-making strategy
in commons dilemmas.
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Fig. 1 Simulation results displaying the Gini-coefficient value variations in the individualistic
(top) and collectivist (bottom) case respectively. X-axis D cooperativeness, Y-axis D selfishness

4 Conclusions

We presented two implementations of kinds of collective reasoning into models
of social dilemma, one the iterated PD, the other the Tragedy of the Commons.
The main purpose of the simulations was to show how alternatives to the classical
rational choice decision-making can be used to model the empirical phenomenon of
social dilemma being resolved. The first model explored whether collective strate-
gies can compete in payoff terms to the winning strategy Tit-for-Tat in the original
tournament exploration. The answer was that overall collective strategies perform
similarly to TfT and that the neighbourhood focussed collective strategy overall
outperforms TfT. The second model explored whether an explicit implementation of
team reasoning can be used to explain the resolution of collective resource dilemmas
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such as the Tragedy of the Commons. The experiments showed that team reasoning
indeed outperforms simple selfish decision strategies and has in addition positive
consequences for the equity of society, without relevant reduction in profits. Future
work is to fully explore the extension to the Tragedy of the Commons model and
implement other versions of team reasoning which are more dependent on group
features.
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Preliminary Results from an Agent-Based Model
of the Daily Commute in Aberdeen
and Aberdeenshire, UK

Jiaqi Ge and Gary Polhill

Abstract Rapid economic and population growth have posed challenges to
Aberdeen City and Shire in UK. Some social policies can potentially be helpful to
alleviate traffic congestion and help people maintain a healthy work–life balance.
In this initial model, we study the impact of flexi-time work arrangement and the
construction of a new bypass on average daily commute time and CO2 emissions.
We find that both flexi-time scheme and the new bypass will effectively reduce
average daily commute time. Introducing a 30-min flexi-time range will reduce daily
commute time by 6.5 min on average. However, further increasing flexi-time range
will produce smaller saving in commute time. The new bypass will also reduce
daily commute time, but only by one minute on average. As for environmental
impact, introducing a 30-min flexi-time range will decrease CO2 emissions by 7 %.
Not only that, it also flattens the peak emission at rush hour. The bypass, on the
other hand, will increase CO2 emissions by roughly 2 %.

Keywords Daily commute • Flexible work scheme • Road infrastructure

1 Introduction and Motivation

This chapter develops an agent-based model of daily commute in Aberdeen City
and the surrounding area in Scotland, UK. The area of study is home to more than
300,000 people, and has seen strong economic growth in recent years. In the 10
years since 2001, gross value added in Aberdeen City and Shire has increased by
72 %, compared with 51 % in Scotland and 48 % in the UK [1]. Due largely to
the North Sea oil industry, Aberdeen City has the highest income in Scotland and
the second highest income in the UK, just after inner London. It also has one of the
lowest unemployment rates in the UK, at 1.5 % in 2013. Oil and energy sector plays
an important role in the local economy. Out of the 18 main companies in Aberdeen
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City and Shire in 2014, 16 are in oil and energy sector. In 2013, enterprises in oil
and energy sectors accounted for 67 % of all turnovers and 17 % of employment in
Aberdeen City.

As a result of the growing economy, population in Aberdeen City has been
increasing in nine consecutive years, from 205,710 in 2004 to 224,970 in 2012, an
increase of 9.4 %. Between 2011 and 2012, Aberdeen’s population grew by 2510,
of which 1878 are net migration into the city. Prosperity and population growth
has led to an increased demand for accommodation and transport infrastructure.
Prices of residential properties and public transport in Aberdeen City are already
among the highest in the UK, and they are still growing. Between 2012 and 2013,
residential property prices had increased by 9.9 % in Aberdeen City, compared with
0.7 % in Glasgow and �2.5 % in Edinburgh during the same period. Aberdeen City
also has the highest car ownership rate in the country. More than 71 % of residents
in Aberdeen own at least one car, compare with 59 % in Edinburgh and 49 % in
Glasgow. In Aberdeenshire, 83 % of people own at least one car, and more than
40 % of people own two or more cars.

Rapid population and economic growth have posed challenges to existing
transport network. As the roads become more congested, the daily commute to
and from work takes longer. Adding to the challenge is that Aberdeen, like many
other UK cities, is on the sea and expansion of the city is thereby constrained. For
commuters, being stuck in congested traffic everyday could potentially become a
major source of stress. More time spent on road also means less time for everything
else, which could also affect people’s overall life satisfaction. Moreover, driving
in congested traffic is not only annoying to the commuters but also harmful to the
environment due to the increased CO2 emission and concentration.

This paper develops an agent-based model of daily commute in Aberdeen City
and the surrounding area. We set up the environment so that it represents the actual
landscape and existing road network in the area. We also set up commuters and
employers to reflect the geographic distribution of businesses and homes in the area.
By tailoring the model to the area of study, we hope that the model can better capture
the reality and provide policy advice more relevant to the local community.

Using the agent-based model, we study the impacts of various treatments on the
overall commute patterns and the transportation system. One of the treatments is
flexi-time work scheme. The work scheme allows employers to arrive at work at a
time of their choice within a range. For example, employers may choose to arrive at
work anytime between 7:30 a.m. to 9:30 a.m. and, depending on the time of arrival,
leave work between 4 p.m. to 6 p.m. Another treatment is the construction of a
new bypass on the outskirts of Aberdeen City. The new bypass is expected to carry
more than 43,000 vehicles each day once finished and help alleviate traffic in and
out of Aberdeen City in rush hours. It is currently under construction. The agent-
based model provides a framework with which to study the impact of treatments
like flexi-time scheme and the new bypass on average commute time and total CO2

emissions.
Preliminary results show that both the flexi-time scheme and the bypass will

reduce average daily commute time. We find that the introduction of a 30-min
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flexi-time range will lead to a significant reduction in commute time in comparison
with no flexibility at all. However, further increasing flexi-time range from 30 min
will have a decreasing effect on saving in commute time. In terms of CO2 emissions,
introducing the flexi-time system will reduce not only the total CO2 emission but
also the concentration of CO2 emissions at peak hours. The bypass, on the other
hand, will slightly increase total CO2 emissions.

The chapter proceeds as follows. In the next section we will give a review of
literature on microscopic transport simulation. Then we will present the agent-based
model using the overview, design concepts and details (ODD) protocol. After that
we will present primary results. Finally there is the conclusion.

2 Relevant Literature

2.1 Traffic Cellular Automata (TCA) Models

Traffic cellular automata (TCA) models are dynamic computer simulations of many
running vehicles that form traffic flows. Space in TCA is discretized into small cells,
as is time into short time steps. Due to their flexibility and efficiency, TCA models
are powerful tools to simulate realistic microscopic traffic flow. They are able to
reproduce common traffic flows such as free flow, transition flow and congested
flow [2].

Typical TCA models use the car-following rule to model vehicle movement,
where a vehicle follows the car in front of it while trying to maintain a desired
space gap. Most TCA models have single lanes and do not allow lane changing or
overtaking, though there are also models that have a two-lane roadway [3]. Some
TCA models are deterministic, meaning there is no stochastic term in the equations
that determine the movement of vehicles. Deterministic TCA models therefore rule
out any spontaneous formation of traffic jams except for those stemming from initial
conditions. Stochastic or probabilistic cellular automata models, on the other hand,
allow for spontaneous emergence of traffic jams. Some TCA models are based on
simple topology such as a ring or straight line traffic [4] while others use a grid or
complex city network [5].

Like TCA models, this chapter also adopts the car-following rule for vehicle
movement. However, unlike TCA models, space is modelled using a coarser grain
where each patch is 100 m� 100 m, compared with 7.5 m-wide cells in most TAC
models [6]. Space is modelled in a coarser grain because we want to simulate an
area of roughly 2000 km2 and it is the daily commuting patterns and its impact of
on various aspects of the society that we are most interested in. Our main focus
is not to simulate car movements as realistically and accurately as possible, but to
have vehicles drive in a reasonable way within a larger dynamic system that includes
not just the vehicles, but also decision-making individuals, the landscape, the road
network and social scenarios.
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Individual vehicles or drivers in TCA models are largely treated as automated
elements with little intelligence. Many TCA models simulate vehicles driving from
point A to B, which is essential and sufficient for the purposes of the studies, but
leaves little room for the vehicles to “think” and to do more complicated tasks such
as route choosing. There is also little concern given to the landscape beyond the
roads, such as the distribution of residential areas near the road or the distribution
of businesses. In TCA models, vehicles are injected into one end of the road and
exit from the other without a purpose, and traffic volume is a control factor outside
the model. All these are fine for the purposes of the studies. However, this chapter
goes beyond the scope of TCA models while adopting from TCA models movement
rules and simulation techniques.

2.2 Driver Route Choice

As previously stated, TCA models have drivers follow the car in front of them
without making an explicit route choice decision. In contrast, extensive literature
has been devoted to the route choice behaviour of drivers. In route choice models,
drivers are decision-making agents with preferences, habits and decision-making
rules. They can also negotiate, learn and react to new information.

Studies of driver behaviour differ by their assumptions regarding driver ratio-
nality, drivers’ capacity to process information and driver heterogeneity. Most
equilibrium analyses of transportation systems are based on the assumptions that
drivers are rational, homogeneous, have perfect information and infinite information
processing capabilities. A classic example is Wardrop et al. [7]. However researchers
are starting to acknowledge the limitations of such assumptions. Nakayama et al.
[8] countered the assumption of rational driver and argued that drivers’ rationality
is bounded due to cognitive limitations. Instead, a driver uses simple rules to choose
a route. Moreover, drivers are heterogeneous in their preferences and perceptions.
Likewise, Ramming [9] showed that drivers failed to use full information to choose
a route to minimize distance or time. Rather, their behaviour seems habitual. Arslan
and Khisty [10] developed a heuristic way for handling fuzzy perceptions in route
choice behaviour. Fuzzy “if-then” rules are adopted to represent a driver’s route
choice rules to capture driver preferences.

Another central issue is how drivers respond to information, such as how
they respond to real-time or pre-trip travel time information, such as under the
Advanced Traveller Information System (ATIS). Mahmassani and Liu [11] studied
drivers’ route switch decision under ATIS, using data from a laboratory experiment.
The authors concluded that drivers will only switch route if expected travel time
reduction exceeds a certain threshold. Abdel-Aty and Abdalla [12] conducted
laboratory experiments with a travel simulator and found that remaining travel
time and familiarity with the device are two factors significantly influencing route-
switch response to ATIS. As for navigation information and route guidance, Adler
[13] uses laboratory experiments to investigated the effects of route guidance
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and traffic advisories on route choice behaviour. The author found that in-vehicle
navigation information is valuable to unfamiliar drivers in the short term, but its
value diminishes as drivers become more familiar with the road network.

Laboratory and field experiments are often employed to explore different aspects
of driver behaviour and route choice under various circumstances. For example,
Bogers et al. [14] looked at the impacts of various aspects such as learning, risk
attitude under uncertainty, habit and information on route choice behaviour using
two laboratory experiments carried out using an interactive travel simulator. Selten
et al. [15] conducted laboratory experiments to study driver’s behaviour as a result
of his daily experience on the road. The experiments involve repeated (200 times)
interactive choices between two routes with and without feedback on travel time.
They found that feedback on travel time has a significant impact on route-choosing
behaviour. Zhang and Levinson [16] conducted a field experiment in which 100
drivers were asked to drive four alternative routes in Twin City in Minnesota, USA,
given real-time congestion information with different degrees of accuracy. They
found that travellers are willing to pay up to $1 per trip for pre-trip travel time
information.

2.3 Agent-Based Models

Agent-based modelling is a research approach that models multiple individual
agents in a common interacting environment. Like cellular automata models, agent-
based models are typically implemented in computer software, but unlike cellular
automata models, which focus on the states of the cells, agent-based models focus
on the agents and their behaviour and interactions within the environment, which
could be made up of cells. For example, agents could be decision-making human
beings with heterogeneous preferences and the capability to process information
and to learn. In other words, agents in agent-based models can do far more than
simply update states in response to their neighbours as cells do in most cellular
automata models. This advantage of agent-based models enables researchers to
explore more sophisticated route choice behaviour while maintaining the model’s
ability to simulate emerging traffic flow patterns from individual vehicle behaviour.

Dia [17] develops an agent-based approach to modelling individual driver
behaviour given real-time information. Drivers’ route choice behaviour information
is collected in a behavioural survey conducted on a congested commuting corridor
in Brisbane, Australia. This behaviour information was then used to estimate driver
preference parameters, which was then used in an agent-based route-choice model
implemented within a commercially available microscopic traffic simulation tool.

Adler et al. [18] developed a multi-agent model to investigate the impact of
cooperative traffic management and route guidance. In the model, agents from
different parties negotiate to seek a more efficient route allocation across time and
space, and the result is better network performance and increased driver satisfaction.
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Bazzan et al. [19] proposed to use agent-based models to incorporate more
realistic behaviour of drivers as a way to improve the accuracy of the existing ATIS.
Klügl and Bazzan [20] developed an agent-based traffic simulation in which agents
use a simple heuristics adaptation model to choose route. The authors then used
experimental data to validate the heuristics behaviour rules. A traffic control system
that perceives drivers decisions and return a travel time forecast is also developed to
study its impact on the entire system.

This chapter develops an agent-based model of daily commute in Aberdeen. The
model simulates commuters who live across the region and go to work every day
via the existing road network in Aberdeen. Rather than a stylized environment, the
landscape, the road network and the location of homes and business are obtained
from GIS data. We will simulate measures such as a flexi-time scheme and the
addition of a new bypass and study their impact on average commute time and CO2

emissions. The scope of this chapter therefore goes beyond the typical microscopic
traffic simulation. We will focus on how individual commuters have shaped the
patterns of daily commuting in Aberdeen, and how we can achieve a more desirable
outcome by changing policies and infrastructure.

3 The Agent-Based Model

In this section, we use Grimm et al. [21, 22] overview, design concepts and details
(ODD) protocol to describe the model.

3.1 Purpose

The purpose of the model is to simulate daily commute in Aberdeen and to study
factors that affect commute patterns, average commute time and total CO2 emission
from transportation.

3.2 Entities, State Variables and Scales

Main active entities in the model are daily commuters, who are people living
and working in Aberdeen City and surrounding area. Each commuter has a car
and specific home and work locations. Commuters drive to and from work every
day at a time of their choice within the limits imposed by the flexi-time system.
Environment entities include the shape and distribution of road network, location
of businesses and homes and social and business policies such as speed limit and
flexi-time scheme. The state variables include CO2 emissions at any point of time
and commute time for each individual commuter.
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3.3 Process Overview and Scheduling

The model is developed in NetLogo. Time is discrete. Each time step represents
about three seconds in real time. Every morning, individual commuters set off for
work by car at a time of their choice, which depends on the flexi-time range and the
distance from home to work. In the same way, commuters drive home from work in
the afternoon. The time they leave work depends on the time they arrive at work in
the morning.

Commuters can adopt different approaches to choose the route to and from work.
They may choose the shortest route, which stays the same over time, or the fastest
route, which will change over time depending on what the other commuters do.
Every time a commuter drives on a section of a road, she stores in her memory
how long it takes her to drive through the section. The commuter can later use that
information to choose the fastest route to work according to her memory.

3.4 Initialization and Calibration

The landscape and road network of Aberdeen City and Shire form the environment
in which commuters drive and interact. We simulate the landscapes and road
network using Ordnance Survey GIS data. There are six types of road: main road
type A, trunk main road type A, main road type B, minor road, urban road and urban
trunk road. Each type has a different speed limit. We can also include the new bypass
currently being built. Note, however, that we assume a junction wherever two roads
intersect (i.e. no bridges—which will not always be the case), and the model does
not include traffic flow controls such as traffic lights and roundabouts.

Each commuter is assigned a home and a work address using Ordnance Survey
address data. Work addresses are found by identifying unique postcodes with a valid
operation name such as “Aberdeenshire Council” or “Balmoral Group Ltd.” There
are 718 work locations identified in this way. On the other hand, home addresses are
drawn from addresses that do not occupy a unique postcode and has no operation
name. We randomly draw addresses from all valid home addresses in the data
and assign it to each commuter. Therefore the spatial distribution of homes and
businesses in the model environment matches the actual geographic distribution in
the area.

We do not know the relative size of the 718 identified employers in the area,
so we assume they are of the same size and assign them equal probability to be
selected as workplace for people. As can be seen in Fig. 1, businesses are highly
clustered spatially, which may alleviate the problem caused by assigning the same
weight to each business. Another assumption we make here is the independence
between a commuter’s work and home location, because we do not have information
on real individuals’ home and work locations. In reality, however, people consider
their workplace location when choosing where to live. There are of course other
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Fig. 1 Roads, homes (blue)
and businesses (red) in
Aberdeen area with the
yellow road represents the
new AWPR bypass (yellow)

factors affecting people’s choice of home, such as the building itself, housing price,
access to services, the reputation of local schools, work locations of other household
members etc., which are also beyond the scope of the study. We may see the situation
modelled here as the worst-case scenario where people do not optimize distance
between home and work.

3.5 Sub-models

Driving and Route Choosing Behaviour

Driving is modelled by a simplified car following rule. A vehicle speeds up and
drives at the speed limit until it is close enough to the car ahead, and then it
slows down and follows the car ahead, as is typical in TCA models. To avoid over-
complications, traffic is single-lane and overtaking prohibited. The acceleration and
deceleration rate at which the vehicle speeds up and slows down are fixed and the
same for all cars.

As for route choosing behaviour, commuters can simply stick to the route they
used last time, or they can use the experience they obtain on the road to search for
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fastest routes. When the commuters are first created in the simulation, they have no
experience on the road so they all choose the shortest route available using Dijkstra’s
algorithm [23]. Once the commuters have been on the road, they remember the
congestion level on each section of the road network. Later they will retrieve from
their memory the information of expected time needed to drive through each road
section, and choose the fastest route accordingly. Not every commuter would do this
calculation and update the route in each period. In each period, some commuters go
through this route-updating process and the rest stick to the old route. The model
only simulates commuter traffic. No other traffic (e.g. freight) is simulated.

CO2 Emissions Model

The CO2 emission model we used is a statistical model of vehicle emissions
developed by Cappiello et al. [24]. The authors estimated a statistical model of
CO2 emissions for two categories of light-duty vehicles in the U.S.: category 7
and 9. Category 7 includes cars under Tier 0 (less than Euro 1) emission standard
with less than 50,000 miles accumulated; whereas Category 9 includes cars under
Tier 1 (roughly equal to Euro 1) emission standard and more than 50,000 miles
accumulated. Tailpipe emissions are estimated as a function of speed (v) and change
in speed (a). The estimated function is then validated on actual traffic data. In
the model, we will use the estimated function to calculate real-time tailpipe CO2

emissions from each vehicle.

3.6 Treatment Factors and Experiment Design

Treatment factors in the model include the range of the flexible working time (flexi-
time) scheme and whether there is a new bypass. The flexi-time scheme allows
employees to arrive at work at any time within a range. The larger the range, the
more flexibility the scheme has. The new bypass (the AWPR bypass) can be turned
on and off. The two functional values of the model are CO2 emissions and average
commute time of all commuters. Table 1 summarizes the treatment factors and
experiment design.

Table 1 Treatment factors
and experiment design

Treatment factor Parameter space Experiment design

Bypass True, false True, false
Flexi-time [0] min 0, 30, 60, 90, 120 min
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4 Preliminary Results

The simulation is developed and run in Netlogo. Every morning and afternoon, cars
are driving on roads to and from work. Different types of roads have different speed
limits. During each run, the average commute time and total tailpipe CO2 emissions
are calculated. Each run consists of 60 consecutive days. For every parameter
combination, we run 10 replications, each with a different random seed. Figure 3
below is based on data of the 60th day in the first replication. Table 2 shows the
mean and standard error of commute time and CO2 emission under different flexi-
time ranges with and without bypass.

4.1 Flexi-Time

We find that first introducing a 30-min flexi-time when there is no flexi-time before
reduces average daily commute time by 6.5 min. However, further increasing the
flexi-time range from 30 min will lead to much smaller reduction in commute

Table 2 Mean and standard error of mean of commute time and CO2

emission under different flexi-time ranges, with and without bypass

Commute time (min) Total CO2 emission
Flexi-time Bypass Mean Std. err.a Mean Std. err.

0 False 34.37 0.20 8073.75 56.34
True 33.21 0.16 8234.88 46.25

30 False 27.83 0.16 7528.22 43.98
True 26.81 0.18 7695.88 64.25

60 False 27.83 0.16 7516.77 40.93
True 26.81 0.18 7667.83 36.55

90 False 26.77 0.21 7506.33 42.64
True 25.60 0.14 7643.03 48.02

120 False 26.60 0.15 7487.19 40.94
True 25.58 0.14 7674.69 52.88

aMean difference, standard error of mean difference, same for
Tables 3 and 4

Table 3 Change in commute time and CO2 emission from increasing flexi-time

Commute time (in min) Total CO2 emission
Flexi-time (bypass D false) Mean Std. err. t Mean Std. err. t

0!30 �6.54 0.26 �25.51 �545.54 71.47 �7.63
30!60 �0.83 0.22 �3.70 �11.45 60.08 �0.19
60!90 �0.23 0.27 �0.85 �10.44 59.10 �0.18
90!120 �0.16 0.26 �0.61 �19.15 59.11 �0.32
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Table 4 Change in commute time and CO2 emission from adding new bypass

Commute time (in min) Total CO2 emission
Bypass (flexi-time) Mean Std. err. t statistics Mean Std. err. t statistics

False!True (fD0) �1.16 0.26 �4.50 161.13 72.89 2.21
False!True (fD30) �1.02 0.24 �4.30 167.66 77.86 2.15
False!True (fD60) �1.08 0.20 �5.41 151.06 54.87 2.75
False!True (fD90) �1.17 0.26 �4.57 136.7 64.21 2.13
False!True (fD120) �1.02 0.21 �4.91 187.51 66.88 2.80
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Fig. 2 Impact of flexi-time range from one of the ten replications with no bypass

time. The impact on commute time becomes non-significant as flexi-time increases.
As for CO2 emission, increasing flexi-time from 0 to 30 min reduces total CO2

emissions by about 7 %. It does not only reduce total CO2 emissions but also
lowers the concentration of CO2 emissions at rush hours. However, as flexi-time
increases, the environmental benefit diminishes and becomes Roads, homes (blue)
and businesses (red) in Aberdeen area with the yellow road represents the new
bypass non-significant. Figure 2 show the impact of flexi-time ranging from 0, 30
and 60 min with no bypass. The distribution of commute time is shown on the left,
with vertical lines showing the means; CO2 emissions on the final day are shown on
the right.

4.2 Bypass

We find that having the new bypass reduces average commute time by roughly
a minute per day, regardless of flexi-time. It also slightly increases total CO2

emissions by about 2 %. Figure 3 shows the impact of new bypass with flexi-time
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Fig. 3 Impact of new bypass from one of the runs with flexi-time equals 30 min

equals 30 min. Commute time distribution is shown on the left, with vertical lines
showing the means; total CO2 emissions are shown on the right.

5 Discussion and Conclusion

We find that both flexi-time scheme and the new bypass will effectively reduce
average daily commute time. Under the situation where employers are allowed no
flexibility at all, introducing a 30-min flexi-time will result in a large time saving
of 6.5 min in average commute time, compared with roughly one minute reduction
in average commute time from the bypass. However, once a moderate amount of
flexibility is in place, further increasing flexi-time range will produce a much smaller
saving in commute time. The benefit from allowing more flexi-time diminishes
quickly as more flexi-time is already in place. Savings in commute time become
non-significant as current flexi-time increases. The new bypass, on the other hand,
will always reduce commute time by around one minute, no matter how much flexi-
time is currently allowed.

Zero flexibility is rather an extreme case: most employers would probably
tolerate being 5 min late, for example, employees may implement a form of
“negative” flexi-time in aiming to arrive at work early to avoid variability in traffic,
several employers in the area already implement a flexi-time scheme, and different
employers have different expected starting times. Though in future work we plan to
examine the threshold in flexibility at which the significant gains in commute time
are observed, it would also be interesting to study how the effects of such flexibility
could be achieved equivalently by some of the other points raised above.
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As for environmental impact, under zero flexi-time, introducing a 30-min flexi-
time range will decrease CO2 emissions by 7 %. Not only that, it also flattens the
concentration of emissions at peak hours. But again, the environmental benefit from
flexi-time quickly diminishes as current flexi-time increases. The bypass, on the
other hand, will increase CO2 emissions by roughly 2 %. Though not confirmed
by studying data from the model, noting from equations [1] and [2] that tailpipe
emissions are a cubic function of speed, we suspect this may be because of the
increased speed that the (dual carriageway) bypass would permit. Were this to be
the case, it would be interesting to simulate a case where a speed limit less than that
of a typical dual carriageway in the UK were imposed on the bypass, to see if this
would mitigate the expected increase in CO2 emissions.

Many other aspects of the model are yet to be explored. For example, the effect of
individual decision-making on overall dynamics, through a parameter determining
the percentage of people who update their route by referring to memory; reducing
the speed limit in rural roads; how different types of vehicle affect CO2 emissions;
and how does urban sprawl, or more generally, the geographic distribution of home
and businesses affect the overall system dynamics. These are the subject of likely
future research.

Other options for improving the model include heterogeneous driving style
and vehicle capabilities (particularly acceleration), implementing road junctions
properly, simulating business-to-business traffic throughout the working day, freight
and including other domestic driving activities, such as the “school run,” shopping
trips and leisure activities. The model would also benefit from allowing commuters
to choose other transportation options (buses, bicycles, walking), and exploring
options for increased flexibility, such as working from home, or using “business
hubs” near where people live rather than necessarily requiring all employees to be
in the same building throughout the working day.
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Agent-Based Modelling of Military
Communications on the Roman Frontier

Nicholas M. Gotts

Abstract This paper describes a simulation of Roman military frontier communi-
cation systems. The aim is to elucidate how signalling installations, hypothesised
on archaeological and textual evidence, could have been used, together with other
methods of distance communication, to enhance the Roman army’s performance in
responding to actual or threatened cross-border attacks or raids.

Keywords Historical communication systems • Collective cognition • Embedded
cognition

1 Introduction

The work reported is inspired by David Woolliscroft’s work on Roman military
signalling [1], which advances evidence that many siting decisions made in
constructing and modifying Roman frontier defences were motivated by the need
for rapid communication between fortifications as much as several kilometres apart.
For example, some fortifications on Hadrian’s Wall, which runs across northern
England, have a restricted view to the north (from which any trouble would probably
come), but a clear line of sight to one of the forts some kilometres south of the wall.
What signalling systems were used, however, is not known. The ancient literature
suggests possibilities using beacons or torches, but is short on clear accounts of
what signals were used, and how they were encoded. The ROFS (ROman Frontier
Signalling) model aims to elucidate how a range of signalling capabilities and
systems could have helped the army secure the frontier. Development of an initial
model (ROFS-1) has shown the need to include other ways in which the Roman
army would have disseminated information: systems of regular patrols, and the
dispatch of messengers, with reports, orders, and requests. The physical movements
of troops and the command structures of the army also need to be modelled.

Studies of distributed intelligence under modern conditions generally assume that
information-rich messages can pass rapidly between distant agents. Yet for most of
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human history, for most messages, the speed of human travel has been the limit.
Apart from the use of carrier pigeons, almost all known long-distance pre-industrial
signalling systems used light, usually in the form of fire, which can be visible from
kilometres away day or night. Systems such as semaphore have advantages over
fire-based systems (no need to keep the fire burning, or danger of it burning out of
control), but while modern semaphore systems are used over considerable distances,
they are coupled with telescopes, lacking in non-industrial cultures other than early
modern Europe.

2 The Functions of Roman Frontier Fortifications

It might seem obvious that the function of a frontier wall or barrier, such as
Hadrian’s Wall and the Roman Limes on their German frontier, is to keep enemies
out, but in the 1980s there were assertions that the purpose of Hadrian’s Wall was
“more to control local movement than to be a defensible frontier” [2]; gateways to
the north from the small “milecastles” on the wall, and later from full-scale forts
integrated into it, suggest a customs-post role. But [3] argues for a strong defensive
role, based on new findings of additional defensive measures along both Hadrian’s
Wall, and the more northerly Antonine Wall (the frontier for a while in the later
second and early third century); and some explicit statements in inscriptions from
the Danube that forts were being constructed to prevent the “secret crossing of
robbers.” The sheer scale of Hadrian’s Wall at least (stone-built, 117.5 km long,
at least 3.5 m in height, wide enough for a walkway along the top, fronted and
backed by defensive ditches) surely indicates a “national security” function. Several
milecastles on Hadrian’s Wall were sacked during the late second century, so clearly
there was a significant military threat at a fairly large scale; and smaller-scale
attacks—ambushes on patrols, raids on civilian settlements near the wall—may have
been considerably more common. Moreover, for much of its period of operation
forts existed a few kilometres north of the wall, so the wall itself probably functioned
as a supply and reinforcement base for forward forces. It is assumed here that
whatever their other functions, Roman frontier defences were primarily military
in purpose; but [1], and the evidence of a walkway on top of Hadrian’s Wall,
suggest a need to view frontier defences as socio-technical systems, supporting their
garrison in more active ways than simply as a barrier to movement, by facilitating
and channelling the collection and dissemination of military information.

3 The ROFS Model

Woolliscroft’s work [1] makes it highly likely frontier garrisons did employ some
form of visual signalling system. However, most messages would have been carried
by human messengers, mounted if the matter was urgent, and conveying the message
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either in speech or writing. While there is no specific evidence of them, the Romans
certainly could have used carrier pigeons if they knew the practice (which is
uncertain). Given what [1] indicates about the importance of good communication
lines, it is also likely that redundancy would be built in, to compensate for the
disadvantages of each means of communication: fire signals are less use in the day
than at night, and much less so in thick fog or heavy rain or snow (all frequent
occurrences in the areas concerned in winter). Hence we need to consider how the
communication systems would have interacted, with each other and with the army’s
normal routines.

ROFS-1 is written in NetLogo 5.1.0 [4]. Its main purposes, as a first agent-based
simulation model in a relatively unexplored modelling domain, are to determine
whether a model able to shed light on current historical issues concerning Roman
frontier defences is feasible; and to raise and if possible resolve the main issues
relevant to the design of such a model. These are briefly considered in turn:

1. Physical scale and level of detail. Modelling a strip along the frontier several
kilometres deep, and at least as far along the frontier, is necessary to capture the
dynamics of the wall garrison’s activities: troops and messages would routinely
have moved over such distances. Fine spatial detail is less important: NetLogo
“patches” in ROFS-1 represent 25 m2. The current environment is a generalised
and simplified representation of Hadrian’s Wall in the second century—it does
not represent a specific location. The possibility of moving between any two
patches, on foot or horseback, and the time taken to move if it is possible,
varies with the type of patch, currently “pasture,” “path,” “road,” “wall” or
“settlement.”

2. Social scale and level of detail. In ROFS-1, the agents are military formations
(from a fort garrison of several hundred men to a patrol of two) rather than
individuals; switching to individual representation would currently impose con-
siderable computational cost for little representational benefit.

3. Activities of the agents. Each formation has a list of current activities, a set
of “command” rules to prioritise and integrate them, and an episodic memory
recording recent events. In each model time-step (representing 10 s), each
formation continues all its current activities in parallel; some (such as moving
from patch to patch) take multiple time-steps. Garrison formations may detach
sub-formations, sending them on specific missions (routine patrols, message-
carrying, or responses to reports of “barbarian” presence), and receive reports
from incoming patrols and messengers. Actual fighting is not represented; the
Romans react to signs of barbarian actions.

4 Results

Currently, evidence of a barbarian attack (on a patrol or a settlement) can be detected
by a patrol, reported to a garrison (the patrol may turn back, or take short-cuts,
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Table 1 Seconds mean delay between first attack and last alert, last dispatch of reinforce-
ments

Scenario type Ambush Pillage Pillage-Ambush

Signalling No Yes No Yes No Yes
Mean delay to last alert 6025 2070 9427.5 5612.5 7870 4045
Mean delay to last dispatch
of reinforcements

9832.5 8502.5 N/A N/A 13,300 11,215

to report as soon as possible), and prompt the sending of a response force, which
will mark the area of attack so that further alerts concerning it are not generated
by later patrols. Messages can be sent between garrisons—by foot or horseback
depending on the route, relaying news of the attack location, and if necessary,
requesting reinforcements. Messages can be passed on to further garrisons which
are not known to have received them (each message includes a list of garrisons to
which it has already been sent). The model can be run with or without signalling
capabilities: in the “signalling” condition, forts and milecastles, but not turrets or
patrols, can send simple signals, notifying formations within range of an emergency,
and optionally requesting reinforcements.

So far, only scenarios involving a single barbarian attack on a patrol or settlement,
or one attack on a patrol and another on a settlement, have been tested. Twelve pairs
of scenarios have been tested, four pairs each of three scenario-types: “ambush,”
involving a single attack on a patrol along the wall, “pillage,” involving a single
attack on a settlement behind the wall, and pillage-ambush, involving one attack of
each kind. Within a scenario-type, the pairs differ only in the timing of the attack
or attacks; within a pair, the difference is whether long-range signalling is available.
Table 1 shows the number of seconds’ delay from occurrence of the first attack to
the alerting of the last garrison, and if reinforcements are requested, to the dispatch
of the last reinforcements.

As expected, the availability of long-range signalling considerably shortens the
delay in alerting garrisons, and to a lesser extent, in the dispatch of reinforcements
(the latter difference is less because reinforcements are requested from nearby
garrisons, while all garrisons require to be alerted). It should be noted that most
of the delay in the signalling condition consists of the time between the attack,
and the notification of the nearest garrison that it has taken place, which requires
a patrol to discover it, and reach the garrison’s base. Moreover, the integration of
message-carrying and signalling is not perfect in the current version of the model:
some unnecessary messages appear to be sent. Nevertheless, the results indicate that
the model can be used to investigate the advantages of long-distance signalling, and
its integration with message-carrying.
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5 Discussion and Future Work

The next stage in this work is to test a range of possible signalling systems,
varying in the distance over which signals can be sent, the resources in time
and troops required to send them, and what can be conveyed. Reference [1]
provides experimental evidence concerning likely range and resources for signalling
systems described in ancient sources; and the texts cited and quoted provide some
information about the complexity of messages that could be sent, although it is
often unclear whether the systems described were actually used. Investigations are
also planned into the advantages of signalling in terms of risk (a messenger can
be intercepted, and this is most likely precisely when urgent messages need to be
sent), and how robust the system would be to poor visibility conditions, and to
signals being missed or misread through human error. Initially, to save time in model
development, a range of model environments not corresponding to real places will
be used; but work will then proceed to using model environments based on specific
places, along Hadrian’s Wall and perhaps the Limes.

The role of agent-based modelling in historical research, particularly in areas
such as Roman military signalling where evidence is fragmentary, is as much
in constructing possible scenarios and formulating hypotheses, as in hypothesis
testing. However, ROFS-1 can at least test simple hypotheses: that even a rudi-
mentary signalling capability could have reduced the time taken to disseminate
information, the resources needed, and the risks involved in doing so. Investigations
will involve varying the parameters of signalling referred to above (and those of
message carrying by foot or horseback, although here there are fewer parameters to
vary), and the types and intensities of barbarian activity; and looking at the resulting
payoffs in terms of speed of response, and security against further barbarian attacks.
The scenarios constructed should then assist in formulating and testing:

• Hypotheses about the siting of bases containing signalling systems: forts,
milecastles and turrets in the case of Hadrian’s Wall. For a range of signalling
systems, and parameters concerning other means of communication, how much
difference does it make to the functioning of the system to move a signalling
site in a way that reduces inter-visibility, but does not increase journey times?
A reduction in performance in some plausible cases would be evidence that the
siting was indeed intended to facilitate signalling; no such reductions would tell
against the hypothesis.

• Hypotheses about the signalling system itself. If siting makes a big difference
in some cases, and little or none in others, then that would be evidence that the
signalling system used was similar to those where it makes most difference.

• Linked to the above, hypotheses about training. There is no textual evidence
that anything like a “signal corps” existed in the Roman army; but if advantages
to specific siting decisions only appear with complex signalling, that would be
(weak) evidence that some specialist training was involved.
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Given its multiple information collection and communication roles (the likely
use of the walkway for both routine observational patrols and special messengers,
signalling along the wall and to forts on either side, and its role as a “one-
way window” between Roman Britain and barbarian lands), we could consider
Hadrian’s Wall as the Roman army’s information superhighway—but one that
specifically facilitated the rapid concentration of lethal force. ROFS, in conjunction
with existing evidence, should be able to elucidate its design and performance
characteristics.
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The Leviathan Model Without Gossips
and Vanity: The Richness of Influence Based
on Perceived Hierarchy

Sylvie Huet and Guillaume Deffuant

Abstract This chapter studies a model of agents having an opinion about each
other agent and about themselves. During dyadic meetings, the agents change their
opinion about themselves and about their interlocutor in the direction of a noisy
perception of the opinions of their interlocutor. Moreover highly valued agents are
more influential. This model produces several patterns depending on the parameter
values. In particular, in some cases several highly influential agents (called leaders)
emerge and sometimes the leaders have a low opinion of each other.

Keywords Opinion dynamics • Power structure • Leadership

The recently proposed Leviathan model [1] considers a population of agents, each
characterised by its opinion (a continuous number between �1 and C1) about each
of the agents (including itself), and a dynamics of these opinions through processes
of opinion propagation and vanity, taking place during random dyadic encounters.
This model is very rich in terms of emerging behaviors, and [1] focuses only on a
limited set of parameter values. To go further, we propose here a more complete
study of one of the model’s basic processes which is the direct opinion propagation
(without gossiping).

The particularity of this opinion propagation is that unlike many opinion models,
in which the influence increases with the similarity between the agents (homophily
[7–11]), the influence increases with the superiority of the speaker as perceived by
the listener (difference between listener’s opinion about the speaker and listener’s
self-opinion). More precisely, the influence function is a sigmoid of the difference
between the listener self-opinion and its opinion about the speaker. This function
is classically used as a smooth threshold function [5, 6]. This modelling choice
can be grounded in the research in social psychology. Indeed, complementary to
the classical approaches based on homophily, a large body of work considers the
influence in terms of credibility of the source [2–4].
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Surprisingly, and even in the absence of vanity and gossip, the model generates
a rich variety of patterns, and this chapter aims at identifying and characterizing
them. It is organised as follows. We start by a description of the dynamics. Then,
we describe the observed patterns and offer some generalised definitions of their
characteristics as well as how they appear during trajectories of the model. We
especially point out the link between the influence function parameters, the level of
agreement of agents about their respective order and the average sign of the opinion
of the population. Finally, we discuss our results and identify some complementary
studies to carry out.

1 Opinion Propagation Depending on Perceived Hierarchy

We consider a set of N agents, each agent i is characterised by its list of opinions
about the other agents and about itself: (ai,j)1 �i,j�N . We assume ai,j lies between �1
andC1, or it is undefined (equal to nil) if the agent i never met j. At initialisation, we
suppose that the agents never met, therefore all their opinions are 0. When opinions
change, we always keep them between �1 and C1, by truncating them to �1 if
their value is below �1 after the interaction, or to C1 if their value is above C1.
The individuals interact in uniformly and randomly drawn pairs (i, j) and at each
encounter they try to influence each other on their respective values. We define
one iteration, i.e. one time step t !t C 1, as N/2 random pair interactions (each
individual interacts one time on average during one iteration). To be more precise,
one iteration involves the following steps:

Repeat N/2 Times
Choose randomly a couple (i,j)
Influence (i,j)
Influence (j,i)

The influence (i,j) process is:

Influence (i,j)
if aiiD nil, aii 0
if aijD nil, aij 0
aii  aii C �pij

�
aji � aii C Random .�ı;Cı/

�

aij  aij C �pij
�
ajj � aij C Random .�ı;Cı/

�

We recognise the equations of opinion influence (or propagation) in which
opinions attract each other, but with two differences. The first difference is that
the strength of the propagation of opinion is ruled by a parameter � multiplied by
a function pi,j. Function pi,j implements the hypothesis that the more i perceives j
as superior to itself, then the more j is influential on i. It is a logistic function (with
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parameter � ) of the difference between the opinion of i about j (ai,j) and the opinion
i about itself (ai,i):

pij D
1

1C exp
�
�

��
aij � aii

�
=�

��

pi,j tends to 1 when ai,j � ai,i is close to 2 (i values j higher than itself), and tends to
0 when it is close to �2 (i values j lower than itself). When � is small, pij rapidly
changes from 0 to 1. When � is large, this change is progressive.

At the first meeting, we suppose that the a priori opinion about j is neutral and
we set ai,j 0. Let us also observe that, at the initialisation, an agent has no opinion
about itself thus we also set ai,i 0 at the first discussion.

The second difference with simple attraction dynamics is the introduction of
variable ı. This variable models the idea that an agent i has no direct access to
the opinions of another one (j) and can misunderstand it. To take into account this
difficulty, we consider the perception of the agent i as the value ajz plus a uniform
noise drawn between –ı and Cı (ı is a model parameter). This random number
corresponds to a systematic error that the agents make about the others’ opinions.

Note that the update for a pair meeting is synchronous: all opinion changes
occurring during a meeting are computed on the same value of opinions taken at
the beginning of a pair meeting and are applied at the same time at the end of the
meeting.

Finally, the model has four parameters:

• N, the number of individuals;
• � , the reverse of the sigmoidal slope of the propagation coefficient;
• ı, maximum intensity of the noise when someone is alluded to;
• �, the parameter controlling the intensity of the coefficient of the influence.

2 Exploring the Emerging Patterns in the Parameter Space

This section begins by presenting the emerging patterns that we can observe when
the parameters vary. Then, their properties are studied further using an experimental
design showing that the patterns appear in regular successions that depend on the
parameter values. A last part points out the relation between parameters of the
influence function, the level of agreement of agents on how they order each other
and the sign of the average opinion in the population.

2.1 The Emerging Patterns

In the following figures the opinions of each agent is represented as the row of an
N�N square matrix. The element ai,j from line i and column j is the opinion of
agent i about agent j. We use colours to code for the opinions: blue for negative and
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red for positive opinions with lighter colours for intermediate values. In the tests,
we consider ND20 agents and the parameter of propagation intensity �D0.8. We
distinguish patterns with the following criteria:

• The presence of leaders: they are agents about which all agents have a very
positive (close to C1) opinion; In our matrix representation, they appear as a
red column;

• The level of agreement about the agents: agents agree more or less about their
peers (the average value of opinions about an agent is called its reputation for
sake of simplicity). In our matrix representation, when all the values in a column
are close to each other, the level of agreement about the agent of this column is
high. The distribution of reputations represents a more or less skewed hierarchy.

Moreover, we have characterised patterns using the sign of the average opinion of
the population as well as the level of agreement on how they perceive each other (do
they perceive each other in the same hierarchy), especially when they are leaders. In
this latter case, we talk about disagreeing leaders or agreeing leaders.

Using these criteria, we have observed three main groups of patterns: dominance
and crisis; disorder; and hierarchy. They are presented in the following.

Dominance and crisis. Dominance is characterised by the presence of one or two
agents with a reputation close to C1, that we call leaders (it can very temporarily
increase up to 6 but it does not last) while every other agent has a significantly
lower reputation. Figure 1 shows the various types of dominance we observed
plus the crisis in which there is no leader. Crisis (Fig. 1a) never appears alone; it
alternates with the dominance (Fig. 1b). Moreover, various types of dominance can
be observed, from negative (Fig. 1 b, c) to positive (Fig. 1d) as well as some in
which leaders agree on their respective positions (Fig. 1b, d) or disagree (Fig. 1c).
Figure 1c illustrates the disagreement between leaders: one can see the most positive
leader (most intense red squares) in the center has a neutral opinion (white squares)
about the second leader on the right; the second leader has also an opinion about the
first leader which is close to 0 but it has a positive self-opinion.

Fig. 1 Dominance. For various (ı;�) noise bound and sigmoid parameter given below the graph
and from left to right: Crisis in which no agent has any positive opinion; Negative dominance
in which leaders agree; Negative dominance with disagreeing leaders about their respective
leadership; Positive dominance with agreeing leaders. For low values of ı and � , periods of crisis
alternate with periods of dominance, even if less frequent. For larger values of values of • and ¢ ,
crisis does not appear anymore and the level of agreement is lower due to the noise. ND20, �D0.8
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Fig. 2 Disorder: negative on
the left; positive on the right.
They correspond to (ı;�)
couples of values given below
the graphs. ND20, �D0.8

Fig. 3 Hierarchy patterns from left to right: (a) with disagreeing leaders and a majorly negative
population; (b) a majorly negative population with agreeing leaders; (c) a positive hierarchy with
agreeing leaders; (d) a majorly positive hierarchy with agreeing leaders. They correspond to (ı;�)
couples of value given below the graphs. ND20, �D0.8

Disorder. patterns are characterised by a very weak agreement on each other
values of opinion. Figure 2 shows the two cases that we observe: (a) the negative
disorder; and (b) the positive disorder. The positive disorder seems to exhibit a larger
number of positive self-opinion (see the red square on the diagonal from the top left
to the bottom right).

Hierarchy. in which the distribution of reputations is less bimodal than in
dominance patterns and the agreement on reputations is higher than in the disorder.
However, as shown in Fig. 3, different types can be identified: it can be more
negative than positive as in (a) and (b), or more positive than negative as in (c) and
(d); leaders can agree as in (b), (c) and (d), or totally disagree and have a negative
opinion of each other as in (a). This latter case is not so easily differentiable from
dominance with disagreeing leaders.

Starting from the various characteristics and types of pattern we observe,
we develop a procedure for automatically detecting the patterns and a larger
experimental design aiming at exploring the parameter space.

2.2 Systematic Exploration of the Parameter Space

An Algorithm Detecting the Pattern Types

We build a pattern-type detection algorithm based on a minimum number of
indicators:
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• the average opinion for the definition of the main sign of the pattern;
• the bimodal properties of the distribution of opinions; the number of positive

reputation to diagnose the absence of leader;
• the average distance between the maximum and the minimum opinion for an

agent that we compare to 2ı in order to diagnose the disorder corresponding to a
disagreement level higher than the noise ı;

• the global difference between the maximum and the minimum opinion to qualify
the length of the opinion distribution, particularly to distinguish dominance from
hierarchy.

The pattern identification algorithm is finally the following:

if (average opinion < 0) f
if (average max-min distance > 2•) pattern D disorder
else f
if (average opinion >D -0.5) f

if (nb of positive reputation D 0) pattern D crisis
else pattern D dominancegg

else f
if (average max-min distance > 2•) pattern D disorder
else f
if ((max opinion - min opinion)> 1) pattern hierarchy
else dominancegg

Then we compute an experimental design running this diagnosis. The model
includes four parameters. We fix N, the number of agents to 40, and � ruling the
intensity of the opinion propagation coefficient to 0.8. This is in order to make
tractable results of our study. We vary the other parameters as follows:

• ı, the intensity of noise disturbing the evaluation of other’s opinions takes two
different values: 0.01, 0.03, 0.05, 0.1, 0.2, 0.3, 0.4;

• � , ruling the slope of the logistic function determining the propagation coeffi-
cients takes the values 0.01, 0.03, 0.05, 0.07, 0.1, 0.2, 0.3;

For each set of parameter values, we run the model for 200,000,000 iterations
(one iteration corresponding to N/2 random pair interactions), and we repeat this for
10 replicas. We measure every 100,000 iterations a group of values allowing us to
make conclusions about the properties of our patterns. The measured values over 10
replicas are averaged into indicator that is used in the next subsection to characterise
our patterns.

The Properties of Patterns

Since patterns have been diagnosed using the algorithm presented in Sect. 1.2.1,
we can compute their emerging properties which have not been used to diagnose
them. For this purpose, complementary indicators inspired from what we have
observed in Sect. 1.1 are collected during simulation time: the type of relations
between leaders; the average agreement rate; the number of positive reputations;
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the number of agents thinking they are the best over the whole population. The
type of relation between leaders is defined by a minimum disagreement about the
leadership between the leaders. The disagreement occurs when they disagree on
their respective order (who is the first, who is the second; in most cases the two
think they are the first). If more than 10 % of the leaders disagree, we say this is a
disagreement (D) type of leadership; on the contrary it is called (A) agreement. The
average agreement rate on order corresponds to the average percentage of dyadic
meetings over all the meetings during which the two agents disagree about how to
order them. Table 1 presents the results we obtained over our experimental design.
We globally identified again what we have observed in Figs. 1, 2, and 3. A few
configurations appear in only one among the 10 replicas of the 49 parameter sets.
We decided to omit them in the table for sake of clarity.

The Table 1 confirms that the pattern dominance has one or two leaders even if
a negative Hierarchy with disagreeing leaders also appears with 1.0 leader but it is
probably a false diagnosis and it appears rarely (0.05 %).

The disorder in its positive form is very specific in terms of agreement on
hierarchy but also in terms of number of agents thinking that they are the best;
the two subcategories “Agreeing” and “Disagreeing” leaders are not really relevant
since there is no leaders; they do not vary from each other and the “A” modality is
very rare, probably due to the threshold chosen for the agreement. The disorder in
its negative form is softer; it differs less from the other negative patterns.

Crisis always corresponds to disagreeing leaders (even if they are not positive in
this case as for the other patterns).

Hierarchy, whatever its signs is characterised by a higher level of agreement
rate. It is more characterised by disagreement between its leaders when the average
opinion is positive while it is the contrary when the average opinion is negative.
Overall, and except the case cited earlier, it shows more leaders than the dominance.

The “disagreement” between leaders corresponds to a smaller number of leaders
in case of dominance and negative hierarchy. The negative patterns, crisis, domi-
nance and disorder, whatever the type of relation between leaders, show a lower
average agreement rate (between 0.6 and 0.7) than the positive ones.

From our results we also confirm that some patterns are only observable coupled
to others in trajectories. Table 2 breaks down these observations.

We need 4.9 % of the runs to represent a total parameter set. Let consider the
pattern appearing more than 4.9 % and see the average parameter values required
to reach them. We distinguish clearly in Table 2 three areas: “dominance-disorder-
crisis,” “dominance-hierarchy” and hierarchy corresponding to the most frequent
trajectories.

Trajectories in the Parameter Space

In order to understand the richness of the model, we locate these three trajectories
into the parameter space in Table 3 with colour codes.
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Table 2 Trajectories (set of patterns appearing during one execution of the model)

Set of patterns appearing
in one trajectory Trajectory sign Relation between

leaders % of runs

Disorder Negative 3,88%
pAndN* and positive 2,24%

dominance disorder crisis Negative Agree and disagree 12,04%
dominance disorder Negative Agree and disagree 1,84%
dominance disorder crisis
hierarchy Negative Agree and disagree 3,06%

dominance crisis hierarchy Negative Agree and disagree 0,82%
dominance disorder hierarchy pAndN and negative Agree and disagree 2,24%
Dominance Positive Agree 3,88%

dominance hierarchy
Negative Agree and disagree 0,41%
pAndN Agree 7,55%
Positive Agree 37,14%

dominance hierarchy disorder Positive Agree 0,82%
Hierarchy positive or pAndN Agree 19,80%

Regarding the trajectory sign, we put altogether “positive” and “positive and negative” (*pAndN)
when they represent less than 5 % of the runs

From the Fig. 2, we know that the empty bottom left cases of the Table 3
corresponds to Disorder (negative for � 0.01 and ı 0.2; positive for � 0.01 and ı

0.4). Disorder has not been identified as a main trajectory in the previous phase due
to its low frequency of appearance. However, it is probably due to the diagnosis
which is very demanding on the level of disorder: that is probable this level changes
a lot during a simulation and only a part of measures satisfied the threshold of 2ı as
the minimum average difference of opinion about one agent.

2.3 The Link Between Agreement and Sign

We observed in Table 1 that the average rate of agreement is a good indicator to
distinguish negative from positive patterns. Figure 4 shows this indicator in the
parameter space represented on abscissa for the positive (red) versus the negative
diagnostics (blue). We observe that a strong change in the value of the indicator
between positive and negative diagnosis is located in the space value of parameters
as the frontier between the trajectory Dominance-Disorder-Crisis shown in Table 3.
We observe again the various areas already noticed in the Table 3, especially
regarding the sign (always positive or negative, or positive as well as negative and
the level of agreement, weaker for low values of � if ı is large enough). This is then
relevant to understand how two agents start disagreeing on their perceived hierarchy.

That can be understood from the shape the influence function pij. Figure 5
reminds this shape for various values of � . We observe for low values of � (0.01,
0.05) that the weight becomes very quickly (ie for a small distance) 0 or 1. Then,
when ı is close or higher than the distance making the influence close to or equal to 0
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Fig. 4 Value of the average agreement rate order (size of the circle) for various ı (ordinate) and �

(abscissa) and for globally negative patterns (blue) or positive patterns (pink)

or 1, this means that an agent can consider its peer from influential to not influential
(or almost) in just one meeting and just due to the noise varying from –ı to C ı.
When agent i becomes not influential (or almost) for agent j, i cannot change j’s
opinion about i if i gains a very high reputation, higher than the one of j. In such a
situation, both agents think they are better than the other. We call the agent which is
not anymore influenced by a peer an agent blind to this peer.

We now consider the smallest difference between the self-opinion and its opinion
for one of its peer (aii – aij) for which the corresponding influence is a value "

which is small enough for neglecting the possible opinion changes. Derived from
the influence function, the equation is:

aii � aij D ln

�
1

"
� 1

�
¢ � ¢ln

1

"

We observe comparing the Fig. 6 to the Table 3 that the result is close to define the
frontier in the parameter space between the trajectory Dominance-Disorder-Crisis
and the other trajectories, if we consider that ı is the typical distance between aii and
the highest aij. This gives us some information about the frontier between negative
and positive patterns.

For the parameters implying numerous disagreements on perceived hierarchies,
the population tends to become negative and to show a dominance pattern. In the
worst case, when � is very small for large values of ı, a significant number of agents
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Fig. 5 Computation of the influence weight by the influence function for various values of ¢ and
different distance between opinions (the peer one minus the self-opinion) for the listener

Fig. 6 Difference (aii-aij) on
ordinate between opinion
about peer and self-opinion
above which influence is
below"D0.01, for various �

(abscissa)

consider themselves as superior to all the others: that is the case in the disorder
pattern. In case of low disagreement, the observed patterns become positive and
have the characteristics of the hierarchy.
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3 Discussion: Conclusion

In this chapter, we study a simplified version of the Leviathan model, without the
processes of vanity and gossiping, keeping only the direct opinion propagation. Like
in the complete Leviathan model, we observe patterns but some of them are different
from the ones identified in [1]. In particular, we identified two different types of
leadership depending if leaders agree on their respective position on not. Overall
we diagnosed several patterns organised in trajectories: dominance in which one
or two leaders have a low opinion about all the other agents which have negative
opinion about each other except about the leaders; it alternates during a simulation
with a crisis pattern in which every agent has a negative opinion about all others,
including itself. Disorder is a particular pattern in which the agents have different
perceived hierarchies. During simulations several regular sequences of patterns
appear. The main ones are: dominance-disorder-crisis, dominance-hierarchy, and
hierarchy. Moreover these patterns/ sequences exhibit different average sign of
opinions: most of them, except crisis, can be of both signs but while the hierarchy
is more often positive, dominance is more often negative.

This work is a base for developing a new insight onto some behaviors of the
Leviathan model by comparing the patterns emerging or not from the processes
taking place in the model (i.e. opinion influence, vanity and gossip).

Moreover, the patterns of the model can be discussed in light of some sociopsy-
chological researches.

The charismatic leaders at the beginning in the model are the individuals who
are viewed as positive by every other. Similarly, the charismatic leadership [12] in
the socio-psychological literature is defined as the one who benefits from a high
esteem of the larger number of the others. For these same authors, the leadership
derives its effectiveness from its influence on follower self-concept which is in
turn a moderator of the leadership effectiveness. Identically, for [13] and [14],
“Leadership is a relational term. It identifies a relationship in which some people
are able to persuade others to adopt new values, attitudes and goals : : : .” We have
seen in the model that overall leaders have a greater influence and tend to determine
the reputation of everyone. However the criteria to define a leader, as well as the
process of their emergence, are not so clear. Our modelling study has shown that
in some cases leaders have the same perceived hierarchies whereas in other cases
their perceived hierarchies are different. This leads to a question about what is more
important: the popularity and the capacity to be open to others; or on the contrary,
the stubbornness and strong resistance to influence? Our results can feed the debate
in “leadership” research.

The agents tend to have positive opinions on average when the influence function
is smooth (¢ large), meaning that the differences of influence according to the
perceived hierarchy are small, for a not too large noise (ı). For a sharp influence
function and a large noise, agents tend to put themselves high in their perceived
hierarchy, and for extreme values, the highest. This is due to the asymmetrical prop-
erty of the influence function. This echoes the self-enhancement biases identified
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long ago in social psychology [15] particularly stresses the “illusory of superiority”:
when subjects estimate their relative position on a number of attributes, they
typically report that they possess positive characteristics to a higher, and negative
characteristics to a lower, degree than average or most others. This bias is often
presented as an innate characteristic of the individual. The model suggests that it
can be socially built from noisy interactions between agents with strong perceived
hierarchies. This explanation would require some specific experiments for assessing
its relevance.
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A Calibration to Properly Design a Model
Integrating Residential Mobility and Migration
in a Rural Area

Sylvie Huet, Nicolas Dumoulin, and Guillaume Deffuant

Abstract We propose a hybrid microsimulation and agent-based model of mobility
integrating migration and residential mobility. We tested it on the evolution of the
population of the Cantal, a French “département” with 150,000 inhabitants. We
calibrated it using various data sources from 1990 to 2006, and tested its predictions
on other data of the same period and on the period 2007–2012. The spatial
heterogeneity of the evolution is well reproduced and the model makes surprisingly
correct predictions despite numerous simplifying assumptions. From this calibration
we learnt more about how to model residential mobility and migration considering
an agent-based model approach.

Keywords Residential mobility • Migration • Calibration • Agent-based
model • Microsimulation

In the literature [1], most dynamic microsimulation models of population evolution
do not include spatial dynamics like the residential mobility. For example the
microsimulation model of the French population called DESTINIE only includes the
migration process, implemented by adding (or removing) individuals corresponding
to the migratory balance. On the contrary, agent-based models and cellular automata
easily integrate spatial dynamical processes. However, agent-based models which
take into account all main demographic processes have not yet been developed
[1] even if they have been involved in particular dynamics where they appear
as more convenient, especially partnership formation and spatial mobility. More
recently hybrid models combining advantages of the two modelling approaches are
the subject of a growing interest [2] review the existing hybrid approaches as for
example SVERIDGE [3] which integrates inter and intra migration [4] is a very
interesting review on residential choice and household behaviour; it outlines several
shortcomings of the current approaches:
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• The difficulty to connect the decision to move with the residential choice per
se, and more generally the lack of retroaction between the demographic and the
mobility processes;

• The decision to move is undoubtedly the most neglected aspect in the residential
process, most models putting much more emphasis on the location choice;

• The location is generally decided using a discrete choice model which includes
housing prices and housing and neighbourhood characteristics, then it is unclear
whether this is a direct or indirect utility function;

• Regarding the location, the subset of alternatives is randomly and uniformly
drawn from the whole set of vacant housings, disregarding any strategic con-
sideration in the search process of the household;

• Migration and residential mobility are considered apart from each other, as
independent decisions while migration and residential mobility cannot be dis-
tinguished for people living close to the border.

Thus, to overcome these limitations we propose a model coupling agent-
based to microsimulation approaches and integrating demographic, migration, and
residential mobility processes. The main features of the processes are derived from
the French literature on residential mobility and migration. From [5, 6], we know
that in France the main reasons to move are firstly related to family events [7, 8].
Established from the analysis of various French surveys, creating or splitting up
a couple are such family events explaining most of the residential mobility. The
second set of reasons is professional [8]. Notice that moving decreases with age
and point out that the short distance mobility is rather linked to the modification
of the family structure while the long distance mobility is more often associated to
professional changes. The third type of reasons concerns the change in the tenure
(mainly between renters and owners) [9]. From this literature review, we retained
that a decision to move is due to: (1) the formation of a new couple; (2) the split of
a couple; (3) a too long commuting time (higher than a threshold called proximity
parameter) after a change of job, a new partnership, or a move; (4) a decrease in the
housing satisfaction level due to a family event: we decide to capture this change
through the compatibility of the housing size with the family size. As in [10], these
events are taken into account in the decision function to move that we propose, while
a second function is dedicated to the location choice of the new dwelling. Most
of the demographic attributes and dynamics are parameterized from data extracted
from various surveys, mainly the national Census and the Labour Force Survey. But
some of the model parameters, especially those in relation with the mobility, have
no documented value in the literature; we thus need to calibrate them. We argue
that this calibration provides some insights on the relevance of our integrated model
for mobility. Moreover, our model of residential mobility aims at reproducing the
evolution of the population of the Cantal, a French “département” from 1990 to
2006. This problem shows some specific difficulties: (1) the population globally
decreases but locally increases and shows a strong spatial heterogeneity; (2) the size
of the basic spatial element, the municipality, is less than 1000 agents for 75 % of
its 260 municipalities.



A Calibration to Properly Design a Model Integrating Residential Mobility. . . 165

The next section presents the model, shortly for most of the dynamics for which
the parameter values are directly derived from data, with more details for dynamics
related to residential mobility which have to be calibrated. Then, the following
section describes the calibration process and the final section proposes a discussion.

1 The Model

We have adopted a hybrid micro-modelling and agent approach. The purpose of
the model is to determine how different dynamics at household level determine
the population evolution in a network of rural municipalities. We assume that this
evolution depends, on the one hand, on commuting flows and service, and on the
other hand, on the number of jobs in various activity sectors (supposed exogenously
defined by scenarios). Existing literature [11–14] stresses the importance of the
different types of mobility between municipalities, commuting, residential mobility
(short range distance), migration (long range distance) [4] and the local employment
offer generated by the presence of the local population. Moreover, obviously, it
appears also essential to include the demographic evolution of the municipality
considering the strands explaining the local natural balance.

1.1 Main Entities, State Variables, and Scales

The model represents a network of municipalities and their population. The
distances between municipalities are used to determine the flows of commuting
individuals but also the flows of people making residential mobility as well as those
looking for a partner. Each municipality comprises a list of households, each one
defined as a list of individuals. The municipalities also include the offers of jobs,
of residences and their spatial coordinates. Here is the exhaustive list of the main
model entities with their main attributes and dynamics.

MunicipalitySet and Municipality. The set of municipalities can be of various
sizes. It can represent a region of type NUTS 2 or NUTS 3,1 or more LAU or
intermediate sets of municipalities such as “communauté de communes” in France.
Municipality corresponds to LAU2.2 The municipality is the main focus of the
model. It includes: A set of households living in the municipality; the set of jobs

1Eurostat defines the NUTS (Nomenclature of Territorial Units for Statistics) classification as a
hierarchical system for dividing up the EU territory: NUTS 1 for the major socio-economic regions;
NUTS 2 for the basic regions for the application of regional policies; NUTS 3 as small regions for
specific diagnoses; LAU (Local Administrative Units 1 and 2) has been added more recently to
allow local-level statistics.
2Consists of municipalities or equivalent units.
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existing on the municipality (i.e. without those occupied by people living outside
the modelling municipality set); the distribution of residences, or housings, on the
municipality.

Each municipality has rings of “nearby” municipalities (practically every 3 km of
Euclidian distance) with a maximum Euclidian distance of 51 km where individuals
can find out jobs and partners while households can find lodgings. It is computed
from the spatial coordinates of the municipalities. A threshold distance called
“proximity” is the distance beyond which the municipalities are considered too far
from each other for commuting between them.

There is a particular municipality, called “Outside,” which includes available jobs
accessible from municipalities of the set, but which are located outside this set. The
job offer of Outside is infinite and the occupation is defined by the process ruling
the probability of individuals to commute outside the municipality network.

The job and the residence. A job has two attributes, a profession and an activity
sector in which this profession can be practiced. It is available in a municipality and
can be occupied by an individual. The profession is an attribute of the individual
at the same time it defines a job. In France, it takes six values. There are four
activity sectors: Agriculture, Forestry and Fishing; Industry; Building; Services and
Commerce. Overall, considering the six professions for four activity sectors, we
obtain 24 jobs to describe the whole diversity of jobs in the Cantal “département.”
The residence has a type which is classically its size expressed in number of rooms.
A residence is available in a municipality and can be occupied by 0, one or more
households. Indeed several households can live in one residence for instance when
a couple splits up and one of the partners remains in the common residence for
a while. It is also the case in some European countries where it is customary for
several generations to live under the same roof. The job and residence offers are
initialised from Census data (see [15] for details).

Household. It corresponds to a nuclear family3 and includes a list of individuals
who have an occupation inside or outside the municipality. The first households
located in each studied municipalities are built using algorithm described and
studied in [16, 17]. At the initialisation time, households are associated randomly
with residences. Then, before running, a first phase iterates moves in the same
municipality in order to find a good fit between residences and households.

Individual. A new individual is instantiated from one of the adults of a household
having the “couple” status in the birth method, or directly from the initialisation of
the population, or by immigration. Her age of death, of entrance into the labour
market, and of retirement are attributed when she is created. The values of these
ages are drawn from distributions derived from French Census data. The age at
which the agent becomes an adult and creates her own household is when she finds
her first job; or she is chosen by a single adult as a partner; or she remains the
only child in a household after her parents left or died while her age is higher than

3A nuclear family corresponds to the parents and the children; that is a reductive definition of the
family corresponding to the most common one in Europe nowadays.
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parameter firstAgeToBeAnAdult (15 years old for the French or other European
National Statistical Offices). This change can lead her to move from the parental
residence because of a low housing satisfaction level, but it’s not always the case.
The activity status of the individual defines her situation regarding employment,
especially if she is looking for a job. The individual can quit a job, search for and
change jobs : : : Her profession is an attribute indicating at the same time her skills,
level of education and the occupation she can look for.

1.2 Process Overview and Scheduling

The main loop calls processes ruling the demographic evolution, the migrations, the
job changes, and their impact on some endogenously created services and/or jobs.
First, the scenarios (i.e. external drivers) are applied to the municipalities. Then,
demographic changes are applied to the list of households. Time is discrete with a
time step of 1 year. The households are updated in a random order. The following
gives more details about the dynamics.

Dynamics of offer for jobs, services and housing. In the municipality objects,
changes in housing and job offers are specified in scenarios which are parameterised
from data of the French censuses. Various dwelling sizes are considered in order to
match the needs of households.

Dynamics of labour status and job changes. A newly born individual is initialised
with a student status that she keeps until she enters the labour market with a first
profession. Then, she becomes unemployed or employed with the possibility to
look for a job. She may also become inactive for a while. When she gets older,
she becomes a retiree. We describe rapidly these dynamics to situate them in the
global picture of the model. They have been parameterised from data. The model
and its parameterisation are described with more details in [10, 15, 18].

Demographic dynamics. A household can be created when an individual
becomes an adult or when a new household arrives in the set of municipality
(i.e. in-migration). The main reasons for household elimination are out-migration
and death. Three main dynamics change the household type (single, couple, with
or without children and complex4): makeCouple; splitCouple and givingBirth.
Moreover, households change locations and that is the particular challenge of our
modelling approach presented in this paper. The implementation of the “change
location” related dynamics for Cantal is presented in the following (see also
[10, 15]).

Household migration and mobility. In the process of changing residence, we
include both residential migration and mobility without differentiating them on the
distance of move, as it is often the case [4] in the literature. The submodel we

4A complex household is a household which is not a single, a couple with or without children.
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propose directly manages both types of moving. However, it turned out easier for us
to distinguish two categories of migration: the migration from outside to the set; the
migration from inside the set.

The immigration into the set is an external forcing. Each year, a number of
potential immigrants from outside the set are added to the municipalities of the
set. These potential immigrants can really become inhabitants of the set if they
find a residence by themselves or by being chosen as a partner by someone already
living in the set in case they are single. That is the only actions they can do. Until
becoming real immigrants, they are temporarily located into a municipality with a
probability depending on its population size and its distance to the frontier of the
set. A particular attraction of young agents for larger municipalities is also taken
into account.

The mobility of agents already living inside the set of municipalities is mainly
endogenous. Such a mobility can lead the household simply to change residence,
municipality or to quit the set of studied municipalities. Overall, a household decides
to look for a new residence when:

• a couple splits: one of the partners has to find out another residence even if she
remains for a while in the same residence (creating her own household);

• one of its adults finds a job away from the current place of residence (beyond the
proximity parameter which has to be calibrated) and she is the one deciding for
the household (the leader is chosen at random every time a decision should be
taken);

• it is not anymore satisfied by the residence. This satisfaction is assessed through a
function possibly considering two dimensions identified in the literature (see our
introduction): the difference of size between the occupied size and an ideal size
for this household; the average age of the household. The calibration procedure
has to determine if both dimensions should be taken into account to reproduce
available data about residential mobility and migration.

• a student or a retiree decides to move outside the set (parameterised by data);

These are the events leading to a decision for changing residence. This is
important to notice that other events possibly imply these events and lead to a
decision for a residential mobility. This is the case of most of the family events
with have an impact on the distance to commuting, the size of the household : : :

When a household has decided to move, the principle for the search of a new
residence is the same as the one for searching a place to work. The leader of the
household (chosen at random among the adults each time a decision has to be
taken for the household) looks from the closest to the furthest job offer, considering
successive rings of range of distance5 of size 3 km for France (i.e. the same basic
distance used to search for a job). She starts from her place of work (or residence
if she does not work), meaning at a distance at most 3 because the first range is
0–3 km (i.e. first ring for search). If she can’t find a satisfying place to live in, she

5The distance definition depends on the parameterization of the model.
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continues looking from 3 to 6 km. She iterates the procedure, from 6 to 9 and so
on, until finding a not empty list of possible residence offers or reaching a ring
which is too far and the research stops. Before accepting to consider an offer, she
checks the residence offer is not too far from the place of work of her partner (if she
has one). She can also move outside. The decision moving outside depends on the
parameterisation. The searching procedure finished, if the agent had not found out
a residence in her current municipality and if she has found possibilities elsewhere,
she decides to move outside using the probability to move outside knowing her
municipality of living. Finally, if she does not move outside the set of municipalities
and has found a residence, she chooses at random a municipality of residence in
the list of collected residence offers. The probability to move out of the set of
municipalities varies with the age of the individual. What is an acceptable residence
offer to collect during the search procedure depends on the size of the housing.
The level of acceptation of a possible size is 0 if the size does not respect the fact
that the household wants to increase or decrease the current size of its house. If
the offered size respects this tendency its probability to be collected for the list of
choices decreases with the difference of size between the offered and the ideal size.

The way a household decides if a residence offer is satisfying has to be
parameterised too. The level of satisfaction of a possible place of residence depends
on two dimensions: the municipality where the proposal is; the size of the proposed
housing. We have noticed from the literature [9] that most young couples want to
become owners and quit renting. In rural areas, they often prefer a house instead
an apartment. Such housing is much more rare and expensive in town than in the
countryside. Thus, a municipality is examined as a place to reside if it satisfies
the need for a house (and not for an apartment) for the household of size higher
than one. Practically, a municipality has a ratio of house offer over its residence
offer and it is considered in the research procedure with a probability equal to this
ratio for every household larger than one member. Only the three main towns of the
Cantal have a ratio possibly lower than 1. This ratio should be parameterised by the
calibration process. The result of the calibration indicates how useful is considering
a more detailed model of the offer. The second dimension influencing the place of
residence is the size of the residence offer: we simply state it has at least to respect
the need for increasing size or decreasing size of the household.

Overall, the parameters for immigration are: yearly migration rate; number of out
of the set migrants in year t0� 1; probabilities for characteristics of the immigrants
(size of the households, age of individuals : : : ); distance to the frontier of the
region of each municipality. Regarding the endogenous residential mobility, we
have to parameterise or calibrate: a function defining the satisfaction of the size of
housing and the satisfaction of job and workplace; migration rates of different agent
categories extracted from data (as for example in France, for students and retirees).

Most of the events related to couples (formation, splitting, birth) can impact on
residential mobility. Moreover they are poorly known from a modelling point of
view and should be calibrated considering possibly different dimensions. They are
presented in the following.
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MakeCouple. The couples are made of individuals both existing in the population
(either already living in dwelling of the municipality or a potential migrant).
Therefore, two “compatible” individuals have to be identified for creating a couple.
The usually procedure presented in the literature [1, 19–29] appears very heavy to
compute for our case, especially because we have to take some spatial constraints
into account while they don’t. Moreover, it generally forbids that the individual
lives other events during the year she tries forming a couple, such as moving for
example. Thus we opt for a close procedure, significantly lighter computationally.
We decompose the couple creation dynamics in two subdynamics: the decision
searching for a partner; the search for the partner. The implementation for Cantal
is:

• at each time step, each single individual searches for a partner following a
probability; we do not consider a pool of single who are looking for another
one as it is classically done in the literature (simply, a searching single can meet
another single who is not necessarily searching a partner);

• when she searches, she tries a given number of times in her place of residence
before trying in every municipality close to her own and her place of work to find
someone who is also single and whose age is not too different (given from the
average difference of ages in couples and its standard deviation from INSEE6).
She begins searching very close and goes to search further until reaching a
distance equal to the threshold parameter “proximity” (in the same way she looks
for a residence or a job). She can search among the inhabitants or the potential
immigrants.

Overall the probability to search and the maximum number of trials have to be
calibrated since they cannot be derived from available data. The calibration should
indicate if these two parameters are really useful (see discussion). Notice that when
a couple is formed, the new household chooses the larger residence (the immigrating
households always go into residences of their new partners) and this move can lead
one member to commute very far (at a distance higher than the MunicipalitySet
parameter proximity). This situation can change only when she is becoming the
leader triggered by the job search method and implying that the household will aim
to move closer to her job location, or if she changes of job.

SplitCouple. Even if the union duration is often used to model the union
dissolution [1, 19, 20, 23–25], it appears that observed splitting probability is more
strongly correlated with the date of union creation than with the duration of the
union [30]. However, we do not have in our data when the couples existing in 1990
were formed. Thus, to limit the number of parameters and the complexity of the
model, we use a constant probability to split that we will calibrate. When the split
takes place, the partner who works further from the residence leaves the household

6French Institute of Statistics and Economical Studies
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and creates a new household, which implies that she searches for a new residence.
When there are children, they are dispatched among the two new households at
random.

Giving birth. Following the reviews of the literature [1, 19, 20], the most common
variables used for the fertility are the age, the marital status, and the number of
children already born. However, in practice the total number of variables used to
define the probability of birth is often very high. The same type of approach is
developed in [23]. We have not enough data related to the Cantal to envisage such a
data-based approach. In our model, only “couple” households can have children, and
one of the adults should be in age to procreate. A couple has an annual probability
to have a child computed from an “average number of children by individual.” This
“average number of children” has to be calibrated because it cannot be directly
derived from existing data such as the fertility rate.7 The calibration should indicate
us if this “average number of children” is a constant or increase over time. The other
parameters for “giving birth” are the age bounds to give birth: they are 18 and 45
for Cantal.

2 The Calibration of the Residential Mobility Dynamics

2.1 The Method: The Particle Swarm Optimization (PSO)

The particle swarm optimisation (PSO) [31] is a heuristic inspired from a social
metaphor of individuals using their knowledge as well as the information given
by their neighbours in order to find out a good solution. PSO considers a swarm
of particles moving in the space of the parameter values. Each particle knows its
position and the associated value of the function to minimise, the best position found
by one of its neighbours, and its best position since the beginning. At each time step,
every particle moves in the space with a velocity which is a compromise between
its previous velocity, the knowledge about its best position and the best position
in her neighbourhood. It has been shown to successfully optimise a wide range of
continuous functions [32]. Some theoretical results about its convergence and good
practices for choosing its parameters are available [33]. We parameterised as follows
the algorithm:

7The total fertility rate (TFR), sometimes also called the fertility rate of a population is the average
number of children that would be born to a woman over her lifetime if: (1) she were to experience
the exact current age-specific fertility rates through her lifetime, and; (2) she were to survive from
birth through the end of her reproductive life. It is obtained by summing the single-year age-
specific rates at a given time. This computation is equivalent to give an identical weight to each
age range, whatever their real weight in the population. It suppresses the structural effect linked to
the distribution by age ranges of women in age to procreate.
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• 15 particles: it has been shown few particles are sufficient—the choice is
empirical depending on the perceived difficulty of the problem (values between
10 and 60 are used in practice). Their initial positions are randomly chosen in the
space of research where particles are confined during the iterations.

• A “ring” neighbourhood: each particle has itself and the two particles located
before and after it on the ring for neighbours.

• 10 replicas for 700 iterations have been executed to define our best result.

2.2 The Criteria for Calibration

The function to minimise is the sum of the differences between indicators computed
from simulation results and the data. The 518 indicators we used are described in
the following as well as the results of the calibration process (8 at the regional level;
54 at the “canton” level; 456 at the municipality level).

2.3 The Results of the Calibration Process

The exact values of the nine calibrated parameters are given and discussed in the
following concluding section. The present subsection shows how 50 replicates of
these 9 calibrated parameters fit the indicators composing the calibration objective
function. Figure 1 show the fit level of the first set of 8 indicators. The value is given
1 year less for the simulated results compared to the target value of the INSEE in
order to make them comparable because the simulated results are measured at the

Fig. 1 Comparison between the simulated values and the target value. Target values from INSEE
are represented by a cross while minimum and maximum values obtained over 50 replicas of the
best parameter set are represented by red squares in 1998 and by black circles in 2005. From left
to right: natural balance; migratory balance; number of movers (i.e. people changing residence)
inside the Cantal; number of children less than 15
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end of the year while the INSEE gives its value on the 1st January of a year. We
can see on the figure that: the natural balances from 1990 to 1999 and from 2000
to 2006; the migratory balances from 1990 to 1999 and from 2000 to 2006; the
number of individuals changing residences inside the Cantal from 1990 to 1999 and
from 2000 to 2006; the number of individuals less than 15 years old in the Cantal in
1999 and 2006, are well fitted by the model since the targeted values are embedded
in the simulation result ranges over 50 replicas. Except the number of individuals
being less than 15 years old in the Cantal in 1999 and 2006 the values from data
are within the interval of variations of the 50 replicas. It might not be relevant to
try to obtain a better fit because the data giving the target value are not so stable or
reliable:

• the number of children results partly from the immigrating children who are
potential immigrants really come in the set of municipalities; these potential
immigrants are built regarding their age on reference data measured only on 25 %
of the population. Then it is possible the difference between the target and the
model comes from this approximation;

• the targeted number of movers inside does not correspond, as measured in the
model, to the number of agents moving from one residence to another. Indeed,
in the census, this number corresponds to the number of inhabitants having a
different address since the last census, but we don’t know if they moved several
times.

• the initial population in the simulation model has been built directly from the
detailed data of the 1990 census. However, the next target in 1999 and 2006
has been built on the following census which has changed the counting method.
Then, instead the 159,245 counted by the 1990 census and implemented in the
simulation model, the next census which are corrected “a posteriori” assesses the
population in 1990 at 158,723 (522 less).

The other 4 basic indicators are averaged errors over spatial objects. They relate
to: (1) Population of each of the 27 “Cantons” of the Cantal (error based on the
average of the 27 differences between the simulated value and the targeted one) in
1999 and 2006 (forming overall 54 indicators since two dates are considered); (2)
Population of each of the 228 municipalities of at most 1000 inhabitants in 1990
(error based on the mean of 228 differences between the simulated value and the
targeted one over the target value) in 1999 and 2006 (forming overall 456 indicators
since two dates are considered).

The two first dedicated to the 27 “Cantons” of the Cantal in 1999 and 2006 are
shown in Fig. 2. Only 48 % in 1998 and 44 % in 2006 of the “cantons” are given by
the simulations without error (target comprised in the interval of replicas’ results).
For the others “cantons,” the errors given by the average value over the replicas and
expressed relatively to the target values are below 0.2.

Despite these errors the global evolutions of the “cantons” in terms of decrease or
increase are well respected (see Fig. 3). Indeed, only one “canton” over 27 increases
instead of decreasing but the error is not so large since in fact the population of the
canton 1523 [Vic-sur-Cère] (on the right side of Aurillac) increases for an average
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Fig. 2 “Canton” maps. Average relative errors over the targeted population of each “canton” for 50
replicas (considering the bounds defined by the minimum and maximum results over 50 replicas,
the error is computed as the (larger distance between one bounds and the target)/target) in 1999 (on
the left) and 2006 (on the right). Then, the value no error means that the target value is comprised
in the interval defined by the minimum and the maximum results over 50 replicas. A negative value
means model gives a larger population than the target while a positive value means the contrary

Fig. 3 “Canton” maps. Left: average absolute model evolution 2006-1990 over 50 replicas, in
terms of decrease in yellow (�1043.5 to 0), and increase in red (0 and more)—Right: INSEE
evolution 2006-1990, yellow –1296 to 0; red 0 and more

of 133.26 agents while the INSEE predicts a decrease of 295 individuals. Then the
error is about 430 agents while the whole population of the Cantal is about 150,000.

Concerning the two last indicators dedicated to the population of each of the
228 municipalities of at most 1000 inhabitants in 1990 in 1999 and 2006: 68 % of
these municipalities in 1998 (154 municipalities over 228) and 69 % in 2005 (157
municipalities over 228) have populations for INSEE (i.e. the reference) comprised
in the minimum–maximum range of the model’s results given by the 50 replicas of
the best set parameter values.
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3 Conclusion: Discussion

We propose a model of mobility integrating commuting, family events, satisfaction
of housing, job availability, and migration. We assume that the decision to move
depends on: some family events as union dissolution and couple formation; the
distance of commuting; the adequacy of the size of the housing expressed in number
of rooms to the size of the household. Nine parameters of these dynamics cannot be
derived directly from available data and we chose to calibrate them. The calibration
provides values for which the results from simulations are close to the reference
data. The following presents these parameters and their calibrations values for our
implementation of the whole population of the Cantal region (starting with one
agent “individual” for each “real” individual of the region, with virtual “individuals”
composing “households” located in municipalities formed of the same number of
households as “real” municipalities). They are discussed in order to define what we
have learnt regarding how to model mobility.

Two parameters relate to the formation of couples, the calibration yields a
probability to search of 0.22 and a number of search trials of 5. This means only
one over 4 or 5 singles decide 1 year to look for a partner (not everyone), knowing
that she is susceptible to meet any single agent since she has a congruent age to
her and using the location rule described in this paper. This result indicates us the
utility of the two parameters: indeed, considering everyone search for a partner and
just limiting the number of trials is not a sufficient model to fit data of reference. A
two-step process is required based on a decision phase and a search phase.

One parameter drives the decision to split for a couple for which we made the
simplest hypothesis considering the average duration of a couple is constant. Our
calibration yields a splitting probability of 0.107. This means on average couples
have duration of about 9–10 years. Even if we know from literature a cohort
approach is more relevant and then that we overestimate the dissolutions of older
people, the choice for a constant probability to split is sufficient for calibrating the
model properly. This is very useful since in our case, as almost always, we have not
enough data to implement a cohort approach.

Regarding the birth rate, the question was to know if it is necessary to consider
an increasing probability to give birth for each couple to obtain the right number of
births (remaining almost constant over the time while the fertility increases during
the considered periods in Cantal). Our calibration confirms that the model has to
consider an increasing individual probability to give birth. Indeed, the slope of our
linear function giving the average number of children of a woman a given year (and
then the searched probability) is 0.063 and the intercept is 2.38.

Except for splitting of a couple or the migration of students and old people, the
decision to move is associated to the satisfaction level about the current dwelling.
This satisfaction depends on the size of the dwelling compared to the size of the
household, and possibly from the average age of the household. How high the
satisfaction increases with age whatever the dwelling size is, controlled by the
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parameter pres. It has been parameterised to 0.045. This value confirms us older
people does not want to move even if their dwelling is too large: if it were not the
case, it would be 0.

We also assume a searching process for a housing, for a job or for a partner
(as finding a partner implies changing residence for at least one of the partner)
starting from the best location and enlarging the search progressively if the object
of search (house or partner) is not found. For an occupied active individual, the
best location of housing is the municipality of work. For the other individuals, the
best location is the current municipality of residence. The issue of the calibration
process is to define if the individual searches until she finds or if there is a
maximum distance where she stops searching. The calibration suggests that the
search should be bounded by 18 km (Euclidian distance). The quality of this result
can be evaluated through the capacity of the model to give values describing the
commuting distance and the residential mobility distance distributions close to the
references. Figure 4 shows the two commuting and residential mobility distributions
given by the model and the INSEE. They are close enough even if the model tends to
underestimate the probability to move in the same municipality (3 km or less). The
result shows a reasonable fit given the hidden complexity of the dynamics behind
such a distribution.

Only for the search process for dwelling, the calibration has to indicate if
a specific mechanism should be added for avoiding sometimes the three largest
municipalities of Cantal as residence locations: we should know if bigger municipal-
ities are less preferred by families for their residence. The parameter value for “dispo
threshold” means they are maintained in the searching zone only for 32 % of the
searches susceptible to contain them. Overall, we conclude that both mechanisms,
one pushing agents to live outside the main municipalities, the other bounding the
area where people search for new housing or partner, are necessary to reproduce
the spatial evolution of the population. It is probable, even if the parameters change
depending on case study these dynamics should always be both present to model the
spatial evolution.

Fig. 4 Commuting (on left) and residential mobility (on right) distance distributions for INSEE
(line) and the model based on results from calibration (squares) averaged over 50 replicas
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Fig. 5 Population in 2012: (1) on the left at the Cantal level; (2) for the three various “arrondisse-
ments” composing the Cantal “département” given by INSEE (in blue) and the model (on average
over 50 replicates in rose); The red lines correspond to the minimum and the maximum results
over the 50 replicates

The last challenge we had to deal with was about the small size of our
municipalities (on average 440 inhabitants without the two largest). Despite this
difficulty impacting the statistical robustness, the results at a global level seem
reasonably well reproduced. At a lower level, the canton is a more reliable level
to look at the results since it is composed on average of 4500 inhabitants (without
the two largest). Overall the model correctly reproduces the spatial heterogeneity of
the evolution sign of the municipalities. Moreover, the model seems to keep some
relevance to predict the “future.” Indeed, while it has not been calibrated from 2006
to 2012, the total 2012 population predicted by the model exhibits 1 % error. On
Fig. 5 (1), the reference of INSEE is just below the curves given by the model and
we have to remind the change made by INSEE in the counting method making
afterwards the starting population 522 less than the one we built from the 1990
Census. Figure 5 (2) shows the population of the three subspaces corresponding to
“arrondissement” level. The error for the “arrondissements” are 1, 2 and 5 % on
average but the target defined by the INSEE reference is between the minimum and
the maximum results over 50 replicates.

Finally our model has coped with many difficulties related to the classical
independent views of the mobility. However, its many integrated processes makes
necessary a sufficient quality of related process involving a decision to move and
a location choice. Reaching this quality is a challenge for each of them. Several
processes, for instance the search for a job, remain to validate and detailed data are
not always available, especially in rural areas.
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Modeling Contagion of Behavior in Friendship
Networks as Coordination Games

Tobias Jordan, Philippe de Wilde, and Fernando Buarque de Lima-Neto

Abstract It has been shown that humans are heavily influenced by peers when
it comes to choice of behavior, norms, or opinions. In order to better understand
and help to predict society’s behavior, it is therefore desirable to design social
simulations that incorporate representations of those network aspects. We address
this topic, by investigating the performance of a coordination game mechanism in
representing the diffusion of behavior for distinct data sets and diverse behaviors in
children and adolescent social networks. We introduce a set of quality measurements
in order to assess the adequacy of our simulations and find evidence that a
coordination game environment could underlie some of the diffusion processes,
while other processes may not be modeled coherently as a coordination game.

Keywords Social simulation • Social networks • Coordination games • Thresh-
old models • Agent-based computational economics

1 Introduction

Christakis and Fowler [1] suggest that our social contacts heavily influence our
decisions, opinions, and behavior. By proposing new approaches to tackle existing
problems in crowd behavior, these findings may be helpful for people that aim to
understand, guide, or control the behavior of societies. For example, the knowledge
that the political opinions of spouses strongly affect each other seems to be of
high value to politicians during election periods. Physicians and other health care
professionals could use the findings that adolescents affect each other’s smoking,
drinking, and sexual-interaction behavior. Thus, the existing research on contagion
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of behavior and spread of information within social networks can give good hints
for campaigns and political action in order to achieve a desirable behavior. Current
research proves that such influence exists and is also able to point out situations
where the effects are stronger or weaker. However, to adequately model the effects
of contagion and information spreading for simulation and prediction models, a
coherent representation is required. This is the motivation of the work presented
below. Our research implements the contagion of behavior within friendship
networks as a coordination game [2, 3] where single individuals within the observed
systems coordinate their actions with their neighbors. We assume that individuals
benefit from compliant behavior. We adapt the coordination game mechanism to
two different data sets, each containing information about friendship ties, as well
as time-dependent information about specific behaviors or behavioral outcomes.
To evaluate the performance of the implementation of the coordination game, we
simulate the coordination dynamics on the given friendship network starting with
the real initial situation and subsequently compare the state of the system after the
simulation with the state observable in reality after one or more time steps.

Synopsis We review the state of relevant research regarding diffusion of behavior
and information in social networks and present the data sets used within this work
in Sect. 2. Section 3 presents the implementation of the coordination game and its
adaption to the different data sets while Sect. 4 contains experimental setup and
results. We discuss the experimental results in Sect. 5 and conclude with Sect. 6.

2 Background

2.1 Diffusion Processes in Social Networks

Existing research indicates that human decisions, opinions, norms, and behavior are
influenced by the social environment [4]. Social influence and contagion as well as
spread of behavior and information through social networks has been documented
in a wide range of cases [1]. For instance, diffusion of voting behavior [1] and
obesity [5] has been proven statistically. Moreover, cooperative behavior has been
shown to be contagious, though depending on tie structure and dynamics [6] and
recent studies revealed contagiousness of emotions [7]. Other behaviors do not
spread like sexual orientation [8]. This indicates the existence of those effects on
other individual behaviors of children and adolescents such as “commitment to
school education,” substance use, or sport. Marques [9] reveals the huge differences
between social networks of the poor and those of more wealthy people. Considering
the above, this further encourages the modeling and simulation of social network
effects in order to understand social phenomena and to guide political decision
making. Related research has also been conducted in children and adolescent
networks. For instance, roles of nodes within a network of school children have
already been identified [10] and diffusion of social norms and harassment behavior
in adolescents school networks have been empirically studied and evidenced [11].
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It then has been reasonably shown that behavior, norms information, and opinions
flow within social networks of adults and children. Approaches to model this
diffusion come, for example, from the field of Social Psychology, like the concept
of Social Influence Network Theory [12] from Friedkin. Another approach is
the modeling as a coordination game [2, 3]. Those models may be considered
as advanced threshold models [13–15] that incorporate social network structure
instead of simple crowd behavior. The coordination game as implemented in [3]
is characterized by the assumption that individuals benefit when their behavior
matches the behavior of their neighbors in the network. Hereby a node within a
network can adopt one of two behaviors A or B. The node receives pay-off a when
equaling its behavior with a neighbor that adopts behaviorA. b, respectively, denotes
the pay-off a node receives when both, her and her neighbor adopt behaviorB. When
choosing different behaviors, nodes receive a pay-off of 0 (other implementations
may introduce negative pay-offs for noncompliance). The total pay-off for each node
can accordingly be calculated as presented in (1) and (2). Here Pa

i denotes the total
pay-off for node i from choosing behavior A (respectively, Behavior B for Pb

i ), di

denotes the degree of node i and na
i (same for nb

i ) denotes the number of neighbors
of node i adopting behavior A (respectively, Behavior B).

Pa
i D ana

i (1)

Pb
i D b.di � nb

i / (2)

This determines that the best strategy for node i is to choose behavior A if na
i � bdi

and behavior B otherwise. Rearranging the inequality in (3), we get:

r � T with T D
b

aC b
and r D

na
i

di
(3)

In the absence of knowledge of the individual pay-offs a and b, a global threshold T
may be found experimentally, as shown in the remainder of this paper.

2.2 Data

We perform our experiments on two different data sets, both contain information
about adolescent friendship ties, as well as about different types of behavior.

(i) The first data set stems from the study “Determinantes do desempenho escolar
na rede de ensino fundamental do Recife” [16]. The survey was conducted
by Fundação Joaquim Nabuco (FUNDAJ) in 2013, gathering data from more
than 4000 pupils in public schools in the North-Eastern Brazilian city Recife.
Those data contain among others the social network of the pupils and their
performance in the subject maths at the beginning and at the end of the year.
Children were asked to nominate their five best friends. In this way, a network
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containing 4191 students was generated. However, 573 students that did not
nominate any friend within their class were removed from the data set, leading
to a total number of 3618 vertices.

(ii) The second data set is a selection of 50 girls from the social network data
collected in the Teenage Friends and Lifestyle Study [17]. Here the friendship
network as well as behavior in sports and substance use of students from a
school in Scotland was surveyed. The survey started in 1995 and continued
for 3 years until 1997. Students were 13 years old when the study started.
The study counted 160 participants of whom 129 participated during the whole
study. The friendship networks were surveyed asking the pupils to name up to
twelve friends. Pupils were also asked to report their behavior related to sports,
smoking as well as alcohol and cannabis consumption.

3 Diffusion of Behavior Modeled as a Coordination Game

We model the imitation of behavior of neighbors within the friendship network
according to the coordination game as presented in Sect. 2. As indicated in Sect. 2,
we posses no information about possible pay-offs a and b or eventual costs of
transition and hence aim to find the threshold GT experimentally. This means that
a vertex within the network changes its state over time depending on the state of
its neighbors. For simplicity, the vertices may adopt one of two different states
according to the investigated behavior. Hereby one state indicates that the vertex
adapted behavior A, the other possible state indicates the adaption of behavior B.
For each iteration, the current ratio ri is being calculated. Here ai denotes the number
of neighbors of node i that adapt behavior A and ni denotes the total number of
neighbors of node i.

ri D
ai

ni
(4)

If the perceived ratio ri is higher than the global threshold GT and the state of
node i is B , the node changes its behavior towards Behavior A. Conversely, if ri

is below GT and Node i’s behavior is A, it changes its behavior towards B. Due to
the differences in data representation, the coordination game had to be implemented
slightly differently for the two settings, as follows.

3.1 FUNDAJ

The only information available for more than one moment in time of the FUNDAJ
survey is the mark of the pupils in the subject maths for the beginning and the
end of the year. Although marks are not a behavior in themselves, they stem
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among others from individual behavior such as doing homework, paying attention,
and studying frequently. Marks are therefore considered a good indicator for the
behavior engagement at school. They are represented as numeric values between
0 and 100. In order to differentiate between two behaviors, students are classified
as good students or bad students according to their mark. Students whose mark
lies below the threshold tm are thereby classified as bad students and vice versa.
The setting of tm defines hereby the number of good students (positives) and bad
students(negatives) and hence affects heavily if nodes are predominantly connected
to positives or negatives. High values for tm generate large numbers of bad students
and smaller numbers of good students and vice versa. The ratio ri from Eq. (4) is
being calculated for each student at each iteration of the simulation. If required, the
mark for the next time step miC1 is being multiplied by the factor 1C f in order to
alternate the state of the node:

miC1 D mi � .1C f / (5)

Parameter GT sets the affinity of the nodes to change behavior. Thus, depending
on the proportions of positives and negatives, it either yields a volatile or a stable
system. Adaption parameter f also influences the stability of the system, where
volatility increases with increasing values of f .

3.2 Scottish Dataset

The Scottish data set contains information about four different behaviors, which
are practicing sports, drug (cannabis) use, alcohol-use, and smoking behavior.
Characteristic values differ slightly for the distinct behaviors, as there are, for
example, two increments representing the intensity of sports but four increments
for drug use intensity. Thus, we classified the characteristic values in order to obtain
a simplified two status situation. Table 1 presents the characteristic values and their
classification as Behavior A, all other values are accordingly classified as Behavior
B. In contrast to the FUNDAJ data, the representation of behavior by discrete values

Table 1 Classification of characteristic values for behavior

Behavior Characteristic values
Class as
behavior A if:

Sports 1 (non regular); 2 (regular) � 2

Drugs 1 (non), 2 (tried once), 3 (occasional), and 4 (regular) � 2

Alcohol
1 (non), 2 (once or twice a year), 3 (once a month), 4 (once
a week), and 5 (more than once a week) � 2

Smoke 1 (non), 2 (occasional), and 3 (more than once a week) �2
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required a slightly different imitation process. Hence, for the Scottish data set, if a
vertex changes its state, it, respectively, raises the behavior value by 1 if it aims to
adopt behavior A or, decreases the behavior value by 1 if it aims to adopt behavior B.
Information is available for three consecutive years. Hence the starting value for
each vertex in the coordination game is its behavior in year one. The quality of
the simulation is measured comparing the state of the simulation after a certain
number of iterations with the state of the real system after 2 years, here referred
to as benchmark tC1 or after 3 years, denominated as benchmark tC2. Moreover,
the friendship network of the girls in the study has been surveyed for each of the
3 years, the study lasted. This yields the three slightly different networks g1 at the
first survey, g2 after 1 year, and g3 after 2 years. This implicated for the simulation
that the neighbors that a vertex considers for the calculation of its state vary for each
year t according to the network gt. In order to incorporate those network dynamics
into the simulation, we changed the network used to define the adjacent vertices
of a node after completing 50 % of iterations. Experiments indicated that network
combination of g1 as representation for the friendship network in period between
year 1 and year 2, and g2 representing the friendship network in the period from
year 2 to year 3 outperformed the results for network combination .g2; g3/. Hence,
we assume that the more appropriate network combination is the former. Therefore
experiments and results presented in the remainder of this paper refer to network
combination .g1; g2/.

4 Experiments

4.1 Experimental Setup

Experiments were run for the two coordination game settings with varying param-
eters in order to find a parameter setting that leads to plausible results. As for the
simulation with FUNDAJ data, the simulation was conducted with all combinations
of the parameters GT (global threshold) and f (adaption parameter) for GT; f 2
Œ0; 0:2; 0:4; 0:6; 0:8; 1� and tm (classification of marks) with tm 2[20,40,60,80].
For simulations with the Scottish data set the parameter GT was set to values
GT 2 Œ0:0; 0:05; 0:1; : : : ; 1:0�.

4.2 Quality Measurement

In order to assess the quality of the respective simulation, four distinct quality
measures were applied: (1) match quality, (2) ROC-curves (3) graph-based quality
measures, and (4) average estimation error.
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(i) The most intuitive measure for the simulation quality is to compare the state
of each vertex vs after a certain number of simulation iterations with its state
in reality vr in benchmark tC1 or benchmark tC2. Hereby, we denote the case
when vs D vr as match and accordingly the case vs ¤ vr as miss-match. This
quality measure is named match-quality and denoted as q for the rest of this
work. The match quality q of the simulation can then be assessed as in (6),
where n denotes the total number of vertices:

q D

Pn
iD1 matchi

n
(6)

However, for skewed attribute distributions, this measure favors estimates with
high numbers of positive or, respectively, negative estimates and hence fails
to mirror the quality of the simulation when the distribution of attributes is
skewed.

(ii) The ROC-metric [18] sets the number of true positives (Recall) in relation to
the number of false positives (Fallout). Recall is the ratio of correctly estimated
positives values, the true-positives, and the total number of positive values
np. Fallout denotes the ratio between wrongly estimated positive values false-
positives and the total number of negative values nn.

Recall D
true � positives

np
(7)

Fallout D
false � positives

nn
(8)

The ROC-curve displays, respectively, Recall values for each simulation on the
ordinate and Fallout values on the abscissa. Values above the diagonal of the
graph indicate the existence of a signal and values below the diagonal may be
interpreted as noise. Thus, this metric provides a clearer picture of simulation
quality. Best estimates can be found mathematically maximizing the Youden-
Index [19] y as presented in (9).

y D Recall � Fallout (9)

(iii) For global analysis it might not be necessary to simulate the state of each
vertex correctly, as long as the system state can be predicted adequately.
Thus, as third quality measure, behavior distribution in friendship-patterns
was implemented. Hereby we define friendship-patterns in the network using a
modified version of NEGOPY [20]. According to NEGOPY, we define vertex
types as isolate, dyad, liaison, and group member. As we deal with undirected
networks, we do not classify tree-nodes. According to Richards, an isolate
is an individual with at maximum one friend. Two persons connected only
to each other are denoted as dyad. Liaisons are individuals with more than
50 % connections to members of different groups. Liaisons can also be nodes
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that are mostly connected to other liaisons and with less than 50 % links to
group members. A composition of minimum three individuals is referred to
as group, if the individuals share more than 50 % of their linkage, build a
connected component and stay connected if up to 10 % of the group members
are removed. For measuring the quality, the number of positive vertices np

k
in each friendship-pattern class k is calculated after each iteration of the
simulation. Subsequently, the error ek is calculated as difference between np

k of
simulated and real values. The average-error e denotes the weighted average
error of the simulation and nk the number of vertices in friendship-pattern k :

e D

nP
kD1

ek � nk

nP
kD1

nk

(10)

(iv) The average estimation error � assesses the average difference between
simulated values for behavior and real behavioral outcomes. Here n denotes
the total number of nodes in the simulation, while the difference between
simulation and reality for node i is represented by �i.

� D

nP
iD1

�i

n
(11)

4.3 Results

This subsection presents the results from the experiments presented earlier. We first
present results for the experiments with FUNDAJ data and subsequently report
results for experiments with the Scottish data set.

Results: FUNDAJ

Figure 1 presents the results for simulations with FUNDAJ data for 15 iterations.
Figure 1a contains ROC-curves for the experimental results with varying settings of
tm, GT , and f . For each investigated value of mark threshold tm, the figure illustrates
an individual ROC-curve. The dashed lines indicate the ROC-level of the respective
setting for tm before starting the simulation. Thus only parameter settings leading to
ROC-values situated above the respective dashed line can be considered as settings
that improve the quality of the simulation. The colored lines in Fig. 1b represent the
development of quality indicators q and e for distinct parameter settings and also
indicate the average estimation error � during the run time of the simulation.
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Fig. 1 ROC-curve and analysis for coordination game simulations with FUNDAJ data—15
iterations; for varying threshold marks tm, classifying the pupils as good students, if their mark
is greater than tm or bad students if their performance is below tm and for varying settings of GT
and f , as pointed out in parentheses (tm,GT ,f ). Recall D

true�positives
np ; Fallout D

false�positives
nn .

(a) ROC-curve FUNDAJ. (b) Analysis FUNDAJ-f D 0.2. (c) Analysis FUNDAJ-f D 0.4

The results with the highest Youden-Index in simulations with FUNDAJ data
set are indicated by arrows pointing from the respective parameter settings for
mark threshold tm, global threshold GT , and adaption parameter f in parentheses
as (tm, GT , f ) in Fig. 1a. The results for q, e, and � of those most promising
parameter settings are presented in Fig. 1b and c. The more detailed analysis of the
five parameter settings that were performing best in ROC-curve analysis in Fig. 1b
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yields increasing e and increasing estimation error � while q continuously decreases.
However, as presented in Fig. 1c the second best performing parameter settings from
ROC-curve analysis lead in general to a decay of e and significant growth of q
whereas at least one setting (80, 0.2, 0.4) also decreases estimation error � slightly.

Results: Scottish Data

Figure 2 illustrates the results for experiments with the Scottish data set for
50 iterations for each of the investigated behaviors. The solid lines in Fig. 2a
illustrate the Recall–Fallout relation for varying parameter settings and for different
behaviors. The black diagonal line in this graph indicates Recall–Fallout ratios that
represent random processes, while the dashed lines indicate the ROC-level of the
start situation. Since experiments with Scottish data were run with two different
networks as explained in Sect. 3, analysis of q, e, and � in Fig. 2b–e contains blue
lines, indicating the values calculated in relation to benchmark t+1 and red lines,
representing the results calculated in relation to benchmark t+2. ROC-curve for the
simulation of diffusion of behavior sport in Fig. 2a is very close to the diagonal of
the graph, indicating that the simulation is rather a random process. Furthermore
ROC-values cannot reach the ROC-level before starting the simulation indicated by
the dashed line. However, there are two values for t that yield ROC-values above the
diagonal of which t = 0.55 generates the most promising results. Hence, q, e, and �

development are analyzed over the whole run time in Fig. 2b. It is observable that
e in t C 1 indicated by the blue line decreases significantly until the 25th iteration,
which is when the network gt is replaced by network gtC1. After the 25th iteration,
e in tC 2 decreases heavily. � decreases slightly for benchmark tC 2 but increases
if compared to benchmark t C 1. Although decreasing for the first five iterations,
q remains stable during the following 20 iterations and slightly improves after 25
iterations.

ROC-curve for smoking behavior in Fig. 2a yields positive results for t 0.35,
0.4, and 0.45, significantly outperforming the initial ROC-value indicated by the
dashed line. A deeper examination of q, e, and � development during run time in
Fig. 2c shows that as compared with benchmark t C 1 neither q, nor e or � develop
positively. Though, compared with benchmark t C 2 a strong improvement of q as
well as a significant decrease of e and a slight decrease of � is observable.

The t values indicated by the ROC-curve for alcohol-use in Fig. 2a do not reach
initial ROC-level and yield decreasing q and increasing e until the underlying
network is changed after 25 iterations, initiating a slight improvement of those
values for both benchmark values as presented in Fig. 2d. Nevertheless, q never
reaches a value higher than the start value, also e does not drop under its start value
and � remains on an equal level. ROC-curve for drug-use in Fig. 2a yields positive
results for t 0.35, 0.4, and 0.45, slightly exceeding the initial ROC-value. Figure 2e
presents decreasing e and �, as well as increasing q over the run time for benchmark
value tC 2, while all quality measures develop negatively for benchmark tC 1.
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Fig. 2 ROC-curves and analysis for coordination game simulations with Scottish data set—50
iterations. For varying behaviors and for varying settings of GT . Recall D

true�positives
np ; Fallout D

false�positives
nn . (a) ROC-curves Scottish data. (b) Analysis sport—GT D 0:55. (c) Analysis

smoking—GT D 0:45. (d) Analysis alcohol—GT D 0:65. (e) Analysis drugs—GT D 0:35
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5 Discussion

5.1 FUNDAJ Data Set

As pointed out in Sect. 4, the parameter setting (80, 0.2, 0.4) performs best as under
this setting average-error e is being more than halved (approximately 75 %). For this
setting also match quality q increases slightly, � shows a small decay, and Youden-
Index improves. This indicates that the setting reasonably approximates the real
system state. However, simulation is not very adequate in estimating the individual
behavior. Thus we argue that diffusion of marks can be reasonably modeled as a
coordination game if the researcher is willing to disregard individual states and is
interested in the global state of the network instead. Results further indicate that 15
iterations under the given parameter setting are good for approximating one school
year.

5.2 Scottish Data Set

Simulating the coordination game spread for behavior sport with GT D 0:55 yields
a relatively small Youden-Index and cannot improve the ROC-level of the initial
situation. However, the development of average-error for benchmark t C 1 and
tC2 yields improvement of the overall state of the network, while decreasing match-
quality q and increasing � for both benchmarks. Although improving the estimation
of the general network state, setting GT D 0:55 cannot improve the estimation
quality and can therefore not be considered a good setting for GT .

As for simulating the spread of behavior smoke throughout the given network,
we found strong evidence for the suitability of parameter GT = 0.35, 0.4, and 0.45
in the ROC-curve. Run time analysis of e, �, and q indicates that the parameter
setting when run on network g1 cannot reproduce the spreading during the first
year, since the former grows while the latter declines for the first 25 iterations.
However considering benchmarks tC 2 and network g2, all three quality indicators
support the hypothesis that spreading occurs as a coordination game with t = 0.35,
0.4, or 0.45. Recall that children were around age 13 when the study started,
this discrepancy may be explained by the nature of the behavior smoking, which
probably has a higher attraction to children aged 14–15 than to children aged 12–13.
Similar but not as striking evidence can be found when examining behavior drug-
use. As drug-use has been explicitly surveyed as the use of cannabis, this seems
coherent, since tobacco use does commonly precede cannabis use. Conversely, for
the behavior alcohol-use, results are not clear. ROC-curves indicate that parameter
settings yielding reasonable estimates of the real situation exist. Yet, run time
analysis of those cases show that those promising parameter settings do not lead to
an improvement of the estimation. Hence, we argue that for alcohol-use we cannot
find evidence that spreading of behavior can be modeled as a coordination game
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within the given data set. This might also be related to the age of the students,
since parents influence might be stronger during this period. Additionally due to the
restriction of available data to female students the lack of spreading could be gender
related.

6 Conclusion

In this paper we adopted the coordination game mechanism for simulating the
spreading process of behavior throughout social networks. We ran the simulation on
two different data sets, the FUNDAJ study with school children from metropolitan
area of Recife and the study from Scottish female pupils. We investigated the
spread of behavior “commitment to school education” represented by the marks
of the pupils in the FUNDAJ study, as well as the behaviors “Substance use” for
tobacco, drugs, and alcohol and the behavior “practicing sports” as surveyed in the
Scottish data set. We found good indications that a coordination game mechanism
underlies the spread of behavior “commitment to school education” as well as
“smoking” and “drug-use” but could not find comparable evidence for behavior
“Alcohol-use.” Results for behavior “practicing sports” were not clear. We argue
that the missing evidence for behavior “Alcohol-use” may stem from the nature of
the data set, since surveyed individuals were below 16 years of age until the end of
the survey. Moreover only female pupils participated. Since male adolescents are
more susceptible to early alcohol-use, this could be an explanation for the lack of
evidence, for that particular aspect.

This work serves as a first step in simulating the spread of behavior throughout
social networks, since it provides evidence that (1) there is an underlying game-
environment for the agents within the social system (2) that it can be modeled
as a coordination game. However, the players of this game, the bounded rational
agents [21] might be equipped with decision finding mechanisms that better
approximate human decision making. Though driving the social systems from a
real start situation towards the state in reality after one or, respectively, two years,
the investigated deterministic mechanism still lead to a considerable difference
between the real and the simulated system. Hence, we argue that the deterministic
mechanism is not fully capable to simulate human bounded rationality and the
lack of information humans face within their decision process. Besides this,
eventual noise within the data and external influences may not be represented by
a deterministic mechanism. Future work should therefore deal with the creation of a
heuristic decision mechanism for the individual agents, that better represents human
decision making within a coordination game setting. In addition, a binary behavioral
variable is an extreme simplification for the on continuous scales measured nuances
of human behavior such as sports activities, drug and alcohol consumption, or
school performance. It is therefore desirable to investigate how more complex
scaling systems influence the outcomes of this research. Furthermore, inter-temporal
components shall be introduced, representing an “aging” of relations and behaviors,
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modifying the influence of neighbors according to the “age” of the friendship, as
well as according to the past behavior of the neighbor. In the same sense, friendship
weights may be modified according to the position of friends within the individual
networks since people may tend to follow “role models.” Finally, the presented
mechanism must be applied to different data sets in order to empirically verify the
results.
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A Model of Social and Economic Capital
in Social Networks

Bogumił Kamiński, Jakub Growiec, and Katarzyna Growiec

Abstract We propose an agent-based model allowing to simulate social and
economic capital stock on aggregate and individual level in the economy. It is
shown that different topologies of the social network lead to varying levels of both
types of capital in the economy and that there is a trade-off between social and
economic utility which they ultimately convey. Therefore, under mild conditions
“small world” type networks should provide an optimal balance between both types
of capital. We also find that individuals who form “bridges” in the social network
can benefit from their importance in the network both in terms of their social and
economic utility.

Keywords Bonding social capital • Bridging social capital • Economic capital •
Social network structure

1 Introduction

The objective of this work is to identify the impact of selected structural charac-
teristics of individuals’ social networks on their willingness to cooperate, social
trust, and—in consequence—on their labor productivity and earnings. As these
relationships are studied both at the individual and the aggregate level, we shall thus
also address the question, to which extent population-wide social network structures
(and the implied aggregate social capital stocks) affect the average willingness to
cooperate and average labor productivity in an economy.

The direct reason for undertaking the current research is the fact that—although
many of the theoretical definitions of social capital invoked in the literature relate
directly to the structure of social networks [1, 2]—empirical studies typically rely on
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heavily simplified operationalizations, largely due to the problems with availability
of sufficiently detailed data. In particular, according to our best knowledge, the
literature lacks a thorough empirical quantification of structural characteristics of
social network such as their local density, heterophily of the social network, or
the durability of social ties. Simultaneously, the available mathematical models
of economies which attempt to capture the economic role of social capital, e.g.,
[3, 4], generally achieve analytical tractability at the cost of making strong prior
assumptions about unrealistic network structures.

2 Model Description

The model is designed and analyzed according to the multi-agent approach. We
assume a population of n 2 N agents who are placed along a circle—thus agent
1 is the neighbor of agents 2 and n. Agents are linked to one another. By a link
between agents i and j we mean their social tie, in line with the definition due to
Bourdieru [5].1

The binary matrix R of dimension n � n captures the links between agents and
is generated according to the Watts–Strogatz algorithm, cf. [6]. If Ri;j D 1, then we
say that agent i is linked to agent j with a social tie. Otherwise Ri;j D 0. It is assumed
that social ties are symmetric, so that Ri;j D Rj;i for all pairs i; j. By Di D

Pn
jD1 Ri;j

we denote the number of agent i’s social ties (degree of the node).
The Watts–Strogatz algorithm has three parameters that influence the structure

of generated network: population size n, rewiring probability �, and radius r. In the
initiation phase agent i is connected to agents that are within the radius r, i.e., its
set of neighbors is fj W 0 < min fji � jj; n � ji � jjg � rg. Next each connection is
changed to a different random connection with probability �. Hence, the “rewired”
network is always between lattice network (� D 0) and random network (� D 1).
For moderate values of � we obtain the so-called small world networks.

We assume that the location of agents on the circle reflects their similarity, e.g.,
membership in the same social groups. Formally we define similarity of agents i and
j as their distance along the circle normalized to the interval �0; 1�:

Si;j D 1 � 2 min fji � jj; n � ji � jjg=n: (1)

Observe that initially (before rewiring) Watts–Strogatz algorithm connects similar
agents. This is a desired property from the perspective of the proposed model as it
implies a situation where agents do not contact other agents that are significantly

1Bourdieu [5]: “Social capital is the aggregate of the actual or potential resources which are
linked to possession of a durable network of more or less institutionalized relationships of mutual
acquaintance and recognition—or in other words, to membership in a group—which provides each
of its members with the backing of the collectivity-owned capital, a ‘credential’ which entitles them
to credit, in the various senses of the word.” (p. 128).
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different than them (eg. belong to a different social group). After rewiring we can
get the other extremum when � D 1 and the network is fully random: similarity has
no influence on the structure of social ties of agents.

Putnam [1] defines bonding social capital measures linkages between similar
agents. Therefore we define agent i’s bonding social capital stock as:

Ai D

nX

jD1

Ri;jS
˛
i;j; ˛ > 0: (2)

Under this definition the social capital of an agent will be maximal for � D 0 and
decrease as � grows. We introduce control parameter ˛ to be able to test how the
speed of decay of value of similarity between agents influences the results.

The bonding social capital stock will also be called the social utility of an agent.
The average level of bonding social capital in the society can be computed as:

A D
nX

iD1

Ai=n: (3)

The heterophily coefficient of agent i’s social network is defined as:

Hi D 1 � Ai=Di: (4)

This coefficient helps assess to which extent the average person with whom agent
i maintains social ties differs from herself in terms of their social characteristics
(i.e., along the similarity dimension Si;j). We assume that the more diverse the set
of agents known by the given agent is the more she will be willing to cooperate in
economic interactions.

The graph R is then used to define the social distance between agents, Li;j 2

N [ f1g, equal to the length of the shortest path connecting agents i and j. The
interpretation of Li;j is how many “hops” between people linked with social tie are
needed to connect i and j. We assume that the higher the Li;j the lower the trust
between the agents is when they interact.

Following Xianyu [7], we consider the case where agents interact economically
with others by playing the “prisoner’s dilemma” game with them. In the game if two
agents are engaged in an economic interaction, then they both independently have
to decide if they want to cooperate. We assume that if the agent decides to exploit
(does not want to cooperate, is a “free rider”) his partner, then she gets a better
payoff than when she would make an effort to cooperate. However, if both parties
play exploitation strategy they are worse off than when they would cooperate. This
set of assumptions naturally leads to prisoner’s dilemma setup.

We assume that the individual i’s willingness to cooperate depends on the
heterophily coefficient of her social ties (trust through “experience”) as well as
the social distance between i and j (trust through “acquaintance”). This probability
equals:
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Pi;j D .1 � ˇ C ˇHi/L
��
i;j ; (5)

where ˇ 2 Œ0; 1� and � > 0. As for ˛ the parameters ˇ and � can be varied to
analyze how sensitive the results are to the relative importance of experience and
acquaintance factors (we take that if Li;j D 1, then L��

i;j D 0). In particular if
ˇ D 0, then Hi is not important at all and if ˇ D 1, then it is very important.

Agent i’s average willingness (probability) to cooperate in the prisoner’s dilemma
game is identified with agent i’s social trust level:

Ti D
1

n � 1

nX

jD1

Pi;j: (6)

Thus we assume that social trust of agent i is proportional to (1) the average
shortest path length between agent i and a randomly chosen other agent, and (2)
the heterophily coefficient of agent i’s social ties. This assumption is in line with the
empirical literature which finds that social trust can be acquired via demonstration.
The average level of social trust in the society is defined as:

T D
1

n

nX

jD1

Ti: (7)

The bridging social capital stock of agent i measures how important she is in
providing connections in the social network and is defined as follows. First, we
consider the expression:

1

.n � 1/.n � 2/

X

j¤i;k¤i;j¤k

L��
j;k : (8)

It is the average path length between random two agents other than agent i under
the transformation L��

j;k used in the formula (5). Then we consider a social network

where the node i has been removed. We compute the updated path lengths fLj;k and
evaluate:

1

.n � 1/.n � 2/

X

j¤k

fLj;k
�� : (9)

The difference between formulae (8) and (9) signifies the extent to which the
presence of agent i in the network has been reducing the distances between any
two other agents in terms of the measure T . This difference will be denoted as Bi

and called the bridging social capital stock of agent i. The average bridging social
capital stock in the society is denoted as
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B D
1

n

nX

iD1

Bi: (10)

The concept of economic utility of agent i is based upon the assumption that
each agent i plays the prisoner’s dilemma game will all other agents with whom she
maintains social ties. Then, agent i’s payoff matrix can be normalized to:

G D

�
1 0

gdc gdd

�
; (11)

where agent i’s strategies are indicated in rows, and the opponent’s strategies—in
columns. The first row/column denotes the decision to cooperate, and the second
one—to defect. For the prisoner’s dilemma game we have 1 < gdc < 2 and 0 �

gdd < 1.
When agent i meets agent j, each of them independently decides whether to

cooperate or not. Agent i’s probability to adopt the cooperating strategy equals to
Pi;j. Hence, the mixed strategy of player i against player j is:

�
Pi;j 1 � Pi;j

	
. For such

a setup, agent i’s expected payoff when playing against j equals:

Ei;j D
�
Pi;j 1 � Pi;j

	
G

�
Pj;i

1 � Pj;i

�
: (12)

In conclusion, agent i’s economic utility measure, assuming that she plays the
prisoner’s dilemma game with every other agent j ¤ i, is equal to:

Ei D
1

n � 1

X

i¤j

Ei;j: (13)

The average economic utility in the society amounts to E D
Pn

iD1 Ei=n.
In the ensuing analysis, we are going to assume that agents intend to maximize

their total utility, which is positively related to both social utility Ai and economic
utility Ei. Under such an assumption, our model allows for analyzing the theoretical
relationships between social network structures and economic outcomes both at the
aggregate and the individual level.

3 Preliminary Results

Simulation analysis of the proposed model shows that there is a general negative
relationship between the aggregate social utility (A is maximized for regular graphs)
and economic utility (E is maximized for random graphs), in line with the empirical
findings. Therefore, under the assumption of a constant expected marginal rate



200 B. Kamiński et al.

of substitution between both sources of utility, “small world” networks should be
socially optimal.

At the individual level, our results indicate that the agents’ bridging social capital
stocks (B) are positively correlated both with their social utility (A) and economic
utility (E). This confirms that “bridges” in the social network can benefit from their
importance [8] in both dimensions of their utility.
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The Impact of Macro-scale Determinants
on Individual Residential Mobility Behaviour

Andreas Koch

Abstract Models of urban residential mobility usually take a bottom-up
perspective by emphasising individual (household) decisions on locational
preferences. These decisions are, however, framed by social, economic, and
political forces such as markets, legal rules, and norms. The chapter therefore
presents a preliminary attempt to incorporate macro-scale determinants, such as
housing market mechanisms and urban planning decisions, into an agent-based
model (ABM) to simulate patterns of residential mobility more comprehensively.
The case study refers to the city of Salzburg, Austria.

Keywords Human agency • Social forces • Urban segregation • Agent-based
modelling

1 Introduction

Theories of urban residential mobility in general and of segregation processes
such as gentrification in particular can be roughly distinguished into micro-level
approaches of human agency and macro-level approaches of social forces. The
first set of approaches tries to explain patterns of socio-spatial fragmentation with
small-scale clusters of socially similar distributions of households embedded into
a heterogeneous and diverse composition of communities at the urban scale by
individual autonomous decision-making processes. The second set focuses pre-
dominantly on large-scale economic and cultural forces which act contemporarily
under neoliberal regimes of profit making. The impact of bottom-up processes
on the structuring of housing allocation can be properly analysed by theories of
emergence and, methodologically, by the application of agent-based modelling
[1–3]. Top-down influences or determinations, in turn, can be adequately described
by downward causation in theory and, methodologically, once again by agent-based
modelling or microsimulation approaches [4–6].

A. Koch (�)
Department of Geography and Geology, University of Salzburg, Salzburg, Austria
e-mail: andreas.koch@sbg.ac.at

© Springer International Publishing AG 2017
W. Jager et al. (eds.), Advances in Social Simulation 2015, Advances in Intelligent
Systems and Computing 528, DOI 10.1007/978-3-319-47253-9_17

201

mailto:andreas.koch@sbg.ac.at


202 A. Koch

The chapter presents a preliminary attempt to incorporate macro-scale deter-
minants, such as housing market mechanisms and urban planning decisions, into
an agent-based model (ABM) to simulate patterns of residential mobility more
comprehensively. In doing so, this model serves as an interim stage for the ultimate
goal of designing a model that represents socio-spatial and economic-spatial
micro-macro linkages of urban housing dynamics in a more sophisticated way.
Theoretical references draw, among others, on the rent gap theory—the hypothesis
of a “disparity between the potential rents that could be commanded by [ : : : ]
properties and the actual rents they are commanding” ([7], p. 145)—and theories
of housing segregation that consider the allocation of living space and city districts
to households in explicit ways [8, 9].

The ABM used here builds upon an existing model of residential mobility
which has been created for the city of Salzburg, Austria, to provide bottom-up
simulations for patterns of spatial distribution of households with different socio-
economic status and social preference [10]. In the remainder a brief description of
the original ABM and its macro-structure extension is given, followed by some first
and preliminary results.

2 The Model Design

The current version of the segregation model is a conceptual simulation model. Its
primary aim is to verify the model’s purpose, which is to achieve an understanding
of intra-urban residential mobility in order to detect mechanisms of emergence.
The newly built-in component aims to represent the targets of urban planning and
real estate agencies that are practically realised through the implementation of large
housing estates. The question raised here is how these large housing estates affect
individual migration behaviour. We use two types of housing estates: the first one
consists of more or less homogeneous units of social housing; the second is a mix
of social housing and private properties.

The agent population is subdivided into four groups, representing households
with different socio-economic and socio-demographic characteristics. These include
social status, as well as different preferences towards their social neighbourhood
environment. Agents are forced to move if they cannot afford living at the current
location. In addition, they are able to move voluntarily if they are dissatisfied
with the social environment in their neighbourhood. In contrast to other ABMs of
segregation, however, not all dissatisfied agents actually do move, due to different
reasons (e.g. relocation is expensive, existing social ties are threatened to become
dissolved, potential new ties are unsure). On the other hand, a small proportion
of households chooses to move, even though they are satisfied with their place of
living (again, due to different reasons such as changes in household size, aspiration
for a newly built home or changes in the services infrastructure). The resolution
of the city is set to approximately 15,000 spatial entities inhabited by 150,000
citizens. A number of 4000 agents is selected as potential intra-urban movers,
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which is a conservative estimation of 2.7 % of the total population. Initially, agents
of all four subgroups are randomly distributed over the urban space, according
to the price per patch, i.e. initially, all agents can afford the dwelling they are
living in (for further details, see [10]). With regard to the standard model (without
implementation of large housing estates), two phenomena are interesting and
noteworthy: first, compared to a Schelling-type model, segregation is no longer
a common phenomenon that is evenly distributed over the urban space. Instead,
segregation is spatially concentrated on some places of the city. Second, segregation
takes place notwithstanding.

For the extended model two large housing estates have been inserted into
two different city districts. The socially homogeneous housing estate with a high
proportion of social housing has been realised in a less affluent district (Itzling)
in order to support affordable living conditions for the local communities. This
housing estate represents an actually existing urban planning realisation. The second
estate, following a “social mix” housing concept, has been realised in a wealthy
city district of Salzburg (Aigen) and represents an actual realisation of future urban
planning. In order to analyse the question of how large housing estates influence
individual migration decisions under the pre-conditions of individual affordability
and preferences, the size of the two housing estates has been varied by three steps.
In addition, migration dynamics have not only been investigated within the housing
estates, but also in the immediate local surroundings. The ABM has been created
with NetLogo 5.2.0 [11]. Eleven repetitions of simulation runs have been conducted
for each initialisation of the variable set, and the mean values of these 11 runs have
been used. The simulation time has been set to 150 steps.

3 Some Selected Model Results

A comparison of the allocation patterns of the four agent groups of the standard
model with the extended model reveals, among others, one common result: the two
large housing estates do not exert a significant influence on the large-scale level of
the entire city. In comparison, the most affluent agent population, defined as “red
agents” (with a strong affinity to a “social status” neighbourhood similarity and less
pronounced “social attitude” neighbourhood similarity), appears to be easily able
to create neighbourhoods of similar agents. This is, however, also true for the least
affluent agent population, the “blue agents” (with opposite characteristics compared
to those of the “red agent” population). The blue agents are, however, not as often
able to do so, because they concentrate on places of less expensive districts which
hardly exist. The middle-income agent populations, the “green agents” and the
“yellow agents” (with more balanced preferences towards social status and social
attitude), exhibit less pronounced segregation tendencies.

More interesting are the local dynamics within and around the newly created
large housing estates. The case of Itzling (high proportion of social housing)
illustrates that all four agent populations can achieve quite similar levels of
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Fig. 1 Dissatisfied agents in Itzling and Aigen, compared across agent populations. Left: largest
housing estate (radius of ten cells for site and for neighbourhood development); right: smallest
housing estate (radius of two cells for site development)

dissatisfaction (see Fig. 1), which are relatively independent from the size of the
estate. The larger the housing estate area is, the less easily are red agents capable of
realising their preferences and needs (this is also true for green and yellow agents,
but to a lesser degree). One explanation might be that they are not as easily able
to achieve their goals in terms of status satisfaction, which is obvious from an
empirical perspective, as social housing is dedicated to less affluent households. The
case of Aigen (mix of social housing and private property) is somewhat different.
The blue population has the highest percentage of dissatisfied agents, irrespective
of the size of the housing estate; living in a high-price place is most difficult for
them, although urban planning has developed strategies of inclusion. Surprisingly,
unhappy red agents are ranked second, but maybe this is again because of the mixing
strategy, which makes it more difficult to achieve the goal of homogeneous social
neighbourhoods in sustainable ways.

A change of the basis of comparison from across-agent to within-agent popula-
tion comparisons leads to another insight: the different dynamics of how agents
struggle with their spatial and social environment. In this case the migration
behaviour (measured again by levels of dissatisfaction) of the four agent populations
over the two districts is compared. As Fig. 2 illustrates, this dynamic is less
pronounced for the red and blue agents, as is the case for the green and yellow
agents (see Fig. 3).

While red agents feel most comfortable in a small housing estate in Itzling and
much less comfortable in larger units in both districts, the blue agent population
exhibits a sharp distinction between Itzling (smaller degrees of unhappiness) and
Aigen. The common competition for affordable living space gives the red agents an
edge due to a higher degree of economic power, which in turn provides them with
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Fig. 2 Dissatisfied red agents (left; purple D Itzling, red D Aigen) and blue agents (right; light
blue D Itzling, dark blue D Aigen), compared across districts. Solid lines represent small housing
estates, dotted lines large housing estates

Fig. 3 Dissatisfied green agents (left; light green D Itzling, dark green D Aigen) and yellow
agents (right; light orange D Itzling, yellow D Aigen), compared across districts. Solid lines
represent small housing estates, dotted lines large housing estates

more opportunities to live in close proximity—even in areas that are spatially less
attractive. The blue agents, on the other hand, are displaced to locations with a high
degree of social housing, preventing social interactions with other social groups.

The migration behaviour of the green and yellow agent populations is much more
volatile, even though they show lower levels of dissatisfaction. Furthermore, there
is no clear segregation pattern, neither in terms of the size of the housing estate nor
of the city district and thus the planning strategy (social housing or social mix).
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4 Conclusion

The extension of the standard model towards an incorporation of macro-level
determinants is necessary to better understand the mutual relationships between
individual residential mobility behaviour and social impacts affecting it. Some
results can claim epistemological plausibility, such as the evolution of dissatis-
faction of the red and blue agent populations. However, other results need further
investigation since they exhibit unexpected social and spatial effects of initial model
settings. The results presented here are partly based on reliable variable settings
(e.g. the relationship between income and rent price development), partly they
lack justification (e.g. all four agent populations are of the same size). Therefore
a more thorough analysis of value ranges of the variables in use is necessary. On
the other hand, and due to the conceptual status of the current model, it is possible
to generalise the results to some degree—based on the given model design and its
purpose.
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Modelling the Energy Transition: Towards
an Application of Agent Based Modelling
to Integrated Assessment Modelling

Oscar Kraan, Gert Jan Kramer, Telli van der Lei, and Gjalt Huppes

Abstract To attain a better understanding of the energy transition we have applied
Agent Based Modelling (ABM) to Integrated Assessment Modelling (IAM) in an
abstract model with which we developed a proof of concept model of society’s
response to a changing climate and energy system. Although there is no doubt that
large scale neoclassical IAMs have provided key insights for business decisions and
policy makers, we argue that there is a need for an approach that focuses on the role
of heterogeneous agents.

With our abstract ABM based on agents with heterogeneously spread discount
rates we were able to give a new perspective on appropriate discount rates in the
discussion between mitigation and adaption to climate change. We concluded that
applying ABM to IAM yields good prospects to the further development of the
implementation of society’s response to a changing environment and we propose
future additions of the model to include adaptive behaviour.

Keywords Integrated assessment modelling • Agent based modelling • Cost–
benefit analysis • Mitigation • Adaptation • Climate change

1 Introduction

Since we only have one Earth and hence no possibilities to experiment, we use
energy models and their resulting scenario’s to understand the dynamics of the
energy transition from a fossil fuels based to a zero-carbon emission energy system
and quantify narratives about how this transition could evolve [1]. The response
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of society to a warming climate with its associated unclear consequences on the
economy and biosphere are substantially uncertain because it is faced with difficult
trade-offs that have different time horizons to address the problem [2].

With this in mind it is not surprising that there is a growing scientific recognition
that there is a need to focus attention to model the economy, the energy system and
its environment from the bottom up concept of complex adaptive systems (CASs)
[3–5]. CASs are systems that are shaped by decision by heterogeneous adaptive
agents on different levels such as countries, companies and individuals. We have
applied this concept with the use of agent based modelling (ABM) with which
we could focus our attention to the integration of society’s response to a changing
climate and energy system into integrated assessment models.

At the moment, most large scale top down models that combine climate and
economy, the so-called integrated assessment models (IAM), rely on more or
less elementary forms of the prevailing neoclassical theory of economic growth
modelled with computer equilibrium models. Although there is no doubt these IAM
and other neoclassical energy models (for an overviews look at [6]) have provided
key insights for business decisions [7] and policy makers, “a basic problem is
the underlying paradigm of an intrinsically stable economic system that follows
an optimal growth path governed by the investment of perfectly informed rational
actors maximizing a universal intertemporal utility function” [8]. Other researchers
have distinguished the same problem [9, 10].

The development of behavioural economics in the field of economics [11] and
the development of the field of complexity science in computer science has given
rise to increased attention to the integration of society’s response to the energy
transition in IAM with ABM [3, 8, 9, 12]. ABM is used to simulate complex
adaptive systems (CAS) such as the energy system [12] and is well suited to model
adaptive heterogeneous agents that, based on their decisions, can be part of emergent
system behaviour. Whereas previous studies such as [13] used ABM to show the role
of adaptive change of agents this study focuses on the heterogeneity of agents.

To address the need for a better understanding of the energy transition and
to quantify narratives of worldviews on how this transition can happen based on
heterogeneous adaptive agent decisions, the conceptualization of an ABM should
start with the simplification of the energy transition to its key characteristics and the
assumption on how agents make decisions.

This study shows the results of a proof of concept agent based model of the
energy transition within which heterogeneous agents apply a classical cost–benefit
analysis (CBA) to the problem of mitigation versus adaptation. Future adaptive
behaviour aspects to add to this model are proposed.
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2 Background

2.1 CBA and Discounting

Research has put a lot of attention to the timing of mitigation versus adaptation
[14] with the use of CBA [15]. CBA is an economic analysis to evaluate options
generating costs and benefits on different time-scales [15]. These costs and benefits
are evaluated on their present value by multiplying them with the discount factor
which depends on the applied discount rate. The assumption that humans and
animals discount the future has been proven by empirical studies in economics and
behavioural ecology [16]. The large time lag between when society incurs the cost
and reaps the benefits of decisions by agents to mitigate climate change makes a
CBA sensitive to the discount rate.

Because of the non-linear characteristics of earth’s climate the exact relationship
between GHG emissions and a warming climate (the climate sensitivity) and the
effect of a warming climate on our economy (the socio-economic sensitivity) [2]
and biosphere are for a large part uncertain. This gives rise to different ethical
worldviews about how to solve the problem of a warming climate. These different
worldviews translate to some extent to the different discount rates researchers apply.

Researchers have questioned how these different worldviews should be incorpo-
rated in IAMs and what discount rates would be appropriate [16–18]. The spectrum
is stretched by on the one hand Stern applying a near zero pure rate of social time
preference, and Nordhaus applying a market conform discount rate. However there
is general consensus among scholars that total climate change damages are larger
with larger cumulative CO2eq stabilization levels [19].

Our ABM can account for these different worldviews by modelling heteroge-
neous agents that apply different discount rates in their individually applied CBA.
Other scholars have argued that CBA is of limited use to evaluate decisions to
mitigate climate change because of deep uncertainty in the climate and socio-
economic sensitivity [20]. By acknowledging their contribution to the discussion on
CBA in IAM, we argue that by addressing the uncertainty with sensitivity analysis
on key variables, the model is fit for purpose.

3 Conceptualisation of the Model

3.1 Purpose

The purpose of the model is to simulate the energy transition and quantify narratives
about how such a transition can evolve by narrowing the system down to its main
characteristics. More specific we try to give a new perspective on the appropriate
discount rate in models that discuss mitigation and adaptation to climate change.
The emergent system is described by the CO2eq emission level and the system
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costs at the end of the runtime of the model. The model is written in the software
environment of Netlogo. Its code and the exact equations for the variables can be
made available by the author upon request. The model has been validated with
recording and tracking behaviour, single-agent testing and multi-agent testing as
proposed by Van Dam [21].

3.2 Agents and Their Environment

The system is composed by one type of agent, that represent members of society
in all its forms, business decision makers, country representatives or individual
consumers that use fossil fuels and can make a decision to invest in a GHG-
mitigating technology based on individually performed CBA. The timescale is
arbitrary but notionally equivalent to the year 2100.

Agents are assumed to emit a standard unit of CO2eq emissions which over time
results in cumulative stock of CO2eq emissions. Agents have a binary choice to miti-
gate these emissions completely. This decisions results in a cumulative investment in
mitigation technology. The investment costs of a mitigation technology are assumed
to go down exponentially based on the learning curve of these technologies.

How the adaptation costs, in our model equivalent with the climate change
damage costs, actually will evolve is faced with uncertainty. The model assumes a
climate change damage function which represents the adaptation costs agents have
to make. This damage function is a function of cumulative CO2 emissions with a
large parameter bandwidth reflecting the deep uncertainty on climate and socio-
economic sensitivity. This parameter bandwidth is expressed with the curvature of
the adaptation-cost function, as well as it’s begin and end points. When referred to
the “normal” adaptation-costs function, we refer to an exponential upward curve as
other researchers have identified as most probable [16].

The worldview of an agent on how adaptation costs will evolve is expressed by
the discount rate which translates in a discount factor that exponentially depends on
time and the discount rate. The discount rate is randomly given to agents based on
an exogenous discount rate distribution, is fixed to the agent and is uncorrelated to
their.

The summation of the present value of benefits an agent will gain by mitigating
now is the summation of the present value of avoided climate change damages over
the years, reflecting the difference between climate change damages with or without
the cumulative emissions an agent would have emitted when he would not have
made the investment (business as usual (BAU)) (Fig. 1).
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4 Narratives

The conceptualisation of the models finds it origin by agents in reality at different
levels. Individual consumers will realistically not take into account the specific
adaptation costs they prevent when they invest in solar panel because of the large
sensitivity in the climate and socio-economic system. However, mitigating agents
intuitively do understand that they make a small contribution to a better world.

If we look at country level we could argue that agents will take the benefits
for avoided climate change adaptation more seriously as they can mitigate a larger
percentage of the total cumulative GHG emissions in the BAU scenario by imposing
policies and regulation on to their agents. However, due to the political lifetime in
the different political systems they will have a longer or shorter foresight which they
take into account.
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The trade off between mitigating and adaptation is difficult because of their
different time horizons. If agents mitigate now because they apply a low discount
rate, agents will possibly avoid GHG emission which will not have a large influence
on the economy for later generations. Due to the high uncertainty in climate
and socio-economic sensitivity mitigation can been seen as insurance for more
influential adaptation. However, by investing to late because of a worldview that
supports a low climate change damage function, climate change damages can
hardly be avoided because relatively small contribution mitigating will have on the
cumulative CO2eq emissions and of the large time lag in the climate system.

5 First Results

In Figs. 2 and 3 the first results of our model with 10 runs on each setting of 100
agents are presented. On the first row on the left hand side we see the typical analysis
by Stern; all agents applying a discount rate of zero. On the first row on the right
hand side we see the typical analysis by Nordhaus, all agents applying a relative high
discount rate. Further down the rows, we have introduced heterogeneity among the
agents by enlarging the standard deviation of the discount rate distribution which
are depicted in Fig. 4.
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Fig. 4 Distribution of
discount rates

This resulted in a bandwidth of pathways as indicated by the coloured area in
Fig. 3. The actually figures are arbitrary but we can distinguish behaviour features
of our model. As expected, with no heterogeneity, all agents move together, the
higher discount rate they apply, the later they move from adaptation to mitigation.
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In the cumulative CO2 equivalent curves, Fig. 3, we see that under our assump-
tions about the climate change damage function and mitigation technology costs,
mitigating later yields a higher cumulative CO2 equivalent level stabilization level,
as expected.

6 Future Additions

We have used heterogeneous agents within a neoclassical IAM model of the energy
transition and with that we have made a start with introducing ABM within IAM.
To get a more realistic simulation, we propose to add adaptive behaviour to our
agents. Agents worldviews, represented by applied discount rates would not only be
heterogeneously spread, but could also made dynamic, individual worldviews could
change under influence of different factors. Here we propose two options.

6.1 Agents Within Agents

We can argue that the energy system and its decision makers are actually agents
within agents. Ostrom supported a polycentric approach to battle climate change
in which she argued that policies and regulations should be discusses at various
levels, not only from top down [22]. Individual consumers make up the decision
structure within in a country which is an agent at the negotiator table on international
conferences. More concrete, if a large enough critical mass of agents supports
mitigation, an agent at the second level will decide that all agents at the first
level will have to mitigate. This structure of agents within agents can of course
be stretched to include city councils, companies, provinces, and NGOs. but fact is
that agents can be formed at different levels. In this way agents will influence each
other and the evolution of institutions on various levels can be investigated.

6.2 Multi-criteria Analysis

Decisions between mitigating and adaptation are a combination of economic
considerations and societal and political judgments. Therefore we propose another
way to implement adaptive behaviour and bounded rationality in to agents with
which we can let agents make decisions between mitigating and adaptation on more
arguments than only our classic CBA. Ostrom and other scholars have tried to
distinguish several design features of systems where this group rationality has the
biggest chance to flourish [22].
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The integration of different criteria on which agents make decisions can be done
with the use of multi-criteria analysis. In multi-criteria analysis agents can give
weight to different aspects which are scored from 1 to 10. The result of the overall
score gives a measure for decision making.

Factors that could be included are the fact that agent are motivated by leadership,
non-monetarily expresses ecosystem services, reciprocity of their network and
reputation.

7 Conclusion

Like other researchers before us, we have argued that models that try to simulate
the energy transition should use integrated assessment modelling combined with
agent-based modelling to more realistically model society’s response to climate
change. Although the results can be discussed in view of the many uncertainties,
simplifications and assumptions, we do feel that with the conceptualization of our
model we have presented some basic aspects of behaviour of members of society
which are present in the real world. We have done this by given a new dimensions
to the ethical discussion on the use of appropriate discount rates to use in the light
of possible consequences of climate change by distributing heterogeneous discount
rates among the agents within the ABM.

Our model gives a first proof of principle of the use of agent based modelling
within integrated assessment modelling with the aim to further develop models with
more realistic agent behaviour.

We can conclude that applying ABM to IAM yields good prospects to the further
development of the implementation of society’s response to a changing climate and
energy system.
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A Spatially Explicit Agent-Based Model
of the Diffusion of Green Electricity: Model
Setup and Retrodictive Validation

Friedrich Krebs and Andreas Ernst

Abstract The purpose of this chapter is to propose and illustrate a validation
procedure for a spatially explicit ABM of the diffusion of green electricity tariffs in
the German electricity market. We focus on two notions of model validity: We report
on structural validity by describing the model setup and its empirical and theoretical
grounding. Then we challenge simulation results with a rich spatially explicit
historical customer data set thus focusing on retrodictive validity. In particular
the latter validation exercise can be prototypic for the class of spatially explicit
diffusion ABMs in data-rich domains because it systematically scrutinises validity
on different levels of agent aggregation.

Keywords Green electricity • Innovation diffusion • Spatial patterns
• Validation

1 Introduction

The share of renewables among the total electricity production in 2014 in Germany
has reached 26 % [1]. Most of it, however, is not being produced in Germany itself,
but is imported mostly from Scandinavian hydroelectric power plants. In turn, grey
energy from German nuclear or coal plants is sold back, leading to a mere relabelling
of green energy. To counter this, a small number of “pure” green electricity providers
have started to exclusively sell energy that is simultaneously produced by renewable
resources like photovoltaics or wind power (i.e. no relabelling), and to invest
continuously in extending their stock of renewable energy plants. By doing this,
they ensure that their economic activity contributes to a durable transition towards
renewable energies. Household electricity use constitutes a significant part of the
consumption of energy and thus represents an important factor in the transformation
of the energy market.
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It is the goal of the agent-based model (ABM) developed in the course of the
SPREAD project (Scenarios of Perception and Reaction to Adaptation) to provide a
psychologically founded dynamical reconstruction of the adoption of pure green
electricity by German households. The presented ABM of the demand side of
the German energy market includes habitual behaviour and deliberative decisions,
communication over personal networks, and sensitivity towards external events such
as price changes and important events. In the model agents represent households
and the behavioural target variable is the selected energy provider, i.e. either green
energy or grey energy. Each agent is characterised by its position in geographical
space, its affiliation to one of five lifestyles according to the Sinus-Milieus® for
Germany [2] and its position in an artificial social network.

In the last few decades such ABMs of innovation diffusion have gained sub-
stantial maturity (see [3] for an up to date and comprehensive overview). ABMs of
innovation diffusion are successful because the method bridges the gap between the
empirically found heterogeneity of customers (for instance in terms of the classical
adopter types introduced by [4]) and empirically observed macro-level patterns of
a diffusion process. The model presented in this chapter belongs to the class of
spatially explicit ABMs which have experienced growing attention over the last
few years [5–9]. These studies are grounded in rich empirical data sets for very
specific application domains and aim to contribute to policy analyses and decision
support. In such application contexts, the common strong argument of the method
of ABM concerns the validity of the model structure for instance in terms of the
representation of micro-level individual decision processes or inter-individual social
dynamics. On the other hand, the models deliver very rich and detailed simulation
results of future scenarios which can for instance be presented in the form of maps
of certain model indicators. In stakeholder dialogue, the credibility of the simulation
assessments increases with the degree to which statements on model validity can be
(and are) made.

The purpose of this chapter is to propose and illustrate a validation procedure for
the ABM of the diffusion of green electricity tariffs in the German electricity market.
We focus on two notions of model validity [10–13]: Section 2 reports on structural
validity by describing the model setup and its empirical and theoretical grounding.
Section 3 challenges simulation results with existing historical data thus focussing
on retrodictive validity. In particular the latter validation exercise can be prototypic
for the class of spatially explicit diffusion ABMs in data-rich domains because it
systematically scrutinises validity on different levels of agent aggregation. Section 4
summarises and discusses.

2 Model Setup and Empirical Initialization

The agent-based model (ABM) presented in this chapter relies in large part on
the LARA architecture [14]. While this behavioural architecture has been tested
in previous projects and relies itself on a vast variety of empirical data, the green
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electricity adoption model is its first application in the energy domain. Thus, in
order to endow the agents with as realistic characteristics as possible, a large set of
empirical data was collected (from surveys, psychological experiments, and publicly
available statistics) to feed the model’s parameters with. Most important, one of the
four large German pure green electricity providers, the Elektrizitätswerke Schönau
(EWS) has made available data about their customers on a weekly basis and by
postcode area [15]. A more detailed description of the ABM and its psychological
underpinning is found elsewhere [16].

2.1 Agent Goals

In multi-attribute decision making, the goals as the criteria for weighting the
options are of outmost importance. Based on earlier research on environmental
behaviour (e.g. [17]) and in accordance with literature from resource use (e.g.
[18]), we consider three following goals to be decisive in environmental behaviour
in general: Ecological orientation, economic orientation (cost minimization), and
social conformity. While the first two clearly are bound to specific outcomes (the
greener the energy, the better for the ecology goal, the cheaper the energy, the
better from the perspective of the economic goal), the latter orientation is a two-
sided sword. A strong goal of social conformity will as long hinder the adoption
of some innovation as long as the adopters in the personal network are in the
minority. Only when a majority of friends has adopted the innovation, the agent
will deliberate about adopting it, too. For the domain of green energy adoption, a
fourth goal is introduced. The supply of electricity has to be reliable to an agent,
and the perception of reliability of provision may differ between green and grey
electricity.

2.2 Habitual and Deliberative Decisions

Agents decide either in deliberative or in habitual mode. These modes are activated
depending on the current internal state of the agents together with the influence
of their social, economic and media related environment. The default mode is the
habitual decision. The action chosen in the last time step is simply updated with
the current environmental constraints. In deliberative decision mode however, the
agent weighs all known utilities of the behavioural options with respect to its various
goals. This mode is triggered by internal or external events. An agent’s deliberative
decision mode is activated by a weighted sum of the contributions of a number of
triggers:

s D ˛ C ˇpc ıpc C ˇps ıps C ˇcd

ˇ̌
wecol � qgreen

ˇ̌
C ˇnc ncC ˇme ıme (1)
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where

– ˛ is an additive constant;
– ıpc is 1 if the agent perceived a change in the relative electricity prices, 0

otherwise; a change of electricity prices is perceived as such only if its relative
amount exceeds a certain threshold which is a model parameter, and this change
is in general not perceived in the current time step, but only with a latency of up
to 12 months which is determined randomly;

– ıps is 1 if there is another agent initiating a personal communication with the
focal agent in the current time step and 0 otherwise;

– wecol is the importance (weight) the focal agent attaches to ecological orientation;
qgreen is the descriptive social norm which is operationalized as the proportion of
agents in the focal agent’s social network who have chosen green electricity in
the last time step; the absolute value of the difference of wecol and qgreen serves as
a measure for the cognitive dissonance between the agent’s ecological orientation
and descriptive social norm;

– nc is the agent’s need for cognition;
– ıme is 1 if there is a media reported relevant event in the current time step and 0

otherwise;
– the ˇ’s are weights for price change, personal communication, cognitive disso-

nance, need for cognition, and media events, respectively.

The results of the above equation are bounded to values between 0 and 1 and
give the agent’s probability of entering the deliberative decision mode in the current
time step.

Once the deliberative decision mode is triggered, the agent uses an algorithm
that maximises its utility using a multi-attributive utility function including all its
weighted agent goals (ecological orientation, economic orientation, social confor-
mity, and reliability of provision). Formally, the utility Ui of a behavioural option i
is given by

Ui D
X

j2G

wj uij (2)

where

– wj is the weight of goal j,
– G is the set of all considered goals and
– uij is the partial utility of behavioural option i with respect to goal j.

The goal weights are milieu group specific parameters empirically determined
by the results of our own survey. The goal weights of each individual agent
are randomly distributed in a uniform way around the empirical mean, with the
maximum deviation being a goal specific model parameter that is the same for all
milieu groups of agents.
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Each of the agent goals defines a partial utility according to Eq. 2. For the goal
of social conformity, that partial utility of a behavioural option i depends linearly on
the share of adopters of green electricity among the friends in the agent’s simulated
social network:

ui; socConf D 2 qi � 1 (3)

where qi denotes the proportion of agents in the considered agent’s social network
who have chosen that behavioural option i in the last time step.

The goal of cost minimization uses the price of grey electricity as a reference
point, and the economic utility of green electricity is calculated based on its relative
price difference to grey electricity, which is set to 0 per definition:

ugreen;costMinim D
pgrey � pgreen

pgrey
(4)

where pgrey and pgreen are the prices of grey and green electricity, respectively.

2.3 External Events

To reflect important external events that are transported in the media (like the
Fukushima catastrophe the concern about nuclear power raised sharply), the model
allows agents to switch from habitual to deliberative decision mode, and to increase
the strengths of those goals that are addressed by the news. The size of the goal
weight change is assumed to depend not only on the strength of the external event
but also on the starting conditions of the agent, e.g. its goal strength before the event.
Thus, the new weight of an affected goal is calculated from the old one according to
the following transformation function:

wnew D wold C cwold



1 �

wold

r

�
(5)

where

– c .�1 � c � 1/ is the strength of the simulated event reported in the media and
– r > 0 is the maximum value the weight can take (its minimum value being 0).

2.4 Information Diffusion

The outlined cognitive processes of individual decision-making are supplemented
by a (less cognitive) process of information diffusion representing the individual
awareness of EWS as a green energy brand. An agent can become aware of EWS by
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word-of-mouth process of information exchange over the ties of its network: With
a given probability an agent probes its direct network alteri and if at least one of
them knows of EWS, the focal agent also becomes aware of EWS as a green energy
provider. Once an agent decides to change from grey to green energy by deliberation
it becomes an EWS customer if it is aware of EWS; otherwise the agent is counted
as green energy customer of a different brand.

2.5 Initialization and Spatial Upscaling

Simulations start at January 2005 and each agent in the model represents 125 real-
world actors that share the same characteristics, so that the model comprises of
an artificial population of about 300,000 agents. The upscaling method described
in [19] uses the lifestyle typology introduced before [20] to provide the agents,
e.g. with heterogeneous goals or preferences on their personal network and com-
munication. The milieus’ spatial distribution stemming from marketing data [21]
is used to allocate the agents according to their type in space, i.e. on a map
representing Germany. The agents are embedded in a network of other agents they
are connected with and with whom they communicate. That artificial social network
is constructed based on theoretical assumptions and empirical evidence [22] and
includes homophily of agents as well as their spatial proximity. Between agents
of the same milieu, social connections are generated with a higher probability
than between agents of different milieus. The probability of connections between
two agents decreases sharply with increasing distance between the agents. In the
simulation reported here, the network consists of more than 3.5 million connections,
and conforms to small world [23] and scale free [24] characteristics. Agents’ social
perception in the simulated network relates to the choice of electricity provider of
their friends, and communications pertains to informing their friends about their
own choice or the stimulation of some other agent to reflect about changing its
electricity provider by switching from habitual to deliberative decision mode for
one time step.

The January 2005 time slice of the empirical EWS customer data is used to
initialise agents having already adopted green electricity from EWS and agents
initially aware of EWS. This initialization is done on a spatial resolution of postcode
areas. Finally, we initialise agents as customers of different (pure) green electricity
providers based on the December 2004 time slice of the yearly market shares of the
three major providers of pure green energy in Germany from 2004 to 2013. Data
stem from Greenpeace Energy ([25], p. 25–25), Lichtblick [26], and Naturstrom
[27]. Initialization of green electricity customer agents excluding EWS is done
randomly, i.e. each agent (not already initialised as an EWS customer) becomes
an green electricity customers with a probability of the total market share of the
three other providers of pure green energy.



A Spatially Explicit Agent-Based Model of the Diffusion of Green Electricity. . . 223

3 Results and Validation

One of the goals of the ABM outlined in the previous section is to provide a
psychologically grounded dynamical reconstruction of the EWS customer devel-
opment. Therefore, the assessment of the model involves a retrodictive validation
which relates the spatio-temporal patterns found in historical market data to the
patterns generated by simulations of the respective time range. To do so, we compare
empirically observed indicators of the diffusion process to the respective indicators
calculated from two typical simulation runs which differ in their parameter settings.
The rationale of the validation exercise is to start from most aggregated indicators
and step-wise increase the temporal and spatial resolution.

We begin with a subsection describing the empirical data sets used for validation.
Then, three proceeding subsections report on simulation and validation results at
different levels of aggregation.

3.1 Empirical Data and Their Mapping to Model State
Variables

The presented validation exercise focusses on two agent-level state variables of the
outlined ABM. The first variable is the electricity provider selected by the respective
agent in the model. This variable can take three states: Green electricity from
EWS, pure green electricity from a provider other than EWS, or grey electricity.
The second model variable investigated in the validation exercise can take two
states and represents whether an agent is aware of EWS as an energy brand. The
two model variables are indicative of the outcome of two different (interacting)
agent-level processes in the model namely the outcomes of deliberation or habitual
decision-making, and information diffusion through social networks. During model
initialisation, both agent state variables are set up according to the December 2004
time slice of empirical time series data (see Sect. 2.5).

The purpose of a retrodictive validation is to make statements on the relation of
model-generated time series starting from January 2005 to the respective observed
historical time series. For the market share of the different electricity providers,
validation data sets are given by the spatially explicit EWS customer data and by
the spatially aggregated customer numbers of the three major providers of pure
green energy in Germany from 2004 to 2013. For the market awareness of EWS no
direct empirical validation data are available. Therefore, brand awareness of EWS
was extrapolated depending on the brand’s market share. To do so, a regression
analysis of existing survey data on market share and customer awareness of various
electricity brands was performed. Then, EWS brand awareness was estimated by the
regression equation based on the described spatially and temporally explicit EWS
customer data [28].
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3.2 Temporally and Spatially Aggregated Validation

We begin model assessment by determining three aggregated indicators for the
German green electricity market from January 2005 to December 2011 for each of
the two simulation runs and the historical data respectively. To do so, we aggregate
the December time slices of the EWS customer data spatially for Germany to obtain
yearly totals of EWS customers. This step is performed for the historical data and
for the simulation runs. Then we calculate the mean of the aggregated customer
numbers of EWS and of the other green energy providers over the considered time
span. Accordingly, we can determine spatially and temporally aggregated data on
the energy providers selected by the German households. The respective indicator
values are displayed in Table 1.

The first two rows of Table 1 indicate that both simulations appear to get close
to the total market share of green energy and to the market share of EWS. However,
simulation 1093 misses in particular the share of EWS within the green energy
market (third row). This is consistent when comparing to simulation 1089.

3.3 Spatially Aggregated/Temporally Disaggregated Validation

This section scrutinises the temporal dimension of the diffusion process. The
introduced model indicators are spatially aggregated for Germany and have a
monthly resolution. Historical data of the EWS customer development are likewise
spatially aggregated and shown at monthly time steps. The historical development of
the overall green energy market is shown on a yearly resolution. Figure 1 illustrates
the respective time series.

Diagram (a) of Fig. 1 shows the temporal development of the overall green
energy market. Qualitatively both simulations reproduce the increase of the green
energy market share after the Fukushima nuclear hazard (see vertical reference
line). However, in accordance with the assessments shown in Table 1 the two
simulations differ drastically in magnitude and we see that simulation 1089 much

Table 1 Comparison of spatio-temporally aggregated indicators of the German green electricity
market from January 2005 to December 2011

Historical data (%) Simulation 1093 (%) Simulation 1089 (%)

Average market share of green
electricity from one of the
three major providers or from
EWS

1.45 0.51 0.99

Average market share of EWS 0.17 0.17 0.15
Average market share of EWS
within green energy market

11.7 34.11 14.61
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Fig. 1 Spatially aggregated development of the German green electricity market from January
2005 to December 2011. Diagrams show historical data and two simulation runs. Diagram (a)
displays the total number of households buying green electricity from one of the three major
providers or from EWS. Diagram (b) displays the degree of awareness of EWS in terms of
the number of households “knowing” EWS. The third diagram (c) shows the number of EWS
customers

better reproduces the historical data also in terms of temporal development. Diagram
(c) of Fig. 1 displays the temporal development subset of green energy customers
buying from EWS. Here, both simulation curves are similarly close to the validation
data. Still, the decrease of the EWS customer numbers from 2010 to 2011 is not
covered by the model. Likewise, the second bend in the empirical customer curves of
diagrams (a) and (c) at year 2007 (see reference line) is not visible in the simulation
results. These observations indicate the presence of some additional external event
not represented in the model structure (see Sect. 2.3).
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Finally, Diagram (b) of Fig. 1 shows the development of the brand awareness of
EWS. The dashed line shows the extrapolated historical awareness of EWS. Clearly,
simulation 1093 largely overestimates while simulation 1089 appears to be well
calibrated with respect to this indicator. This perspective on the simulation results
obviously indicates that simulation 1093 can safely be discarded despite its ability to
reproduce the EWS customer development. Considering the market share of EWS as
the main target variable of the model, the conclusion is that simulation 1093 shows
(numerically) valid results for the wrong reasons!

3.4 Spatially Disaggregated/Temporally Aggregated Validation

This section investigates the spatio-temporal spread of EWS customers. To do
so, we generate maps of the average increase in market share from 2005 to
2011 at a spatial resolution of 50 km for Germany (total of 169 grid cells). To
calculate the respective indicator for a cell on the grid, we divide the mean number
of agents/households becoming EWS customers during 2005–2011 by the total
number of agents/households located in the cell. Then we classify the increase of
market share of EWS into categories of range 0.025 for the 169 cells.

Figure 2 shows histograms of the categories of the cells for the historical EWS
customer data and simulation 1089. Both distributions are similar in terms of their
peak in the lowest categories and in the existence of some outliers with high increase
in market share. Still, the simulation significantly overestimates the frequency of the
lowest category.

Fig. 2 Average increase in market share from 2005 to 2011 spatially aggregated on a grid of 50 km
for Germany (169 grid cells) in categories of range 0.025. In right histogram the first category has
a count of 108
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Fig. 3 Spatial patterns in the average increase in market share from 2005 to 2011. Data is spatially
aggregated on a grid of 50 km for Germany

The spatial dimension of the diffusion is illustrated in Fig. 3. Here, the respective
categories of the cells are shown in grey shades where cells with an increase of at
least 0.1 % are shown in black. Apparently, the simulation roughly captures some of
the spatial patterns in the historical data: a relatively high increase in market share
located in a contagious area in the southwest of Germany and around three larger
cities starting from the North Hamburg, Berlin, and Dresden. In contrast to this
characteristic pattern of high diffusion speed, regions with low increase of market
share are not well captured by the simulation. This is indicated by the comparatively
large white areas on the simulation map.

4 Discussion

Validation of ABMs is a recurring and extensively discussed issue. The common
strong argument of the method of ABM is its capability for structural validity, i.e.
the potential of the models to capture structural properties of a target system in order
to propose explanations of collective phenomena. However, once detailed empirical
datasets and real-world geography is included in the simulations, the credibility
of ABMs is significantly increased if the (degree of) fit of simulation results
and empirical data can be stated, in particular when offering decision support in
policy contexts. The latter (retrodictive) validation exercise comes to be increasingly
challenging as more and more rich social science data sets become available.
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This chapter reports on a validation procedure conducted in an ongoing ABM
project of the demand side of the German green electricity market. We show that
the presented ABM obtains structural validity from its grounding in psychological
theory and survey data. Furthermore, the model is spatially explicit in terms of
the locations of the modelled household agent. A particular feature of the project
setup is that detailed customer data of a green electricity provider on spatial and
temporal resolution are available. In principle, the format of this historical data
matches the main agent behavioural variable both in time and space. The rationale
of the validation procedure was to start from most aggregated indicators derived
from historical data and simulation results, and stepwise increase the temporal and
spatial resolution.

In the multilevel retrodictive validation, each level of aggregation offered
different insights: On a spatially and temporally aggregated level, we showed that
the magnitude of the overall market share of green electricity as well as the market
share of EWS can be well reproduced by the simulations. Investigating the temporal
dynamics of spatially aggregated indicators revealed that the modelled temporal
development of the EWS customer numbers gets reasonably close to the historical
data. Furthermore, the customer increase due to the Fukushima accident is well
represented in the simulations. However, a second bend in the empirical customer
curve around 2007 is apparently not represented in the model. This hints at a
reconsideration of the external events represented in the model structure. Finally,
we disaggregated data spatially and investigated the spatial distribution of the
increase of EWS market share. By visual comparison of frequency distributions
and spatial patterns, similarity of the spread in historical and simulated data could
be assessed. Future work should objectify this notion of mere face validity and
introduce numerical measures, for instance statistical signatures of the distributions
or measures of spatial fit [29].
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A Network Analytic Approach to Investigating
a Land-Use Change Agent-Based Model
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Abstract Precise analysis of agent-based model (ABM) outputs can be a
challenging and even onerous endeavor. Multiple runs or Monte Carlo sampling
of one’s model (for the purposes of calibration, sensitivity, or parameter-outcome
analysis) often yields a large set of trajectories or state transitions which may,
under certain measurements, characterize the model’s behavior. These temporal
state transitions can be represented as a directed graph (or network) which is
then amenable to network analytic and graph theoretic measurements. Building on
strategies of aggregating model outputs from multiple runs into graphs, we devise a
temporally constrained graph aggregating state changes from runs and examine
its properties in order to characterize the behavior of a land-use change ABM, the
RHEA model. Features of these graphs are transformed into measures of complexity
which in turn vary with different parameter or experimental conditions. This
approach provides insights into the model behavior beyond traditional statistical
analysis. We find that increasing the complexity in our experimental conditions can
ironically decrease the complexity in the model behavior.
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1 Introduction

Agent-based models (ABMs) are capable of producing a plethora of complex output
which require sophisticated techniques for analysis and visualization. An overview
of current ABM output analysis and visualization techniques [8] highlights the
breadth of techniques necessary for ABM output analysis. Still, there remain many
advanced approaches that have yet to be commonly employed by ABM researchers.
In this paper, we explore an network analytic approach for investigating ABM
behavior and demonstrate the utility of this approach by applying it to an agent-
based land-use change (LUC) model called RHEA (Risks and Hedonics in an
Empirical Agent-based land market) [3].

1.1 Networked ABM Output

While the interaction of agents in ABMs often constitute networks of varying
modalities (i.e., multiple classes of entities) and topologies (i.e., the shape of the
overall structure), the model’s state transitions from one discrete time period to the
next can also be represented as network, specifically a weighted directed graph, and
then subjected to network analytic methods particularly drawn from graph theory
and social network analysis (SNA). The weights of the edges in such graphs would
represent the number of times the two connected states were traversed in one or more
runs of the simulation. Crouser et al. [2] propose the use of aggregated temporal
graphs (ATGs), the vertices of which encapsulate a unique state configuration of
the model. Multiple model runs are then aggregated into a single graph.

Examination of a smaller, more focused set of unique states would yield fully
connected graphs (or cliques) in which only the edge weights vary, and the
aggregation would lose much of the model’s complexity. For example, a model
that oscillates between two states in a staggered pattern would appear as a small
graph with only two vertices and a set of bidirectional edges while the pattern
of transitions would be lost. To address this limitation, we apply a variant of
this approach in which time is disaggregated in the graph portrayal; we call this
variant temporally constrained aggregated graphs (TCAGs). Each vertex under this
approach is identified uniquely by both its state and time signature. The multiple
edges (or edge weight) between two vertices would then indicate the number of
simulation runs that traverse the states represented by those two vertices at that
specific time interval. While a plot of lines may also be used to portray these state
changes, its visual limitations make it unsuited for our analyses.

While the two aforementioned network analytic approaches bear some resem-
blance to time aggregated graphs [6, 9], their techniques are quite different from the
latter, which entails an aggregation of the edges for a fixed vertex set (of dynamic
social and transportation networks) rather than an aggregation of vertices for graphs
of varying vertex sets.
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1.2 The RHEA Model

The RHEA model simulates a bilateral, heterogeneous housing market in an
empirical landscape. Buyers search for properties in a seaside town where both
coastal amenities and environmental risks of flooding are spatially correlated. A
realtor agent serves as a mediating agent that learns about the current market trend
and willingness to pay for various spatial attributes of properties [3]. At each time
step, sellers of the properties advertise their ask prices while buyers select and offer
bids on properties. Then, the two groups engage in dyadic (pair-wise) negotiations,
which may or may not result in a successful transaction (or trade). The ask prices
are primarily market-driven: sellers (1) consult with a realtor on the appropriate
price given the current trends as estimated by a hedonic analysis of the recent
simulated transactions and (2) adjust the ask price if a property remains too long on
a market. Buyers bid on the single property that brings them maximum utility and
is affordable for their budgets. A buyer’s budget constraints include their income,
preference for amenities, a necessity to pay insurance premiums for flood-prone
properties, and the possibility to activate an annual income growth. Spatial patterns
of price dynamics and intensity of trade are the emergent outputs of the model.
When studying them under various parameter settings, we noticed that the relative
market power of buyers and sellers plays a role. The explanation is twofold. Firstly,
a parcel that is very attractive will most likely receive several bid offers, out of which
its seller chooses the highest, thus driving prices for the most desirable properties
up. Secondly, sellers of the properties that are less desirable may receive only one
or even no bid offers, which can result in their accepting a bid that is below their
ask prices or reducing their ask prices after a number of unsuccessful trades. Thus,
excess demand drives prices up while excess supply pushes them down.

For our analyses, which includes an application of the TCAG on RHEA output,
we focus on exploring the dynamics of buyers and sellers count under several key
primary parameter settings. The realtor hedonic parameter is a binary indicator of
whether the realtor agents update their formula based on the evolving market prices
(adaptive) or retain the empirically informed static formula [1]. The insurance
parameter is a binary indicator for whether or not buyers consider flood insurance in
their utility purchase calculation. Engaging the growth income indicator parameter
will allow agents’ incomes, their travel costs, and the insurance premium to rise
over time. Therefore, insurance and income growth directly impact buyers’ utilities
of the properties they consider for purchase.
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2 Methods and Results

2.1 Temporally Constrained Aggregated Graphs

Under TCAG, ABM states are graph vertices, and the edges indicate temporal
transitions and possibly state transitions. For these analyses, we focus on the buyer
and seller population sizes which rise and fall throughout the simulation. In Fig. 1,
we employ TCAG on the first ten time periods (t) across 15 simulation runs.1 These
runs were executed with activation of adaptive realtor hedonics and no activation
for insurance and income growth. In Fig. 1a, we display the TCAG of the changes
in the buyer population, and in Fig. 1b, we jointly track changes in the sizes of both
the buyer and seller pools. Hence, each state represents a positive, negative, or no
change in the population size from the previous time step. When the state consists
of changes in only one measure (buyer count), there are three distinct states. When
both measures are considered, this space grows to 3�3 D 9 distinct states.

In the TCAGs, we can visually observe several features of the model’s behavior.
For example, the initial stages of the model appear to incur fewer distinct states
especially when examining both measures jointly. This feature has implications on
further development of our model. That is, if we wish to further ground the model
events in reality and in real-time, then its behaviors should reflect the fact that the
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Fig. 1 Temporally constrained aggregated graphs of RHEA. Green indicates an increase from the
previous time period; red indicates a decrease; and a gray node indicates no change. In the right
graph, the left and right halves of each vertex, respectively, indicate changes to the buyer and
seller pool counts. The numerical labels indicate the time step (t). The vertices have been sized
by betweenness centrality (explained below). (a) Buyer counts only, tmax D 10. (b) Buyers and
sellers, tmax D 10

1Our analyses here employ a subset of the output as longer and more runs render the current
visualization less effective.
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events occur in a pre-existing market, and at least the count of initial states should
not be so distinct barring the occurrence of exogenous forces such as a major flood
prior to model execution.

We also observe states that serve as gateways through which all or many
trajectories pass. A pure, isolated gateway occurs when there exists a single vertex
for a time step; all trajectories pass through such a vertex. In Fig. 1a, the sole vertices
corresponding to times t D 2 and 4 are pure gateways. That is, all of the examined
simulation runs incur an initial increase in buyer count and a decrease two periods
later. These pure gateways reveal an almost deterministic aspect of the model’s
behavior. In this case, the buyer population will always initially grow and, more
often than not, continue to grow until t D 3 after which point the market always
reacts with a decrease in the buyer pool as indicated by the red, gateway vertex at
t D 4. In Fig. 1b, the only pure gateway also occurs at t D 2 and corresponds to an
initial growth in both the buyer and seller populations. We surmise that there exists
a potential or gradient in these agent populations set forth by the model’s initial
conditions leading to the inevitable growth.

Alternatively, a non-isolated gateway is defined by the number and pattern of
simulation trajectories that pass through the vertex. One might simply maintain a
tally of passing trajectories, but this measure would fail to capture the bridging
role a vertex plays in the overall set of state changes. A more robust measure
is betweenness centrality, a measure widely used in social network analysis.
Betweenness centrality (CB) measures the extent to which a vertex lies in the
pathways between all pairs of vertices, and thus captures the extent to which a
vertex is a gateway while accounting for the global graph structure.2 In order to
account for higher betweenness for those vertices that receive or emit many edges,
we substitute multiple edges with a single edge having a weight of the count of
edges. These weights are inverted (i.e., 1/weight) so that the weighted edge between
two vertices consecutively traversed in many simulation runs will be considered
a shorter path than if they were traversed by few simulations. Given that CB of
vertices near the extremities will be biased downward, we scale the betweenness
score by the temporal positions of the vertices such that those in the middle of the
time span are penalized:

Ct
B.i/ D

CB.i/

.ti � 1/.tmax � ti/
: (2)

2More precisely, betweenness centrality is the sum of the proportions of shortest paths a vertex lies
on between each pair (out of all shortest paths for each pair) [4, 5]. For betweenness centrality,
we identify all the shortest paths in a graph, such that �s;t is the number of shortest paths between
vertices s and t. Betweenness centrality for vertex i then:

CB.i/ D
X

s¤i¤t

�s;t.i/

�s;t
(1)

.
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Under this scaling, a simple TCAG with one vertex per time step would exhibit a
Ct

B of 1 for all of the non-terminal vertices. We have sized the vertices in Fig. 1
proportional to Ct

B.
Not surprisingly, the gateway in Fig. 1a at t D 4 has high betweenness partly due

to the expansion of states in the previous periods. Its betweenness would be lower
had there been only one state at t D 3. Thus, the state change at that time plays
a more significant role in the model’s behavior. In Fig. 1b, we observe at t D 8 a
green/green vertex (increase in both buyer and seller counts) as having the highest
relative CB, despite the existence of other states at that time. Multiple vertices at
any time step potentially dilute the betweenness of the vertices in that step so a high
betweenness here is particularly salient. In TCAG, a high CB for a vertex indicates
not only a relatively large number of passing trajectories but also high complexity
in vertices and trajectories before and after itself. Thus, the gateway vertex at t D 8

exhibits high betweenness not simply because many trajectories pass through it but
also because the structure of the subgraphs in the time steps prior to and after itself
has significant heterogeneity. If, on the other hand, the trajectory structure (either
before or after this gateway) was a single sequence, the gateway’s betweenness
centrality would be much lower.

2.2 Measuring Graph and ABM Complexity

Furthermore, the very count of vertices of aggregated states may describe the
complexity of the model given that the states of similarly behaving runs would
aggregate into a single chain of events. A perfectly random, or maximally complex,
model will yield transition pathways that are less aggregable across simulation runs.
The upper bound of vertices would then be .tmax�1/�nstatesC1 vertices where tmax is
the maximum time in the TCAG and nstates is the number of distinct states. While the
upper bound for Fig. 1a is 9�3C 1 D 28, our TCAG contains only 21 vertices. The
upper bound for Fig. 1b is 9�9C 1 D 82 while the TCAG contains 34 vertices. The
lowest complexity occurs when all model outputs exhibit identical states at each
step though the state from one period to the next could vary3; the complexity for
such graphs is tmax�1 D 9. Our vertex complexity score (˛) then is the vertex count
as a proportion of the range defined by these upper and lower bounds:

jV.Gl/j D tmax (3)

jV.Gu/j D .tmax � 1/�nstates C 1 (4)

˛ D
jV.G/j � jV.Gl/j

jV.Gu/j � jV.Gl/j
(5)

3An alternative formulation would differentiate between a graph comprising homogeneous states
and one with heterogeneous ones.
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where Gl and Gu are graphs corresponding to minimal and maximal complexity,
respectively, and jV.G/j is the count of vertices of some graph G. A naïve inference
would place our model’s complexity as being neither minimally or maximally
complex: the univariate measure (buyers only) yields an ˛ D 0:61 while a bivariate
analysis (buyers and sellers) yields ˛ D 0:33. Hence, depending on the complexity
of the analyzed output measures, the RHEA simulation’s complexity is either 1

3
or

�
2
3
.
We also consider the complexity of the sequence of state changes across model

runs using data compression as a benchmark. As a straightforward test, we use the
extent of compression of the output state change data as our secondary measure
of compression: the greater the data compression, the less complex the output. We
base this compression factor on the performance of the Unix utility Gzip which
employs both LZ77 (Lempel–Ziv) and Huffman coding compression schemes
[7, 10]. Specifically, we select the minimum of the compression ratios afforded
by the matrix of states, ordered by time step (row) by simulation run (column),
and its transpose. In Fig. 2, we chart both vertex and Gzip complexities for the
four combinations of activation of two key parameters that impact buyer utility:
insurance and income growth.

Firstly, we notice the inclusion of insurance and income growth markedly
decreases the complexity of the model in its initial phase while the complexities
are less variable in the later stages. This pattern appears to hold, though somewhat
diminished, in the bivariate analysis. Furthermore, the data compression (Gzip)
complexity roughly produces similar trends as the vertex complexity. However,
further investigation into how and why they are different is warranted.

We visually confirm the effect of the insurance and income growth parameters on
simplifying the graphs in Fig. 3. While the graphs in Fig. 3 appear similar to those
of Fig. 1, there are differences particularly in the initial time steps, which now incur
fewer vertex states. Furthermore, this decrease in complexity is accompanied by
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Fig. 2 Complexity of TCAGs. The black and red lines, respectively, denote the complexities
for the first ten periods and the last ten periods (50–60) of the simulation run. The solid and
dashed lines denote the vertex and Gzip complexities, respectively. (a) Univariate (buyers only).
(b) Bivariate (buyers and sellers)
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Fig. 3 Temporally constrained aggregated graphs of RHEA for insurance and income growth
conditions. (a) Univariate (buyers only). (b) Bivariate (buyers and sellers)
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Fig. 4 Complexity of TCAGs for Static Hedonics. The black and red lines, respectively, denote
the complexities for the first ten periods and the last ten periods. The solid and dashed lines denote
the vertex and Gzip complexities, respectively. (a) Univariate (buyers only). (b) Bivariate (buyers
and sellers)

fewer gateway vertices indicated by the lack of largely sized vertices in both Fig. 3a
and b. In fact, higher betweenness centrality scores can only occur in more complex
TCAGs. Given that the betweenness measure for a given vertex scales with both the
trajectories that pass through it and possibly the count of vertices that occur before
and after itself, the measure itself encapsulates some portion of vertex complexity.

In the outputs above, we had activated another key parameter: the use of adaptive
realtor hedonics to determine market prices. So next, we examine the effect of a
market price determination through static hedonics on RHEA’s graph complexity.
In Fig. 4, we plot the various complexities in the univariate and bivariate cases.

The impacts of the static hedonic condition are modest. While the initial TCAG
complexity for the univariate graph decreases here as it does for the adaptive hedonic
setting, the magnitude of the decline (due to activation of both insurance and income
growth) is smaller. Secondly, the TCAG based on the final stages of the model runs
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exhibits an increase in complexity through the activation of the two parameters;
earlier, we observed no distinct trend in the final stages for the adaptive realtor
hedonic condition. The bivariate situation departs from the declining trend: a mild
increase is visible (Fig. 4b). All this points to the subtle interaction between the
market evolution (or lack thereof) and complexity in the buyer utility function.

3 Discussion

The portrayal of aggregated state transitions in the RHEA ABM offers an alternative
view of its behavior from traditional methods of visualization (e.g., line graphs) and
statistics (e.g., regression models); this approach may provide additional insights.
The application of network analytic methods to understand the complexity of a
model (here, RHEA) at various stages further develops our understanding of the
model’s subtle behavior particularly in reaction to varying parametric conditions. In
fact, we can associate these conditions to the complexity in the model’s behavior.

This approach warrants further development. Specifically, the metrics employed
offer more information for subsets of the model’s time span rather than in its entirety
due to the limited heterogeneity in the outputs imposed by a small number of states.
Naturally, we would need to next adapt the measurements to allow for a larger
number of states. Furthermore, accounting for the heterogeneity of states across time
(e.g., oscillation vs. homogeneous sequences) can lead alternative, possibly more
robust, complexity measures. The betweenness centrality measure may be further
exploited for these purposes as it accounts for some aspect of vertex complexity
in exposing key, gateway states. Alternative scaling for the betweenness measure
is worth investigating. For example, scaling not just by the temporal position but
also by the vertex counts before and after the measured vertex would allow the
measure to be strictly based on the structural features of the trajectories. Finally, the
complexity induced by graphs drawn from random state sequences would be quite
informative, allowing us to assess if our analyzed outputs have some equivalence to
noise or not.
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Network Influence Effects in Agent-Based
Modelling of Civil Violence

Carlos Lemos, Helder Coelho, and Rui J. Lopes

Abstract In this paper we describe an agent-based model of civil violence with
network influence effects. We considered two different networks, ‘family’ and
‘news’, as a simplified representation of multiple-context influences, to study their
individual and joint impact on the size and timing of violence bursts, the perceived
legitimacy, and the system’s long term behaviour. It was found that network
influences do not change either the system’s long term behaviour or the periodicity
of the rebellion peaks, but increase the size of violence bursts, particularly for
the case of strong ‘news impact’. For certain combinations of network influences,
initial legitimacy, and legitimacy feedback formulation, the solutions showed a
very complicated behaviour with unpredictable alternations between long periods
of calm and turmoil.

Keywords Agent-based model • Civil violence • Network influences

1 Introduction

The study of social conflict phenomena, and civil violence in particular, is an impor-
tant topic in political science, sociology, social psychology, and social simulation
studies. Social context factors can increase the potential for violence [9], whereas
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widespread access to information and communication technologies (ICT) and Social
Networks (SN) can trigger gradual (e.g. escalation) or sudden (e.g. revolution)
uprisings [11], which in turn change the social context.

Epstein et al. [3] (see also Epstein [2]) introduced a very successful agent-
based model (ABM) of rebellion against a central authority (Model I) and ethnic
violence between two rival groups mediated by a central authority (Model II), in
an artificial society with two types of agents (‘agents’ and ‘cops’ for representing
citizens and policemen, respectively). The success of Epstein’s ABM derives from
the simplicity and soundness of the action rule for ‘agents’, the relevance of
the dependent variables used and the capability for representing mechanisms of
collective violence. Epstein’s ABM has been extended and refined by several
authors for studying different conflict phenomena [4, 10] and mechanisms of
violence uprisings [12].

In this paper we present an ABM of civil violence with network influence effects
by considering two forms of network influence, (1) ‘family’ represented by a union
of small undirected cliques (individual families), and (2) ‘news’ represented by
a union of directed star networks with agents of a new type (called ‘media’) as
hubs. These networks provide an abstract representation of two important influence
modes in a society, one associated with highly cohesive small scale communities
connected by strong undirected links (two-way influence) with local information
and high internal homogeneity [7], and another associated with (weaker, one-way)
directed links through which influential agents shape global perceptions [7, 15]. The
purpose of the present work is to seek answers to the following questions:

– How can network influences due to ‘family’ and ‘news’ networks be included in
an ABM of civil violence while preserving its simplicity?

– What is the impact of network influences on the nature of the solutions
(equilibrium or complex)?

– What is the relative importance of network influences with respect to other
mechanisms such as imprisonment delay and legitimacy feedback?

The remainder of this paper is organized as follows. In Sect. 2 we present the
theoretical background, with emphasis on Epstein’s ABM of civil violence and an
extension of that model which includes small scale memory effects (imprisonment
delay), media influence, and legitimacy feedback. Section 3 contains a description of
the present ABM. In Sect. 4, we present the results of the model and their discussion
for different combinations of ‘family’ and ‘news’ network influences as well as
for homogeneous or heterogeneous legitimacy perception. Section 5 contains a
summary of the conclusions.
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2 Theoretical Background

2.1 Epstein’s ABM of Civil Violence

Epstein’s ABM of civil violence [2, 3] simulates rebellion against a central authority
in an artificial society with two types of agents, ‘agents’ and ‘cops’ for representing
citizens and policemen, respectively, moving in a homogeneous 2D torus space.
Both types of agents have one movement Rule M: ‘move to a random empty site
within the agent’s vision radius’; and one action rule, called Rule A for ‘agents’
and Rule C for ‘cops’, as described below. ‘Agents’ can be in one of three possible
states, ‘quiet’, ‘active’ (rebellious), or ‘jailed’. ‘Agents’ that are not ‘jailed’ switch
between ‘quiet’ and ‘active’ according to the following action rule:

Rule A W if G � N > T be ‘active’; otherwise be ‘quiet’

where G D H 	 .1 � L/ is the grievance, H � U.0; 1/ is the perceived hardship,
L is the perceived legitimacy of the central authority assumed equal for all agents,
N D R 	 P is the net risk perception, where R � U.0; 1/ is the risk aversion, P is the
estimated arrest probability, and T is a threshold (assumed constant for all ‘agents’).
The form of the arrest probability presented in Epstein’s model is

P D 1 � exp.�k 	 .C=A/v/ (1)

where C and A are the number of ‘cops’ and ‘active’ agents within the agent’s vision
radius v and k D 2:3 is the arrest constant [2, 3]. Implementations of Epstein’s ABM
often replace .C=A/v by bCv=.Av C 1/c in Eq. (1) which leads to a drop of P from
0.9 to zero when C D A, avoids divide-by-zero errors (the ‘agent’ counts itself
as ‘active’ when estimating the arrest probability) and produces complex solutions
with intermittent bursts of rebellion [4, 12, 17]. ‘Cop’ agents have one action Rule
C: Inspect all sites within v0 and arrest a random ‘active’ citizen, where v0 is the
‘cop’ vision radius (which may be different from v). Arrested citizens are removed
from the simulation space (‘jailed’) for J � U.0; Jmax/ cycles (jail term), where Jmax

is set as an input variable.
The strength of Epstein’s model lies in its simplicity (just two types of agents

with two simple rules for each type), the relevance of the variables chosen for
representing the social context (legitimacy) and individual attributes (grievance,
hardship, and risk aversion), and its explanatory power (intermittent bursts of
rebellion, effects of sudden or gradual variation of legitimacy or deterring capability
of the central authority, etc.).
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2.2 The Effects of Imprisonment Delay, ‘News Impact’, and
Legitimacy Feedback

The model used in the present work is based on an extension of Epstein’s ABM
of civil violence (Model I) that includes (1) a time delay for imprisonment, (2)
a third type of agent called ‘media’ for representing the ‘news impact effect’ of
the system, and (3) endogenous legitimacy variation [12]. In the ABM developed
herein, we combined the imprisonment delay and improved legitimacy feedback
with a formulation of network influence effects, in which ‘family’ influence is
modelled via a network of undirected and unconnected cliques (families) and ‘news
impact’ is modelled using a third type of agents, called ‘media’, working as hubs of a
directed star network. This allows a better representation of information propagation
and collective behaviour processes related to civil violence in real societies.

3 Model Description

3.1 Synopsis

The ABM used in this work was implemented in NetLogo [16], using the ‘Rebel-
lion’ NetLogo Library Model example [17]. Table 1 shows a summary of the model
characteristics, using a subset of the ‘Overview, Design Concepts and Details’
(ODD) protocol [8]. The details of the implementation are described below.

3.2 Model Entities

The model entities are the agents, the scenario (spatial domain), and the networks.
The scenario is a 2D homogeneous torus space, which is appropriate for an
‘abstract’ ABM [5]. Figure 1 shows the class diagram for all agents in the NetLogo
implementation. The ‘observer’ (i.e. model user) box shows the global parameters
and the model’s main procedures (setup and go). The initial densities for ‘citizen’
and ‘cop’ agents, number of ‘media’ agents, simulation duration, vision radius,
initial (reference) government legitimacy, maximum jail term, ‘fight duration’,
‘media audience’, ‘family size’, and the influence weights for ‘family’ and ‘news’
networks are numeric parameters. The ‘legitimacy-feedback’ variable FL is a list
with three strings, ‘none’, ‘global’, and ‘agents’, used to define the
legitimacy feedback mechanism (see Fig. 1).
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Table 1 Simplified ODD
description of the ABM of
civil violence with network
influence effects

ODD item Description

Purpose Introduce network influence
effects in an extended version
of Epstein’s ABM of civil
violence with imprisonment
delay and legitimacy feedback

Entities, state
variables, and
scales

Agents:
3 types of agents, ‘citizen’,
‘cop’, and ‘media’ with one
‘move’ and one ‘behave’ rule
Networks:
2 networks, one consisting of a
union of directed star networks
with ‘media’ agents as cen-
tral hubs (‘news coverage’) and
another consisting of a union of
unconnected cliques (‘family’)

Scenario Homogeneous 2D torus space

Scales Whole artificial society, unde-
fined time step, and patch size

Spatial scales in units of patch
size: vision radius

Time scales in units of time step
size: ‘fight duration’, ‘jail term’

Process
overview and
scheduling

All agents activated once per
cycle in random order

Submodels Legitimacy feedback

Aggregation of network influ-
ences

‘Citizen’ Agent Specification

‘Citizen’ agents have one move rule and one action rule, and can be in one of the
following states: ‘quiet’, ‘active’ (rebellious), ‘fighting’, or ‘jailed’. Agents that are
not ‘fighting’ or ‘jailed’ change state between ‘quiet’ and ‘active’ according to their
action rule. The move rule is the same as Rule M in the original model.

To formulate the action rule, we need to specify how the agent’s own perception
is to be aggregated with the information conveyed by the ‘family’ and ‘news’
networks, which agent attributes are affected by the network influences, and how the
agent’s final decision is made. Our proposed solution is based on two conjectures.
The first is that an individual decides by aggregating basic (raw) elements instead
of information processed by others. This implies, for example, that the number of
rebellious agents seen by ‘family members’ and ‘media’ is more relevant in forming
the legitimacy perception than the legitimacy perceptions of these individuals. The
second conjecture is that (1) the legitimacy percept (a ‘latent concept’ [6]) is affected
by the own perception and network influences, (2) the state (‘quiet’ or ‘active’) is
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Fig. 1 Class diagram for all agent types in the NetLogo implementation. In NetLogo, agent types
are implemented as subclasses of a generic ‘turtle’ class via the breed primitive. Agent types,
attributes, and methods that are extensions of Epstein’s model are marked by an asterisk

affected by the own perception and ‘family’ influence, and (3) the estimated arrest
probability is affected only by the individual’s own perception. This is consistent
with the idea that in dangerous situations individuals rely on themselves and their
family and when survival is at stake they act on their own. This leads to the
formulation of the following two-step action rule (somewhat similar to the two-step
rule of the Standing Ovation model of Miller and Page [14]):

Rule A1: if G � N > T be ‘active’; otherwise be ‘quiet’

Rule A2: if more than 50 % of the ‘family members’ are ‘active’, be ‘active’

where G D H 	 .1�Lp/ is the level of grievance, N D R 	P is the net risk perception,
T (constant exogenous variable) is a threshold, H � U.0; 1/ is the (endogenous)
perceived hardship, Lp 2 Œ0; 1� is the ‘perceived government legitimacy’, R �
U.0; 1/ is the (endogenous) risk aversion, and P is the estimated arrest probability
computed using the expression

P D 1 � exp.�k 	 bCv=.Av C 1/c/ (2)
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where k D 2:3 and Cv and Av are the numbers of ‘cops’ and ‘active’ citizens within
the agent’s vision radius, respectively. ‘Active’ agents engaged by one ‘cop’ agent
change state to ‘fighting’ if Fd > 0, or ‘jailed’ if Fd D 0. ‘Fighting’ agents are
immobilized for Fd cycles before they are ‘jailed’. ‘Jailed’ agents are removed from
the simulation space for J cycles, after which they are reinserted in a random empty
site within the simulation space with their state set to ‘quiet’.

‘Cop’ Agent Specification

‘Cop’ agents can be in two states, ‘non-fighting’ and ‘fighting’. ‘Non-fighting’ cops
have the same move and action rules as in Epstein’s model. In the simulations
reported herein, we used that same vision radius for ‘citizens’ and ‘cops’ (v D v0).
If Fd D 0 ‘cop’ agents immediately arrest one ‘active’ citizen; if Fd > 0 they seek
one ‘suspect’, mark it as ‘opponent’ and start ‘fighting’ with it for Fd cycles. During
the ‘fight’ both enforcing ‘cop’ and its opponent are immobilized and at the end of
the ‘fight’ the ‘active’ citizen is ‘jailed’ for J � U.0; Jmax/ cycles.

‘Media’ Agent Specification

‘Media’ agents have the following two rules:

Rule M’: If there are any ‘fighting’ agents within the vision radius v; movetotheempty

site that is closest to the nearest ‘fighter’; otherwise follow Rule M

Rule P: Take one ‘picture’ of a ‘fighter’ within the vision radius

Rule M’ is a departure from the use of random movement and torus geometry
in ‘abstract’ ABM (interaction probabilities independent of position, no clustering
emergent patterns), and was used to represent in a very simplistic way the ‘agenda
setting bias’ towards showing violence. In the present version of the model Rule P
does not influence the dynamics since neither the legitimacy update nor the ‘news
influence’ depend on the number of ‘pictures’ recorded by ‘media’ agents, but this
rule is still useful to get information about how efficient the ‘news coverage’ is.

Networks’ Specification

The ‘family’ network is set by forming cliques of undirected links between citizens
using the undirected-link-breed primitive. The clique size is defined by the
family-size parameter. The ‘news’ network is set by connecting each ‘media’
agent to a proportion of ‘citizens’ defined by the audience-factor parameter,
via directed links created using the directed-link-breed NetLogo primitive.
One ‘citizen’ can be connected to more than one ‘media’ agent. Both networks
remain fixed during the whole simulation.
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3.3 Process Overview and Scheduling

The model is implemented in two main procedures, setup and go, which initialize
the simulation and run the main cycle, respectively. The setup procedure clears all
variables from the previous simulation, initializes the global variables, creates the
agents list, builds the ‘news’ and ‘family’ networks (if there are any ‘media’ agents
and the family size is greater then one, respectively), displays the simulation space,
and opens the output file used for post-processing. The go procedure implements
the main cycle, which consists of the following operations: (1) test for termination
and closing of the output file; (2) initialization of global variables that are reset
at each time cycle (number of arrests and ‘pictures’ taken by ‘media’ agents); (3)
update the legitimacy; (4) run the move and action rules for all ‘non-fighting’ agents;
(5) decrement Fd for all ‘fighting’ agents; and (6) print the cycle information to the
output file.

3.4 Legitimacy Feedback

Legitimacy feedback is formulated by expressing the legitimacy as a function of
three variables, ‘legality’ (Lleg), ‘justification’(Ljust), and ‘acts of consent’ (Lcons)
[6]. The form of the legitimacy function is a key but unsolved question in political
science [1, 6]. In the present ABM we considered the following expression:

L D L0 	

�
1

4
	 .Lleg C Lcons/C

1

2
Ljust

�
(3)

in which

Lleg D
nquiet

N
(4)

Ljust D
1

2
	

�
1 �

nactive C nfighting

N

�
(5)

C
1

2
	

�
1 � exp

�
�

ln.2/

2
	 b

N

nactive C nfighting C njailed C 1
c

��
(6)

Lcons D Lleg (7)

where N is the population size and nquiet, nactive, nfighting, and njailed are the total
number of ‘citizens’ in each state. For the theoretical foundations and formulation
of these functions, see [6] and [13], respectively.

If FL is set to ‘none’ or ‘global’, the value of Lp is set equal to the value of
the global variable L. If FL is set to ‘agents’, Lp is computed for each ‘citizen’
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agent using Eqs. (3)–(7) with nquiet, nactive, nfighting, and njailed replaced by aggregate
values obtained using

n�
active D ˛ 	 Av C ˛f 	 Af C ˛m 	 Am (8)

and analogous expressions for n�
quiet, n�

fighting, and n�
jailed. In Eq. (8), Av , Af , and

Am denote the numbers of ‘active’ citizens that are ‘visible’, ‘visible by family
members’, and ‘visible in news’, respectively; ˛f and ˛m are the influence weights
for the ‘family’ and ‘news’ networks; and ˛ D 1 � ˛f � ˛m.

4 Results and Discussion

We performed three sets of simulations and compared the results with a reference
case run using Epstein’s original ABM (Run 2 in Appendix A of [3]). In the first set
we investigated the effect of varying the network influences without introducing
imprisonment delay and legitimacy feedback. In the second set we combined
network influence effects with imprisonment delay and legitimacy feedback, for the
same value of initial legitimacy of the reference case (L0 D 0:82). In the third
set, we studied the effect of increasing the initial legitimacy (L0 D 0:89). We
considered family sizes 3, 4, and 6 and three combinations of ‘media’ audience and
influence factor, to simulate two types of society: ‘rural’ with numerous families
and low ‘media’ impact, and ‘technological’ with opposite characteristics. In all
cases, we analysed the impact of the newly introduced effects on the system’s long
term behaviour, and in the cases with punctuated equilibrium or large oscillating
peaks of rebellion we studied the waiting time and size of the rebellion peaks. We
used a 40 � 40 torus space, 1120 ‘citizens’ (70 % density), 64 ‘cops’ (4 % density)
and maximum jail term Jmax D 30. Tables 2, 3, and 4 show the parameters for the
three sets of simulations. Legitimacy feedback was computed using Eqs. (3)–(7). We
performed ten simulations for each case, with a duration of 2000 cycles in the first
and second sets and 5000 cycles in the third set (due to the difficulty in determining
the long term behaviour).

Figure 2 shows plots of the simulation space for two runs of different cases. These
plots allow a suggestive visual interpretation of the spatial distribution of the ‘news’
network coverage (weak in the first case, strong in the second) and imprisonment
delay (‘cops’ and ‘agents’ involved in temporary fights, one ‘media’ agent near
‘fighting’ agents, plotted in a larger size).

Table 5 shows the mean value and standard deviation of the waiting times and
peak sizes of the rebellion peaks (maximum number of ‘active’ agents in large bursts
of violence) for the simulations of the first set.

It can be concluded that in Epstein’s ABM the periodicity of the rebellion peaks
is determined by the jail term parameter. Introduction of network influences does
not change either the system’s long term behaviour (see Table 2) or the waiting
times between rebellion peaks, but significantly increases the peak sizes. This is
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Table 2 Parameters and system’s long term behaviour for the first set of
simulations

E1 E1F E1N E1-LF-WM E1-SF-LM

L0 0.82 0.82 0.82 0.82 0.82

num. Media 2 2 2 1 2

m. audience 0 0 20 % 10 % 20 %

˛m 0.0 0.0 0.1 0.1 0.2

Family size 0 4 4 6 3

˛f 0.0 0.4 0 0.4 0.1

Behaviour Punctuated
equilibrium

Punctuated
equilibrium

Punctuated
equilibrium

Punctuated
equilibrium

Punctuated
equilibrium

E1 is the reference case. Case E1F includes only a ‘family’ network and
case E1N only a ‘news’ network. Cases E1-LF-WM and E1-SF-LM simulate
societies with large family size and influence and poor ‘media’ coverage and
small family size and influence and large exposure to ‘media’, respectively

particularly notorious for the case of small ‘family’ and large ‘news’ influence, such
as in modern technological societies where people tend to stick to TV and SN in
detriment of family contact.

Imprisonment delay and legitimacy feedback had a larger impact and changed
the system’s long term behaviour in several ways (Table 3). Increasing the initial
legitimacy (Table 4) lead to complex solutions. Figure 3 shows that in case F2L089,
the system was near a tipping point, with indefinite long term behaviour, alternating
between long periods of calm and turmoil. Such alternations occurred after hundreds
of cycles in an unpredictable way. In real societies, apparently stable authoritarian
regimes may suddenly face large rebellions and in democratic regimes we often
observe alternating periods of calm and protests.

5 Conclusions

We presented an extension of Epstein’s ABM of civil violence with network
influence effects associated with two different networks, ‘family’ and ‘news’,
including two other effects, imprisonment delay and endogenous legitimacy vari-
ations. We performed three sets of simulations to study the effects of (1) network
influence for different network sizes and influence factor, (2) legitimacy feedback
and imprisonment delay, and (3) variation of the initial legitimacy, combined with
network influences and legitimacy feedback, and compared the results with a
reference case run using Epstein’s model.

The results from the first set showed that network influences did not change either
the system’s long term behaviour or the periodicity of violence bursts, but increased
their size, particularly for small ‘family’ and large ‘news’ influence. The simulations
of the second set showed that the introduction of legitimacy feedback changed the
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Table 4 Parameters and system’s long term behaviour for the third set of simula-
tions

F2L089 F3L089 NF1L089 NF2L089

L0 0.89 0.89 0.89 0.89

feed. mech. Global Agents Agents Global

num.media 2 2 2 2

m. audience(%) 0 0 20 20

˛m 0.0 0.0 0.1 0.1

family size 4 4 4 4

˛f 0.4 0.4 0.4 0.4

Behaviour Tipping point Violence peaks Violence peaks Tipping point

indefinite no calm periods no calm periods indefinite

Cases F2L089 and F3L089 include family influence only, whereas cases NF1L089
and NF2L089 include both types of influence (‘family’ and ‘news’)

Fig. 2 Plots of the simulation space for runs of cases E1-LF-WM (left) and N2 (right). ‘Quiet’,
‘active’, and ‘fighting’ agents are represented by white (hollow), grey, and black circles, respec-
tively. ‘Jailed’ agents are hidden from view. ‘Fighting’ and ‘non-fighting’ cops are represented by
white (hollow) and black squares, respectively. ‘Media’ agents are represented by small TV icons,
which are larger when they are ‘taking pictures’. ‘News’ links are represented in light grey and
‘family’ links are hidden from view

system’s long term behaviour from punctuated equilibrium to bursts of violence with
no calm periods or permanent rebellion. For the third set of simulations the solutions
showed a very complicated behaviour with unpredictable alternations between long
periods of calm and turmoil occurring after several hundreds of cycles. These
results reinforce the conjecture that network influences by themselves do not trigger
revolutions, but amplify their size (first set of simulations). Legitimacy variations
and their relationship with the model’s parameters and dependent variables (i.e. the
social context in real situations) are more important, for they determine the system’s
behaviour in very complicated and sensitive ways. Thus, networks are important for
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Fig. 3 Time history of number of ‘active’ citizens, case F2L089, run 2 and run 8

Table 5 Mean value and standard deviation of the waiting time and peak size, for
the first set of simulations

Wait. Time � Wait. Time � Peak size � Peak size �

E1 29:2 8:7 252 85

E1F 30:2 7:7 348 117

E1N 31:6 8:0 360 109

E1-LF-WM 31:0 8:7 311 110

E1-SF-LM 32:1 7:48 504 153

triggering uprisings only if their existence contributes for changing the perceived
legitimacy (second and third sets of simulations), which in real situations depends
on their size, structure, influence, and information content.
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Modeling the Evolution of Ideological
Landscapes Through Opinion Dynamics

Jan Lorenz

Abstract This paper explores the possibilities to explain the stylized facts of
empirically observed ideological landscapes through the bounded confidence model
of opinion dynamics. Empirically, left–right self-placements are often not normally
distributed but have multiple peaks (e.g., extreme-left-center-right-extreme). Some
stylized facts are extracted from histograms from the European Social Survey. In
the bounded confidence model, agents repeatedly adjust their ideological position in
their ideological neighborhood. As an extension of the classical model, agents some-
times completely reassess their opinion depending on their ideological openness
and their propensity for reassessment, respectively. Simulations show that this leads
to the emergence of clustered ideological landscapes similar to the ones observed
empirically. However, not all stylized facts of real world ideological landscapes can
be reproduced with the model.

Changes in the model parameters show that the ideological landscapes are
susceptible to interesting slow and abrupt changes. A long term goal is to integrate
models of opinion dynamics into the classical spatial model of electoral competition
as a dynamic element taking into account that voters themselves shape the political
landscape by adjusting their positions and preferences through interaction.

Keywords Continuous opinion dynamics • Bounded confidence • European
social survey • Stylized facts • Homophile adaptation • Random reconsidera-
tion • Consensus • Polarization • Plurality

1 Introduction

Voters’ ideological preferences are the basis of electoral behavior in spatial models
of electoral competition. This holds for the classical rational choice model of
Downs [3] as well as for agent-based models of multidimensional and multiparty
competition [8, 11, 12]. In these models parties or candidates follow optimizing
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or satisficing strategies and heuristics to win as many voters as possible, while
the voters have stable never changing preferences on which basis they vote non-
strategically for the party which manifesto is closest to their ideological ideal point.
Thus, only the choice of a party is modeled not the choice of the preferences of
voters. Laver [11, p. 280] acknowledges that “Almost all observers of real politics
believe voter preferences to evolve dynamically in response to the development
of political competition, yet static models of party competition find this type of
feedback difficult to handle.” This paper shall serve as a first attempt to model
dynamics of voter preferences based on opinion dynamics between voters.

Opinions are subjective statements which summarize and communicate emo-
tions, attitudes, beliefs, and values to others. Thus, on the one hand, opinions are
a manifestation of individual preferences because of their summarizing nature. On
the other hand, opinions can trigger changes of opinions of others because they
are an act of communication. While political science has a large literature on the
mechanism of opinion formation within the individual and how it can be shaped
towards public opinion through mass media and political communication [see, e.g.,
7, 23], not so much attention has been spent to study systemic effects triggered by
the mechanisms of interaction between voters.

In this context, systemic effects are effects which are triggered by behavior on
the individual level but which go beyond the scope of the individual. Thus, we look
at the evolution of the landscape of opinions based on local interaction to detect
possible hidden driving forces which shape the evolution of opinion landscapes.
We do this partly instead of studying in detail the individual process of opinion
formation for contextual information or the aggregation of public opinion from
individual opinions.

One suitable model is the bounded confidence model of continuous opinion
dynamics [1, 9, 10, 21]. The model triggered a large stream of literature within
the scientific communities of social simulation and the physics of socio-economic
systems [see 13]. This paper is to explore the usability of the model as a model of
preference formation of many agents in ideology spaces based on some stylized
facts of ideological landscapes based on left-right self-placements in different
countries in the European Social Survey (ESS).

The paper is organized as follows. First, empirical opinion landscapes will
be presented and stylized facts will be derived. Second, the bounded confidence
model of continuous opinion dynamics will be presented. Third, the main dynamics
triggered on the level of opinion landscapes will be shown. Fourth, the matching
between empirical landscapes and modeling results will be discussed.

2 Opinion Landscapes: Empirical Observations

We use data from the European Social Survey (ESS rounds 1–6) to get a glimpse of
opinion landscapes and their characteristics. Figure 1 shows the left–right ideology
landscapes of France and Sweden over all available ESS rounds from 2002 to 2012.
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Fig. 1 Time evolution of opinion landscapes of the left–right scale from ESS 2002–2012
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Answering the survey, people self-place themselves on a left–right scale with 11
grades ranging from zero (left) to ten (right). Shown are weighted histograms over
the full samples per country in rounds. Individuals were weighted using the design
weights delivered with the ESS dataset. This corrects for biases of the sampling
design. Accompanying each opinion landscape, the percentage of valid answers and
the number of valid answers is reported. Valid answers typically exclude “Refusal,”
“Don’t know,” and “No answer.”

Looking at the empirical opinion landscapes the following stylized facts can be
extracted:

1. Distributions never visually fit any “standard distribution.” It is far from being
uniform or normal distributed.

2. The largest peak is always at the center (bin 5). It almost always exceeds
neighboring peaks by far giving a “non-continuous” impression.

3. Multiple peaks are almost ubiquitous.
4. Very often extremal peaks exist on both sides. The next-to-extremal bins 1 and 9

are almost always lower than both of their neighboring bins.
5. Peaks at 3 (moderately left) and 7 (moderately right) are frequent. The next-to-

center bins at 4 and 6 are often low compared to both of their neighbors. There
seems to be a tendency that moderate left and moderate right clusters might form.
Especially on the right wing the peak of the cluster might also lie at 8 instead of
7 (e.g., Israel or France 2012).

6. The “shape” of landscapes away from the center and the extremes often has
a “smooth” look without abrupt jumps giving the impression that a smooth
continuous curve underlies the bins.

Looking at the evolution of opinion landscapes over time shows that opinion
landscapes usually change slowly over time. Focusing on the off-center moderate
left and right clusters around the bins 3 and 7 shows some tendencies of movement.
Clusters might slightly drift—sometimes to the left, sometimes to the right.
Sometimes the whole opinion landscape seems to drift in some direction (e.g.,
Sweden seems to drift slightly to the right). Sometimes the left and the right clusters
seem to drift in different directions (e.g., France 2010 seems to have left and right
clusters closer to the center than in 2004 as well as in 2012).

Two conclusions can be drawn from these stylized facts. First, empirical opinion
landscapes do not follow simple distributions, in particular they are not at all close
to be normally distributed. Second, empirical opinion landscapes nevertheless show
some smoothness which points to some process which structures them in typical
clustered shapes which are not random or externally triggered.

How do these non-simple but structured opinion landscapes evolve? Numerous
factors might of course play a role. For example, there might be psychological
reason why certain opinions are more attractive than others (e.g., the central or
the extremal bins). In this paper we will focus on reasons which might lie in the
interaction and adaptation of individuals. In the following section we will look at the
bounded confidence model of opinion dynamics which produces clustered opinion
landscapes.
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As a side note, multimodality of ideological landscapes has also been used by
the father of the spatial model [3, Fig. 8] as an explanation why two parties might
not fully converge to the median voter’s position and as a reason for the emergence
of new parties at newly evolving modes.

3 Bounded Confidence Model of Continuous Opinion
Dynamics

Model Definition Let us consider a society of N agents in which agent i is char-
acterized by an ideological position xi (also called opinion in the following) in the
range [0,1] which is subject to change over time while the agent communicates with
others. All agents are further equipped with a homogeneous bound of confidence "

also from the range [0,1] which is not subject to change but determines the maximal
ideological distance to others which an agent is willing to take into account to revise
its ideological position. Thus, the ideological positions of all agents at time t form
the vector x.t/ 2 Œ0; 1�N which defines an opinion landscape. As ideological position
changes over time, x.t/ is the dynamic variable of the model of opinion dynamics,
while the bound of confidence " is a static variable. The bound of confidence
somehow models homophily, which is the tendency to interact positively only with
agents which are similar to oneself [6, 18].

We consider agents to change their ideological positions because of two pro-
cesses: homophile adaptation and random reconsideration.

Homophile Adaptation Consider that at each time step an agent i meets another
agent j picked at random and interacts with it only when their distance in opinion is
less than its bound of confidence jxi.t/ � xj.t/j < ". If agent j is close enough agent
i changes its ideological position to the average of the two positions xi.t C 1/ D

.xi.t/ C xj.t//=2. If agent j is too far away agent i’s position remains unchanged
xi.tC 1/ D xi.t/.

Reconsideration Sometimes agents reconsider their ideological position from
scratch. Each agent reconsiders its ideological position at each time step with
probability p (which is thought to be small, e.g., p D 0:1). When an agent reassesses
its ideological position it chooses a random value from the interval Œ0; 1� with equal
probability independently of the positions of others. Thus, the agent’s new opinion
is sampled from a uniform distribution. The parameter p is the second global static
parameter of the model.

To start a run of the model each agent starts with a step of reconsideration to
setup the initial ideological positions.

This model resembles the bounded confidence model proposed by Krause [10]
and Deffuant et al. [1] independently from each other. Both models differ in their
communication regime [20]. Here, we concentrate on the communication regime of
Deffuant et al. [1] where agents only engage in pairwise interaction as described.
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Fig. 2 Full screen of the Netlogo model of Lorenz [16]. A run is shown for 500 agents with
homogeneous bound of confidence " D 0:25 and without reconsideration (p D 0)

Originally, the model was formulated without the process of reconsideration, which
was introduced as noise by Pineda et al. [19]. It is called uniformly distributed
opinion noise by Mäs et al. [17]. Several other modifications of the models such
as multidimensional opinion spaces [14], heterogeneous bounds of confidence [15],
relative agreement, and extremism [2] were introduced and analyzed.

The version with pairwise communication and random reconsideration (and
some other options) is implemented in Netlogo [22] for easy use [16]. This version
is used in the following to produce the following figures.

Figure 2 shows the full screen of the Netlogo model (in a slightly changed design
compared to [16]). The main panel in the upper center shows the trajectories of
opinions up to the current time step (here t D 64) moving from left to right. For
longer runs this panel turns into a “rolling” display showing only the latest time
steps. The interface (left-hand side and bottom of the screen) includes besides the
core controls on for the number of agents and the “setup” and “go” buttons the
following functions:

1. controls for the communication regime. In this paper “DW (select one)” with
original “On.”

2. a slider to set the probability of reconsideration p.
3. a module to initialize random distributions of heterogeneous bounds of confi-

dence, not used here.
4. options to introduce extremists, not used here.

On the right-hand side of the model screen there are two observers which accom-
pany the central panel of trajectories. The top panel shows the evolution of the
mean and the median opinion over the full time the simulation has been running.
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Fig. 3 Trajectories for N D 500 agents with homogeneous " without reconsideration leading to
plurality (left, " D 0:15), polarization (center, " D 0:25), and consensus (right, " D 0:3)

The bottom panel shows the histogram of the current opinions in eleven equidistant
bins, resembling the discretization of empirical opinion landscapes from the ESS.

Model Dynamics Let us first look at homogeneous bounds of confidence without
random reconsideration.

Bound of Confidence © Large bounds of confidence (approximately " > 0:27) lead
to consensus. Intermediate bounds of confidence (approximately 0:18 < " < 0:27)
lead to polarization into two equally large opinion clusters, one moderately left-
wing and one moderately right-wing. Small bounds of confidence (" < 0:18) lead
to plurality of three or more clusters. Figure 3 shows trajectories for different bounds
of confidence to demonstrate consensus, polarization, and plurality. The dynamical
process towards stable polarization over time runs as follows: (1) Starting with
initially uniformly distributed opinions, central agents (with opinions more than "

away from the boundary) are equally likely to find a close enough communication
partner at either side. Extremal agents close to the boundary of the opinion space
instead can only find close enough communication partners slightly more central.
Thus they will move closer to the center, but at most "=2 as they ignore others
when they are farther than " away. (2) After a few time steps this leads to a slightly
higher concentration of agents in the region ["=2,"] and the opposing region on the
other side of the opinion space. The concentration of agents remains the same in
the center and declined at the extremes. Now, an agent between the center and "

has a higher chance to find a close enough communication partner at the other side
of the center because the concentration of agents is higher there. Thus, it is more
likely that it moves from the center towards the region of higher concentration. The
same happens on the other side of the opinion space. (3) Regions of slightly higher
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concentration quickly gain higher concentration through this kind of attraction.
Regions of high concentration finally converge to opinion clusters which have a
distance of about 2".

Similar arguments explain the evolution of more clusters for lower bounds of
confidence. Of course, the random initial conditions and the random selection of
communication partners can lead to different outcomes, but even for relatively low
numbers of agents the separation between consensus and polarization as attractive
final opinion landscapes is quite sharp at the critical value " D 0:27. This means that
random influence decides which of the two attractive landscapes will be reached
when the bound of confidence is at such a critical value. When the bound of
confidence is far away from a critical value it is almost sure that always the same
pattern of clustered opinion landscape is reached.

The typical locations bifurcating at the critical values into more and more clusters
are shown in a bifurcation diagram in [13]. Note that in this study we ignore minor
clusters of minimal size which structurally emerge at the extremes and between the
major clusters, because they usually contain only zero to two agents in the sample
sizes we use.

From a political science perspective the view on the mean and the median opinion
is interesting (see upper right panel in the model’s full screen in Fig. 2). In uniformly
distributed opinions mean and median are of course almost the same. Interestingly,
in the " range of polarization the median quickly starts to deviate from the mean
when opinion dynamics starts. The mean remains almost central but due to the
depopulation of the center the median finally ends up to be in one of the two off-
central clusters far away from the compromising position in the center. Which of the
two clusters ends up slightly larger than the other is subject to random fluctuation.

In summary, the model with homogeneous bounds of confidence and without
reconsideration is thus able to produce clustered opinion landscapes, but they are
way to clustered to match the empirical opinion landscapes from the ESS.

Random Reconsideration with Probability p The introduction of random indi-
vidual reconsideration of opinions with probability p blurs the peakedness of
clusters such that they visually come closer to the opinion landscapes observed
empirically in the ESS data. Random reconsideration also triggers slight movements
of clusters.

Figure 4 shows three example trajectories in heatmap visualization and a
snapshot of the histogram. As can be inferred from the trajectories, the histogram
fluctuates but keeps its typical shape. The values " D 0:15; 0:25; 0:3 are taken from
Fig. 3 and the values p D 0:12; 0:2; 0:09 are chosen in an attempt to visually match
some characteristics of ESS opinion landscapes. The matching will be discussed in
the final section.

Finally, it shall be demonstrated how the model with random reconsideration
reacts close to critical values of the bound of confidence. Without randomness
the critical bound of confidence between polarization and consensus is " D 0:27.
Figure 5 shows snapshots from the model running with " D 0:28 and a probability
of random reconsideration p D 0:09.
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Fig. 4 Trajectories of N D 1000 agents with closed-minded (a), open-minded (c), and intermedi-
ate bounds of confidence (b) and different probabilities of random reconsideration p. The bounds
of confidence are the same as in Fig. 3

The snapshots show that two meta-stable states exist—a polarized one with
two clusters and a consensual one with a central clusters which position moves
considerably in the central range. The system switches between these states through
rare random events. The transition from polarization appears to be a slow one (panel
top right) through a random drift of the central cluster and the evolution of the
second cluster in the other half of the opinion space. In contrast, the transition from
polarization to consensus is rather abruptly triggered by a random fluctuation which
suddenly builds a critical mass to connect the two sides.
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Fig. 5 Trajectories of N D 1000 agents with bounds of confidence at a critical value in heat map
visualization

4 Discussion

To what extent do opinion landscapes from the model in Fig. 4 match empirical
opinion landscapes in Fig. 1? Generally, no model specification seems to be able to
reproduce all stylized facts from empirical distributions totally satisfactory. Thus,
the development of a parameter fitting procedure is left for future models and
the further discussion is exploratory and qualitatively. Nevertheless, the model
distributions match the empirically observed distributions visually much better than
any specification of a .a; b/-beta distribution. As the model has also only two
parameters ."; p/ this is already a small success.

Going along the increasing bounds of confidence from Fig. 4 different stylized
facts of empirical distributions are reproduced by the model.

Closed-minded agents (Fig. 4a " D 0:15): Under a relatively high probability of
reconsideration (p D 0:12) an opinion landscape with three peaks is produced—a
central, a moderate left, and a moderate right cluster as we see it in many empirical
landscapes, e.g., in the left–right landscape of Sweden 2002 or Germany’s European
integration landscape 2012; but empirical landscapes of this type usually also have
extremal peaks, the moderate peaks lie a bit closer to the center and never on the
bins 1 and 9 and the central peak is much more pronounced.

Intermediate agents (Fig. 4b " D 0:25): Under a high probability of reconsid-
eration (p D 0:2) the opinion landscape is still polarized as for the non-noisy case,
but clusters are blurred such that their shape and location at bins 2,3, respectively,
7,8 matches moderate off-center empirical clusters. In this specification a dominant
central cluster as observed empirically misses completely. If it would exist it would
absorb the moderate clusters quickly. Also extremal peaks as empirically found are
missing.
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Open-minded agents (Fig. 4c " D 0:3): Under an intermediate probability
of reconsideration (p D 0:09) the opinion landscape shows a large central peak
as observed empirically, also small peaks at the extremes match the empirical
landscapes, although empirical extremal peaks lie more pronounced at 0 and 10 and
not on 0,1, respectively, 9,10 as in the model. The weak point here is that empirically
we observe much more mass on the bins close to the center.

In conclusion, several stylized facts can be reproduced by this two parameter
model much better than classical distributions can, but the model cannot produce a
large central peak, and tendencies for small and blurred moderate off-center peaks
and small or tiny extremal peaks at the same time in its current form.

Agent-based models for the evolution of ideological landscapes are still in its
infancy and it remains to show if they can add interesting insight to political
dynamics. At least the possibility for counterfactual analysis at critical values seems
promising for studying and understanding self-driven abrupt changes in political
landscapes.
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Changing Habits Using Contextualized Decision
Making

Rijk Mercuur, Frank Dignum, and Yoshihisa Kashima

Abstract In this paper we aim to present a new model in which context influences
a combination of both habitual and intentional environmental behavior using the
concept of social practices. We will illustrate the model using meat-eating behavior
while dining out.

Keywords Agent-based simulations • Context • Habits • Meat eating

1 Introduction

Despite both governmental and scientific interventions, greenhouse gas (GHG)-
emissions continue to rise. Climate change is primarily driven by green house
(GHG)-emitting human behavior and could therefore be largely mitigated by
interventions in human behavior. For example, a global transition to a healthy low
meat-diet would have a substantial impact on lowering GHG-emissions [9, 15].
However, human behavior, including meat eating, is the least understood aspect of
the climate change system [8].

One possible major defect is the focus of interventions (and theory) on inten-
tional (i.e., voluntary) behavioral change [1, 6]. The underlying idea is that to
change behavior one must change ones intention. However, this does not adequately
account for the extend to which behavior is influenced by context and, consequently,
routines. Context is defined as the setting in which something happens, including
location, people, and past behavior [2, 18]. Repeated behavior in the same context
can lead to habits (i.e., routines) [18]. Habits are often contrasted with intentions,
capturing the fast-thinking, and automatic side of behavior. Interventions predomi-
nantly focus on changing intentions, for example, by providing more information,
not acknowledging that one behaves, at least partly, because one behaved similarly
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before in the same context [1]. A possible solution might lie in using a notion
of sociology called social practice. Sociologist from the social practice tradition
focuses more on the practice than the individual highlighting its relation with
context [14].

In this paper we aim to present a new model in which context influences a
combination of both habitual and intentional environmental behavior using the
concept of social practices. We will illustrate the model using meat-eating behavior
while dining out.

2 Background

One widely studied primary predictor of environmental behavior is the notion of
values. Values represent what a person finds important in life. We see them both
as reasons that trigger an action as well as post-action criteria for evaluation [16].
In line with Schwartz we model a person’s characteristics in terms of four different
value types: openness, conservation, self-transcendence, and self-enhancement [12].

One of the most influential theories that tries to capture the complex interaction
of influences (e.g., values) on intentions is Azjen and Fishbein’s reasoned action
approach [5]. However, we believe their negligence of habits accounts for the reason
that interventions based on this approach (e.g., [13]) have had little or no effect on
largely habitual behavior such as meat eating.

Habits are learned dispositions to repeat past responses. Their automaticity
emerges from patterns of covariance between context and behavior. They are often
the residue of goal pursuit (i.e., intentions), but once formed, perception of contexts
triggers the associated response without a mediating goal [18]. Note that everyday
vernacular implies a dichotomous view of habits and intentions, but behavior is
more realistically conceived as on a continuum between habitual and intentional
each requiring different interventions [10].

Sociologist from the social practice tradition focuses less on the individual and
more on the practice itself. They study how practices emerge, persist, or disappear in
society by securing or losing “carriers.” We adopt this idea of a practice as a distinct
(epistemological) entity that is “a temporally and spatially dispersed nexus of doing
and saying things” [11, p. 89]. In our model, each individual and each enactment
thus relates to a shared notion of the practice of “dining out.”

We will base our model on a notion of Shove et al. [14] called social practice,
originally consisting of three elements: materials (covering physical aspects), com-
petences (skills and knowledge needed for the practice), and meanings (referring to
the mental and social associations of practices).

The social practice of eating, for example, can be divided into its materials—
tableware, cutlery, and food—its required competences—etiquette and usage of
cutlery—and the meaning of pleasure, health or the achievement of a necessary
chore [7]. On enactment one combines these distinct elements into the single
practice of eating. The practice of eating, however, includes more than simply the
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intake of food. It is a social activity consisting of selecting food, preparing dishes,
making social arrangement for meals, and judgments about taste [17]. In our model
we compress this complex practice in the tangible form of dining out.

3 Model

3.1 Social Practices and Agents

Based on the work of Dignum et al. [2–4] we present a model that uses the
macroscopic notion of social practices in microscopic deliberation. A social practice
is constituted by the following aspects:

Physical context describes the physical environment that can be sensed (e.g.,
meat venue, vegetarian venue, or mixed venue) including affordances that
describe the natural physical conditions to enact the practice (e.g., meat venue
affords eating meat/vegetarian venue affords eating vegetarian) and Triggers that
describe physical context that (often) co-varied with the practice (e.g., 5� eating
meat in venue 1, 10� eating vegetarian in venue 2, etc.)

Social context describes the other agents that can be sensed (fellow customers
in venue, e.g., agent 1, agent 2, etc.) including social triggers that describe the
social context that (often) co-varied with the practice (e.g., 5� eating vegetarian
with agent 1, 10� eating vegetarian with agent 2, etc.)

Values refers to the meaning of the practice, i.e., the values it furthers
Embodiment refers to the set of possible actions, plans, roles, and norms that the

agent will use to guide its behavior within this practice (e.g., eating meat, eating
vegetarian)

Evaluation captures agents own judgment about past enactments of practice.

The agents all have their own image of the social practice of dining out. Some
of the aspects will be equal for all agents (e.g., affordances, values), but each
agent also records its own experience with that practice (e.g., by updating triggers
and evaluation). In addition the agents heterogeneity is ensured in their difference
in values. Each agent attributes a different level of importance to openness,
conservation, self-transcendence, and self-enhancement.

The social practice as described above is used in the deliberation of the agents as
depicted in Fig. 1.

In the first stage of the deliberation an agent filters the impossible behavior out
by comparing its current environment (i.e., context) with the social practice. The
context can afford the behavior of meat eating, vegetarian eating, or both.

In the second stage of the deliberation an agent can decide on an embodiment
based on habitual triggers and past evaluation. The agent filters the least salient
embodiment out by comparing its current environment (i.e., context) with the social
practice. The trigger of a practice represents how frequent some embodiment co-
varied with a context. The evaluation variable represents how well past enactments



270 R. Mercuur et al.

Sense affordances
(venue)

Context only
affords eating
meat

Context only
affords eating

veg

Habits dictate
eating veg

Habits dictate
eating meat

Deliberation
leads to eating
meat

Deliberation
leads to eating

veg

Update triggers
and evaluate

Filter
practices on
affordances

Sense triggers
(venue & people)

Filter
practices on

triggers

Use values to
choose

between
remaining
practices

Learn

Eat veg
Eat 
meat

Fig. 1 Schematic overview of the deliberation cycle of an agent

went in this context. The salience of an embodiment depends thus on past success
and frequency in this context. How salient certain behavior has to be to pass this
filter depends on how high an agent values openness and conservation.

In the third stage of the deliberation an agent will use his values to make
an intentional choice out of the remaining possible embodiments. The values of
self-transcendence and self-enhancement have a threshold (corresponding to the
importance they attribute to the value) and a current satisfaction level. The satis-
faction level slowly decreases over time, but an action can increase the satisfaction
level. The agent will choose the embodiment that furthers the value with the lowest
satisfaction compared to its threshold.
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After the enactment an agent will learn. Firstly, by updating its history of
enactment by keeping track of the past performance context in the trigger variable of
the social practice. Secondly, it will evaluate if it wants to do the behavior again. The
agent evaluates by (1) comparing the level of importance of its values to the value
of the enacted behavior and (2) by comparing its own behavior to the behavior of
the other agents. The higher the agent values self-enhancement the more important
it finds the first, the higher it values conservation and self-transcendence the more
important it finds the latter.

4 Hypotheses, Experiments, and Further Work

The presented model will allow us to test hypotheses revolving around the contin-
uum between habitual and intentional behavior. For example, one might want to
motivate an agent to change its physical context (e.g., to a new restaurant) in order
to move an agent from a “bad” habit to a “good” intentional action. In this model
this intervention will not necessarily work. The agent’s social context might activate
the old habit or reinforce the norm. Furthermore, the target agent forms the social
context of other agents. The individual change of an agent might have a domino
effect on the other agents, possibly resulting in a global change. This model gives
more insight in what combination of intervention might bring about such a global
change. One idea is to motivate the agents not only to change their physical context,
but also to invite like-minded agents such that subcultures that divert from the norm
can grow and develop. This paper represents research in progress, but we claim that
these kinds of combined agent deliberation models can shed new insights in when
and how the behavior of people can change in light of habits and social contexts.

References

1. Abrahamse, W., Steg, L., Vlek, C., Rothengatter, T.: A review of intervention studies aimed at
household energy conservation. J. Environ. Psychol. 25, 273–291 (2005)

2. Dignum, V., Dignum, F.: Contextualized planning using social practices. In: International
Workshop on Coordination, Organizations, Institutions, and Norms in Agent Systems, Springer
International Publishing, 2014

3. Dignum, F., Prada, R., Hofstede, G.J.: From autistic to social agents. In: Autonomous Agents
and Multi-Agent Systems (AAMAS), pp. 1161–1164 (2014)

4. Dignum, V., Jonker, C., Prada, R., Dignum, F.: Situational deliberation getting to social
intelligence. In: Workshop-Computational Social Science and Social Computer Science: Two
Sides of the Same Coin, Guildford, 23–24 June 2014 (2014)

5. Fishbein, M., Azjen, I.: Predicting and Changing Behavior The Reasoned Action Approach.
Taylor & Francis, New York (2011)

6. Gifford, R.: Environmental psychology matters. Ann. Rev. Psychol. 65, 541–79 (2014)
7. Halkier, B.: A practice theoretical perspective on everyday dealings with environmental

challenges of food consumption. Anthropol. Food (S5) (2009)



272 R. Mercuur et al.

8. Intergov. Panel Climate Change. Climate Change 2014 Synthesis Report Summary Chapter
for Policymakers (2014)

9. Jones, C.M., Kammen, D.M.: Quantifying carbon footprint reduction opportunities for U.S.
households and communities. Environ. Sci. Technol. 45(9), 4088–4095 (2011)

10. Moors, A., De Houwer, J.: Automaticity: a theoretical and conceptual analysis. Psychol. Bull.
132(2), 297–326 (2006)

11. Schatzki, T.R.: Social Practices. A Wittgensteinian Approach to Human Activity and the
Social. Cambridge University Press, Cambridge (1996)

12. Schwartz, S.H.: An overview of the Schwartz theory of basic values an overview of the
Schwartz theory of basic values. In: Online Readings in Psychology and Culture, vol. 2,
pp. 1–20 (2012)

13. Seigerman, M.: Manipulating Meat-Eating Justifications: A Novel Approach to Influencing
Meat Consumption (2014)

14. Shove, E., Pantzar, M., Watson, M.: The Dynamics of Social Practice: Everyday Life and How
it Changes. SAGE Publications, London (2012)

15. Stehfest, E., Bouwman, L., Van Vuuren, D.P., Den Elzen, M.G.J., Eickhout, B., Kabat, P.:
Climate benefits of changing diet. Clim. Change 95(1–2), 83–102 (2009)

16. van der Weide, T.L.: Arguing to motivate decisions. SIKS Dissertation Series (2011).
17. Warde, A.: What sort of practice is eating? In: Shove, E., Spurling, N. (eds.) Sustainable

Practices: Social Theory and Climate Change, p. 221. Routledge, London (2013)
18. Wood, W., Neal, D.T.: A new look at habits and the habit-goal interface. Psychol. Rev. 114(4),

843–863 (2007)



SocialSIM: Real-Life Social Simulation as
a Field for Students’ Research Projects
and Context of Learning

Larissa Mogk

Abstract SocialSIM is an educational project that won the Instructional Devel-
opment Award of Freiburg University in 2014. The project is experimenting with
real-life simulation as didactic tool in social sciences. A team of sociologists,
cultural anthropologists, economists and political scientists designed a one-day
social simulation on a macroscale. For the participants of the one-day real-life
simulation, SocialSIM was base to experience and shape the dynamic interplay of
complex social, political and economic processes. For students it was furthermore a
platform to develop skills in qualitative and quantitative research methods and learn
about the different perspectives of the disciplines taking part in the project.

Keywords Social simulation • Research • Education

SocialSIM is an educational project that won the Instructional Development Award
of Freiburg University 2014. The project is experimenting with real-life simulation
as didactic tool in social sciences. A team of Sociologists, Cultural Anthropologists,
Economists and Political Scientists designed a 1-day social simulation on a macro
scale. The simulation treats societal processes covering the management of common
pool resources and environmental challenges as focal points of interest. The
project used the 1-day simulation game with over 100 participants as platform
for experiencing social, political and economic dynamics and as research field
for students. Creating an atmosphere where real-life processes could be openly
reproduced and redefined in a simplified setting without the necessity for players
to follow up a certain strategy to win the game. Instead it was the aim of the
simulation design to give a frame in which players feel free to practise their ideal
of social interaction, as well as political and economic organisation. This simulated
environment served as field of research for students researching on social practise.
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In the following sections, the simulation game, being the centre of action, is
described, before I explain the structure of the project and introduce the participants
and their learning experiences.

In the first phase of the simulation game “Build your own society!” players
(recruited mostly in the academic surroundings) were separated in three commu-
nities and let to the playground where they had to agree on a political system, on
the property rights of their resources and a set of values for their own community.
These decisions were obligatory for each community to continue the game but could
be revised at any time. Besides players were animated to symbolically collect and
produce resources that could be inserted to develop each community subsequently.
The aim of the first phase (being introduced by a short introductory film in the
beginning of the social simulation) was to build a bridge to start the interaction with
the other communities.

All actions in the simulation game were design to have a certain structural
function in the game mechanics and furthermore represent the emotional involve-
ment linked with that action. For instance mining at SocialSIM required crawling
through dark and narrow tunnels extracting pieces of black coal. Coal was necessary
to produce goods at the factory but (as players found out during the game)
caused serious emissions that affected the environment and players “everyday life”.
To overcome these obstacles became the challenge in the second phase of the
simulation game.

Besides the political organisation and the productive tasks players were able
to solve quests to built up infrastructure for their community and investigate on
technological solutions for the upcoming environmental changes in the second
phase of the simulation game. Furthermore they had the option to instal universities
and leisure areas, a market place and internet. As the participants were free to move
and act between the communities, decisions addressing the environment were also
posed to that level. On a common conference the political representatives decided
about future actions.

In a great showdown at phase three players were asked to decide if they would
like to stay in their communities to search for a better life or leave with a spaceship
to the next planet. The latter was only offered to a limited number of people and thus
caused serve inconsistencies. The final task for the remains was than to work on the
balance of the CO2-emissions. After the game the SocialSIM experience ended with
a two hours official reflection phase and an informal part.

The participants benefitted from the 1-day social simulation experiencing the
dynamics of social, political and economic processes, training certain skills and
reflecting their own role taken in the simulation. Due to simplification they were able
to capture the essential characteristics of societal systems and managed to compare
them with real-life processes. For instance, players experienced the benefits of
representative democracy, but also learned about the constraints and disadvantages
that this form of political empowerment involved. Concerning the environmental
challenges players observed, how developments between the communities emerged
and how social bonds, politics and economics were intertwined. To give an example,
two of the communities decided not to invest in nuclear energy or fossil fuels,
which were far more productive than renewable energy but caused CO2-emissions.
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Being scarce in energy resources, they additionally bought energy resources from
the third community, which had a great income with their oil well. According
to the complexity of the simulation, these effects where reflected afterwards
in the reflection phase, where different experiences were shared to capture the
whole picture of the occurrences. Finally players discussed analogies with real-life
processes and the different levels of abstraction.

In terms of skills, participants were practising leadership, solving conflicts
and developed debating competencies in between their own community and in
correspondence with the others. They arranged and negotiated political rules with
people they did not know before and they were organising the complex economic
processes that were linked to political questions on the management of resources in
general and the fish pond as one example for a common-pool resource. Furthermore
players selected their specific role in the simulation and were animated to reflect the
certain positions taken and the self-identifying attributes linked. In comparison with
their everyday routines they were able to see personal potentials.

Besides the players of the simulation game and their learning experiences, there
was a group of students from sociology, cultural anthropology and political sciences
accompanying the social event. They used the simulated reality as research field.
As assistants of the organisational team they were provided with detailed insights
and had access to the simulation game. Students taking part were at the end of
their Bachelor degree or in their Master studies having some or no experiences and
training with methodologies.

During the whole simulation day students collected data for their research using
interviews, participant observation and certain types of questionnaires for this
approach. The simulation was an ideal surrounding to experience research methods
being accompanied by teaching staff and fellow students. All students had worked
on their own research design beforehand, guided by 2 weekly seminars, preparing
the social simulation from an academic viewpoint. One was organised within
each discipline, the other was held in interdisciplinary sessions. Both seminars
were taking part for one semester with the simulation day at the end and a final
feedback session in the week after the event. The seminar aimed at preparing
students’ research projects and providing a preliminary with regards to content and
sensitivity to simulations. Students were trained to analyse human behaviour, social
phenomena and political structures within the simulation and link their results to
theoretical approaches. Furthermore the aim was to recognise the own disciplinary
perspective and differentiate it from the others.

Some Master students even took part in the simulation design team combining
their own research question with the simulation design. Two students elected
SocialSIM for their one-year research project in sociology, which allowed them to
get into the designing processes more deeply. One of the research projects contained
simulating the management of common-pool resources simulated fishing with a fish
pond. The need to be cautious about the regeneration rate and the amount of fish
remaining in the pool and the rules set and controlled were observed by the student.
During tests of the simulation design that took place beforehand he had the chance
to observe different models and work out principles for his own research.
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To guarantee that the prepared research topics could be observed during the social
simulation, a team of sociologists, cultural anthropologists, political scientists,
economists and a cultural studies academic created the simulation design. The
designing process took 9 months and included the game mechanics, the productive
tasks and quests, the economic core and the equipment. The designing team closely
worked together with the lecturers to agree on certain topics for the academic
approach.

All the outcomes are presented in a bilingual handbook titled “Lernen und
Forschen mit sozialen Simulationen. Das real-life Simulationsspiel SocialSIM”
which was published by Waxmann in 2015. For further information visit our
SocialSIM webpage (www.socialsim2014.wordpress.com).

http://www.socialsim2014.wordpress.com/


Simulating Thomas Kuhn’s Scientific
Revolutions: The Example of the Paradigm
Change from Systems Dynamics to Agent
Based Modelling

Georg P. Mueller

Abstract Based on evolutionary game theory, this paper presents a model that
allows to reproduce different patterns of change of the main paradigm of a
scientific community. One of these patterns is the classical scientific revolution
of Thomas Kuhn (The Structure of Scientific Revolutions. University of Chicago
Press, Chicago 1962), which completely replaces an old paradigm by a new one.
Depending on factors like the acceptance rate of extra-paradigmatic works by the
reviewers of scientific journals, there are however also other forms of change, which
may e.g. lead to the coexistence of an old and a new paradigm. After analysing
the different types of paradigm-changes and the conditions of their occurrence by
means of EXCEL based simulation runs, the article explores the applicability of the
model to a particular case: the spread of agent based modelling at the expense of the
older systems dynamics approach. For the years between 1993 and 2012 the model
presented in this article reproduces the observed bibliometric data remarkably well:
it thus seems to be empirically confirmed.

Keywords Kuhn’s scientific revolutions • Multi-paradigmatic science • Evolu-
tionary game theory • Agent based modelling • Systems dynamics

1 Background and Overview

This chapter refers to the famous book “The Structure of Scientific Revolutions”,
which Thomas Kuhn published the first time in 1962 (see [1]). The book describes
the life cycle of so-called paradigms, which starts with the introduction of new
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scientific theories, an agenda of problems to be solved, and methods that are rapidly
accepted by the scientific community at the expense of a previously used paradigm.
This revolutionary stage is followed by a period of “normal science”, where the
problems — i.e. the “puzzles” in Kuhn’s terminology — of the new paradigm
are treated and successfully solved by means of its specific methods. At the end,
the limitations of the paradigm become more and more visible since many of its
remaining “puzzles” turn out to be unsolvable. This is the time, when the scientific
community is ready for another scientific revolution by abandoning the existing
paradigm in favour of a new one. Thus, science according to Kuhn is a sequence
of paradigms, which in the stage of normal science monopolistically dominate the
activities of a scientific community.

In spite of its excellent reputation, Kuhn’s book has two major shortcomings:
First, it is mainly based on historical examples and thus neglects the institutional
framework of contemporary science like peer-reviewing or the publish-or-perish
rule for academic careers. Second, Kuhn’s book mainly deals with sequences of
mutually exclusive paradigms and thus does not really come to grips with multi-
paradigmatic situations, which are so typical for the humanities and social sciences
(see [2]). In order to tackle these difficulties, we present in the following sections a
simulation model, which is based on game theoretical premises. As proposed by [3],
it takes the institutional settings of modern science better into account and offers the
possibility to reproduce the coexistence of paradigms.

Obviously there are other simulation models of scientific revolutions (see [4]),
the most prominent ones being developed by Sterman [5] and Sterman/Wittenberg
[6], who directly refer to Kuhn’s work. Whereas these two authors used a systems
dynamics approach (see [7]: Chap. 3), the present chapter is based on evolutionary
game theory (see e.g. [8]), which we consider as much more appropriate to the
study of competition between paradigms. Moreover, the cited works [5] and [6]
of Sterman and Wittenberg are purely theoretical, whereas this paper attempts to
corroborate the theoretical simulations with empirical data. The respective analyses
in Sect. 4 demonstrate that our model is able to grasp not only the complete
replacement of successive paradigms, as described by Kuhn [1], but also the more
complex reality of multi-paradigmatic scientific communities. This again is a major
advantage over the older model of Sterman/Wittenberg, which seems to explain only
the total replacement of an exhausted paradigm by a new one (see [6]: 329, Fig. 7a).

2 A Game Theoretical Model of the Competition
Between Paradigms

In its simplest form, evolutionary game theory (see [8], [9]: Chap. 8, [10]) departs
from the idea of two randomly interacting species and an associated matrix of
2� 2D 4 pairs of possible payoffs, which determine the so-called fitness of the two
species as well as their reproduction and death rates: the higher the mentioned fitness
of the first species as compared to the second, the higher its population growth at
the expense of the other.

http://dx.doi.org/10.1007/978-3-319-47253-9_3
http://dx.doi.org/10.1007/978-3-319-47253-9_8
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These basic ideas from theoretical biology have successfully been used for the
analysis of dynamic social processes (see e.g. [11–14]). Thus we are going to tackle
the modelling of Kuhn’s scientific revolutions on the basis of evolutionary game
theory. Obviously, the two interacting species are in this case the supporters of the
old and the new paradigm, which we describe by:

Sn D Share of the supporters of the new paradigm; (1a)

So D 1 � Sn D Share of the supporters of the old paradigm: (1b)

The arenas where these two “species” encounter are editorial boards of scientific
journals, search committees for filling academic posts, or institutions for funding
research projects. In each of these arenas academics appear in the role as suppliers
and requesters of publication space, posts at universities, or research money. Due
to the exclusiveness of their paradigms, interactions in the mentioned arenas are
rather hostile for encounters of different paradigms and relatively friendly between
representatives of the same paradigm. This has consequences for the academic
careers of the requesters, which we are going to analyse in the following paragraph
for the case of the submission of articles to scientific journals.

If we assume that the composition of reviewers of journals by paradigm
corresponds to the paradigm-orientation of the general population of scientists, it
is possible to calculate the total acceptance rates Ao of the old paradigm and a
respective value An for the new paradigm. Both are the sums of the acceptance
rates Ai of intra-paradigmatic and Ae of extra-paradigmatic works, weighted by
the population shares Sn and So. For reviewers supporting the old paradigm,
intra-paradigmatic works are authored by members of the old paradigm and extra-
paradigmatic works by supporters of the new one. For reviewers representing the
new paradigm, the definitions of intra- and extra-paradigmatic works are just the
reverse. Thus, according to Table 1:

An D So� Ae C Sn� Ai (2a)

Ao D So� Ai C Sn� Ae (2b)

Table 1 The acceptance rates of the old and the new paradigm

Author’s paradigm:
Reviewer’s paradigm: Share Old paradigm New paradigm

Old paradigm So Ai Ae

New paradigm Sn Ae Ai

Total acceptance rates of
old/new paradigm

Ao D

So� Ai C Sn� Ae

An D

So� Ae C Sn� Ai

Ai D acceptance rate of intra-paradigmatic articles; Ae D acceptance rate
of extra-paradigmatic articles; Ao D acceptance rate of articles based on
old paradigm; An D acceptance rate of articles based on new paradigm.
Source: [22]: Table 1.
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Implicitly we are postulating in the formulas (2a) and (2b) that the result of the
reviewing process is influenced by the randomness of the assignment of reviewers
to manuscripts, as demonstrated by [15]. If we assume in addition that there is a
publication bias against new ideas (see [16]: p. 71 and [17]: Chap. 3) such that

Ae < Ai (3)

the Eqs. (2a) and (2b) imply that new paradigms have at the beginning of their
existence a lower acceptance rate An than the dominating old paradigm, since in
this situation So� 1 and Sn� 0.

At the beginning, however, new paradigms have the advantage of offering
to ambitious scientists a lot of easy-to-solve new puzzles such that the ease of
discovery En is at this stage for the new paradigm much higher than the ease
of discovery Eo of the old paradigm. As mentioned by Kuhn (see [1]: Chap. 7),
the latter is in its final stage often confronted with insurmountable difficulties
in solving its own scientific puzzles. Thus the ease of discovery obviously has
consequences for the scientific productivity Fo of the supporters of the old and Fn

of the new paradigm, which modify the effects of the initial non-acceptance of the
new paradigm in the following way:

Fn D En� An D En� .So� Ae C Sn� Ai/ (4a)

Fo D Eo� Ao D Eo� .So� Ai C Sn� Ae/ (4b)

Since the above-mentioned productivity in terms of accepted and published papers
determines the careers of the respective scientists, we are using in (4a) and (4b) as
left-hand-terms the letters Fn and Fo, which stand for the fitness of the two groups
of scientists. Hence we hypothesise in accordance with the general assumptions of
evolutionary game theory (see e.g. [10]: Chap. 3) that the growth of the supporters
of the new paradigm is

	Sn D • � .Fn � Fo/; if 0 < Sn < 1; else 	Sn D 0; (5a)

where • is a constant laps of time. Similarly we assume that the growth of the
supporters of the old paradigm equals

	So D • � .Fo � Fn/; if 0 < So < 1; else 	So D 0: (5b)

Both equations are conceptualised in such a way that the shares So and Sn do not
leave their definition interval [0,1] and always sum up to 1.1 The changes which they
describe are partly due to the transitions of established scholars between paradigms

1From (5a) and (5b) follows 	Sn D �	So such that the sum SnCSo is time-invariant and always
yields 1 (see formula (1b)).

http://dx.doi.org/10.1007/978-3-319-47253-9_3
http://dx.doi.org/10.1007/978-3-319-47253-9_7
http://dx.doi.org/10.1007/978-3-319-47253-9_3
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and partly to the rational choice of young scientists, who start their careers with the
paradigm that promises the more successful professional future.

The advantage of the new paradigm in terms of a higher ease of discovery
En tends to decrease by the number of newly solved scientific puzzles, which is
proportionate to Fn�Sn, i.e. the product of the relative size Sn of the population of
scientists and its productivity Fn. Similar things hold true for the dynamics of the
ease of discovery with the old paradigm. Consequently we postulate:

	En D �• � Fn � Sn; with initial value En D 1 and • D constant laps of time:

(6a)

	Eo D �• � Fo � So; with initial value Eo � 1 and • D constant laps of time:

(6b)

Hence, after some time, both paradigms are depleted and may be replaced by a third
paradigm, which is however not considered in the simulations that follow.

3 Model Simulation

3.1 Introductory Remarks

This section pursues two related goals:

(i) We want to look for an inventory of the different types of population dynamics
that can be reproduced by the model. Of special interest are on the one hand
the empirically observed coexistence of two paradigms and on the other the
complete replacement of the old paradigm by a new one, as described by
Kuhn [1].

(ii) We attempt to analyse the determinants of the mentioned patterns of population-
dynamics. Given the limited number of exogenous model parameters, we focus
on the acceptance rates of extra-paradigmatic works Ae and the initial ease of
discovery Eo by the old paradigm. For reasons of standardisation we set for the
start of the simulations the ease of discovery of the new paradigm EnD 1 and
the acceptance rate of intra-paradigmatic works AiD 1. This way Eo and Ae

become relative values, i.e. fractions of the former ones.

In view of the complexity of our model we tackled the goals (i) and (ii) by
simulation experiments: they allowed to study the effects of parameter changes on
the population dynamics of the supporters of the old and the new paradigm in a
rather easy way. This method obviously required the translation of the model into a
computer program. We used for this purpose an EXCEL spread-sheet with columns
being defined as time-dependent variables, like e.g. So and Sn and rows representing
subsequent time-points with a laps of time • D 0.1. The rows are linked in such
a way that changes of variable-values on one line are propagated to the next, as
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described by the difference equations (5a, 5b) and (6a, 6b). This process always
started under the assumption that between t D 0 and t D 1 a new paradigm showed
up and lowered the share of the supporters of the old paradigm from an initial de
facto monopole SoD 1.0 to SoD 0.95. By simulation of the subsequent population
dynamics it was e.g. possible to analyse, under which conditions the new paradigm
is crowded out by the old or alternatively further spreads and finally becomes the
mainstream of the scientific community.

3.2 Simulated Types of Population Dynamics of Scientists

As a matter of fact, a relatively small number simulation experiments with randomly
selected parameter values Eo and Ae show the population dynamics that correspond
to the classical revolutions described by Kuhn [1]. Figure 1a is an example for
these rather rare situations, where the new paradigm immediately attracts a growing
number of scientists until it completely replaces the old one.

Much more frequent than the classical “perfect” revolutions are in our simulation
experiments the incomplete ones, as exemplified by Fig. 1b: the new paradigm
immediately starts to grow at the expense of the old. The latter however recovers
after some time and leads to a multi-paradigmatic situation, which is often observed
in the social sciences. A closer look at Fig. 1b explains this fluctuation in the
support for the two paradigms: the rapid start of the new paradigm leads to its early
exhaustion and soon lowers its ease of discovery En. Between time tD30 and tD100,
the En of the new paradigm is already smaller than the Eo of the old, which this way
gets a chance for a revival (see Fig. 1b). This dynamic of Eo and En is in sharp
contrast to the classical scientific revolution, depicted in Fig. 1a: here the ease of
discovery of the new paradigm is for a much longer time, i.e. until tD 50, above the
old one and thus leads to its complete victory.

In about half of all simulation experiments with randomly selected parameter
values Eo and Ae, the change of paradigm is delayed: the new paradigm is available,
but for some years the old is still vigorous enough to exert monopolistic control of
the scientific community. Only after a latent period of further depletion, the old
paradigm breaks down and triggers either a complete (Fig. 2a) or an incomplete
revolution (Fig. 2b).

Last but not least there is the rather rare possibility that the outbreak of a scientific
revolution is not only temporarily but even infinitely delayed and consequently
ends in a failed revolution. Hence, from the perspective of evolutionary game
theory there are particular conditions (see Sect. 3.3), under which paradigms can
be evolutionarily stable.

In sum, this model is able to reproduce not only the scientific revolutions of
Kuhn [1] but many other phenomena of scientific change like delayed revolutions,
where new ideas come too early to be accepted by the scientific community, or
incomplete revolutions that lead to multi-paradigmatic science. Thus in view of the
last-mentioned category of changes, the model fulfils one of the major goals of this
chapter (see Sect. 1).
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Fig. 1 (a) Kuhn’s classical revolution: immediate and complete change from the old to a new
paradigm (initial parameter values: Eo D 0.2, Ae D 0.2). (b) An incomplete revolution: coexistence
of the old and a new paradigm (initial parameter values: Eo D 0.6, Ae D 1.0)

3.3 The Determinants of the Stability and Long-Term
Dominance of Paradigms

The previously encountered types of paradigm-changes differentiate mainly with
regard to the following two dimensions:

(i) The stability of the old paradigm in the case of the arrival of a new one: it may
be immediately unstable, temporarily stable, or permanently stable. In the first
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Fig. 2 (a) A delayed classical revolution: complete change to a new paradigm (initial parameter
values: Eo D 0.8, Ae D 0.2). (b) A delayed incomplete revolution: transition to the coexistence of
the old and a new paradigm (initial parameter values: Eo D 0.9, Ae D 0.5; source: [22]: Fig. 1)

case we expect a classical or an incomplete revolution, in the second delayed
changes, and in the third a failed revolution.

(ii) The paradigm, which finally dominates after the changes induced by the arrival
of a new paradigm have fully developed. In the long run the dominating model
of science may be the new paradigm, the old paradigm, or both paradigms.
The first case corresponds to the effect of a classical revolution, the second of a
failed revolution, and the third of an incomplete revolution.
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Fig. 3 (a) The stability of the old paradigm, by values of Ae and Eo (source: [22]: Fig. 2a).
(b) Long-term dominance of different paradigms, by values of Ae und Eo (time horizon: 400 units
of time; source: [22]: Fig. 2b)
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The outcome of the model with regard to both dimensions (i) and (ii) depends
on the ease of discovery of the old paradigm Eo and the acceptance of extra-
paradigmatic works Ae. Thus we ran the simulation model over a span of 400 units
of time with •D 0.1 and for varying values EoD 0., 0.2, 0.4, : : : , 1 and AeD 0., 0.2,
0.4, : : : , 1.2 The results of these simulations are presented in Fig. 3a, b.

As Fig. 3a demonstrates, scientific revolutions immediately break out if Ae � Eo.
Thus, if the reviewers of the old paradigm, who initially have full control of the
editorial boards, are too indulgent to new extra-paradigmatic ideas, a change of
paradigms is very likely. If Ae > 0.2 the revolution remains incomplete and leads
to a multi-paradigmatic compromise (see Fig. 3b). If Ae � 0.2, the revolution ends
with the dominance of the new paradigm, as described by Kuhn [1] (see Fig. 3b). It
is important to note that this kind of a complete classical revolution only occurs for
a small minority of randomly selected parameter values of Ae and Eo.

Alternatively, if Ae < Eo, but Ae > 0, the ease of discovery with the old paradigm
is too high for an immediate swing from the old to the new paradigm (see Fig. 3a).
Nevertheless, after some time the old paradigm is sufficiently depleted and a delayed
revolution breaks out. For Ae > 0.2 it ends again with a compromise between the old
and the new paradigm (see Fig. 3b). If Ae� 0.2, the growth of the supporters of
the new paradigm is slower but finally leads to a classical revolution, where the
dominance of the scientific field completely shifts from the old to the new paradigm
(see Fig. 3b).

Finally, if AeD 0, the supporters of the old paradigm use their initial control
of the scientific production to exert a perfect “censorship”: no extra-paradigmatic
work from the new paradigm is accepted for publication. As Fig. 3a demonstrates,
this kind of censorship is an evolutionary stable strategy, which turns the invasion of
the field by supporters of the new paradigm into a failure, at least as long as there are
any puzzles from the old paradigm left that can be solved by its representatives. In
the very moment when Eo reaches the level 0, a classical revolution is immediately
triggered, which ends with a complete victory of the new paradigm, as Fig. 3a, b
show for EoD 0.

4 An Empirical Test of the Model

4.1 The Explanandum and Its Operationalization

This paper aims at an explanation of the rise and fall of two paradigms of
social simulation: systems dynamics simulation (see [7]: Chap. 3) and agent based
modelling (ABM) (see [18], [7]: Chap. 8). The former was introduced by Forrester
[19] and dominated the simulation literature of the 1970s and 1980s. The latter has

2By definition Ae D 0 and Eo D 0 are the lowest possible values of these two parameters. Similarly,
since Ae � Ai D 1 and Eo � En D 1, Ae and Eo cannot exceed the value 1.

http://dx.doi.org/10.1007/978-3-319-47253-9_3
http://dx.doi.org/10.1007/978-3-319-47253-9_8
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its roots in the work of Schelling [20] and spread after 1990 at the expense of the
older systems dynamics approach. However, agent based modelling was never able
to crowd the other competitive approaches out. According to Table A1 (see Data
Appendix), this rise of ABM was rather an incomplete than a complete revolution,
and thus resembles Fig. 1b more than Fig. 1a. Hence the case under consideration
is an interesting test on whether our model is able to reproduce also the quantitative
aspects of an incomplete scientific revolution.

Unfortunately, the shares of scientists So and Sn adhering to the old and the new
paradigm are much more difficult to measure than the shares of their respective
publications Po and Pn, which can easily be extracted from bibliographies. There-
fore we tested our model by explaining the publication shares Po and Pn, which
we hypothesise to be the standardised products of the shares of scientists and their
fitness related productivity:

Pn D .Fn� Sn/ = .Fn� Sn C Fo� So/ (7a)

Po D .Fo� So/ = .Fn� Sn C Fo� So/ (7b)

Obviously the shares of the old- and the new-paradigm publications Po and Pn sum
up to 1.3

In order to measure Pn, we used the electronic bibliography of Scholar Google
[21] as a basic resource that allowed us to count for each year between 1993
and 2012 the absolute number of articles with the keyword “agent based” in the
title. For measuring Po we utilised the same bibliography and determined the
number of articles with the title-words “system dynamics” or alternatively “systems
dynamics”. Subsequently we calculated the relative shares Po and Pn by dividing
the number of articles in the old, respectively in the new paradigm through the
number of both types of articles. The intermediate and final results of this procedure
are presented in the annex in Table A1 (see Data Appendix). The figures are
obviously only a rough approximation to reality, with many erroneous omissions
and inclusions of articles. Its also important to keep in mind that the data refer not
only the social sciences but to any scientific activity covered by Scholar Google,
thus e.g. including engineering.

4.2 An Empirical Tests with Preliminary Results

As shown in the previous Figs. 1a and 2b, the dynamics of the model depend
very much on the values of its “free” parameters like e.g. the acceptance of extra-
paradigmatic works or the ease of discovery with different paradigms. Thus, these
parameters have the advantage that they can be used in order to fit the model to

3 Pn C Po D (Fn
�Sn) / (Fn

�Sn C Fo
�So) C (Fo

�So) / (Fn
�Sn C Fo

�So)
D (Fn

�Sn C Fo
�So) / (Fn

�Sn C Fo
�So) D 1
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the data. Ideally they should be determined with regression-like statistical methods.
However, this is for the present model rather difficult, among others because of
the missing time series data for the ease of discovery. Hence the author changed
the values of the parameters •, Eo, and Ae by trial and error, until there was for the
whole analysed period between 1993 and 2012 a good correspondence between the
outcome of the respective simulation run and the observed shares Pn of publications,
referring to the new agent based modelling paradigm. This ad hoc method has
yielded the following results:

• D 0:0191 (8a)

Ae D 1 (8b)

So D 0:872 at time t D 1 (8c)

Eo D 0:892 at time t D 1; (8d)

where for reasons of standardisation all simulation-experiments started at time tD1
with the parameter values AiD 1 and EnD 1. The resulting model-fit,4 defined as
the mean difference between the observed and the simulated share of publications
equals 0.0041 and thus appears to be quite ok: the simulated trajectory of the
publication share Pn is on the average less than half of a per cent away from
true share of these publications. This positive evaluation of the model is further
corroborated by Fig. 4, which shows a good correspondence between the real and
the simulated temporary evolution of Pn, especially with regard to the geometrical
properties of the two curves, like e.g. the peaks or the phases of acceleration.
However, it has to be kept in mind that a more profound assessment of the model is
only possible on the basis of additional examples of paradigm changes, preferably
with other types of revolutionary dynamics.

The parameter-estimates (8a) to (8d) are not only useful for a good model fit
but also help to understand the modelled processes of science: especially striking
in this respect is the estimate AeD 1 (see (8b)),5 which means that the extra-
paradigmatic papers are treated by the journal reviewers in a very similar way as the
intra-paradigmatic papers with the same value AiD 1. This is probably due to the
fact that the representatives of the new ABM-paradigm had even at the beginning
of the simulated period enough opportunities to publish in journals, which were
not under control of the older systems dynamics paradigm. Of similar interest as
AeD 1 is the strikingly high ease of discovery EoD 0.892 of the old paradigm at
the initial time-point tD1. This probably reflects the fact that the systems dynamics
paradigm was not really in crisis, when agent based modelling entered the scientific
scene. Obviously this is a different situation from the one described by Kuhn

4Model-fit D Square root of (Sum of squares between observed and simulated Pn/20) D 0.0041
5As explained earlier in Sect. 3.1, Ae D 1 is a relative and not an absolute acceptance rate.
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Fig. 4 The temporary evolution of the observed and the simulated share Pn of publica-
tions based on agent based modelling (ABM) (Time D 1 � 1993, Time D 11 � 1994, : : : ,
Time D 181 � 2011, Time D 191 � 2012)

[1] at the outbreak of a scientific revolution. Consequently we cannot expect the
disappearance of the old paradigm, as suggested by Kuhn, and the coexistence of
two paradigms seems to be an intuitively plausible result of the model.

5 Summary and Conclusions

In this chapter we present a model that allows to simulate the classical scientific
revolution of Th. Kuhn [1] as well as many other forms of paradigmatic changes
like the stable coexistence of an old and a new paradigm. According to Fig. 3b,
Kuhn’s revolution seems to be a possible but rather special event that can only occur
if the acceptance Ae of external paradigms is rather low. Given the large number
of scientific journals, the difference between the intra- and extra-paradigmatic
acceptance AiD 1 and Ae is probably often only small. Thus, Ae too is for many
cases close to 1 such that Kuhn’s revolution becomes according to Fig. 3b a rare
event. Moreover, due to the mentioned high values of Ae, the old paradigm need
not really be depleted in order to enable the immediate start a new one: as shown
in Fig. 3a, the triggering of this kind of paradigmatic change simply requires that
the old paradigm has an ease of discovery Eo < Ae. The high acceptance rate Ae of
new external paradigms makes this a likely event, which leads according to Fig. 3b
to multi-paradigmatic science — in reality not only with two, but often several
paradigms coexisting in parallel. Obviously, the model presented in this paper is not
made for situations with more than two simultaneous paradigms and thus requires
in the future an additional modification.
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A.1 Data Appendix

Table A.1 Numbers and shares of publications in the agent based modelling paradigm and
the systems dynamics paradigm

Year
Sys. dynamics:
number

Agent based:
number

Both paradigms:
number

Agent based:
share Pn

1993 183 26 209 0.124
1994 202 45 247 0.182
1995 198 74 272 0.272
1996 247 146 393 0.372
1997 297 244 541 0.451
1998 282 351 633 0.555
1999 285 543 828 0.656
2000 357 775 1132 0.685
2001 366 994 1360 0.731
2002 411 1160 1571 0.738
2003 450 1480 1930 0.767
2004 472 1680 2152 0.781
2005 541 1920 2461 0.780
2006 601 1980 2581 0.767
2007 644 1970 2614 0.754
2008 736 1970 2706 0.728
2009 787 2240 3027 0.740
2010 845 2250 3095 0.727
2011 856 2220 3076 0.722
2012 905 2180 3085 0.707

Source: own calculations, based on [21]
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Urban Dynamics Simulation Considering
the Allocation of a Facility for Stopped Off

Hideyuki Nagai and Setsuya Kurahashi

Abstract In this paper, we propose an agent-based urban model in which the
relationship between a central urban area and a suburban area is expressed simply.
Allocation and bustle of a public facility where residents stop off in daily life are
implemented in the model. We clarify that transportation selection and residence
selection of residents make an effect to change the urban structure and environment.
We also discuss how a compact urban structure and a reduction in carbon dioxide
emissions are achieved with urban development policies and improvements on
attractiveness of the facility for pedestrians and cyclists. In addition, we conduct an
experiment of the exclusion of cars from the center of the city. The experimental
results confirmed that the automobile control measure would be effective in
decreasing the use of automobiles along with a compact urban structure.

Keywords Compact city • Urban sprawl • Household relocation • Facility loca-
tion problem • Traffic policy

1 Research Background and Purpose

Urban structure sprawl coming along with urban development has been one of the
large themes related to urban issues for decades [5, 10], and recently decline of
urban central areas has also been considered to be an issue [15, 16]. In Japan,
from the beginning of the twentieth century to the high economic growth period
post-World War II, many “Newtowns” modeled after “Garden City” that Ebenezer
Howard was proposed had been developed in the suburbs of major cities. Public
institutions, private railways company, and real estate company had led to the
developments. Many of these “Newtowns” were commuter towns rather than the
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autonomous city with the place of residence, employment, and school attendance.
Residents had been assumed to commute to major cities by rail. But thereafter, by
popularization of people’s lifestyle based on private cars as main transportation
means, expansion of low-density urban area and hollowing of city centers have
been under progress up to the present [9, 12]. There is concern about this situation
because of the possible consequences such as the decline in living convenience
due to weakened public services, loss of neighboring communities along with
deterioration of public security. Additionally, another concern is a problem caused
by the excessive dependence on automobiles. This results in problems such as
increase of energy consumption and air pollution. It is also obvious as the population
declines and becomes older in the future, while such problems just mentioned will
become more serious amid the trend for the population to concentrate in large cities.
Therefore, a countermeasure for this situation based on transformation into a system
of a compact city has been explored similarly to many European cities. But as we
take a position from this point of view that considers the city where we live to be
a system structured by autonomous actions made by a wide variety of agents as
individuals and organizations, such as families and companies [1], the difficulty
in the direct control of the dynamism of the city is highlighted. Furthermore,
experiments on major urban policies in the real cities are almost impossible to
perform since there are major constraints about cost and time.

In this study we conducted a multi-agent simulation based on simplified urban
models. This was done in order to verify whether various measures related to public
space can indirectly bring about a compact city.

2 Related Studies

As for the theme of location of residential areas, there exist previous experiments
based on statistical models focusing on the relationships between the characteristics
of transportation means and the location of residential areas [11, 17]. In this
study, we adopted multi-agent simulation. In multi-agent simulation, interactions
between individual agents and the environment are reflected. For this reason, this
simulation is expected to give contributions to measure the effectiveness of politics
in complicated environments [8, 14].

A number of multi-agent simulation experiments that focus on urban structure
sprawl exist [2, 20]. One of them was done by Taniguchi et al. They constitu-
tively verified the fact that a soft measure that controls the use of automobiles
changes in city formation through transportation selection and residence selection
of individuals [18]. As a result, they suggested the possibility that cities can be
guided indirectly to a desirable formation by adding changes in transportation
behavior, namely commuting, which is one of the basic activities of humans. On
the other hand, recently, there have been indications that town streets can serve
as the most important public space that produces urban diversity and vitality [7],
and “the third place” other than homes (“the first place”) and workplaces (“the
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second place”) becomes essential to revitalize local democracy and communities
[13]. These points have been reevaluated. The importance of informal public spaces
has also been recognized, while such attempts are applied to the actual urban
and regional planning [4, 21]. With this in mind, in this study, we examined the
qualitative benefits that can be obtained by the existence of informal public spaces
other than residences and working regions and by being in such places.

Isono et al. presented a method to calculate the most optimum location and scale
of facilities where people can easily stop off or visit momentarily. By doing case
studies, they demonstrated that locating a library near a train station would be
effective in order to achieve a high level of convenience [6]. A general optimum
location problem is basically handled by modeling the direct access to a facility
from residential areas as the starting point. Yet in this model they focused on access
to the facility influenced by the main transportation behavior of people on a daily
basis. In this study, we considered feedback that a highly attractive public facility
could change the distribution of residential areas.

With those in mind, in this study we used an urban model based on what was used
in the study done by Taniguchi et al. [18] based on an assumption that transportation
selection of residents. This assumption was to do with their movement as they leave
home, commute to work or school, as they might stop off in a regional facility,
such as the library, as mentioned by Isono et al. [6], and they return home. With
that, we performed experiments by using multi-agent simulation in order to verify
a possibility as to whether changes in the allocation of such facility where residents
could visit along with bustle around such places could really indirectly change
the urban structure into a compact city through the intermediary of transportation
selection and residence selection of residents. Additionally, we similarly verified
changes in urban structures in cases where transport measures to control use of
automobiles with the purpose of urban environmental improvement as one of the
mobility managements. We also discussed the structure of the changes we verified.

3 Simulation Model

3.1 Urban Model

Figure 1 shows the schematic of the urban model in this study. This schematic is a
simplified model of the real urban areas initial state of the central urban areas and
the suburban commuter towns that are connected to central areas by railway and
highway.

Considering one simulation space, two domains are set, the residential zone and
the destination zone. In the residential zone, homes for each individual resident
agent are allocated as the base point of each of agent. In the residential zone,
destinations that correspond to each resident agent are allocated as the halfway
point. In addition, one facility is allocated as a place where all residential agents
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Fig. 1 Simple urban model

stop off in or around the destination zone. Recently, complex facilities, that provide
public functions such as libraries and a museums featuring other supplementary
public functions and commercial functions, are increasing. Many of them were built
and maintained by the cooperation of both public and private sectors, and various
residents can casually stop off there. The stop-off facility in this urban model is
assumed such complex facilities. A train station is allocated at the center of each
of the residential zone and the destination zone. These stations are connected by a
railway. Station A is located in the residential zone, while station B is located in
the destination zone. Station A is allocated to the west and station B is allocated to
the east at the same latitude with distance L. As the default value, residents of the
same number as the number of resident agents, n, is randomly allocated based on
the normal distribution centering of station A. Similarly, destinations of the number
of n are also allocated centering on station B. With the assumption that uniform and
high-density sidewalks and main roads are allocated. Resident agents move on this
continuous planar space by walking, by bicycle, or by car. Additionally, a highway
is allocated to the north of the railway tracks from the west edge to the east edge
of the model plane. Resident agents moving on this road by car can move faster
than those in other spaces. Station A is also equipped with a bicycle parking space
that can hold a sufficient number of bicycles. In the destination zone, bicycle and
car parking spaces of the same number as the number of destinations is allocated
in a similar distribution. The facility where resident agents stop off is also equipped
with bicycle and car parking spaces that can hold a sufficient number of bicycles
and cars.
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3.2 Transport Behavior

Each resident agent leaves the home for the destination every day. Depending on
the experiment, the resident agent goes home directly or stops off in a stop-off
facility. The transportation behavior of each agent from the departure place to the
final destination by using a single or multiple transport means is referred to as the
linked trip. The linked trip is achieved by either of the following main transport
means: by walking, by bicycle, by train, or by car.

Cost

The total movement cost of the i-th linked trip for each resident agent is calculated
as follows:

Ci D !TCT C !MCM C !FCF � !BB

!T ; !M; !F; !B � 0

CT ; CM; CF, and B indicate time cost, fee cost, fatigue cost, and bustle bonus,
respectively. Similarly, !T ; !M; !F, and !B indicate each preference bias. Total
movement cost Ci is calculated every time each resident agent comes back home.
The resident agent changes the value Vi of the i-th linked trip as shown below
according to total movement cost Ci.

Vi  � ˛.�Ci/C .1 � ˛/Vi

The transportation selection of each resident agent is decided by the �-greedy
method based on this value, Vi, every day. By the �-greedy method agents select
behavior randomly from all options at probability �, while selecting the most
valuable behavior at probability 1� �. Probability � gradually declines according to
the equation below .� < 1/, and this converges to 0 gradually through trials.

�  � ��

Influence of Bustle Around the Stop-Off Facility

In this study, the bustle bonus is considered when each resident agent moving by
walking or by bicycle moves within a radius of RF centered on the stop-off facility
which was set as an influential area related to the stop-off facility. Here, it is assumed
that this bustle bonus can be obtained when one or more resident agents that move
by walking or by bicycle within the radius of rbust where the relevant resident agent
exists. Bustle bonus B is determined as shown below.

B D min.
bustDbust; Bmax/
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Fig. 2 Mechanism of gainning bustle bonus

Here, Dbust indicates the number of the resident agents moving by walking or by
bicycle within the radius of rbust around the relevant resident agent, while 
bust

indicates the exchange coefficient from density to the bustle bonus (Fig. 2).
The exchange coefficient of the bustle bonus, 
bust, indicates the implementation
level of urban development to produce further bustle by enhancing the attractiveness
of the place by means of public–private measures such as developing sidewalks
and cycle roads and enriching stores, according to the accumulation of pedestrians
within the influential area of the stop-off facility. Hereinafter, this measure is
referred to as the bustle promotion measure.

Movement

In experiments performed in this study, all resident agents leave their homes
simultaneously. When all resident agents reach their destinations, all of them then
leave their destinations for the stop-off facility. Afterwards, those resident agents
that reached the stop-off facility leave for their homes.

3.3 Residence Selection

When a specified number of days have passed, some resident agents change their
residences. As for those resident agents that are subject to changing their residents,
a specified number of resident candidates are presented within a range where homes
are not significantly off the resident distribution. Resident agents select the new
residences where the total living cost Cl

i of each of them is at a minimum. The total
living cost Cl

i is the sum of the total movement cost Ci and the land rent Ri.

Cl
i D Ci C Ri
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Movement Cost

The total movement cost Ci is calculated by virtually transferring to the presented
resident candidate and commuting from that location. At that time, the total
movement cost while experiencing traffic jams or the bustle bonus is calculated
when other resident agents move simultaneously. Based on the study made by Fujii
et al. [3] their transportation means should be the same as the one taken before the
transfer. In other words, the residence selection of each resident agent depends on
the regular transportation selection of the relevant resident agent.

Land Rent

The land rent Ri of each resident candidate should follow the equation below by
referring to the equation used for Togawa’s study [19] that expresses the relationship
between the consumption rate of land use and the land rent.

Ri D 
h
RIh

i

�
Ah

A

�
C 
d

RId
i

�
Ad

A

�

Here, 
h
R and 
d

R indicate the exchange coefficient, Ih
i and Id

i indicate the number
of residents and destinations within the relevant area, A indicates the area of
the relevant range, and Ah and Ad indicate the consumption area by the unit of
residents or destinations. In other words, the land rent increases occur because of
the accumulation of the population of residents, labor, and employment.

4 Experiment 1—Effect of the Allocation of the Stop-Off
Facility

4.1 Experimental Outline

First, we conducted an experiment in order to examine the effectiveness of the
allocation of the stop-off facility and the bustle promotion measure within the influ-
ential area of the stop-off facility. Values were based on fragmentary information
from a wide variety of reference documents including experimental models used by
Taniguchi et al. [18] and considered to be valid. These values were configured as
model parameters. In each experiment, resident agents learned of the transportation
selection for 30 days while their transportation selection was fixed so that the
movement cost could be minimized. Afterwards, a loop process to select their
resident areas from 10 resident candidates for 20 times, after which they determined
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Fig. 3 Stop-off facility locations

the final resident distribution and the transportation means. Additionally, the number
of resident agents that transfer to new residents simultaneously was determined to
be 1/10 of the whole number of the resident agents.

Experiments were performed under the condition where there were four ways
of allocating the stop-off facility and where four different bustle bonus exchange
coefficients were combined (Fig. 3).

– A : not allocating
– B : suburbs, 2 km south and 0.5 km east from station B
– C : central area, same place as station B
– D : central area, 0.5 km south and 0.5 km east from station B

– 
bust D 0; 10; 20; 30

Through these experiments, we observed changes in the ratio of transportation
means, resident distributions, total CO2 emission, and the average moving time.
The CO2 emission was to be expressed in percentage based on the CO2 emission
without stopping off at the stop-off facility.

4.2 Experimental Results

In the case that no measures were implemented, residences of resident agents that
used cars were broadly distributed in both the center of the destination zone with
high land cost due to the low total movement cost and the surrounding areas of the
destination zone with low land cost (A in Fig. 4 and Table 1). In this situation, an
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Fig. 4 Residences final distribution of experiment 1

Table 1 Result of experiment 1

Ratio of main transportation mean

Walk (%) Bike (%) Train (%) Car (%) CO2 emission (%) Moving time (min)

A 1:3 3:9 4:8 90.0 100 14:2

B0 1:0 2:8 3:5 92.7 139:1 38:5

B10 0:9 2:8 3:1 93.2 141:2 38:4

B20 0:9 2:7 3:6 92.9 145:1 39:2

B30 5:1 2:2 48:8 43.9 76:7 63:5

C0 1:0 3:1 4:7 91.1 98:6 19:3

C10 1:1 2:6 5:4 90.9 100:0 19:8

C20 1:1 2:9 5:6 90.5 99:4 19:6

C30 1:1 2:7 6:1 90.1 99:7 19:6

D0 1:0 3:0 4:2 91.8 98:6 24:3

D10 1:0 3:1 4:1 91.8 100:3 24:2

D20 3:2 2:8 36:0 58.0 68:8 33:2

D30 4:5 2:9 66:8 25.8 38:3 44:5

urban structure sprawl that can be seen in the real urban areas was observed where
the urban structure significantly changed from the beginning structure where zoning
was conducted in order to separate residential areas from working areas to the sprawl
structure based on the use of private cars. Therefore, the experiments we performed
confirmed the validity of the urban model for this study.

The experimental results also confirmed that the simulation process changed very
little just by adding the action of stopping off in the stop-off facility, wherever in
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the destination zone the stop-off facility is allocated. We discovered this by the
comparison with the case where no measures were taken (A, B0, C0, and D0 in
Fig. 4 and Table 1). In many cases, however, concurrent use of the bustle promotion
measure would be effective in making a compact urban structure and reduction of
CO2 emission accompanied with the process of achieving a compact urban structure
(B0–30, and D0–30 in Fig. 4 and Table 1).

Here, the location of the stop-off facility became advantageous when a reason-
able distance was set from the destination station (D0–30 in Fig. 4 and Table 1).
When the stop-off facility was allocated at the same location as the train station, the
bustle bonus could not be obtained through the process of moving toward station B
(C0–30 in Fig. 4 and Table 1). Therefore, this could prevent those using cars from
changing to another transportation means. In other words, this result suggested the
possibility that slight differences in locations of the stop-off facility could bring
about significant differences in the future urban structures and environment.

Additionally, our experiments clarified that residents would be compelled to
experience some inconvenience of additional travel time where a compact urban
structure would be achieved and CO2 emission would be reduced.

5 Experiment 2—Effect of the Automobile Use Control
Measures

5.1 Experimental Outline

This section describes an experiment performed regarding control of driving cars
in the urban central area in addition to the allocation of the stop-off facility. This
experiment differed from experiment 1, in that 10 parking lots were located on the
circle whose center was station B and that included major destinations, at equal
intervals. Within this circle, those agents using cars moved from the nearest parking
lot from their destinations on foot. In other words, experiment 2 was performed
under the hypothesis where the “park and walk” measure would be implemented.
Additionally, from the point of view of removing through traffic, the highway
was placed on the outside of the circle. Additionally, residence candidates out of
this circle were presented to those agents using cars with respect to the choice of
residence.

5.2 Experimental Results

When compared to the case where only the stop-off facility was allocated, generally,
the experimental results confirmed that this automobile control measure would be
effective in decreasing the use of cars along with a compact urban structure and the
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Fig. 5 Residences final distribution of experiment 2

Table 2 Result of experiment 2

Ratio of main transportation mean

Walk (%) Bike (%) Train (%) Car (%) CO2 emission (%) Moving time (min)

Ap 1:6 13:8 22:5 62:0 85:2 28:9

Bp0 1:2 11:8 5:0 82:1 138:5 60:1

Bp10 1:1 11:1 10:9 76:8 131:3 60:5

Bp20 5:4 5:0 47:1 42:5 79:8 70:2

Bp30 5:4 3:8 64:5 26:3 55:5 77:0

Cp0 1:2 20:7 45:3 32:8 55:5 40:7

Cp10 1:7 17:6 40:7 40:0 63:6 42:7

Cp20 4:0 11:4 36:5 48:2 71:7 45:9

Cp30 6:3 7:9 31:7 54:1 80:0 47:9

Dp0 1:0 23:4 34:8 40:9 66:5 47:7

Dp10 3:1 11:5 54:4 31:1 53:3 51:0

Dp20 4:5 7:5 71:5 16:5 34:6 53:0

Dp30 4:1 5:8 80:9 9:2 26:7 54:6

reduction of CO2 emission (Fig. 5 and Table 2). In particular, where the stop-off
facility was located within the range where automobile traffic was removed, a
significant effect appeared at the stage where no bustle bonus was considered (Cp0
and Dp0 in Fig. 5 and Table 2). But, as the bustle bonus exchange coefficient was
increased, although the location of the stop-off facility differed by approximately
only 700m, the effect of decrease in those using cars and CO2 emission reduction
were worsened in the former (Cp0–30 in Fig. 5 and Table 2) and were while
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enhanced in the latter (Dp0–30 in Fig. 5 and Table 2). This is because the bustle
bonus, which was obtained by those using railways traveled from the stop-off
facility to station B on foot, became zero since the stop-off facility was located at
the same location as the station. As a result, this bustle bonus was subordinated
by the bustle bonus which was obtained when those using cars traveled from
the destination, the stop-off facility, and to the parking lot. In other words, this
experiment suggested the possibility that the bustle promotion measure could have
harmful effects on urban structures and the environment depending on the location
of the stop-off facility.

6 Conclusion

6.1 Research Achievements

In this urban model, the residents’ daily transportation selection is influenced by the
other residents around them through the congestion and the enjoyment of bustle,
and similarly residence selection of residents is influenced by the other residents
through the change of rand rent. By using this model we conducted simulation
experiments for validating of indirect measures as development of the stop-off
facility with respect to a compact city that is an issue to be addressed in urgent.
First of all by the simulation where no facility was allocated, we reproduced sprawl
of the urban structure that is commonly observed in the real cities, while confirming
the validity of this urban model. And the results of experiments confirmed that the
results did not change only by allocating the stop-off facility when compared to
the case where no facility was allocated, regardless of the location of the stop-off
facility, however, concurrent use of the bustle promotion measure around the facility
would be effective in achieving compact urban structures along with the reduction
of CO2 emission. In addition, these results confirmed that slight differences in the
location of the stop-off facility could bring about significant differences to the effect.

We then performed other experiments in order to examine the automobile use
control measure in the urban central area with the purpose of urban environmental
improvement. The experimental results clarified that the synergistic effect of the
bustle promotion measure and the automobile use control measure would have
outstandingly effects in achieving compact urban structures and reduction of CO2

emission in some cases. At the same time, depending on the location of the stop-
off facility, the bustle promotion measure might worsen urban structures and the
environment.

Any of these results suggest that when we develop the stop-off facility for the
purpose of induction to a compact city we should also pay close attention to that
location and development around that.
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6.2 Future Perspectives

As for remaining issues, first, we need to review the consistency between the
simulation model and the real cities. For example, we came to a conclusion that
allocating the stop-off facility in the same location as the destination station could
probably cause negative effects. When considering some cases of bustling in-station
stores with commercial success, however, we need to review our model so that the
sojourn time at the stop-off facility including qualitative value for staying at the
facility is considered. Additionally, we assumed that all resident agents stop off in
such stop-off facility every day, however, it might be better to incorporate variation
of frequency of stopping off according to attraction of and distance to the facility
and by actions of other residents into the simulation model.

Second, we need to examine the evaluation standard for the simulation results
when the guidelines for measures that should be implemented to the real cities are
provided. In addition to the standards referred to by this study including compact
urban structures, CO2 emission, and movement hours, we need to clarify the
standard that are or should be focused on when the actual policies are planned.
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Using ABM to Clarify and Refine Social Practice
Theory

Kavin Narasimhan, Thomas Roberts, Maria Xenitidou, and Nigel Gilbert

Abstract We use an agent-based model to help to refine and clarify social practice
theory, wherein the focus is neither on individuals nor on any form of societal
totality, but on the repeated performances of practices ordered across space and time.
The recursive relationship between social practices and practitioners (individuals
performing practices) is strongly emphasised in social practice theory. We intend to
have this recursive relationship unfold dynamically in a model where practitioners
and social practices are both considered as agents. Model conceptualisation is based
on the principle of structuration theory—the focus is neither on micro causing macro
nor on macro influencing micro, but on the duality between structure (macro) and
agency (micro). In our case, we conceptualise the duality between practitioners
and practices based on theoretical insights from social practices literature; where
information is unclear or insufficient, we make systematic assumptions and account
for these.

Keywords Social practice theory • Modelling social practices • Agent-based
model • Structuration theory

1 Introduction

In this paper we seek to clarify the core principles of social practice theory using
an agent-based model. Existing information regarding the dynamics and growth of
social practices1 are very rich but quite dense in that they are open for multiple
interpretations. For instance, Kuijer provides an interesting tabular summary of the
evolution of bathing as a social practice between 500 BC (the Roman empire) and

1The terms ‘practices’ and ‘social practices’ are used interchangeably.
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the 1970s [1, p. 110]. But an exact pattern for the growth trajectory of the bathing
practice is not available in current literature. It is a similar case for many other social
practices—there is rich evidence suggesting that practices evolve over time but there
is no analytical understanding of how this happens. We propose an agent-based
model conceptualisation, a recognised method to formalise theoretical insights [2],
to understand the mechanisms underlying the evolution of social practices. It is our
aim that a model implemented based on our conceptualisation would be able to
account for the evolution of practices in a systematic fashion. The rest of this paper
is structured as follows. We provide an overview of social practice theory in Sect. 2,
which leads to identifying three specific processes we have chosen to conceptualise
in Sect. 3. The actual model conceptualisation is then introduced in Sect. 4, followed
by conclusions in Sect. 5.

2 Overview of Social Practice Theory

Social practice theory draws on many of the core principles of Gidden’s theory
of structuration [3], which considers that human activity and the social structures
which shape it are recursively related. Shove notes that human activities are
shaped and enabled by social structures of rules, and in turn, the structures are
reproduced through human action [4]. In social practice theory, the focus is neither
on individuals nor on any form of societal totality but on individuals performing
practices that are ordered across space and time. Individuals are still a part of
the social system, but the starting point for understanding social systems is the
performance of practices by individuals (also referred to as practitioners).

Performing a social practice refers to the routine accomplishment of what people
consider to be the normal ways of life [5, p. 117]. Individuals are seen as carriers of
practice; they carry out various tasks and activities that practices require [6]. This
does not mean that individuals are regarded as passive beings [3], at the same time
they are also not active in the sense of being involved in conscious decision-making
[7]. Instead, individuals are considered to be skilled agents who actively negotiate
and perform practices in the course of their daily lives. The ‘social’ status of a
practice is then more a consequence of its stable reproduction beyond the limits of
space, time and single individuals.

Practices are performed when all the relevant component elements are linked
together [8, in review]. There is some debate about the nature of the different
elements, but there is a growing consensus around Shove’s understanding of
practices being made up of three core element groups: materials, meanings and skills
[5]. As a minimum, one element from each of the three categories is required for a
performance of the practice to occur. Through repeated performances, practices are
reproduced across space and time. Practices can also evolve and/or eventually die
out as the component elements change.

Practices rarely occur in isolation; they come together as bundles to make
up lifestyles or habitus. For example, doing the laundry combines a number of
individual practices such as loading and unloading the washing machine, drying
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Fig. 1 Practices contributing
to the laundry bundle

Laundry

empty clothes 
from laundry bag

use detergent 
for washing 

unload washed 
clothes

dry clothes

store clothes 

load washing 
machine

the clothes and ironing and storing laundered clothes (see Fig. 1). While these all
remain separate practices, they are often performed together, leading to them sharing
a common label.

Bundles (or practices) are also linked to each other. As the practices and elements
in one bundle change there is a knock on effect for other related bundles. This
process is known as co-evolution [8, in review]. For example, as the number
of entertainment and wireless communication devices, such as televisions, laptop
computers, tablets and smart phones, increases the practices associated with the use
of these devices become less spatially constrained. This has led to the dispersal of
such activities around the home with implications for other bundles of practices such
as heating. Whereas in the past the whole family might spend an evening watching
television together in the living room only needing to heat one room, today family
members could be dispersed around the house independently watching, playing or
communicating on multiple devices necessitating the need to heat the whole house.
Similarly, as daily lives become more dependent on ICT,2 an increasing number
of bundles of practices become connected through the skills required to operate
ICT equipment—e.g., using a computer for food preparation (using the internet to
find a recipe) and communication (sending an e-mail). Shared meanings also link
practices together, for example, the desire for privacy while undertaking activities
such as showering and using the lavatory.

3 Identifying Key Model Processes

Gilbert defines target as the social phenomenon or process that an agent-based
model seeks to represent [9]. In our case, demonstrating the evolution of social
practices is the target phenomenon. From the social practices literature, we have

2Information and Communications Technology.
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identified three specific processes that contribute to this target phenomenon. First of
these is the coming together of elements to enable the performances of practices.
Shove suggests that meaning, material and skill elements come together to signify
the performance of practices [10]. Elements initially exist in isolation waiting for
links to be made, when this happens, practices come to exist. On the other hand,
when elements are no longer linked, practices become obsolete and eventually
cease to exist. Just as elements come together to form practices, loosely associated
practices come together to form bundles, e.g., the aforementioned laundry example.
In our model conceptualisation, we consider both the coming together of elements
to form practices and the coming together of practices to form bundles.

The second aspect we consider as contributing to the growth of social practices
is the recursive relationship between practitioners and practices. The relationship
signifies how practitioners perform practices, and how with repeated performances
practices become established and widespread, i.e., become norms that feedback
into future performances. Shove suggests an example to illustrate this concept [10].
Showering as a social practice has rapidly evolved during the last 50 years, and
in this time, it has become a societal norm for people to shower everyday. This
norm has influenced the practice of showering in different ways—new materials
(e.g. soaps, bath gels), new skills (e.g. ability to use shower units) and new
meanings (e.g. personal hygiene standards) have emerged. Figure 2 demonstrates
the coming together of elements constituting the modern day practice of showering.
The recursive relationship between practitioners and practices signifies how, in one
direction micro-level phenomena (coming together of elements) leads to macro-
level phenomena (the performance of practices). In the other direction, it signifies
how practices afford the norms for their performances.

Lastly, we consider the linked performances of practices, aka the co-evolution of
practices. Co-evolution is the result of two or more practices evolving at the same
time as a consequence of elements being shared between them. For instance, as

Fig. 2 Elements underlying
the social practice of
showering



Using ABM to Clarify and Refine Social Practice Theory 311

noted in Sect. 2, the growth of visual entertainment and ICT devices have influenced
the evolution of heating practices in households.

Existing literature does not provide adequate details for modelling the processes
we have identified here. For instance, there is theoretical and illustrative clarity
of the recursive relationship between practitioners and practices, but there is no
analytical understanding of the actual mechanisms involved. There is no explanation
of rules and conditions under which elements come together (i.e. become linked)
or disaggregate to influence the performances of practices. Likewise, there is no
evidence suggestive of practices influencing norms for their performance. There is
also a lack of understanding of mechanisms causing the co-evolution of practices
(and bundles3). By systematically accounting for the missing details, we intend for
our model conceptualisation to:

1. Demonstrate the coming together of elements to enable the performance of prac-
tices; demonstrate the coming together of practices to signify the performance of
bundles.

2. Delineate the recursive relationship between practices and practitioners in an
analytical fashion.

3. Demonstrate the co-evolution of practices.

4 Conceptualisation of the Model

4.1 Basic Principles

We consider four main entities in our model: elements, practitioners, practices and
bundles. The last three entities are agents in the model, while elements (i.e. meaning,
material and skill) are objects used by practitioners (h_meaning, h_material and
h_skill) and practices (p_meaning, p_material and p_skill), respectively. Practi-
tioners are agents that perform practices, e.g., in the context of the laundry and
showering examples considered above, households can be regarded as practitioner
agents.4 We consider practices as agents in the model to demonstrate the co-
evolution relationship, which entails interaction between practices causing them
to share elements. Consequently, we treat practices as agents that are capable of
interacting with one another, to share and adapt their elements as an outcome of
those interactions. Lastly, we consider bundles as agents that emerge in the model
when two or more relevant practices come together.

3Co-evolution applies to both practices and bundles.
4Technically, it is individuals living within households who perform the practices. Since we like to
consider several practices performed within the bounds of the household, even if different people
perform them, we conceptualise households as the practitioners instead of individuals.



312 K. Narasimhan et al.

Through the following example we demonstrate the relationship between the
agents (households as practitioners, drying clothes as the social practice and
laundry as the bundle). Household agents draw at least one element each (i.e.
one h_meaning, one h_material and one h_skill) to perform the social practice of
drying clothes. The exact elements chosen to perform the practice can differ across
households. For example, one can use tumble dryer as the material, while another
uses cloth airer and some other household uses a radiator drying rack. This is an
example of three different h_material elements used by three different household
agents. Despite differences in the actual elements used, all households intend to
perform the same practice, i.e., dry clothes. Hence it is possible to say that the
social practice of drying clothes has three different p_material elements contributing
to its performance. On any particular occasion, if a household agent performs two
or more associated practices, e.g., wash clothes, dry clothes and iron clothes, it is
then considered to perform the laundry bundle. The specific roles of practitioners,
practices and bundle agents are further detailed in Sect. 4.3 after reviewing the
general characteristics of agents and their interactions in Sect. 4.2.

4.2 General Characteristics of Agents and Their Interactions

Before we present the distinct properties of the practitioner, practice and bundle
agents in Sect. 4.3, we here present their common characteristics. Per Macy and
Willer’s recommendations, the agents are simple, autonomous, interdependent and
adaptive [11]:

– Agents are simple in that they follow simple rules. Practitioners follow simple
rules by way of performing practices out of habit. The assumption is based
on the understanding of social practice theory that actors perform practices
not as a consequence of conscious decision-making processes but mostly out
of habit. Likewise, practice agents also follow simple rules to influence the
norms for performances. As there are no theoretical insights of how bundles
influence norms for future performances, we hypothesise that bundles influence
norms by aggregating (a simple additive aggregation) the individual norms
imposed by contributing social practices. Consider the laundry example in
Sect. 2. To determine norms imposed by laundry as a bundle, we propose
computing the aggregate of norms imposed by each individual social practice
contributing to the laundry bundle (loading the washing machine, unloading
the washing machine, iron clothes, etc.).

– Agents are interdependent in the sense that their actions affect one another.
Interdependency of agents in the model can be explained at two levels.
At one level, the coming together of material, meaning and skill elements
facilitates the performance of practices, which in turn influences the norms
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affecting future performances of practices. At another level, the coming together
of practices facilitates the production and reproduction of bundles; these in turn
lead to norms (at the bundle level) affecting future performances of practices
contributing to bundles.

– Agents are autonomous in the sense there is no global authority (entity)
directing practitioners to perform practices; instead, they emerge purely from
interactions at the micro-level. Elements referenced by practitioners come
together to enable them to perform practices. Two or more practices come
together to enable performances of bundles. In the other direction, practices and
bundles influence norms for future performances of practices. These norms act
as, in what [11] refers to as additional environmental constraints influencing the
actions pursued by practitioners with regard to performing practices. However,
constraints do not directly cause a practitioner to perform any practice.

– Agents are adaptive: Practitioners modify performances based on the influences
of existing practices and bundles. Each individual practitioner utilises locally
available information to perceive about and react to the norms imposed by the
practice and bundle agents in its environment. Likewise, each individual practice
(and bundle) agent uses locally available information to update its elements based
on current performances by practitioners and the co-evolution links between
practices.

There are three levels of interaction between model entities: micro-, meso-
and macro-level interactions. Interactions between material, meaning and skill
elements referenced by practitioners signify the micro-level interactions. These
interactions cause elements to be updated, new links to be formed between elements
or existing links to be broken. Recollect that performances of practices signify
the coming together of at least one meaning, one material and one skill elements.
So, when micro-level interactions cause the meaning, material and skill elements
essential to perform a practice to be linked, it enables a practitioner to perform
that practice. In addition to that, when micro-level interactions between elements
enable a practitioner to perform two or more social practices contributing to the
same bundle, it leads to the performance of that bundle.

Next, interactions that occur among practitioner agents are classified as meso-
level interactions. For instance, a practitioner agent assesses the performance of
a particular practice by other practitioners in its social circle, and uses that as a
social influence to modify or adapt its own performance of that practice. Meso-
level interactions influence practitioners to modify the elements they reference
and to form new links or disintegrate existing links between elements. Lastly,
macro-level interactions signify the interactions between practices as a result of co-
evolution. These interactions cause practices to modify the elements they reference
or establish new links or disintegrate existing links between elements referenced
across practices.
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4.3 Specific Characteristics of Model Entities

We now provide a detailed description of the distinct characteristics we have
conceptualised for each model entity by considering as an example the performance
of social practices within households:

– Elements represent three distinct categories of model entities: meaning, material
and skill. Elements are objects used by practitioners and practices. Practitioners
have access to any number of material, meaning and skill elements. Similarly,
practices can be made up of any number of material, meaning and skill elements.
But for the sake of model simplicity, we have assumed that in order to perform
one practice, practitioners draw one element each, i.e., one material, one meaning
and one skill elements.

– Practitioners are agents that are able to carry out practices. To do this, they
have access to elements required to perform practices, but there is no evidence
for what causes them to draw elements together. So we hypothesise that a
variety of influences act upon practitioners and enable them to combine elements
and carry out practices. The influences to be considered will vary depending
upon the characteristics of the practitioners and practices being modelled. For
instance, when households are the practitioners, we consider social influences
and historical influences to impact the performance of practices. Social influences
enable a household to carry out practices that are commonly performed in its
social neighbourhood. Based on Reckwitz’ (2002) observation, we consider
historical influences to enable households to repeat their previous performances
of practices [6]. While the influences act upon households causing them to update
their elements (i.e. h_material, h_meaning and h_skill), they do not directly force
households to perform specific practices.

– Practices are agents that exist from the start of the simulations, but may not
be instantiated as performances. However, when practitioners start drawing
elements together, practices are instantiated as performances and continue to
exist as such, so long as practitioners keep repeating performances. If practices
are not being performed, they become obsolete and may eventually cease to exist.
Each practice agent maintains a list of meaning, material and skill elements
contributing to its performance. During the simulation, these elements are
updated based on two types of influences; the first one causes practices to update
their list of elements based on current trends in how practices are performed
and the elements used. For example, if households adopt a new material or skill
element for washing clothes, then the wash clothes social practice and laundry
bundle update their respective lists of elements to include the newly adopted
element. The second influence referred to as update based on co-evolution causes
practices to update their elements as a consequence of their relationship with one
another. For instance, browsing the Internet is an ICT social practice, but at the
same time, it can also serve as a skill element associated with the cooking practice
for finding recipes. Given this relationship, if one practice (browsing the Internet)
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adopts a new material (using tablet PCs), then the other practice (cooking) also
adopts that new element (tablet PCs to find recipes).

– Bundles: Shove suggests that practices come together to constitute bundles
[10], but there is no evidence for what causes the coming together of practices.
So we hypothesise establishing pre-defined soft links,5 and then, to check if
practitioners are in a position to perform these linked practices. If they are, then
a new bundle agent emerges in the model. For example, let us consider thermal
control as a bundle that includes soft links between two social practices—use
central heating and do thermal retrofits. Despite being soft linked, a household
will be able to perform both practices only if influences acting upon the
household should allow it. For instance, if privately rented, then households
cannot perform thermal retrofits,6 whereas households whose tenure is owned
can. So in the former case, households can only perform a practice (i.e. use
central heating), whereas in the latter case households can perform a bundle (i.e.
thermal control).

– Environment: We conceptualise the model environment as a virtual society
where practitioners, practices and bundles exist. The model environment has
variables such as temperature, day of the week and season. A key principle of
social practice theory is that the performance of practices are ordered across
space and time [4]. So we hypothesise defining space-time boundaries as
environmental influences acting upon practices and causing them to adapt their
elements. For instance, when the scope of modelling extends between households
and work places, then certain practices can be limited to performance within
households (cooking, showering, etc.), while certain practices are restricted to
be performed only outside the physical boundary of households (e.g. driving).
Similarly, the performances of practices can also be restricted based on time—
time of the day (morning, afternoon, evening and night) and season. For example,
it is unlikely home heating will be required during summer months, so the
seasonal influence affects the meaning, material and skill elements needed to
perform the central heating practice. This in turn imposes different norms during
different seasons for households to perform the central heating practice.

5We define soft links as associations between practices (i.e. each practice linked to one or more
other practices) defined at the start of simulations.
6In reality, housing tenure impacts an household’s ability to undertake a thermal retrofit—a process
to improve the thermal properties of a building through the use of high levels of thermal insulation
and airtightness. Such a process will be much easier for people who own their homes than for those
who live in privately rented properties. But for the sake of model simplicity, we have assumed that
households residing in privately rented properties will not be able to do thermal retrofits.
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4.4 Conceptualising Key Processes

Conceptualising the Coming Together of Elements to Enable the Performances
of Practices We hypothesise a similarity between elements rule that serves as a
checkpoint to enable practitioners to perform practices. Since there is no evidence
suggesting how elements come together to enable performing practices, we propose
the following strategy as a sample approach. Compute an index of similarity
between elements referenced by a practitioner and a practice, which if exceeds a
desired threshold enables performing the desired practice. The strategy could be
formulated in the following manner. Consider each element being represented as a
bit string, e.g., [0110110111]. Compute pair-wise similarity between corresponding
elements referenced by a practitioner and a practice. This will be the difference
between 10 (i.e. bit string length) and the Hamming distance between elements. If
the average pair-wise similarity (i.e. average of similarity measures between mean-
ing, material and skill elements) exceeds a desired threshold, then a practitioner
performs the desired practice.

Conceptualising the Coming Together of Practices to Enable the Performance
of Bundles Given the similarity between elements rule, we hypothesise that
practitioners are able to perform a bundle if they are able to perform all (or more than
a desired threshold) number of soft linked practices contributing to that bundle.
Considering the previously mentioned example of the thermal comfort bundle,
this rule will allow certain practitioners to perform the bundle itself, while other
practitioners will only be able to perform individual social practices such as using
central heating and not the bundle itself.

Conceptualising Practices Influencing Norms for Performances We had estab-
lished before that practices evolve as a consequence of environmental influences,
current trends and co-evolution of practices. Evolution of practices implies the
evolution of elements they reference. For example, between one time step and the
next, the p_material of a particular practice agent might transform from 1001011001
to 1001000101 as a consequence of the three influences that acted upon the agent
during that time step. This in turn impacts the calculation of similarity between
elements in a future time step when a decision has to be made whether or not a
practitioner is able to perform the concerned practice. This is our conceptualisation
for practices influencing the norms for performances.

Conceptualising the Co-evolution of Practices (and Bundles) We hypothesise
that co-evolving practices will try to mirror all or parts of their elements—equivalent
to sharing elements across practices. For instance, let us consider that at a particular
time step the p_meaning element of the watching television practice is 1000110010.
If using central heating is a co-evolving practice, it will then try to mirror the
p_meaning element of the watching television practice as a consequence of co-
evolution. This example is based on an empirical finding that people preferred to
turn up the heating when watching TV with an intention of creating a comfortable
and cosy ambience (i.e. meaning) [8, in review]. Co-evolution rules like these



Using ABM to Clarify and Refine Social Practice Theory 317

Fig. 3 Conceptualisation of households performing social practices

implemented in the model will allow practices to mirror the elements referenced
by another, which in turn, will affect future performances of practices due to the
similarity between elements rule.

Drawing together all the individual aspects described so far, we present our social
practice theory-based model conceptualisation in Fig. 3. The flow of action between
practitioner, practice and bundle agents are such that practitioners perform practices;
practices come together to form bundles; both practices and bundles influence norms
for the performance of practices. This is demonstrated in the middle portion of
Fig. 3. We have conceptualised this part with the intention of capturing the duality
between practitioners and practices, i.e., practitioners perform practices, which in
turn influence the norms for future performances.

The left portion of Fig. 3 shows the rules influencing practitioner agents and
practice agents, respectively. Our idea is that social influences and historical
influences act upon practitioners (i.e. households) to enable them to draw elements
together to perform practices. We recognise there may be other influences causing
practitioners to perform practices, but here we have only considered these two. We
consider three rules influencing practice agents: (1) update based on environmental
influences, (2) update based on current trends and (3) update based on co-evolution.

Lastly, the right portion of Fig. 3 depicts the input to the model and the output
obtained from it. We conceptualise the input to the model as being any practitioner
specific parameters. For example, if households are considered as the practitioner
agents, then household demographics (housing tenure and type, number of rooms,
number of residents, etc.) could be an input to the model. Output obtained from the
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model summarises the evolution of practices. This may be visualised as a growth
trajectory of practices demonstrating the evolution of material, meaning and skill
elements over time, as well as measuring the spread of practices among practitioners
over time.

5 Conclusion and Future Work

We have tried to achieve a three-fold outcome in this paper. Firstly, we have
attempted to explicate in a systematic fashion the rich but dense concepts con-
stituting the core principles of social practice theory. Second, to demonstrate
the appropriateness of adopting a modelling position based on the theory of
structuration to systematically conceptualise the key model processes. Lastly, to
delineate an agent-based model conceptualisation to demonstrate the dynamics of
processes associated with the production and reproduction of social practices. It
is our intention that the proposed model conceptualisation will allow formulations
using suitable methods for pursuing specific case studies. Social practice theory
is gaining popularity in many areas of research, so it is possible to adapt the
model conceptualisation we have proposed here to investigate specific real-world
phenomena. For instance, the authors are implementing the model to investigate the
performances of energy intensive social practices in households.

Only few attempts have been made to conceptualise social practices using
agent-based models. Holtz aimed at modelling the emergence of an abstract social
practice based on the level of coherence achieved when material, meaning and
competence elements come together [12]. He followed up with evidence to show
that the proposed model reaches lock-in [13] quite early on in the simulation
after which further changes to the social practice were blocked [14]. Balke et al.
conceptualised social practices not as outcomes intended from the model but as
agents themselves within the model. Their goal was to model households, social
practices and industries as entities capable of shaping one another recursively,
while also affecting the evolution of material artefacts within the model [15].
None of these, however, focused on all the three model processes that we have
conceptualised here.

Besides, models aimed at simulating human societies often assume either an
individualistic approach or a holistic approach. The former assumes that interactions
between agents lead to the emergence of societal structure, while the latter considers
that societal structure governs interaction between agents. But in the present
case, the inherently recursive relationship between practitioners and practices
motivated pursuing an alternative modelling strategy. We have followed Gilbert’s
recommendation of a modelling perspective that allows for duality to exist between
structure and agency [16]. In one direction, practitioners act and their actions lead
to the production and reproduction of practices and bundles. In the other direction,
practices both enable and constrain the actions of practitioner agents. Gilbert notes
that the ability to perceive and be responsive to macro-level structures is a notable



Using ABM to Clarify and Refine Social Practice Theory 319

capacity of humans and that it needs to be addressed in models synthesising human
societies [16]. Our conceptualisation of practitioners performing practices, which
in turn, influences the norms for future performances captures the duality between
structure and agency in a realistic fashion.
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Transition to Low-Carbon Economy: Simulating
Nonlinearities in the Electricity Market, Navarre
Region, Spain

Leila Niamir and Tatiana Filatova

1 Introduction

Coupled climate-economy systems are complex adaptive systems. While changes
and out-of-equilibrium dynamics are in the essence of such systems, this dynamics
can be of a very different nature. Specifically, it can take a form of either gradual
marginal developments along a particular trend or exhibit abrupt nonmarginal
shifts [1]. Nonlinearities, thresholds, and irreversibility are of particular impor-
tance when studying coupled climate-economy systems. Strong feedbacks between
climate and economy are realized through energy: economy requires energy for
literary every sector, while emissions need to stabilize and be even reduced to
avoid catastrophic climate change [2]. Possibilities of passing some thresholds
that may drive these climate-energy-economy (CEE) systems in a completely
different regime need to be explored. However, currently available models are
not always suitable to study nonlinearities, paths involving critical thresholds and
irreversibility [3]. To be able to formulate an appropriate energy policy for this
complex adaptive CEE system, policymakers should ideally have decision support
tools that are able to foresee changes in energy market over the coming decades
to plan ahead accordingly. Many macro models, that assume rational representative
agent with static behavior, are designed to study marginal changes only. So there is
a need for models that are able to capture nonlinear changes and their emergence.

ABMs are simulating human social behavior more realistically and can capture
human variability and other nonlinear processes [4–9]. Since ABMs are not directly
used to model climatic systems, there are no climate system thresholds considered
directly. Irreversibility, however, is addressed in ABMs. The ABM of the carbon
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emission trading impact on shifting from carbon-intensive electricity production
[7] suggested that as soon as investments in new technology are made, the switch
from the old technology is irreversible. Various scenarios produced by the ENGAGE
ABM by Gerst et al. [10] all produce irreversible transitions to low-carbon economy.
While depending on a policy, the transition can be swift or more gradual, the return
back to carbon-intensive economy is unforeseeable.

2 Agent-Based Energy Market

We designed and programmed an ABM with an aim to investigate nonlinearities
in energy markets. It aims to trace potential discontinuities in energy markets
driven endogenously from within the economic ABM or triggered by changes in
the environment. The quantities and prices of different energy sources namely low-
carbon energy and fossil fuel and corresponding greenhouse gas emissions resulting
from the microeconomic choices are indicators of an aggregated ABM energy
market dynamics. Here we focus on the retail electricity market.

2.1 Demand

Demand side of our ABM consists of heterogeneous households with differ-
ent preferences, awareness of climate change, and socioeconomic characteristics,
which lead to various energy-consumption choices. Households choose a producer
and energy type by optimizing utility they expect to receive (uexp) given price
expectations (qhlce/qhff) under budget constraints. Households receive utility from
consuming energy (E) and a composite good (z) between which its budget is
shared (Eq. 1). Moreover, households have awareness about the state of climate
and environmental preferences (� ), which could potentially be heterogeneous and
change over time.

U D z’ � E.1�˛/ � C� (1)

Later on we plan to implement various energy saving actions selecting from
the following pool: switching to energy-efficient equipment, installing solar panels,
energy saving bulbs, or change in electricity usage habits (e.g. switching off the
lights).
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2.2 Supply

The supply side is presented by heterogeneous energy providers, which may deliver
either electricity based on low-carbon energy sources (LCE) or on fossil fuels (FF).
The ABM model is being integrated with a macro-economic CGE model [11]. Thus,
at this stage we do not go into the details of modeling the various energy producers
where ABM can be instrumental in simulating the potential diffusion of alternative
energy technologies. Instead, we simulated suppliers with different share of LCE
and FF electricity production. In retail electricity market, form expectations are
calculated regarding to prices (qplce/qpff), and share of LCE vs. FF, to deliver next
time step in order to optimize their profits.

New energy prices (p*
lce/p*

ff) and market shares of green and grey energy are
an emergent outcome of this agent-based energy market. After the market clearing,
households update their price expectations and utility when comparing them to the
actual market outcomes. If the total energy spending for a household are more than
was expected, it stimulates a household to reconsider either an energy provider and
a type of energy source, or an investment leading to energy savings, or a change in
energy-consumption pattern.

2.3 Market Clearing

Due to the reasons widely discussed in the literature [12–15] agent-based markets
try to distance from the traditional Walrasian auctioneer. Thus, the equilibrium
price determination is replaced with alternative market structures. Different methods
of market clearing evolved in the agent-based computational economics practice,
which can be categorized in four main groups [14, 16].

The first category, which can be labeled “gradual price adjustment,” assumes a
simple price which the market-maker announces, and the demands are submitted at
this price. Then if we have an excess demand, the price is increased, and if there
is an excess supply the price is decreased. The price is often changed as a fixed
proportion of the excess demand as in Eq. (2) [14].

ptC 1 D pt.1/C ˛ .D .pt/ � S .pt // (2)

This price adjustment method is used in Alvarez-Ramirez et al. [17]; Dieci and
Westerhoff [18]; Farmer [19]; Farmer and Joshi [20]; Martinez-Echevarria [21]; Zhu
et al. [22] models.

In second approach is temporary market clearing which the price is determined so
that the total demand equals the total number of shares in market [12, 14, 16, 23, 24].
The advantage of this approach when compared to the “gradual price adjustment,”
is that there is no need to deal with market-maker. However, two critical problems
are mentioned for this approach. It may impose too much market clearing, and it
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may not well represent the continuous trading situation of a financial market. Also,
it is often more difficult to implement. It either involves a computationally costly
procedure of numerically clearing the market, or a simplification of the demands of
agents to yield an analytically tractable price [14].

The third category, which is the most realistic approach and is labeled “order
book” market structure, simulated where demand and supply are crossed with using
a certain well-defined procedure. One of the most common examples within this
category of price formation mechanism is a double-auction market [14, 16, 25–27].

The fourth approach is bilateral trade and it assumes that agents bump into each
other randomly and trade if it benefits them. It would appear realistic. However it
may not be very natural in places where trading institutions are well defined, and
function to help buyers meet sellers in a less-than-random fashion [14].

We choose the first approach “gradual price adjustment” as the price determi-
nation of agent-based electivity market model, as it seems to represent the retail
electricity market more accurately [28].

3 Results and Future Work

We present a work in progress with an application of the retail electricity market
ABM to the Navarre region of Spain. Currently the demand and supply sides
of energy (electricity) market are simulated using NetLogo with GIS and R
extensions. We explore the dynamics of market shares of low-carbon electricity
in the scenario where a household’s choice on the type of electricity (grey or
green) is driven exclusively by preferences vs. when market-clearing mechanisms is
explicitly modeled. We also contrast the results for a population of household with
homogeneous vs. heterogeneous preferences and awareness of climate change as
well as incomes.

The future work will go on in constrain two directions. First, we aim at
integrating the ABM with the CGE model to assure direct feedbacks between
behavioral change with consequent changes in market shares of LCE vs. FF and
impacts of these on other sectors of economy (ABMD>CGE), as well as account-
ing for nonresidential electricity demand and changes in households incomes as
economy evolves (CGED>ABM). Secondly, we plan to study behavioral changes
and socioeconomic characteristics of households via a survey. The main goal of
the survey is to elucidate the information on behavioral changes, which includes
change not only in choices but also in preferences and opinions, potentially affected
by social influence on the demand side (households) to feed it into the ABM.
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Statistical Verification of the Multiagent Model
of Volatility Clustering on Financial Markets

Tomasz Olczak, Bogumił Kamiński, and Przemysław Szufel

Abstract Volatility clustering and leptocurtic, heavy tailed distribution of financial
asset returns have been puzzling economists for decades. Ghoulmie, Cont, and
Nadal (2005) proposed an agent-based model attempting to reproduce these stylized
facts by means of the threshold switching behavior of investors. We investigate prop-
erties of the model following principles of the design of simulation experiments.
We find the results to be only partially consistent with properties of empirical time
series. This suggests the model to be an insightful but incomplete description of the
phenomena under study.

Keywords Simulation model analysis • Volatility clustering • Distribution of
asset returns • Heavy tails

1 Introduction

Volatility clustering and leptocurtic heavy tailed distribution of returns are the well-
known facts manifesting in time series of financial instruments [11]. Despite much
attention and research the long standing debate on origins of the phenomena is still
open. Among the plausible causative mechanisms the following are suggested in the
literature:

1. heterogeneity in time horizons of economic agents and rates of information
arrival [1, 7];

2. instability of trading strategies due to agent learning or behavioral switching
[3, 6, 9];

3. investor inertia resulting from a threshold behavior of agents trading only when
magnitude of a market signal reaches a certain level [4].

In an attempt to quantify influence of the last mechanism on properties of a time
series Ghoulmie et al. [4] proposed an agent-based model allowing to study its effect
in isolation. The simulation results reported there confirmed capability of the model
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to generate time series with the desired properties, namely leptocurtic distribution
of returns with semi-heavy tails and positive autocorrelation of absolute returns over
many time lags (symptomatic for volatility clustering). This general conclusion,
however, has been based on only two arbitrarily selected examples.

In this article we present results of the more systematic investigation of properties
of the model proposed by Ghoulmie et al. [4]. We verify the following two
hypotheses:

H1 the excess kurtosis of distribution of asset returns generated from the model is
positive (� > 0);

H2 the one period autocorrelation of absolute returns generated from the model is
positive (��D1 > 0).

Following the approach of [4] we use hypothesis H1 as a proxy for detecting
heavy tails. This is justified by the fact that in case of symmetric, unimodal
distributions positive kurtosis indicates heavy tails [2], while at the same time
empirical distributions of returns are known to be symmetric with high kurtosis,
fat tails, and a peaked center as compared with the normal distribution [11, p. 93].
In a similar way we use hypothesis H2 as a proxy for detecting volatility clustering.
For empirical time series autocorrelations of both absolute and squared daily returns
are known to be positive for many time lags and to be always positive at a lag of 1
day [11, pp. 90–91]—a direct consequence of volatility clustering [11, p. 313].

The rest of the paper is divided into three sections. In Sect. 2 we describe the
model structure. In Sect. 3 we present the experiment design and results of the
analysis. Section 4 concludes.

2 Model Description

The description of the model presented in this section is a direct adaptation of the
original model by [4]. We consider a market with a single asset traded by n 2 N
agents. Trading takes place in discrete time intervals t 2 f1; 2; : : :g. At each time
period agents decide to buy or sell a unit of the asset or remain idle. By denoting
demand of agent i at time t by i.t/ this will be represented as i.t/ D 1, i.t/ D �1

and i.t/ D 0, respectively. The buy or sell decisions are triggered by the market
signal representing public expectations about a future return rate and modeled as
a sequence of IID random variables "t � N.0; �2/. Agents place orders when the
signal strength crosses their individual “sensitivity” threshold �i.t/, a sell order when
"t < ��i.t/ or a buy order when "t > �i.t/. They remain dormant when "t �

j�i.t/j. The resulting excess demand is given by Zt D
Pn

1D1 i.t/ and produces
a change in the asset price given by rt D Zt=.�n/; where � quantifies “market
depth” and rt can be interpreted as log rate of returns. After orders are placed and
market price determined every agent independently with probability q changes its
sensitivity threshold �i to jrtj.
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In addition to the analysis of the model we use the following observation showing
the link between � and � in the model (this fact was not observed in [4]). Assume
that we have some state of the model �i.t/ for parameters � and �. Now consider
that we scale all these parameters by ˛ > 0. Thus the state of our model is ˛�i.t/
for parameters �˛ and �=˛. If we use the same random number to generate "t, then
i.t/ will be identical in both cases. Therefore rt will be ˛ times larger in the new
parameterization case. But this means that �i.tC 1/ will be also ˛ times larger so in
period tC 1 the parameters of the model maintain the same transformation relation
as in period t. This shows that the dynamics of the model is exactly the same for all
parameterizations where the product �� is constant.

3 Simulation Experiment Results

We simulate our model assuming that we have n D 100; 000 agents. The simulation
is run for 110; 000 periods of which the first 10; 000 are discarded as burn-
in phase. These values are much larger than assumed in [4] to ensure that we obtain
information about the behavior of the model in a steady state. We keep the original
ranges of values for the design parameters q, � , and � as chosen by [4] so that
rt can be interpreted as a daily return rate: q 2 Œ0:01; 0:1�, � 2 Œ0:001; 0:01�,
and � 2 Œ5; 20�. We probe the design space in 4710 random points with uniform
probability of choosing a combination .q; � 	�/ from the set Œ0:01; 0:1�� Œ0:005; 0:2�

and run the simulation 32 times in each point.
The left plot in Fig. 1 depicts dependence of kurtosis of the distribution of returns

on the design parameters. It is easily seen that the model generates leptocurtic
distribution of returns only in the narrow area of the design space, while in the

0.08

0.06

q

0.04

0.02

0.05 0.10 0.15

-0.50 0

0 5

1.0 0.05

-0.05

0.
200.

2

0.10

0.15

0.05 0.10 0.15

0.02

0.04

0.06

0.08

AutocorrelationKurtosis

0.00

1.5
2.0

σλ σλ

Fig. 1 Estimated response surfaces of kurtosis of distribution of returns and one period autocor-
relation of absolute returns



332 T. Olczak et al.

0 20 40 60 80

−0
.0

5
0.

00
0.

05
0.

10
0.

15
0.

20

Lag

ρ

Fig. 2 Vigintiles for distribution of autocorrelation of absolute returns � for lags beyond one
period; median value marked in red

remaining area the distribution of returns is mezocurtic or even platocurtic. The right
plot in Fig. 1 depicts dependence of one period autocorrelation of absolute returns
on the design parameters. In case of empirical time series this measure is observed
to be always positive [11, pp. 90–91]. One can easily see that for the simulated
time series there are significant regions of the design space where autocorrelation is
either not present or negative.

Autocorrelation of absolute returns for lags beyond one period is depicted in
Fig. 2. It shows the median value (in red) and vigintiles for autocorrelation across
the entire parameter range. It can be seen that around 70 % of simulations produced
��D1 < 0, moreover for 95 % of simulations ��D1 < 0:193, and 90 % of simulations
have ��D1 < 0:115. For the lag 40 those figures drop to 95 % of simulations having
��D40 < 0:013 and 90 % of simulations having ��D40 < 0:006. Hence for most
simulations the autocorrelation is negative or very close to zero.

We confirm these findings by formally testing hypothesis H1 and H2 with the
Bayesian interval metamodel methodology proposed by [5]. Table 1 shows the
calculated probability that the respective hypotheses are true in the investigated
range of parameters. The probability values should be interpreted in the following
way: given the simulation data we have collected if we would uniformly choose a
new random parameter combination .q; � 	 �/ from the set Œ0:01; 0:1�� Œ0:005; 0:2�,
then the values given in Table 1 are chances that in this new design point we would
observe the given combination of autocorrelation and kurtosis.
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Table 1 Probability that the
hypotheses H1 and H2 are
true in the investigated range
of parameters

Hypotheses probabilities � > 0 (%) � � 0 (%)

��D1 > 0 26:58 2:76

��D1 � 0 4:93 65:73

4 Conclusions

By applying the systematic approach to the simulation experiment we have shown
the model of Ghoulmie et al. [4] to generate entire spectrum of return trajectories
with discrepant properties conditional on the initial parametrization. The properties
of leptocurtic distribution of returns and positive one period autocorrelation of
absolute returns are not guaranteed to emerge from the model, in fact the probability
of both properties to manifest jointly is slightly more than one quarter. We therefore
conclude the model to be an insightful but incomplete description of the phenomena
under study.

Our findings exemplify importance of applying the principles of experiment
design and analysis for credible inference on properties of agent-based models, as
postulated by many authors [8, 10].
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Social Amplification of Risk Framework:
An Agent-Based Approach

Bhakti Stephan Onggo

Abstract There is a paucity in the use of simulation for theory development
in the context of the social amplification of risk. Simulation modeling has the
advantage of making a theory more precise and including relevant factors within
broader boundaries (e.g. the use of multiple actors). This paper demonstrates how
an agent-based simulation model can be developed to generate or test a theory in the
context of the social amplification of risk. The challenges on model’s calibration and
validation are highlighted.

Keywords Agent-based simulation • Social amplification of risk framework •
Model calibration • Model validation

1 Introduction

Most individuals, consciously or subconsciously, seek to manage risk. The way they
assess risk depends on personal characteristics and experience as well as social
processes such as norms and collective beliefs. Hence, even though the risk of a real
event such as a nuclear accident, food poisoning, or pandemic is real, the perception
of individuals of the same risk varies. The perception of risk often affects real risk.
For example, during a SARS outbreak, people reduced their travel, which decreased
the probability of the spread of SARS. On the other hand, in a flash crowd, risk
perception can make real risk more imminent. Because risk perception can affect
real risk, managing public risk perception is important for many organizations.

The Social Amplification of Risk Framework (SARF) is the framework most
commonly used to describe how a society responds to risk, and in particular how
a society amplifies or attenuates risk through social processes [1]. The idea behind
SARF is that when a risk event happens, it produces signals. These signals are
processed and sometimes distorted (amplified or attenuated) by the interactions
of social actors in which each actor acts as a communication station. They do not
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simply pass the signals to others but often observe and judge each other’s responses.
These interactions may lead to considerable distortion to the original signal. Such
distortion will become a real management issue when it produces secondary effects,
such as a product boycott or a loss of institutional trust.

A substantial amount of empirical work has been conducted on or around the
idea of social amplification in various contexts, such as nuclear-weapons-facility
accidents [2], genetically-modified foods [3], the Sudan 1 and Hatfield scandals in
the UK [4], a zoonosis disease outbreak [5] and wildfire risk [6]. The literature
shows that SARF has been the subject of little modeling using simulation. Hence,
there is a lack of modeling that looks at the issue from a broader perspective.
Examples of simulation-modeling work on SARF include understanding the spread
of fear and how a community responds to a terrorist attack [7], demonstrating how a
society where individuals correct for other individuals’ apparent risk amplifications,
instead of simply correcting their own risk beliefs, can have a polarizing effect on
risk beliefs in the society, and leading to residual worry and loss of demand for the
associated products and services [8] and investigating the effect of broadcast and
narrowcast communication on social risk perception [9].

2 Agent-Based Model of Social Risk Amplification

Agent-based simulation (ABS) has been used to theorize a phenomenon in a society.
Classic examples include theorizing how segregation might occur in a reasonably
tolerant society [10], describing the emergence of wealth inequality in a simple
society [11] and theorizing how the rebellion of a subjugated population emerges
against a central authority [12]. Given that the heterogeneous nature of social actors,
the interactions between social actors, the social network formed by social actors
and the ability of social actors to learn are relevant to SARF, the use of ABS for
theory development in SARF is justifiable.

Key common actors in the SARF literature have been identified in [9], namely:
individuals (lay persons or public), media, risk experts, and risk managers (including
authorities or government). Hence, we have developed a model that can represent
the interactions between these four types of actors. Figure 1 (left) shows a summary
of the communication between actors in the model. A risk manager represents an
individual or an institution (including government) that has a legal responsibility or
interest in managing risk perception in a society. A risk manager regularly consults
experts’ assessments of real risk, public-risk perception, and public consumption.
Based on this information, the risk manager will make a decision about the level
of risk to be communicated to the public. A risk expert makes an assessment of a
real risk based on available information (e.g. the number of individuals experiencing
a specific risk event and the level of public consumption of some good or service
that has become hazardous). A risk expert can communicate his/her assessment to
a risk manager and to the media. The media regularly retrieve information from the
public, experts, and managers, process information and communicate the processed
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Fig. 1 Communication between actors in the simulation model (left); an example of the output of
the simulation model (right)

information to the public. How the media process information depends on the role
that the media assume. The individual represents a member of the public who is
concerned with the risk that is being studied. An individual receives information
from the media (broadcast) and his/her social network neighbors (narrow-cast).
The individual will decide his/her risk perception based on these sources of
information and his/her personal characteristics (including past experiences). If the
risk perception of an individual is above a certain threshold, the individual will stop
consuming.

The main outputs of the model are the mean and standard deviation of public-
risk perception and consumption at population and individual levels. The structure
of the model allows us to generate or test a theory in the context of SARF such as
the impact of social network structure and role of media on the diffusion of risk
perception [9]. Figure 1 (right) shows a sample output from the simulation when
there is an outbreak between time 100 and 110. It shows that a society with a small-
world network is more resilience than a society with a lattice network.

An important lesson learned from the development of the model is to appreciate
that SARF is a framework (not a theory). Hence, the first challenge is that SARF
does not provide a precise specification that can be unambiguously modeled. The
second challenge is on the calibration and validation of the model. First, we need
to represent the behavior of actors and the interactions between actors using a set
of logical rules. It is challenging to extract this information from real-world actors.
Furthermore, real-world actors are often heterogeneous. Hence, it is challenging to
validate whether the rules used in the model represent the rule used by most real-
world actors and whether we have represented the heterogeneity of real-world actors
correctly. The parameters and rules are also contextual (for example the impact of
risk perception on real risk in SARS is different from flash crowd). Hence, the data
from one context may not be applicable to another context. Secondly, our model
requires data about the communication between actors via their social network.
Although the collection of high-fidelity quantitative data has become very common,
this is not the case for qualitative data. The lack of data makes it diffult to validate
a model againt empirical data. There is also a need to validate a model at the
individual level and at the population level. The difficulty in validating an ABS
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model is reflected in the survey in [13] which found that only 35 % of models were
validated conceptually and operationally. One of the potential validation approaches
is discussed in [14]. In this approach, a modeler writes a validation code before
a simulation model is developed. The validation code uses the result from an
analytical model to determine if the simulation result is valid. The modeler then
writes the simulation model until it passes the validation code. Afterwards, the
modeler will write another validation code which evaluate another part of the model.
This process is repeated until the simulation model is complete.

3 Conclusion and Future Work

An ABS model that enables theory generation and testing in the context of SARF
has been presented. Simulation modeling has the advantage to make the definition
and formulation in SARF more formal and specific in such a way that a theory can
be tested. We plan to use the model in the context of a product recall after food
adulteration events have been exposed. One of the main challenges is in the data
collection for model‘s calibration and validation. We plan to use TDSM.
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How Precise Are the Specifications
of a Psychological Theory? Comparing
Implementations of Lindenberg and Steg’s
Goal-Framing Theory of Everyday
Pro-environmental Behaviour

Gary Polhill and Nick Gotts

Abstract This chapter compares four implementations of (Lindenberg and
Steg, J Soc Issues 63(1):117–137, 2007) Goal-Framing Theory of everyday
pro-environmental behaviour. Two are from different versions of CEDSS
(Community Energy Demand Social Simulator, versions 3.3 and 3.4); the other
two are different versions of a completely different model that also draws on Goal-
Framing Theory (Rangoni and Jager, Modeling social phenomena in spatial context.
Lit Verlag, Zürich, Switzerland, 2013). We find that despite some similarities in the
models, the implementations are different in a number of important ways, driven in
part by the case studies to which they are applied, but also by areas where Goal-
Framing Theory doesn’t specify any mechanism. We anticipate that as more and
more agent-based models draw on social theories, comparisons such as that herein
will enable advances in both modelling and the social sciences.

Keywords Goal-framing theory • Agent-based model • Everyday pro-
environmental behaviour

1 Introduction

One of the concerns expressed about agent-based modelling is that the algorithms
they use to represent behaviour are too ad hoc (see for example [1]). Various
approaches have been used to deal with this, including drawing on machine learning
algorithms to develop decision-making algorithms (e.g. [2]), validating decision
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rules with stakeholders (e.g. [3]), using existing theories in economics (e.g. [4]),
or other classical optimisation algorithms (e.g. mathematical programming—[5];
and genetic algorithms—[6]).

Another approach is drawing on existing theories in the social sciences to develop
algorithms of human behaviour. Examples include Holtz’s [7] model of practice
theory [8], and Dubois et al. [9] use of the theory of planned behaviour [10].
This is where agent-based social simulation intersects with the project of Artificial
Intelligence, and there has been some success deploying existing algorithms from
that area that draw on psychological evidence on how people make decisions (e.g.
[11], who use case-based reasoning [12]); while the widespread use of heuristics
could be seen as having underpinnings in “folk-psychology”).

Computer programs require precise specifications if they are to be successfully
implemented. By contrast theories from the social sciences can be notoriously
impenetrable and difficult to pin down, especially where there is a culture of
rejecting positivism. Bourdieu [13], for example, is paraphrased by Sullivan [14]
as asserting that “because the social world is complex, theories about it must be
complicated, and must be expressed in complicated language”. Though Lindenberg
and Steg’s [15] Goal-Framing Theory of everyday pro-environmental behaviour
is not so extreme, there is still sufficient interpretability of it that implementing
it need not result in the same computer program. This chapter explores four
implementations of this theory in two models: two versions of CEDSS (Community
Energy Demand Social Simulator—[16]) show how the model is refined to try
and capture some more subtle features of the theory from one version (3.3) to the
next (3.4); and two versions of a model of littering developed independently of
CEDSS by different authors [17], but still applied to an everyday pro-environmental
behaviour.

In the rest of this chapter, we briefly summarise Lindenberg and Steg’s [15] Goal-
Framing Theory, before describing each of the models. In a discussion, we examine
the differences between them, and consider the implications for implementing social
and psychological theories in agent-based models.

2 Goal-Framing Theory

Goal-Framing Theory [15, 18] proposes that goals “frame” how people perceive a
choice situation, and so affect the choices they make. Three main clusters of goals
guide decision-making. Hedonic goals concern immediate pleasure or comfort; gain
goals focus on prosperity and financial security; while normative goals make people
focus on “doing the right thing”. Typically, multiple goals are active at any given
moment but one is focal, the so-called goal-frame. The goal-frame influences what
aspects of a situation are noticed, how they are assessed, what considerations come
to mind when a decision is to be made.

Which goals predominate in making choices depends on the predominant values
of the chooser, and also [18] on external cues that activate different values; for
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example, information about fashion or comfort would tend to activate hedonic
values and thus goals of immediate enjoyment; prices or income expectations
would tend to activate the “egoistic” values underlying gain goals; while reports of
environmental problems might activate goals linked to normative (more specifically
in this case, “biospheric”) values.

Hedonic, egoistic and normative values, and the goals they promote, often
conflict. Behavioural change can be encouraged by campaigns aimed to strengthen
particular values (in the environmental case, biospheric values are of primary
importance, but campaigns may also stress saving money, appealing to egoistic
values). Another approach attempts to reduce goal conflicts, for example by
subsidising pro-environmental alternatives or restricting the sale of damaging ones
(reducing egoistic/biospheric conflict), or making such alternatives more enjoyable
or promoting them as fashionable (reducing hedonic/biospheric conflict). However,
over-reliance on targeting hedonic or gain goals may “crowd out” intrinsic pro-
environmental motivations, reducing the likelihood of sustained pro-environmental
actions [19].

3 Four Implementations of Goal-Framing Theory

This section discusses four implementations of Goal-Framing Theory in two
versions each of two different models, CEDSS and a model of littering.

3.1 CEDSS

CEDSS (Community Energy Demand Social Simulator) is an empirically based
model of direct domestic energy use for space- and water-heating, and household
appliances, and the main outputs used in assessing the model are the amounts of
energy (in the forms of electricity, gas and oil) used for these purposes by the set
of households modelled. It is designed to model effects of policies and campaigns
aimed at reducing domestic energy demand, in the context of economic scenarios
for the period up to 2049 affecting energy prices and household income.

CEDSS agents (representing households) make decisions about the purchase
of energy-using and energy-saving equipment, and influence such decisions made
by other households in the model community; they have a dwelling, and a set
of appliances, which will include a heating system. The dwelling’s size, type
and installed insulation affect the amount of energy required for space-heating.
Households have three “value strength” or “goal-frame” parameters: “hedonic”,
“biospheric” and “egoistic”, which are used to determine the basis on which their
decisions are made: the “enjoy” goal-frame corresponds to hedonic values, the
“sustain” goal-frame to biospheric values, and “gain” to egoistic ones.
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Written in NetLogo [20], CEDSS originally formed part of the European
Commission Framework 7 project GILDED (Governance, Infrastructure, Lifestyle
Dynamics and Energy Demand—see http://gildedeu.hutton.ac.uk). It is focused on
one of the GILDED study areas, Aberdeen and Aberdeenshire, and results of the
quantitative survey of those areas formed the primary source of empirical data used
to build and run CEDSS.

The model operates with a quarterly time-step during which it repeats the
following:

• Some appliances break down, requiring replacement.
• New appliances may enter the market.
• Households do the following:

– Determine their goal-frame. This is not a conscious choice—rather a stochas-
tic outcome weighted by the relative strengths of values (hedonic, biospheric
and egoistic).

– Replace broken essential appliances.
– Visit V households with whom they have a social-link, where V is a model

parameter.
– Depending on the goal-frame:

Buy insulation (if they own the property).
Update a wish-list of desired appliances.
Buy new non-essential appliances.

– Update social-links.
– In version 3.4, implement external influences on value strength parameters.

An earlier version of CEDSS, CEDSS-3.3, is described in detail in Gotts et al.
[16] and the associated downloadable “supporting material” (the code is however
known to contain some errors, meaning the model’s behaviour is not exactly as
intended). The current chapter compares its intended behaviour with that of an
extended version of the model, CEDSS-3.4; two of the three extensions were
designed specifically to reflect aspects of goal-frame theory not included in the
earlier version. The third is a first step in linking the modelled community to a
wider cultural and informational context, in a way allowed for by the theory. These
three modifications are:

1. The use of situational “triggers” with the potential to modify the goal-frame
selection process carried out each time-step. The currently implemented types
of trigger permitted are changes in the cost of energy, and changes in the level
of savings currently held by the household. In CEDSS 3.4 runs where they are
included, these “triggers” can cause the “enjoy” goal-frame to be replaced by
the “gain” goal-frame if energy prices have risen or savings have fallen, and the
reverse change to occur if energy prices have fallen or savings risen.

2. Goal-Framing Theory suggests that a person’s actions can modify their sense of
their identity and hence strengthen some values relative to others. Specifically,
when people realise they have acted pro-environmentally, they may identify

http://gildedeu.hutton.ac.uk/
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themselves more as someone who values the environment, and because of
that shift in identity, give more weight to biospheric values. CEDSS does not
distinguish between identity and commitment to values, and its agents are
households, but we can partially model such an effect by adding a rule that
whenever a piece of equipment is bought while the goal-frame is “sustain”
(and hence, is selected in a procedure that prioritises reducing energy-use), the
strength of the “biospheric” value is increased, proportionally both to the cost of
the item, and to a “biospheric boost” model parameter.

3. Third, CEDSS-3.4 incorporates a simple model of the effects of informa-
tional influences on goal-frame selection from beyond the household, and the
community of which it is a part. CEDSS households influence each others’
value-strengths via the mechanism described earlier. However, communities of
the “neighbourhood” size represented in CEDSS are not self-contained, so it is
desirable for CEDSS to include mechanisms whereby government policy and
informational campaigns could influence domestic energy demand.

Goal-Framing Theory has been used to devise an “Integrated Framework for
Encouraging Environmental Behaviour” [18], which proposes two routes to encour-
aging pro-environmental behaviour. First, by reducing goal conflict by decreasing
the costs of pro-environmental choices; this was already implemented to a degree in
CEDSS-3.3 by allowing governmental subsidies for pro-environmental purchases.
Second, by strengthening normative goals, as represented by this addition to the
model. The external communications influencing the community are embodied in a
scenario-specific “external-influences file”—the file is thus fixed at the start of the
run, on the reasonable assumption that the external influences can be treated as an
exogenous input to intra-community dynamics.

At present, the entries in this file do not specify the source or content of
communications, merely their effects. These do depend, however, on the current
goal-frame of a household—representing the importance of the receptivity of the
audience in any information or persuasion campaign. In principle, the external
influences could operate for, and against, any of the three overarching values. The
file consists of a time series each element of which specifies a time step, what the
current goal-frame must be, the value-strength parameter to decrease, the value-
strength parameter to increase, and an amount by which to make the adjustment.

CEDSS-3.4 can be run in a “default” configuration that omits all three of these
modifications, so the parameter space of CEDSS-3.4 includes that of CEDSS-3.3.

3.2 Rangoni and Jager’s Model of Littering

In Rangoni and Jager’s [17] model of littering, Goal-Framing Theory is used to
explore the motivations to drop litter in an urban street. The work draws on field
experiments in Groningen by Keizer et al. [21], in which subjects had a leaflet
attached to their bicycle while it was left in an alleyway that had to be removed
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before they could proceed on their way. The alleyway contained no rubbish bin,
and the amount of litter in it was controlled. In a second intervention, they put a
sign in the alleyway saying “no littering”. People were significantly less likely to
litter (throwing the leaflet on the ground, or hanging it on another bicycle) in the
clean alleyway than in the alleyway with litter already in it; the presence of a sign
exacerbating these tendencies.

The “norm” goal represents the desire to act appropriately (not littering), and
the theory is that this goal is weakened in favour of hedonic (instant gratification)
or gain (increasing and preserving personal resources) goals when people observe
norms being violated. This weakening effect is larger when there is a sign explicitly
prohibiting littering and evidence of norm violation. Difficult though it is to see
throwing a piece of litter in the street as gratifying, as Keizer et al. [22] describe
the situation, littering is seen as pursuing a hedonic goal because it avoids making
effort.

Rangoni and Jager’s [17] model therefore features just the hedonic and norm
goals, and with an interest in investigating the interaction effect of norm following
and norm violation, they use a reinforcement model to simulate the effect of
the norm following/violation on an agent’s norm activation level. This choice of
reinforcement model is because, as they point out on p. 52: “The Goal Framing
Theory does not explicitly describe the mechanism responsible for the activation
[or] inhibition of the normative motive.”

In the description of the reinforcement model on p. 53, agents i each have a
norm activation level, Ni, a tolerance threshold, Ti, and a reinforcement amount, Ri.
The norm activation level is updated thus (1): If the tolerance threshold exceeds the
amount of littering in the alleyway (L), then the norm activation level is decremented
by the reinforcement each time step (negative reinforcement); if it is less than the
amount of littering in the alleyway, then the norm activation level is incremented
by the reinforcement. A parameter S represents the effect of the “no littering” sign.
(SD 1 when the sign is absent; S > 1 when present.)

Ni.t/ D

�
Ni .t � 1/ � RiS Ti > L.t/
Ni .t � 1/C RiS Ti < L.t/

(1)

The parameters of the model are described on pp. 54–55. These include
population-level parameters for mean and standard deviation of hedonic and norm
goal weight, and for the reinforcement parameter and tolerance threshold, as well
as other environmental parameters. The link between the hedonic and norm goal
weights and the norm activation level is not specified precisely. However, on p. 57,
where the authors discuss an experiment with the model, they say that “the clean
street reinforces the normative goal weight”, and on p. 58 they say that at a critical
point in the amount of litter, “a transition occurs as some agents’ normative goal
weight is suddenly weakened”. Treating the “normative goal weight” as though it
were the same variable as the “norm activation level” in the reinforcement process
would not be inconsistent with either of these statements, but means that there is no
apparent role for the hedonic goal weight. The latter seems to appear algorithmically
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only in a third version of the model, in which there is the option of throwing the litter
in a bin. In this case, the goal weights are used to compute payoffs for each of the
three options (take the litter away, throw the litter on the ground, throw the litter in
the bin) based on the distance to the bin. The fact that there is no role for the hedonic
goal weight in the “transition” experiment (as opposed to the “bin” experiment) is
not problematic if, as in CEDSS, the sum of the goal weights for each agent is a
constant.

4 Comparing Output

Experiments have been done using four versions of the CEDSS-3.4 model, which
throw additional light on the differences found even between successive versions of
the same model. These model versions were selected according to their performance
in matching energy demand estimates from a GILDED survey of households in
north-east Scotland [16]. As depicted in Fig. 1, the versions differ in whether they
included a “biospheric boost” and/or situational triggers; the version without either
is referred to here as B0-No, that with a biospheric boost only as B4-No, those
including situational triggers as B0-Yes and B4-Yes. To improve its performance,
B0-Yes differs in one other parameter from the other three, so results across the
four are not strictly comparing the pure effect of the differences between versions.
However, we can observe interesting difference in the patterns of results for the four

Fig. 1 Diagram showing the various versions of CEDSS used for runs in this section, and how
they are related, together with coloured shapes showing how they are depicted in Fig. 2
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Fig. 2 CEDSS3.4 model: demand for domestic heating and appliance energy across a range of
model versions and scenarios. Each point marks the outcome from one run of the model

models, particularly in relation to the presence or absence of external influences,
which was varied across the runs of each model version (runs were also varied
across a range of economic and policy futures; examination of the resulting multi-
dimensional dataset is ongoing). An example of these different patterns is illustrated
in Fig. 2.
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The top two graphs (Fig. 2a, b) show the outcomes of simulation runs in the
policy-economic family of scenarios: “no regulation or subsidies with income
C4%pa and prices stable”. The bottom two graphs ((c) and (d)) show “no
regulation or subsidies with income stable and prices C2%pa.” The left two graphs
((a) and (c)) show the model versions in colour (blackDB0-No; redDB0-Yes;
greenDB4-No; blueDB4-Yes), and the external influences in shapes (circleD no
influences; triangleD steady influences; CD varying influences). The right two
graphs ((b) and (d)) show the same data but swapping colour (blackD no influ-
ences; redD steady; greenD varying) and shape (circleDB0-No; triangleDB0-
Yes;CDB4-No; �DB4-Yes).

It is clear that the presence of external influences made a considerable difference
in both families of scenarios, and across models, but effects within the different
models are not the same. In the top scenario ((a) and (b)), all model versions appear
in similar areas apart from the cluster of points on the bottom right. All points in
this cluster have no influences (black colour in (b)), and all are apparently from
model versions B0-No and B4-No (green and black in (a))—i.e. without situational
triggers. B0-No with no influences (black circles in all graphs) lacks all three of the
additions CEDSS-3.4 made to CEDSS-3.3.

In the bottom scenario ((c) and (d)), differences between model versions are
considerably more marked. There are distinct clusters for the runs with and without
situational triggers (black/green vs blue/red in (c)). On the right hand side (high
heating energy use), when there are no influences (circles in the left graph (c); black
in the right (d)), there is a more significant split on appliance energy use between
the Yes/No runs (Yes at the very top; No at the bottom), and these two regions
also seem to feature sub-regions with different concentrations of B0 and B4 model
versions. In the middle on the right hand side is a “smear” with points covering all
three influence scenarios, but again, with distinct, but overlapping regions covering
each of the model version settings. This graph shows that the modifications to
CEDSS have all had a visible effect, the complexities of which are a current
focus of investigation. The tendency for very distinct clusters of results to appear
is thought to result from the particular mechanisms CEDSS-3.4 uses in adjusting
value strengths. Experimenting with modified approaches is on our agenda; this will
produce still another dimension on which models based on Goal-Framing Theory
can differ.

5 Discussion

A summary of the two versions of each of the two models is shown in Table 1. At the
time of writing, there is no publicly available version of the implementation of the
litter-picking model, hence we have only been able to explore the effect of changing
implementations on output dynamics with respect to the CEDSS model. As is clear
from the previous section, the extensions to CEDSS do change output dynamics.
Comparison of the CEDSS and litter-picking models is therefore at the level of their
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Table 1 Comparison of the four models’ approaches to implementing features of goal-framing
theory

Feature CEDSS 3.3 CEDSS 3.4 Littering (“transition”) Littering (“bin”)

Goals
represented

Hedonic, gain,
norm

Hedonic, gain,
norm

Hedonic,
norm

Hedonic,
norm

Goal frame
parameters

Weights
(“value
strength
parameters”)
for each that
sum to a
constant

Weights
(“value
strength
parameters”)
for each that
sum to a
constant

Numbers
(“goal
activation
levels”) in the
range [0, 100];
can be
effectively
seen as
summing to
100

Numbers
(“goal
activation
levels”) in the
range [0, 100];
no constant
sum

Influence on
goal activation
levels

Visiting
neighbours;
habit

Visiting
neighbours;
habit;
“biospheric
boost”;
information
campaigns

Norm
following or
violation by
others;
presence or
absence of a
sign

Norm
following or
violation by
others;
presence or
absence of a
sign; distance
to bin

Goal frame
choice

Weighted
random choice

Weighted
random
choice with
situational
triggers

Threshold in
relation to
environmental
variable

No explicit
choice of goal
frame

Effect of goal
frame on
decision

Chosen goal
influences
choice
algorithm

Chosen goal
influences
choice
algorithm

Selected goal
determines
whether or not
agent litters

Goal
activation
levels used to
compute
“scores” for
behaviours;
maximum
scoring
behaviour
chosen

Calibration Survey and
secondary
data

Survey and
secondary
data

Field
experiments

Field
experiments

design, and it is this we turn to here. This discussion focuses on two versions of
CEDSS: CEDSS-3.3 as implemented in CEDSS-3.4, and CEDSS-3.4 including all
extensions to CEDSS-3.3 covered earlier.

What is interesting about all four models is that numerical representations
underpin the parameters determining which goal will be dominant (“value strength
parameters” in CEDSS; “goal activation levels” in the littering model), though there
are differences in the use of numbers across the four versions. Use of numerical
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representation is arguably common in the formalisation process for many agent-
based models, though it has been argued against (e.g. [23]). This commonality,
however, should arguably be seen as a feature of modelling practice, rather than
something stipulated by Goal-Framing Theory.

In Goal-Framing Theory, the choice of goal frame is driven by the values of the
individual and situational cues in the environment. The models have adopted very
different approaches to this, but this is driven mostly by the case studies, which,
if nothing else, feature significantly different temporal scales. In CEDSS-3.3, the
only environmental cues are related to households visiting each other, whereas in
CEDSS-3.4, the introduction of situational triggers and information campaigns adds
additional environmental cues. At a fairly abstract level, links could be seen between
the litter in the street (norm following or violation by others) and the information
households in CEDSS get when they visit each other; and between the “no littering”
sign and the information campaigns. (In the latter case, however, it is not clear
whether there is an “exacerbation” effect of information campaigns as there is for
signs.) However, the mechanisms for implementing the effect on the choice of goal
frame of the values of the individual and the environmental cues are different:

• In CEDSS, a weighted selection is made using the value strength parameters.
• In the “transition experiment” littering model, the goal frame chosen depends on

the amount of litter in the environment crossing an agent-specific threshold.
• In the “bin experiment” littering model, there is no explicit selection of goal

frame prior to choosing behaviour; rather, scores are computed for each
behavioural option using the agent’s goal frame parameters and appropriate
environmental variables. The behaviour chosen is then the option with the
highest score.

Adjusting the goal frame parameters is also different across the models. Compar-
ing the normative influence:

• In CEDSS, when one household visits another, the values are adjusted by a
fixed, agent-specific proportion of the difference between the two. The values
corresponding to all three goal frames are adjusted in this way.

• In the littering model, the norm activation level is reinforced negatively or
positively by an agent-specific constant depending on whether a threshold level
of litter has been breached. However, there is no adjustment of the hedonic
activation level.

• CEDSS-3.4 also adds an adjustment of the goal frame parameters when house-
holds make a pro-environmental purchase using the biospheric goal frame.
This adds a proportion of the purchase price to the corresponding value of the
household, with appropriate decrements in hedonic and egoistic values.

Here, although both models use heterogeneous parameters to model the adjust-
ment, the algorithm for doing so is different. In particular, the adjustment in CEDSS
is for pairs of agents at a time, whereas the adjustment in the littering model is
stigmergic, responding to aggregate behaviour of all agents.
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Another endogenous adjustment of goal frame parameters occurs only in
CEDSS. Here, when a goal frame is selected, adjustments are made to the goal
frame parameters to make the chosen goal frame more likely next time. This is done
using a constant factor added to the goal frame parameter corresponding to the goal
frame chosen, with associated decrement in the other two goal frame parameters to
keep the sum of all three parameters constant.

Comparing the “exogenous” influence, there are also significant differences
between the models:

• In CEDSS-3.3, there are no exogenous influences.
• In the littering models, the presence of a sign acts as a factor increasing the

positive or negative reinforcement of the norm activation level.
• In CEDSS-3.4, the effects of the external influences are rule-based; the effects

as parameterised are to increase biospherism by a constant, decreasing hedonism
and/or egoism accordingly.

Both versions of the CEDSS model also share with the “transition experiment”
version of the littering model the idea that a single dominant goal frame drives
the behavioural choice; in CEDSS the link is more indirect in that the goal frame
determines the method by which the eventual choice is made, whereas in the
“transition experiment” littering model, the selected goal frame directly determines
the behaviour. However, in the “bin experiment” version of the littering model, the
goal activation levels are instead used to compute a score for each of the behavioural
options, with the highest-scoring option being selected.

As noted in the above quotation of Rangoni and Jager [17], the lack of any
detailed description of mechanism for parts of Goal-Framing Theory is, besides
the differences in case study, an important contributing factor in the differences
observed in the four models. Assertions such as that observing norm violation
weakens normative goals are understandable in the context of a theory in envi-
ronmental psychology, but, even if they do suggest a numerical representation of
“goal strength” do not specify how much the strength of the goal is reduced by any
given observation—the kind of information needed to develop a model. Insofar as
methods of social research are constrained in their ability to ascertain these kinds
of details empirically, developing proposed mechanisms will be left to modellers.
However, posing questions about mechanisms through interaction with modellers
may lead to the development of new research methods.

The fact that both models are calibrated against empirical data further suggests
that statistical metrics showing calibration and validation of emergent outputs
cannot be trusted to confirm that a proposed mechanism developed by modellers
is somehow “correct”. This is not just a problem for agent-based modelling, as
traditional function-fitting methods essentially “hide” the underlying mechanism.
The lower level of representation in agent-based modelling means that the issue
becomes more apparent, however. Although Moss and Edmonds [3] recommend
validating qualitatively at the micro-level to support quantitative validation at the
macro, more general approaches to validating the model’s ontology (including
processes and algorithms or rules) are needed.
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Thus far, the irregularly held model-to-model workshops [24, 25] and other
model docking exercises (e.g. [26]) have tended to focus on reproducing simulation
results by re-implementing or re-running models in other work. In the first model-
to-model workshop, Cioffi-Revilla and Gotts [27] did some work showing how
their models with ostensibly different application domains had sufficiently similar
characteristics to identify the TRAP2 class of models. To our knowledge, agent-
based models have not previously been compared for their implementation of
underpinning theory. This is an issue that will be less pronounced in other
disciplines, where theories tend already to be expressed in formal languages; where
agent-based models do draw on underpinning theory, this is often economic theory,
which is itself formal. As more and more agent-based models draw on underpinning
social theories, opportunities to conduct studies such as this can be expected to
increase.

This study has shown that the deployment of Goal-Framing Theory in two
different models has led to some significant differences in implementation details—
even across versions of these models. Results from CEDSS have shown that these
implementation details can also have notable differences in reported outcome. For
those responsive to the potential for dialogue between the process of formalisation
of theory, and the iterative refinement thereof, questions of how variant implementa-
tions are offer insights into where ambiguities in the theories lie, as well as exposing
areas of modelling practice that could be challenged. An alternative view is that such
variation exposes weaknesses in relying on social theory to ground social simulation
and address concerns about “ad hocery”. However, rejecting the formalisation of
theories in the social sciences as an impossible project ignores opportunities to
make significant gains in multiple disciplines, and Goal-Framing Theory has at least
imposed some constraints on the ways in which decision-making on everyday pro-
environmental behaviours have been represented.
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Lessons Learned Replicating the Analysis
of Outputs from a Social Simulation
of Biodiversity Incentivisation

Gary Polhill, Lorenzo Milazzo, Terry Dawson, Alessandro Gimona, and
Dawn Parker

Abstract This chapter reports on an exercise in replicating the analysis of outputs
from 20,000 runs of a social simulation of biodiversity incentivisation (FEARLUS-
SPOMM) as part of the MIRACLE project. Typically, replication refers to recon-
structing the model used to generate the output from the description thereof, but
for larger-scale studies, the output analysis itself may be difficult to replicate even
when given the original output files. Tools for analysing simulation output data do
not facilitate keeping records of what can be a lengthy and complicated process.
We provide an outline design for a tool to address this issue, and make some
recommendations based on the experience with this exercise.

Keywords Social simulation outputs • Metadata • Analysis

1 Introduction

Replication of social simulation results has been highlighted as a significant issue
for the discipline for a number of years (e.g. [1]), and has even led to a short series of
workshops [2, 3]. The focus of replication work has thus far been on the model itself,
but as will be shown here, the analysis of the outputs of the model can potentially
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be just as complex, and no less difficult to replicate unless adequate records are
kept. Schmolke et al. [4] TRACE protocol provides some guidance highlighting the
need to keep a notebook of the analysis done; however, lessons can be learned from
the replication exercise reported herein that provide more detailed guidance on the
information that should be recorded, and on tools that could be used to support the
process.

The output analysis replication in this paper concerns earlier work with
FEARLUS-SPOMM, which is a coupled agent-based model of agricultural
decision-making and species stochastic patch occupancy metacommunity model
that has been used to explore incentivisation strategies to improve biodiversity
[5, 6]. Belonging to the “typification” class of social simulations (“theoretical
constructs intended to investigate some properties that apply to a wide range
of empirical phenomena that share some common features”—[7]), recent work
involved the analysis of the outputs from around 20,000 runs of the model using
a number of techniques aimed at demonstrating nonlinearities in the relationship
between incentivisation and biodiversity outcome.

Recording workflow data on the process used to create analysis can be challeng-
ing, and currently there are no codified standards as to how this should be done
for ABMs. For FEARLUS-SPOMM, the methods used drew heavily on statistical
techniques available as R packages that are as part of core R functionality. Although
R allows transcripts of interactive terminal sessions to be saved, the work involved
great deal of exploration of different ways of attempting to visualise and analyse
the nonlinearities in the model results, not all of which were likely to be reported
in the paper. Such logs are therefore not the best way to record the means by which
the outputs were analysed, and hence the strategy used was to save each analysis
or visualisation in a(n R) script. Since the output from the (Swarm) software that
generated the output data being analysed used a mixture of text formats, some Perl
scripts were also written to process that output into a CSV file for easy import into
R. When the MIRACLE project [8] provided a context in which the replication of
that analysis was necessary, an opportunity was created to test the viability of the
above strategy.

In the rest of this chapter, we describe the information available for the output
analysis replication process, how it was used to regenerate some of the figures in
Polhill et al. [6] (and the information that was missing that would have facilitated
this process), and we describe a prototype tool to support keeping the records
needed to perform replication more easily, before making some recommendations
in concluding remarks.

2 Replicating the Output Analysis

This section briefly summarises the experiments done in Polhill et al. [6], before
describing the way in which the analysis was reconstructed from the information
available.
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2.1 Summary of the Analysis and Techniques Used

The original work conducted a series of simulations exploring the parameter space
of the model, with a particular focus on the relationship between the amount of
incentive to farmers offered by each mechanism and the resulting landscape-scale
species richness after 200 iterations of the model. Four incentivisation mechanisms
were explored covering the following two dimensions; each has as parameter an
incentive amount offered:

• Providing incentives for specific activities aimed at improving biodiversity versus
providing incentives for biodiversity outcomes.

• Providing incentives to farmers individually versus providing increased incen-
tives to farmers when they and their neighbours delivered the activity or outcome
the mechanism required (referred to as “clustered incentives”).

To cover other circumstantial factors, the model explored two levels of aspiration
for profit in the farming agents, two levels of input costs, and two stylised time
series of the market prices for the goods produced on the farm. The combination
of incentivisation mechanism, market, input costs and aspirations is referred to as a
“scenario”; there are 32 of these.

Incentive values covering 1, 2, : : : , 10 were explored, with 20 runs per
parameterisation. This makes 6400 runs. Differences between the incentivisation
mechanisms mean that some naturally spend more money than others given the same
set of circumstances. To correct for this, the 6400 runs were repeated twice further,
once dividing the clustered incentive values by 2 (i.e. 0.5, 1, 1.5, : : : 5 instead of
1, : : : , 10), and once dividing these by 10 (i.e. 0.1, : : : , 1). This makes 19,200
runs. In a second phase of runs, the non-clustered incentivisation mechanisms were
explored using incentive values 15, 20, 25, 30, 40, 50, 100, requiring a further 2240
runs.

Analysis of the outputs reported in the paper covered the following:

• Rejecting runs with levels of expenditure that are too high, or levels of bankruptcy
that are too high. These runs were deemed unrealistic, and the rejection left
16,949 runs for use in subsequent stages.

• Testing for nonlinearity in each scenario in the relationship between incentive
amount and landscape scale species richness in the last recorded time step of
the model. Five tests were used, the details of which are not important here
(see Polhill et al. [6] for details), but they involved building and comparing
Generalised Additive Models (GAMs; [9]) and linear models of the relationship,
as well as computing the Akaike Information Criterion [10].

• Using recursively partitioning classification trees [11] to see how scenario
variables and expenditure combined to deliver landscape-scale species richness.

Archives of the raw simulation output files were kept. The goal of the exercise
reported here is for another team member not involved in the original research to
replicate the output analysis described above given these files.
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2.2 Records Kept

The following details the available information for the reconstruction process:

• Diaries of research activities on analysing the outputs starting 19 October 2011
and running until 10 August 2012;

• Perl, shell and R scripts that were intended to act as documentation of these
activities;

• A README file describing some of the Perl and R scripts, and associated output
files.

The diaries were contained principally in two files covering consecutive time
periods, but were also distributed in different versions across different computers
used to perform the analysis. The same applied to the scripts, of which there are 74
R scripts 29 Perl scripts and 19 shell scripts. However, these scripts can be grouped
as several of them are updated versions of others, fixing bugs or providing additional
or variant functionality. As scripts essentially aimed at recording an analysis or
visualisation that would otherwise be done interactively with the R console, and
hence less “formal” computer software, version control software was not used to
keep track of these updates. More importantly, several approaches to analysing and
visualising the output were tried during the course of the work, most of which
were “dead ends” or not included in the final paper for other reasons. Although the
README file and diaries provided some guidance, they were not always sufficient
to record precisely which version of which script was used to produce a particular
result.

2.3 Reconstructing the Output Analysis

Figure 1 shows the process by which the various analysis and visualisation artefacts
in the paper (shaded nodes) were produced. Each run of the model generates a
number of files. The SPOMM half creates several CSV files storing data about
species occupancy in various different ways. The FEARLUS half has a bespoke text
output format for reports on the model, and another output format loosely based on
ARC’s Grid/ASCII format for reporting on spatial data in which multiple layers of
spatial data for exactly the same region and division of space are saved in the same
file.

The first task in analysing the output was to create a single CSV file containing
salient information on each run. This involved processing the several thousand files
from all the runs of FEARLUS-SPOMM using a Perl script that provided a summary
of each run, one per line of the CSV file. There were six versions of this script on
two different machines, four of which contained bugs fixed in later versions, and
a fifth contained functionality used for a later set of runs. Although this should
mean that it is trivial to deduce which version of the script was used to create
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Fig. 1 Workflow of the output analysis process

the CSV file used for subsequent analysis (the one that has the fixed bugs but not
the additional functionality), some of the R scripts associated with earlier analysis
contained corrections to the data to address the bugs that were fixed later. Although
the scripts used in the published analysis did not contain these corrections, it would
have been more reassuring to have had a record of which version was used to create
the CSV file used by these scripts, and indeed of which CSV file these scripts used.

As mentioned earlier, some runs reported in the resulting CSV file were
eliminated from consideration because of overly high bankruptcy or expenditure
rates. This was done using the R console, reading the file in, removing the offending
runs from the data frame, and saving the result as a new CSV file. However,
during the reconstruction process, it became clear that subsequent scripts assumed
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the existence of columns in the data that were not present in the output from the
processing script. The code to produce these columns was eventually found in an
R library that had been created because this functionality was being replicated in a
number of the analysis scripts used during exploratory analysis.

The remaining scripts cover different visualisations and analyses reported on in
the paper, and feature similar issues to the output file processing script discussed
above. The analysis of nonlinearity was done using a script with five versions, and
visualised using a script with four; however, differences in the layout and style of
the visualisations in various figures in the Polhill et al. [6] paper meant that the
scripts used for these were more definite. The five versions of the nonlinearity
analysis scripts consist of an original version of the script, and four revisions of it
that variously change default settings to those eventually used in the paper, and add
some functionality not used. This also meant that it was possible to deduce which
version of the script had been deployed. The output of this script (another CSV
file) was subsequently loaded into a spreadsheet, which was used to generate the
table used in the paper. The decision tree analysis was conducted with a Perl script
that calls R while it is running. This produces a PDF containing graphs showing
distributions of key model variables at each leaf node of the tree, and text describing
the tree structure as part of the output to the terminal. The diagram used in the
paper was constructed by hand from these files using presentation software, with
the “notes” section of the slide containing the diagram consisting of text pasted
from the terminal showing the command used and the output therefrom. Hence,
although there were three versions of the script to produce the tree, the version
used was known, as were the command-line options, which, since they include
configuration parameters for the decision tree algorithm (rpart()), are critical for
successful reconstruction of the output.

3 Designing Tools to Support Output Analysis

The missing information that would have critically helped in reproducing the output
analysis described above is provenance-based—which script used which file(s) as
input and generated which other file(s) as output, though other practices, discussed
later, would also have facilitated this process. Identification of the key processes
(events, actions) is one the crucial points that needs to be addressed in order
to guarantee the replication (reproducibility) of any experiment or study. In the
case of an in silico experiment, events and actions are associated with running
applications, scripts and other software. At the most abstract level, the applications
are making use of various forms of “container”; which in specific cases could be
files (e.g. input/output files) or data structures (e.g. arrays or hash tables containing
initialization or input data).

In general, an off-the-shelf Workflow Management System (e.g. Taverna-[12])
can be adopted to implement a (semi-)automated system to run the simulation,
process and analyse the data. However, we propose a “light-weight” approach with
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Fig. 2 Schematic diagram of the software system

a view to minimising the learning curve associated with a fully-fledged application,
and decided to develop a bespoke application written in Python that also allows the
replication of an entire study. Assuming a working practice in which scripts (e.g. in
R) are written to cover each stage of the analysis process, the Python application
is intended to “wrap” calls to the script, thereby keeping track of the required
provenance.

The current version of the software consists of several components (Fig. 2)
including: (a) a procedure for “forking” and monitoring processes, (b) a logging
system (c) procedures to process different kinds of data (I/O, metadata), (d) an
interface allowing the storage/retrieval of data into/from a relational database.

The logging system plays a crucial role in the system. A logging system has been
implemented to perform bookkeeping, scheduling, and error handling, and includes
capture of provenance metadata. The monitoring carried out by the logging system
is closely related to the identification, organisation, and storage of the relevant
information describing the simulation study. These key data are processed according
to a set of pre-established metadata for social simulation outputs, which is the
subject of on-going work.

4 Recommendations and Future Work

At least one of the stages in producing the final results could have been eliminated
if the model had not produced output data in a bespoke text format. (Indeed,
later versions of FEARLUS use XML rather than the bespoke text format for the
runs reported here.) At last year’s Social Simulation Conference in Barcelona,
participants were asked to provide a record of their current practice in recording
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Fig. 3 Poster at last year’s SSC capturing current practice. Entries added by participants are
indicated with the blue/purple rectangle. There is no significance to the colours of the dots placed
on the poster by participants

simulation outputs and associated metadata. The results (Fig. 3) show a strong
preference for CSV formats (with or without a header line describing the data in
the columns). Several people also use a tab-separated text format.
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The reasons for this are obvious: CSV and tab-separated formats are almost
universally readable by other software that might be used to do analysis of the
outputs (e.g. R and spreadsheet software). Indeed, Repast Simphony and NetLogo
(arguably the two most popularly-used agent-based modelling toolkits) use CSV
format (or have an option to do so) in their parameter sweep and behaviour space
(to use their respective nomenclature) batch run tools.

One important recommendation therefore is in encouraging developers of agent-
based models to use output formats that are readily used by other software. CSV and
tab-separated formats may not always be suitable for encoding outputs from social
simulations, however. In particular, although CSV files can be used for raster spatial
data using columns for x and y co-ordinates, vector-based representations may be
less easy to encode this way, especially if the model makes important distinctions
between point, line, area and volume spatial regions and the properties they have.
Output data may also need to encode properties of different classes of object more
generally. This suggests that broader support is needed for data formats such as
XML or JSON that allow some encoding of the structure of the data. Capturing
the relational structure of the output may also suggest adopting a practice of saving
outputs in relational databases (though this was one of the least popular options in
the sample). Tools such as sqlite3 offer options for providing such storage without
the investment in configuration and management of larger RDBMS systems such as
MySQL and PostgreSQL. R provides support both for reading XML files and for
interacting with databases, but these tools are much less popularly used.

A second recommendation is that tools be provided that facilitate the recording
of provenance metadata for the results of output analyses. Two important aspects of
provenance would have helped with this reconstruction: (1) knowing which script
was used to generate which output file, which input files were used, and which
command-line options; (2) knowing which script is a revision of which other script
or scripts. Although recommendations such as PROV [13] provide the basis on
which such information can be structured, popularly used tools do not save such
metadata. Log files of console sessions (both for the shell terminal and for R when
this was used interactively) would have captured the information needed to perform
the reconstruction, but they potentially contain a great deal of noise when attempting
to find out specific information about how a particular visualisation or result was
produced. Similarly, the diary contains information not relevant to the paper, since
it documents numbers of other analyses that were not included. Worse, as free text, it
would be much more challenging to provide an automated search facility that could
theoretically extract the information associated with a specific query.

Using scripts to perform particular analysis and visualisation tasks does at least
act as a record of that task, and one that can theoretically be reused for other tasks.
Although there were several scripts, it took a only few hours to deduce which scripts
were associated with which table or figure in the paper; something that could have
taken a lot longer if searching through log files of console sessions or (worse) if no
such log files were available at all. Nevertheless, the temptation to add functionality
using command line options and switches poses an obstacle to reconstructing output
analysis if it is not clear which options were used when generating particular files of



364 G. Polhill et al.

interest. One approach to addressing the problem is to capture the entire workflow
in a shell script; however, this only works if the analysis can be done on a single
machine, and if certain stages in the process take a long time (and do not need
replication once executed once), running the whole script each time a change is
made to the analysis process is an inefficient use of computer resources. Dealing
with the problem by making several copies of scripts effectively fixing combinations
of options that would otherwise have been implemented in a single script would not
necessarily facilitate output analysis reconstruction, and would compound problems
with code maintenance and bug fixing during analysis. Although here an R library
was created with a view to allowing commonly used functions to be reused from
one script to the next, this is not necessarily recommended due to the overheads
associated with maintaining R libraries (particularly in across R versions and
operating systems).

For some researchers, there is a “flow” associated with data analysis that is
interrupted if best-practice procedures of faithfully recording all activities are
rigorously followed. Although in the work reconstructed here, best-practice has
arguably been followed through keeping a diary of the work done, saving analyses
in documented scripts, and in some cases saving terminal transcripts, these have
not between them been sufficient to make the reconstruction process trivial. Some
detective work has been necessary, and there have been cases where steps in the
analysis have not been documented. For those willing to invest in learning how to
use them, a tool such as AITIA’s MEME [14] offers functionality that supports the
analysis of batch runs of agent based models, and in this case, is licenced using a
GNU GPL. The approach used in this paper has been to wrap scripts in another
program that maintains provenance metadata.

Although facilities such as openabm.org are provided for archiving models, and
journals are increasingly recommending the use of such archives, clearly there is an
argument for recommending also archiving the processes by which the results were
analysed and tables and diagrams in the paper generated.
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The Pursuit of Happiness: A Model of Group
Formation

Andrea Scalco, Andrea Ceschi, and Riccardo Sartori

Abstract We developed an agent-based model with the aim of investigating the
effect of the interaction among several virtual actors characterized by (1) a certain
level of emotional intelligence and (2) an individual behavioral proneness to act
positively or negatively within social interactions. The goal of each agent is to
achieve a satisfactory internal state, which is consequential to the positive/negative
effects derived by the incurred social interactions. As a result, when the simulation
run, we observe the spontaneous emergence of groups. Moreover, it could be easily
noted that the large majority of the defectors are incapable to join to any group,
and the few groups that accept defectors are not able to maintain more than one of
this kind of actors. Finally, we studied the ratios between virtual actors when stable
configurations are reached.

Keywords Emotional intelligence • Agent-based model • Emergence • Group
formation • Individual differences

1 Introduction

On the one hand, when we decide to look at the human social dimension, it could
be easily observed that individuals are able to affect each other’s thoughts and
feelings during daily-life interactions: a field of study that was firstly understood
by the extensive works by Watzlawick and colleagues (see above all [1]). On the
other hand, the concept of emotional intelligence (EI), when compared to emotions,
represents a higher psychological dimension that is associated with those individual
differences related to the experience and the management of the emotional sphere
[2, 7, 8]. Following these brief considerations, we can say that the effects on the
individual emotional sphere that stem from the mutual influence during interactions
are directly connected to people’s ability to understand how emotions usually
work [3].
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Now, it is interesting what has been reported in [4]: a high capability to
understand other emotions does not necessarily coincide with a coherent and
equivalent ability (or experience) to employ it (e.g. a manager can read dozens of
books about how to motivate his staff, but the actual application of this knowledge is
something completely different). In this way, Tatton [5], within an assessment center
research, distinguished several categories of individuals based on their emotional
knowledge and its actual application during interactions, among which:

• The emotionally intelligent: individuals who possess a high level of emotional
intelligence and actively use it in an effective way to support other people.

• The emotionally manipulative: like the previous ones, this kind of people are
endowed with a high level of EI, but, on the contrary, they use it with a “nefarious
intent” [5, p.107] (e.g. lowering others’ self-esteem to enhance themselves).

• The emotionally intuitive: these people are endowed with a lower level of
emotional intelligence than the previous kinds of individuals; nonetheless, they
are prone to interact positively with others.

These differentiations give us the inspiration to build a simulation in order to be
able to observe how these kind of actors might interact and affect each other: in fact,
as pointed out by Ceschi, Rubaltelli, and Sartori [6], social processes do not stem
from isolated behaviors, but rather they are originated by the interactions among
individuals over the time.

2 Aim

Following the previous considerations, the main aim of the simulation is to
investigate the consequences of the interaction among the aforementioned kinds of
actors (characterized by their behavioral tendency and level of EI), considering the
effects of imaginary conversations exchanged among them. In particular, we were
interested to observe the consequences on the long run of the defectors’ behavior
(i.e. the manipulative agents) compared to other actors.

3 Agents’ Attributes and Simulation Model

The agents implemented inside the simulation are endowed with the following
characteristics:

• A certain level of emotional intelligence (EI), which is implemented as a
normally distributed characteristic over a continuum that ranges from 0.25 (low
EI) to 0.99 (high EI). Given that the emotional intelligence is positively related to
the ability to understand and to manage others’ feelings [7, 8], this characteristic
directly affects the intensity of the “emotional effect” of the conversation when
agents interact among themselves.
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• A behavioral tendency (behave), which indicates the value associated with the
proneness of the agents to act positively (1) or negatively (�1) within the held
conversations. This last one is independent by the agent’s EI. Instead, it is related
to the agent’s nature (i.e. the kind of agent).

• An individual emotional state (emo-state), which ideally represents the internal
state of the agent, and it is affected by the effects of the interactions. This latter
could range within a negative–positive continuum.

When the simulation starts, each agent has the chance to move randomly: if
it finds someone within the four adjacent cells (we considered Von Neumann
neighborhood), it converses randomly with one of these. In this way, the emotional
state of every agent involved into a conversation is altered consequentially to the
effect that each agent arouses on the other one and vice versa. If the emotional state
of the agent is positive, it indicates a satisfying condition: that is to say, the agent
is “happy,” and thus it has no need to move as long as emo-state remains positive.
Otherwise, the agent persists to move and interact with other agents.

4 Results and Discussion

When the simulation run, it is possible to observe manifestly the emergence of
several groups within the world. As groups come up the overall emotional state
of agents grows, likewise group members strengthen themselves with continuous
positive exchanges among them. It is also possible to notice the consequences of
the defectors’ behavior: in fact, when the simulation reaches a stable configuration
(i.e. when every agent has a positive emotional state, and thus, no one needs to move
anymore), the majority of defectors are left aside (Fig. 1): that is, they are not able to
join a group. More interesting, although a group rarely accepts a strong defector, it
is remarkable that the constituted groups are not able to maintain within them more
than one of the manipulative agents.

Fig. 1 A simulation example. Manipulative agents (i.e. defectors) are represented by a triangle,
whereas emotionally intelligent ones by a square. When they start to interact with each other they
tend to form autonomously group. Generally, only one defector can be accepted inside a group
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Following these considerations, several repetitions of the simulation have been
conducted in order to produce a spreadsheet on which record the number of
emotional intelligent or intuitive agents that are necessary to contrast the negative
effects of N manipulative actors (i.e. to generate a stable configuration) within
a time limit of 1000 cycles. Succesively, we interpolated data to express in a
formal way the relationships among virtual actors required to obtain stable groups
formation. The earliest analyses conducted for this model show that the relationship
between intelligent/manipulative agents can be expressed through a logarithmic
curve (R2D 0.96): this indicates the fact that the effects of actors that are prone to
interact in a positive manner are able to strengthen themselves when their number
grows, contrasting efficiently the negative effects of defectors. Instead, the ratio
between intuitive/manipulative agents in order to reach a stable configuration is best
expressed by a linear interpolation (R2D 0.96): as expected, intuitive agents are less
effective compared to emotional intelligent ones to contrast defectors’ effects.

Starting from this, a further simulation has been recently developed, in order to
gain more complexity: in fact, to get closer to reality, the simulation should take
into account also the individual aptitude to cope with negative feelings through
emotional regulation. This ability has been implemented as a reduction of the
effects of negative interactions and, similarly to the emotional effects, it is positively
associated with the level of emotional intelligence of the virtual actor. When this
new simulation is run, it could be observed that the emerged groups are able to
accept more than one defector, contrary to the previous model. This could provide
support to the idea that the ability to cope with own emotions (an individual
ability) could serve as a facilitator of social interactions and, consequently, to groups
formation.
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The Social Learning Community-Modeling
Social Change from the Bottom-Up

Geeske Scholz

Abstract Raising awareness through social learning is one important strategy to
deal with today’s challenges. Social learning is a complex and dynamic process,
thus modeling may help to explore key dynamics. In this chapter I present a model
of a Social Learning Community (SLC) which is not based on a network approach,
but rather connects actors to different group settings where they interact. Within
these social interaction rooms where actors meet and exchange they construct their
own social reality, resulting in group phenomena. The social interaction contexts
may span from such informal but long-lasting settings as a family to loose groups.
Knowledge learned in one interaction setting can be brought into another one via the
participating actors. The SLC is able to link social-psychological findings of group
interaction (e.g., conformity) to social learning in wider social units.

Keywords Social learning • Societal learning • Convergent learning • Group
interaction • Group learning • Agent-based model • Learning rooms

1 Introduction

Many pressing problems of today’s world (e.g., overuse of resources or biodiversity
loss) cannot be handled solely through technical improvements or the enforcement
of rules. Rather a fundamental change of behavior is needed. For example, climate
change is affected by emissions we produce in our daily lives, and which we could
reduce if we changed our daily routines. To foster such behavioral change, raising
awareness through social learning is one important strategy. Social learning can
be defined as a process that produces a change in understanding in the individuals
involved, which occurred through social interactions and becomes situated within
wider social units [1]. Furthermore, convergent learning (referring to an increase in
shared understanding) should be observable [2, 3].
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Social learning is a complex and dynamic process, where modeling may help
to explore some key dynamics. While there is a growing body of literature on
opinion dynamics models (e.g., [4–7]), models that analyze awareness shifts and
consider more complex types of group interaction are still rare. For the simulation
of social learning, modeling social contagion is not sufficient, because social
contagion is not sufficient to produce behavioral change. To go beyond modeling
social contagion, one needs to include cognitive reasoning like the possibility of
knowledge comparison and knowledge about other agents [8]. Furthermore, to
simulate communication and interpretation during interaction, one needs to model
the interpretation of messages, memory, and deliberation processes [9]. Thus, a
model to address awareness raising through social learning should be able to
simulate individual learning, group learning, and social learning. It should address
relational aspects and cognitive knowledge. Furthermore, it should span over several
scales to be able to really address awareness shifts and paradigm changes on societal
level. Finally, social processes and influences (such as conformity) important during
group interaction should be considered, because groups (of various sizes) are the
cells where social learning processes start. In this chapter I present a social learning
community which connects actors to different group settings where they interact.
Within these social interaction “rooms” where actors meet and exchange they
construct a social reality, resulting in group phenomena (e.g., conformity). This
approach differs from models using a network structure to connect agents to each
other (thereby focusing on one-to-one interaction).

The rest of this manuscript is structured as follows: in the next section I describe
a conceptual model capable of simulating a Social Learning Community (SLC).
This model builds upon and integrates a model of learning and group discussions
from Scholz et al. [2]. In the last section I present some concluding remarks on the
benefits of this approach.

2 A Virtual Social Learning Community (SLC)

2.1 Assumptions to Start With

In the SLC, Actors jointly construct a social reality in group interactions. This is
an emergent phenomena, influencing Actors participating in the group interaction.
To conceptualize such settings, I build upon the IAD framework from Ostrom [10],
using the term “Action Situation.” An Action Situation is referring to a “structured
social interaction context” [10]. Furthermore, the two working hypotheses for the
SLC are:

1. Every community is made up of diverse social interaction settings (Action
Situations), and

2. Actors take part in different Action Situations.
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2.2 Model Structure

The overall structure of the SLC is quite simple: Actors (having relational and
cognitive knowledge) participate in various Action Situations. These may span from
such informal but long-lasting and influential settings as a family to loose groups,
e.g., a student learning group. In all of these Action Situations the participating
Actors interact, constructing their own contextual social reality. Knowledge learned
in an Action Situations is saved within the Actor, and may be brought into the
interaction process of another Action Situation in which this Actor is involved.
Figure 1 gives an overview of the main structure.

2.3 The Action Situations

To model the Action Situations and Actors, I build upon CollAct, which is an
agent-based model of group discussion, learning, and consensus finding [2]. CollAct
simulates how Actors discuss about certain topics at stake, how they may come to a
consensus, and learn from each other. Thereby, relational influences are taken into
account by implementing roles for all Actors. Roles influence speech probability,
and also the probability of learning from each other. This implementation allows
to model conformity, which is of crucial importance when looking at group
interaction [11]. Note that roles in the SLC are context specific, i.e., they may differ
from Action Situation to Action Situation and also in between Actors. Furthermore,
they may shift during the simulation.

AS 1 AS 2 AS 3
Different Action
Situations

Links vary in
duration and
frequency

Actors
participate in
different Action
Situations

Fig. 1 Actors (green circles) participating in diverse action situations
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2.4 The Actors

Actors also build upon CollAct [2]. Actors possess relational and cognitive knowl-
edge, thus they know what they are talking about and whom they are talking to.
They use this knowledge to evaluate incoming messages. For example, if Actor A
is having a very positive opinion of Actor B, this leads to a higher probability of A
learning from B. Learning can take place in both relational and cognitive knowledge,
thus if A disagrees on B’s statements a couple of times this may lead to A having a
minor opinion of B.

Social influences are also implemented in the Actors in the form of cognitive
biases leading to conformity [2].

2.5 The Linkages

Linkages represent an affiliation of an Actor in a specific Action Situation. After
a linkage between an Actor and an Action Situation is established, Actors become
participants within an Action Situation. Linkages can vary in their duration (e.g.,
membership in a committee constituted for a year versus family membership) and
their frequency (how often are certain Action Situations visited). Thus, linkages are
dynamic and can change during the simulation.

3 Concluding Remarks and Outlook

The SLC is still work in progress. Nevertheless, it is already able to link social-
psychological findings of group interaction (e.g., conformity) to social learning
in wider social units, such as, for example, paradigm shifts. Models that analyze
awareness shifts and consider more complex types of group interaction are still rare.
In the SLC, cognitive and relational knowledge and group processes are considered,
as well as the grouping of Actors in various social settings (Action Situations).
Through this model design it is possible to simulate convergent learning at group
level, leading towards the building of a shared understanding, and to analyze under
which parameter settings such a learning result may spread out in wider social units.
Convergent and divergent learning may serve different purposes regarding possible
transitions. Van Mierlo [12] found that while divergent learning may open up
possibilities for innovation interpretation, convergent learning may foster the closing
of a niche. Furthermore, she accounts for different process conditions fostering the
two types of learning [12]. Different process conditions can be simulated through
the choice of parameter settings.
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Simulation experiments will have different foci, the main being the emergence
of a new paradigm, such as, awareness to the impact of our daily actions on climate
change. An exploration of factors influencing awareness raising might eventually
help to design better environmental communication strategies.
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Understanding and Predicting Compliance
with Safety Regulations at an Airline Ground
Service Organization

Alexei Sharpanskykh and Rob Haest

Abstract Failures to comply with safety regulations are currently a major issue at
many airline ground service organizations across the world. To address this issue,
approaches based on an external regulation of the employees’ behavior have been
proposed. Unfortunately, an externally imposed control is often not internalized by
employees and has a short term effect on their performance. To achieve a long-
term effect, employees need to be internally motivated to adhere to regulations. To
understand the role of motivation for compliance in ground service organizations, a
formal agent-based model is proposed in this chapter based on theories from Social
Science. The model incorporates cognitive, social, and organizational aspects. The
model was simulated and partially validated by a case study performed at a real
airline ground service organization. The model was able to reproduce behavioral
patterns related to compliance of the platform employees in this study.

Keywords Compliance • Agent-based model • Motivation • Cognitive models
• Social contagion

1 Introduction

Nowadays commercial air transport is one of the safest modes of transportation.
However, the ever increasing amount of traffic and introduction of new increasingly
autonomous systems pose a difficult challenge of ensuring safety targets set by
regulatory organizations. According to statistics [1], most of the safety occurrences
happen not during the flight, but on the ground, e.g., during aircraft ground handling
operations and aircraft maintenance operations. Decreasing the number of ground
safety occurrences has a high priority in many airlines in different countries. To
achieve this aim some airlines use Ramp Line Operations Safety Assessments
(LOSA) [1], a monitoring tool for measuring and identifying the adherence to
safety regulations on the platform. Monitoring and recording of violations of the
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safety regulations using ramp LOSA is done on a regular basis by experienced
platform employees. It was expected that collecting information about violations
and presenting this information employees should make them aware of their
undesirable behavior. Unfortunately, the introduction of ramp LOSA in the ground
service organization under study did not result in a decrease of the number of ground
safety occurrences.

An approach to address this issue using the STAMP framework was proposed
in [2]. To resolve the problem of compliance of the platform employees with safety
regulations, this approach appeals to top-down external control of the employees by
management. The approach proceeds by identifying and mitigating deficiencies of
the organizational control structure. However, as pointed in [3] such an externally
imposed control is often not internalized by agents and has a short term effect on
the performance of employees. To achieve a long term effect, employees need to
be internally motivated to adhere to regulations [3]. Therefore, the main focus of
this paper is on modeling and analysis of motivation of the platform employees to
comply with safety regulations. Specifically, the following research questions were
formulated:

– Which and how cognitive, social and organizational factors influence the moti-
vation of an employee to comply with safety regulations?

– Can a motivation model be developed to predict deviations from safety regula-
tions in a real airline ground service organization?

To answer these questions an agent-based motivation model was developed based
on several theories from social science combined in an integrated framework. The
model was applied in the context of a specific task of the aircraft arrival procedure—
Foreign Object Damage (FOD) check. Foreign object is any object that should not
be located near aircraft as it can damage aircraft or injure personnel. According
to Boeing [4], the improper execution of FOD checks costs airlines and airports
millions of dollars every year. Especially, the effects of FOD on maintenance costs,
predominantly engine damage repairs, can be significant. Nevertheless, the ramp
LOSA statistics showed that FOD checks are often not performed by platform
employees.

The proposed model elaborates the motivation and decision making of the
platform employees whether or not to perform the FOD check. During this elabora-
tion individual cognitive, social and organizational factors are taken into account.
Furthermore, the model includes individual and social learning of agents repre-
senting the employees and addresses two modes of reasoning of agents—explicit
rational and implicit automatic (habits). To initialize the model, an extensive 1 year
study was performed at a real ground service organization. Data were gathered by
observation, questionnaires and interviews with employees playing different roles
in the organization. The collected data were separated in two data sets. The first set
contained data on the organizational context (i.e., formal organizational structures
and processes, norms and regulations) and on local processes and characteristics of
the organizational agents. This dataset was used for the model initialization. The
second set contained data describing global organizational or systemic properties
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(such ramp LOSA statistics), which were used for the model validation. A part of
the model validation results is discussed in the paper. The model was able to capture
behavioral patterns of the platform employees and reflect the ramp LOSA statistics
concerning the FOD check compliance in the real ground service organization.

The paper is organized as follows. In the following Sect. 2 the theoretical basis
of the model is described. In Sect. 3 the proposed agent-based model is provided.
Main results of the simulation study are discussed in Sect. 4. The paper ends with
conclusions and discussions.

2 Theoretical Background

The theoretical basis of the model comprises several theories from social science
described below. These theories address universal human needs, the way how
humans reason about their needs and make choices to act based on this reasoning.
All the theories used for the model development have a good empirical support.

Self-determination theory [3] is a theory of human motivation, which addresses
people’s universal, innate psychological needs and tendencies for growth and
fulfillment. Specifically, the theory postulates three types of basic needs:

– the need for competence concerns the people’s inherent desire to be effective in
dealing with the environment;

– the need for relatedness concerns the universal disposition to interact with, be
connected to, and experience caring for other people;

– the need for autonomy concerns people’s universal urge to be causal agents, to
experience volition.

In line with other motivation theories [5], in addition to the needs listed above
the need for safety was added, which is particularly relevant for the ground service
organization, in which physical injuries are not uncommon.

Based on needs individual goals can be defined. Higher level individual goals
may be refined in goal hierarchies as described in [6]. A goal is state, which the
individual desires to achieve or maintain. To achieve or maintain his or her goals, an
individual considers different behavioral options (actions or plans). One of the the-
ories that explain why individuals choose one option over another is the Expectancy
Theory of Motivation by Vroom [5]. Advantages of the Expectancy Theory include:
(a) it can be formalized; (b) it allows incorporating the organizational context; (c) it
has received good empirical support. According to the theory, when an individual
evaluates alternative possibilities to act, he or she explicitly or implicitly makes
estimations for the following factors: expectancy, instrumentality, and valence.

Expectancy refers to the individual’s belief about the likelihood that a particular
act will be followed by a particular outcome (called a first-level outcome). Its value
varies between 0 and 1.

Instrumentality is a belief concerning the likelihood of a first level outcome
resulting into a particular second level outcome; its value varies between�1 andC1.
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Instrumentality takes negative values when a second-level outcome has a negative
correlation with a first-level outcome. A second level outcome represents a desired
(or avoided) state of affairs that is reflected in the agent’s goals.

Valence refers to the strength of the individual’s desire for an outcome or state of
affairs; it is also an indication of the priority of goals.

Values of expectancies, instrumentalities and valences may change over time,
in particular due to individual and social learning. The motivational force of an
individual i to choose option to act k is calculated as:

Fk;i.t/ D
nX

lD1

Ekl;i.t/
mX

hD1

Vh;i.t/Iklh;i.t/ (1)

Here Ekl,i(t) is the strength of the expectancy that option i will be followed by
outcome j; Vh,i(t) is the valence of the second level outcome (a goal) h; Iklh,i(t) is
perceived instrumentality of outcome l for the attainment of outcome h for option k.

The Vroom’s theory describes the process of rational decision making. However,
repetitive actions such as occur during aircraft handling may over time become
automatic, i.e., a habit. The dual process theory [7] distinguishes System 1 and
System 2 thinking. While System 2 is used for rational, rule-based and analytic
thinking, System 1 is associated with unconscious, implicit and automatic reason-
ing. Depending on the dynamics of environmental changes, an individual switches
between the systems. Both systems are used in the model and the case study
considered in the paper.

In the following Sect. 3 it is demonstrated how the theories from this section
were integrated in an agent-based model.

3 The Agent-Based Model

To develop the model, the steps of the generic methodology for modeling of agent
organizations from [8] were used. Because of the space limitations, only selected
steps of the methodology will be elaborated in this paper. A full formal description
of the model is provided in [9].

3.1 Identification of Organizational Roles

The following roles were identified: Platform Employee, Team Leader, and Sector
Manager. Platform Employee role and Team Leader role form a composite role
Team. For each Team 5 Platform Employee role instances and one Team Leader
role instance are specified. There is one Sector Manager role instance in the model.
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3.2 Identification of Interactions Between Roles
and with the Environment

All roles are able to interact with each other. Platform Employee role and Team
Leader role are able to observe the tasks to be accomplished (i.e., aircraft to be
handled), outcomes of own actions (task is finished successfully, a safety occurrence
happened), task execution by the other platform employees. Furthermore, Team
Leader and Sector Manager roles are able to detect violations of procedures and
to provide reprimands to Platform Employee role. Reprimands can be observed by
all roles.

3.3 Identification of Tasks and Workflows

Each Team role handles one aircraft at a time. Aircraft to be handled are organized
in a FIFO cue.

Specific agents are allocated to the role instances, which in contrast to the roles
and role instances may have internal cognitive states and dynamics, which are
described in the following steps.

3.4 Identification of Characteristics of Agents

Platform employee agents have three characteristics: risk aversion (reflected in
parameters of the expectancy theory model), openness to new experience and
expressiveness in communication. All the characteristics range in the interval [0,1].

3.5 Identification of Goals and Needs of Agents

In accordance with the self-determination theory and the field study a number of
goals and their subgoals were identified (Table 1).

3.6 Identification of Beliefs of Agents

All the expectancies, instrumentalities and valences of the Platform Employee
agents are represented by their beliefs.



384 A. Sharpanskykh and R. Haest

Table 1 The goals and states of the decision making model provided in Fig. 1

Goals States

G1 Achieve a high level of competence
G1.1 Achieve highest time efficiency
G1.2 Prevent aircraft, equipment, and/or

infrastructural damage
G2 Achieve a high level of occupational

safety
G2.1 Prevent personal injury
G3 Maintain sense of belonging and

attachment to colleagues
G3.1 Maintain high team acceptance
G3.2 Maintain high management acceptance
G4 Achieve a high control over own

behavior and goals
G4.1 Achieve a high level of freedom in the

execution of tasks
G4.2 Achieve high psychological ownership

of rules

S1 Action saves time
S2 Action costs additional time
S3 Action results in aircraft, equipment, or

infrastructural damage
S4 Action prevents aircraft, equipment, or

infrastructural damage
S5 Action results in personal injury
S6 Action prevents personal injury
S7 Action is in alignment with the team

member norms
S8 Action is not in alignment with the team

norms
S9 Action is in alignment with the team

leader norms
S10 Action is not in alignment with team

leader norms
S11 Action is in alignment with sector

management norms
S12 Action is not in alignment with sector

management norms
S13 Reprimand received from team member
S14 Reprimand received from team leader
S15 Reprimand received from sector

manager

3.7 Specification of Decision Making of Agents

Decision making by the Platform Employee agents whether or not to perform FOD
check was modeled by using the Vroom’s expectancy theory (Fig. 1). To initialize
the expectancies, instrumentalities and valences of the model for each agent three
classes were introduced: Low, Medium and High. This was done to address the
issue of uncertainty in these parameters and individual variations of the platform
employees. Most of the numerical scales of these parameters were divided equally
among the classes. For a few scales the division between the classes was adjusted
depending on the interpretation of the corresponding parameters in the context of
the case study. To determine the values (i.e., specific classes) of the parameters,
an ethnographic study was performed in the real ground service organization
by observation of organizational practices, interviews and questionnaires with
employees. Furthermore, secondary sources were used such as safety reports, safety
statistics and reports on previous operational studies at the organization.

The expectancy theory model was used for System 2 reasoning. When the same
operations were routinely executed by a Platform Employee agent, the agent’s
System 2 reasoning was gradually shifting to System 1 reasoning—a habit had been
formed. This shift was modeled by the dynamics of agent’s i openness parameter ˛i:

˛i .tC	t/ D ˛i.t/C �
�
˛min

i � ˛i.t/
�

	t (2)
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Fig. 1 Decision making model of an Platform Employee agent for performing FOD check based
on the expectancy theory with expectancies (E), instrumentalities (I), states (S), and valences (V).
For readability purposes the time parameter and agent indexes were omitted

where ˛min
i is the minimum perceptive openness of agent i (set to 0.1 in the

simulation), � is the rate of transition from System 2 to System 1. It depends on
the execution frequency of the operation by the agent, as well as on the agent’s
personal characteristics. In the simulation � D 0:015, meaning that it takes around
2 months to form a new habit.

When procedural rules change, an agent needs to adapt to a new situation and
reconsider options by switching from System 1 to System 2: the agent i’s openness
is set to its initial value ˛i(0) and the process of the new habit formation starts again.

A similar expectancy theory model was created for option 2—“Not to perform
FOD check.” Note that for option 2 there are several factors other than for option 1
that play a role in the decision making.

In the simulation, every time when an agent considers explicitly (System 2) or
implicitly (System 1) whether or not to perform FOD check, motivation forces F1,i

and F2,i for both options are calculated by (1). Then, the agent performs FOD check
with probability (FmaxCF1,i)/ (2FmaxCF1,iCF2,i). The normalization with Fmax is
used to compensate for the negative values of the instrumentalities.
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3.8 Specification of Agent Learning and Social Interaction

Two types of learning were modeled: individual and social learning of agents.
An agent learns individually by observing a feedback from the environment

to its action. In the decision making model from Fig. 1 the individual learning
was realized by updating values of expectancies (E) based on the following
observations:

– An agent observes whether or not a reprimand from other agents is provided,
when the agent does not comply with regulations (update of E113, E114, E115).

– After the successful execution of a task an agent observes how much time it took
and how it influenced the total execution time of the operation (update of E11,
E12). The task durations were determined based on operational data from the
organization under investigation.

– When an agent does not perform a FOD check, a safety occurrence could occur.
The agent is able to observe such occurrences (update of E13, E14).

Furthermore, the Platform Employee agents are able to observe the execution of
operations by other agents in their teams and to learn from these agents by verbal
communication. Social learning is modeled as the process of social contagion [10].
By this process expectancies Ekl,i(t) were updated as:

Ekl;i .tC�t/ D Ekl;i.t/C ıkl;i.t/�t (3)

Here

ıkl;i.t/ D
X

j2T

�j;i.t/
�
Ekl;j.t/ � Ekl;i.t/

�
=
X

j2T

�j;i.t/

is the amount of change of the agent i’s state; T is the set of the agents in the team.
A weight � j,i 2[0,1] is the degree of influence of agent j on agent i defined as:

�j;i.t/ D ˛i.t/"j.t/ˇji (4)

˛i(t) and "j(t) are the agent characteristics—the openness of information recipient
agent i and the expressiveness of information provider agent j, and ˇ2[0,1] is the
strength of the information channel between the two agents.

The communication style in the teams of platform employees is direct, informal,
and of a high frequency. For direct communication between agents ˇjiD1.

Sector managers communicate with the platform employees directly during
observation tours and dedicated meetings. Indirect communication with the man-
agement occurs by using messages on information screens, posters, memos etc.
(ˇjiD0.3).

The expectancy values of the agents are updated once per simulated day, taking
into account the frequency of interactions during that day.
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3.9 Identification of Shared Beliefs, Norms and Values
of (Groups of) Agents

By field observations and interviews a team norm was identified. The norm applies
to situations in which a team arrives too late at an aircraft stand while the aircraft
is waiting for the docking process. To save time, the FOD check is omitted and the
arrival procedure starts directly. Field data revealed that employees who execute the
check in the described situation get a social reprehension from other team members.
This influences the achievement of goal G3.1, which is driven by the alignment of
the decision option with the team norms and team leader norms.

Expectancy of agent i E17,i (t) that decision option 1 is in alignment with the
team norms depends on the degree of similarity between decision option 1 and the
most relevant team norm (if one exists, otherwise E17,i (t)D0) and the likelihood that
agent i is familiar with this norm. The value of corresponding I173 is determined as
the product of the perceived importance of the norm in the team and the degree of

connectedness of agent i in the team:
P

j2T; i¤j



�ij C �ji

�
=2 .jTj � 1/, where T is

the set of agents in the team.
Intuitively, to have a large positive contribution to team relatedness goal G3.1,

the agent i’s decision option should be in line with an important team norm and
agent i should be well connected in the team, i.e., be its prototypical member. This
way of reasoning is inspired by prototypicality theories [11].

The Team Leader agent’s and Sector Manager agent’s norms are in line with the
organizational regulations.

3.10 Specification of the Environmental Dynamics

The number of aircraft to be handled by the teams of platform employees was
modeled according to the actual operational statistics.

4 Simulation Study

In this section first a simulation setup is described (Sect. 4.1), then simulation results
are discussed in Sect. 4.2.
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4.1 Simulation Setup

Several scenarios based on the developed model have been simulated. In this paper
we discuss only a scenario, which occurred in reality and which could be validated
by empirical data from ramp LOSA.

In this scenario three periods of the organizational operation are considered:

– the first period with a limited managerial control over the execution of the
platform operations and limited safety information provision;

– the second period (8 weeks) with a high managerial control after many safety
occurrences happened in the first period;

– the third period in which the release of managerial control occurs over time (a
linear transition from High control to Low control mode, Table 2).

The parameters for these periods determined by using the field study data are
provided in Table 2.

A team consists of five agents, a team leader and four platform employees. In the
simulation the agents in the teams communicated with each other in random order.

In line with the empirical findings, two types of agents in the teams were
modeled: more expressive agents with "i2 [0.5, 0.9] and less expressive agents
with "i2 [0.1, 0.5]. Each agent can be of either type with an equal probability.
The openness of an agent ˛i was assigned a wide range [0.1, 0.9] to represent the
diversity of agents. In each simulation run the agents’ parameters were randomly
instantiated from the uniformly distributed ranges introduced above.

In the simulation every time step corresponds to a decision moment for executing
or not executing the FOD check. One simulation day is divided in three shifts
(morning, afternoon/evening and night shift). During normal operations, on average,
the arrival procedure is executed three times each shift. The simulated time period
was 200 working days; 	tD1/3 indicating that on average 3 decisions are made by
each Platform Employee agent per day.

The parameters of the expectancy theory model were initialized based on the
field study data. A complete specification thereof is provided in [9].

Table 2 The parameters of the managerial control modes used in the simulation

Parameter Low control High control

Probability of reprimand from Sector Manager agent 0.05 0.11
Probability of reprimand from Team Leader agent 0.05 0.33
"SM(t) in direct communication 0.06 0.6
"SM(t) in indirect communication 0.03 0.3
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Fig. 2 Dynamics of expectancy E12(t)—belief about the likelihood that the execution of the FOD
check would cost additional time—for all agents in a team

4.2 Simulation Results

In the following main simulation results obtained for the scenario under considera-
tion are described.

Due to frequent observation and communication of the agents in a team, their
expectancies related to the information exchanged tend to converge over time
(Fig. 2). This is a well-known effect in the social contagion literature [10, 12].

Simulation experiments with a varying composition of teams indicated that the
individual characteristics of Team Leader agent play a crucial role in the dynamics
of social contagion and largely determine expectancies in a team.

In the first period, after the initialization phase, most of the agents have a
relatively constant motivational force for both decision options (Fig. 3). The
motivational forces to perform FOD checks are low as the organization neither
sufficiently controls the execution of operations nor creates a sufficient awareness
about the importance of FOD checks. Some agents in the team even prefer not to
perform the check. By the end of the phase the agents function in System 1 mode of
reasoning.

In the beginning of the second period (indicated by the dotted vertical line in
Fig. 3) the organization introduces more frequent managerial control and repri-
mands. To adapt to the new circumstances, the agents switch to System 2 mode of
reasoning. Such a change results in an increased motivation to perform FOD checks
and a decreased motivation not to do so of all agents in all teams. The differences
in motivation are explained by differences in the individual characteristics of the
agents. However, when after 8 weeks the control and information provision was
gradually removed, the agents start returning gradually to their previous state.
This form of motivated behavior is known in the literature as externally regulated
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Fig. 3 The motivational forces of five agents in a team to perform FOD check (left) and to not
perform FOD check (right) in the three periods of the scenario under consideration. The dotted
vertical line indicates the beginning of second period (increased control)

Fig. 4 The FOD check execution statistics (in %) obtained from the ramp LOSA data and from
the simulated model

behavior [3]. Such a form of motivation is sustained by continuous presence of
reprimands and rewards. These behavioral patterns were also observed in the ground
service organization under study.

The model simulation outcomes were also compared to the ramp LOSA statistics
of the FOD checks execution in the ground service organization (Fig. 4). The model
was able to capture the trends in real ramp LOSA data. The Student’s two-sample
T-test performed on real and simulated data supported the null-hypothesis at the
significance level 5 %.
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5 Discussion and Conclusions

In this chapter a formal agent-based motivation model is presented, based on an
integrated theoretical basis from social science. All the theories used for the model
development were extensively validated by experiments with human subjects. In
the study presented in the paper a good agreement is demonstrated between the
simulated data obtained using the proposed model and the real data from the ground
service organization under study.

In addition to the study described in the chapter, to improve organizational
compliance, a model analysis study was performed, including sensitivity analysis.
Based on this study improvement options were provided to the organization. The
outcomes of this study will be presented elsewhere.

To the best knowledge of the authors, it is a first attempt to approach the problem
of compliance in airline ground service organizations by a model-driven simulation
study of the employees’ motivation. Previous studies on safety occurrences at airline
ground service organizations (e.g., [13]) had mostly focused on statistical data
analysis and informal identification of possible causes of these occurrences.

In the chapter the compliance of employees to a specific task—FOD check—was
investigated. However, the same modeling approach could be used to study other
tasks too. Moreover, in a discussion with another ground service organization from
a different national culture, findings from this study were recognized as relevant for
this organization too. However, to determine the generality of the proposed model-
driven approach more detailed studies at other organizations are required.

The proposed formal agent-based modeling and simulation approach has a
potential to become a useful decision support tool for managers at airline ground
service organizations. It allows investigating consequences of diverse organizational
changes for the motivation of employees and their behavioral choices.
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Opinions on Contested Infrastructures Over
Time: A Longitudinal, Empirically Based
Simulation

Annalisa Stefanelli

Abstract Using an agent-based model, we investigate the opinions of individuals
on contested infrastructures over time. The model employs a psychological theory
and a longitudinal study design. The longitudinal empirical data served as imple-
mentation and validation for the model. From the emerging results, we gained
insights into the mechanisms of opinion adaptation; and discuss the relevance of
opinion disaggregation, and the utilization of psychological theories and empirical
data.

Keywords Agent-based simulation • Empirical data • Opinion dynamics •
Contested infrastructures • Social judgment theory • Longitudinal

1 Introduction

Opinion dynamics models are useful for investigating how people exchange and
adapt their opinions [1, 2]. The algorithms behind many such models employ
arbitrary values and formulae to describe the dynamics of changes in opinion. Some
scholars employed a more psychological approach, basing their models on theories
from social psychology, such as the social judgment theory (SJT) by Sherif and
Hovland [3–5]. This theory postulates that new information is compared with the
individual’s own anchor (or point of view) as soon as the message is perceived. The
persuasiveness of this message depends on how the receiver evaluates its position
on three possible latitudes [6]:

1. Latitude of rejection (information is unreasonable or objectionable);
2. Latitude of acceptance (information is acceptable or worthy of consideration);
3. Latitude of non-commitment (information is neither acceptable nor

objectionable).
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The ways in which a person judges new information describe the cognitive
structure of their attitude or opinion. Adaptations of personal attitudes or opinions
occur in a second step, where the person’s opinion moves away from (if the new
information is in the latitude of rejection) or towards (if the new information is in the
latitude of acceptance) the new information. These two mechanisms of adaptation
are explained by contrast and assimilation effects.

However, in order to obtain more representative agent profiles, real data need to
be incorporated into the model. In the present case, the empirical data are taken from
the first wave of a longitudinal online questionnaire. The aim of our agent-based
model (ABM) is to investigate changes in opinion over time on the specific topic of
a contested infrastructure in Switzerland (i.e., the construction of deep geological
repositories for nuclear waste). Our ABM is therefore an opinion dynamics model,
applying the SJT and using longitudinal empirical data.

2 Methods and Agent-Based Model

In our ABM, we simulate the dynamics of the opinions of German-speaking Swiss
citizens over time with respect to the contested infrastructure of deep geological
repositories for nuclear waste. Data collected via online questionnaires conducted
in January 2014 (first wave, ND 1328) and January 2015 (second wave, ND 844)
served as input data for the agents’ profiles as well as for the choice of the social
network (i.e., a 2-dimensional space neighborhood with eight links).

Respondents’ opinions were compiled as disaggregated arguments [7, 8] of
different categories (i.e., risk-, benefit-, and process-oriented). This disaggregation
is important because it represents more realistically the interactions between indi-
viduals on a specific topic [8]. Ten arguments were rated in the online questionnaire
according to their valence (from 1 “absolutely against” to 7 “absolutely in favor”)
and importance (from 1 “not important at all” to 7 “very important”). To preserve
the facility of inspection, the model incorporated three arguments per agent, one
for each category. Each argument assumed a normalized value Ax [�1, 1] and was
computed as the product of valence Vx [�1, 1] and importance Ix [0, 1] for each
argument (AxDVx � Ix).

Furthermore, information about the latitudes of the arguments described in the
SJT was collected. Participants were asked to report if they evaluate the argument as
being acceptable, objectionable or neither acceptable nor objectionable to be used in
a discussion about the topic of deep geological repositories. Therefore, each agent
profile included empirical information about the location of the arguments on the
individual’s opinion structure. The latitudes were held constant in the model, as
over all participants in the sample no significant change occurred among the two
waves.

One time step t in the simulation represented one interaction between all
randomly chosen pairs of agents. The one-directional interaction is depicted in
Fig. 1. The interacting agent Ta compared the argument values of agent Tb;
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Fig. 1 Flowchart of the interaction between two agents. Each argument (RO risk-oriented, BO
benefit-oriented, PO process-oriented) is sequentially compared in each time step. The interaction
is represented in the gray field

depending on the value of the argument and its location along the social judgment
continuum (see Appendix, Tables A1 and A2), the interacting agent Ta moved away
from or towards the argument value of agent Tb.

3 Results

Our model was able to successfully represent the agent profiles (i.e., value for each
argument; positions of the arguments on the latitudes) from the empirical data.
Furthermore, the dynamics of interactions based on the theoretical assumptions of
the SJT occurred in the predicted directions, showing face validity for our model [9].
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Fig. 2 Changes in values of the three arguments (tD500)

Table 1 Values of the three argument types in wave 1 and 2
(empirical validation)

Wave 2 at t D 1 Wave 1 (t needed)

Process-oriented argument 0.652 0.652 (6)
Risk-oriented argument �0.106 �0.106 (49)
Benefit-oriented argument 0.286 0.286 (100)

We observe different patterns of change for each argument. In Fig. 2, the means
of the arguments are depicted over 500 time steps.

These differences in the dynamics of change are directly related to the different
positions of the arguments on the social judgment continuum. Sensitivity analysis
shows that the latitude is the determining factor for the changing dynamics of the
argument values. Moreover, the mean values for individual agents show pluriformity
in the long run for both benefit-oriented and risk-oriented arguments (see Appendix,
Figs. A1 and A2). In contrast, the process-oriented argument showed uniformity
towards positive values (see Appendix, Fig. A3).

The second phase of the empirical investigation served as empirical validation
[9] for our model. The values for every argument of the second wave occur in the
simulation runs implemented using the data from the first wave. An interesting
observation is that those values are reached after different time steps for every
argument (see Table 1), demonstrating that the dynamics of how the changes occur
are crucial. As mentioned above, the key factors in our model are the positions
of the arguments along the social judgment continuum. The findings indicate that
individuals revise their opinions (if at all) depending on how they evaluate new
information, and that they do so at different rates.
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4 Discussion

Our model simulates the dynamics of individual opinions on a contested infras-
tructure in Switzerland. The input and validation data are taken from an empirical,
longitudinal online questionnaire. The opinions are disaggregated into arguments
that are located on a social judgment continuum. The interactions and adaptations
are based on the assumptions of SJT.

Our results show different patterns of adaptation for each argument. These
differences are directly linked to the positions of the arguments on the social
judgment continuum. Furthermore, individual differences are relevant to how people
exchange information on a specific topic, because every agent follows their own
adaptation dynamic, according to their initial profile and the interactions in which
they are involved.

The model was validated with a second wave of longitudinal data, which showed
that the model is robust and confirmed the relevance of the social judgment
continuum and its role in the dynamics of adaptation.

The combination of empirical data and psychological assumptions together with
the simulation model provides insights into the dynamics provides insights into
the dynamics of how individuals interact and exchange information, and how this
process relates to changes in opinion.

The model offers possibilities for extension and application to more complex
interactions (e.g., the inclusion of more arguments, experimental manipulation).
Moreover, it provides additional information that is relevant to empirical research
on opinion dynamics, in which rates of change depend on the arguments and their
positions on the social judgment continuum.

A.1 Appendix

Table A.1 Equations used when the argument x is in the latitude of acceptance

Axb

Argument x in the
latitude of acceptance C �

Axa C Axa(tC1) D Axa(t) C (Axb
2 � s) Axa(tC1) D Axa(t) – (Axb

2 � s)

� Axa(tC1) D Axa(t) C (Axb
2 � s) Axa(tC1) D Axa(t) – (Axb

2 � s)

Note. Axa D value of argument x of agent Ta; Axb D value of argument x of agent Tb; t D time step
in the model; s D speed of change constant (s D 0.01)
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Table A.2 Equation used when the argument x is in the latitude of rejection

Axb

Argument x in the
latitude of rejection C �

Axa C Axa(tC1) D Axa(t) – (Axb
2 � s) Axa(tC1) D Axa(t) C (Axb

2 � s)

� Axa(tC1) D Axa(t) – (Axb
2 � s) Axa(tC1) D Axa(t) C (Axb

2 � s)

Note. Axa D value of argument x of agent Ta; Axb D value of argument x of agent Tb; t D time step
in the model; s D speed of change constant (s D 0.01)

Fig. A.1 Values of the risk-oriented argument over 500 interactions. Each curve represents an
agent in the model. Red D argument in the latitude of rejection; Yellow D argument in the latitude
of acceptance; Orange (parallel curves) D argument in the latitude of non-commitment



Opinions on Contested Infrastructures Over Time: A Longitudinal, Empirically. . . 399

Fig. A.2 Values of the benefit-oriented argument over 500 interactions. Each curve represents an
agent in the model. Red D argument in the latitude of rejection; Yellow D argument in the latitude
of acceptance; Orange (parallel curves) D argument in the latitude of non-commitment

Fig. A.3 Values of the process-oriented argument over 500 interactions. Each curve represents an
agent in the model. Red D argument in the latitude of rejection; Yellow D argument in the latitude
of acceptance; Orange (parallel curves) D argument in the latitude of non-commitment
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Road Repair Sequencing for Disaster
Victim Evacuation

Kumiko Tadano, Yoshiharu Maeno, and Laura Carnevali

Abstract Disaster victim evacuation is one of the most urgent disaster relief
efforts in saving lives after a disaster strikes a populated area. In urban areas,
candidate routes to take for evacuation are basically determined based on static
hazard maps depending on the types of disasters (e.g., routes which are not in
areas at risk of landslide disaster in case of a flood, or tsunami or liquefaction in
case of an earthquake). However, when a large-scale disaster occurs, unpredictable
simultaneous road closures on a road network may be caused by various factors
such as broken roads, traffic accidents, building collapse and outage of traffic lights
by electricity failure. Since it takes time to repair roads and required resources
for repairing activities are usually limited, it is necessary to determine a plan to
sequence roads repairs. The plan on repairing damaged roads affects decisively how
quickly and reliably evacuation is completed. To determine the optimal plan, we
use stochastic time Petri nets to sequence one road repair after another for multiple
evacuation origin–destination pairs with different speeds on different routes.

Keywords Disaster • Evacuation • Road repair • Sequencing • Stochastic time
Petri nets

1 Introduction

Unpredictable disasters range widely from such natural disasters as an earthquake
and an eruption of a volcano to such man-made disasters as an industrial plant
accident and a terrorist attack. Disaster victim evacuation is one of the most urgent
efforts in saving lives after a disaster strikes a populated area. Generally, evacuation
means the movement of people away from the threat of an impending disaster or the
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ensuing deadly destruction. For example, in 2011, almost 400,000 evacuees were
caused by the 3.11 Great East Japan Earthquake [1], the subsequent tsunami, and
the nuclear power plant accidents a week later.

Previous studies analyze the pros and cons of commonly applied practices in
disaster relief efforts, and propose mathematical models in operations research,
optimization, and decision theory to improve them. The disaster relief efforts are
classified in three categories. The first category is coordination between organiza-
tions, warehouses, and transportation in resolving gaps between abruptly increasing
demands and instable supplies. A network theoretical study is proposed in inves-
tigating collaboration, coordination, and facilitation among government agencies,
nonprofit and profit organizations in response to the 9/11 terrorist attack in 2001 [2].
The second category is preventive evacuation and inventory prepositioning for
mitigating possible future disasters. A stochastic programming model is proposed
in making an inventory plan [3]. The inventory plan describes how humanitarian
supplies are positioned in a network of cooperative warehouses in preparation for
such predictable disasters as a hurricane, and how they are distributed urgently in
spite of possible traffic congestion that results from disaster victim evacuation. The
third category is disaster victim evacuation and traffic management to recover from
the damage. An integrated approach is proposed for road construction, contraflow
setup, and resource planning to move victims in different urgency statuses to
destinations [4, 5].

The road network is critical for evacuation. In urban areas, candidate routes to
take for evacuation are basically determined based on static hazard maps depending
on types of disasters (e.g., routes which are not in areas at risk of landslide disaster
in case of a flood, or tsunami or liquefaction in case of an earthquake). However,
when a large-scale disaster occurs, unpredictable simultaneous road closures on
a road network may be caused by various factors such as broken roads, traffic
accidents, building collapse, and outage of traffic lights by electricity failure. Since
it takes time to repair roads and required resources for repairing activity are usually
limited, it is necessary to determine a plan to sequence roads repairs. The plan on
repairing damaged roads affects decisively how quickly and reliably evacuation
is completed. It affects even more if complicated evacuation routes are planned
between many origin–destination pairs. Road repairs are conducted by road repair
resources. A road repair resource is a project unit consisting of operators, a work
force, heavy machinery equipment, and construction materials. And, it moves on
undamaged roads along with evacuees to a damaged road. If it moves along a long
detour, the repair is by no means immediate. Nor is road repair resource mobilized
intensively in a large-scale disaster. Sequencing one road repair after another is
essential for these reasons.

In this study, we leverage a probabilistic model to sequence multiple road repairs
for multiple evacuation origin–destination pairs. The model is formalized through
stochastic Time Petri Nets (sTPN) [6] which allow the concurrent firing of multiple
generally distributed transitions. sTPN features are suitable for capturing various
aspects of concurrent actions of both evacuation and road repairs.
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This paper is organized as follows. Section 2 describes the design concepts of the
proposed method. Section 3 defines the problem of road repair sequencing. A model
for road repair sequencing is proposed in Sect. 4. An example is shown in Sect. 5.
Section 6 gives our conclusions.

2 Design Concepts

In this Section, we describe the concept of road repair sequencing. Usually, the
time to complete the evacuation and its variability differ depending on the sequence
(order) of multiple road repairs. The larger the number of damaged roads and
origin–destination pairs of evacuees are, the more difficult it is to identify which
sequence minimizes the time to complete the evacuation. This study is motivated by
the literature [4, 5]. The integrated approach proposed in [4, 5] only considers one
road repair and does not consider sequencing multiple road repairs. In addition, if
there are multiple damaged roads, the assignment of repair resources and the time
to move to a new geographical point for next road repair from the current point
are also needed to be taken into account. After a disaster, repair resources are often
limited and are not always positioned in ideal places for repairing the damaged
roads. Hence, simultaneous repairing of all damaged roads is unrealistic, and we
need to prioritize (and partly give up) road repairs and to consider the required
time to move to a suitable place for the next road repair after the current road repair
finishes. We incorporate the road repair sequencing and the limitation of the number
and the travel time of repair resources into our model to sequence multiple road
repairs for multiple evacuation origin–destination pairs.

In this study, we make the following assumptions. First, each evacuee goes to
its destination (e.g., a shelter) from its origin (i.e., the start point) along a given
fixed route (e.g., the safest travelable route) which is determined by the state of road
repairs. If one road repair is completed, the fixed route can be changed to a new
different fixed route. Note that if the evacuee is not on the new fixed route after
completion of the road repair, the evacuee goes along the former (same) fixed route.
Second, each evacuee has its own fixed destination. Third, since the uncertainty on
the state of roads increases after a disaster, the travel time for each road in fixed
routes is not deterministic but represented by a probability distribution.

3 Problem Description

In this section, we present the general problem definition of road repair sequencing.
As a boundary condition, the problem includes multiple source–destination pairs,
multiple road failures, and multiple road repair resources on a road network. The
objective function is the time to complete the evacuation. The solution of the
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problem is the derived optimal plan, which represents the repair prioritization, and
optionally possible updates of evacuation routes on a road network. The repair
sequencing is the combination of repair sequence and repair resource movement.

4 Road Repair Sequencing

The evacuation and road repairs are modeled as a stochastic Time Petri Net
(sTPN) [6]. Then the sTPN is analyzed through the approach of stochastic state
classes [7] to evaluate given candidate plans of road repair sequences. sTPN are
a special class of Petri nets. The Petri nets are a mathematical model for the
description of a distributed system. A Petri net consists of places, transitions, arcs,
and tokens. The road network and the movements of evacuees and repair resources
are represented in the form of a sTPN.

4.1 Stochastic Time Petri Net

We model the evacuation and road repair using sTPNs [6]. An sTPN is
a tuple hP; T; A�; AC; AP; m0; EFT; LFT; F ; C; E; Li, where: P is a set
of places, T is a set of transitions,A� 
 P � T is a set of precondition arcs,
AC 
 T � P is a set of postcondition arcs, AP 
 P � T is a set of inhibitor arcs, m0

is the initial marking associating each place with a nonnegative number of tokens,
EFT W T ! QC

0 and LFT W T ! QC
0 [ f1g associate each transition with a static

earliest firing time and a (possibly infinite) static latest firing time, respectively
.EFT.t/ � LFT.t/; 8 t 2 T/, F W T ! Fs

t associates each transition t 2 T with a
static Cumulative Distribution Function (CDF) Fs

t supported over [ETF(t), LFT(t)].
We assume that Fs

t is absolutely continuous over its support and that there exists

a Probability Density Function (PDF) ft such that Fs
t D

xZ

0

ft.y/dy: C W T ! R
C

associates each transition with a weight used to resolve the random switch between
concurrent transitions with the same firing time. A transition t is called immediate
(IMM) if ŒETF.t/; LFT.t/� D Œ0; 0� and timed otherwise; a timed transition t is
called exponential (EXP) if Fs

t .x/ D 1 � e�x over [0,1] for some rate � 2 R
C
0

and general (GEN) otherwise; a GEN transition t is called deterministic (DET)
if EFT.t/ D LFT.t/ � 0 and distributed otherwise. E W T ! ftrue; falsegN

P

associates each transition with an enabling function that, in turn, associates each
marking with a boolean value. L W T ! P.P/N

P
associates each transition with

a flush function that, in turn, associates each marking with a set of places. For
space limitations, we refer the reader to [6] for a complete discussion on syntax and
semantics of sTPNs.
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4.2 Road Repair Sequencing Model

To evaluate given candidates of road repair sequences, the evacuation and road
repairs are modeled as an sTPN. We call the sTPN a road repair sequencing
model. The road repair sequencing model consists of two kinds of sub models:
(1) evacuation models and (2) repair models. The evacuation model represents the
state of an evacuee, i.e., the current position of the evacuee in the road network. The
repair model represents the state of road repair, i.e., the pgress of a given candidate
sequence of repairs of damaged roads. Different states are represented by different
markings (i.e., distribution of tokens). The evacuation models and the repair models
interact with each other through enabling functions in the models depending on the
markings. As time passes, evacuees become closer to destinations and road repairs
become near completion. Details of each model are described in the following.

Evacuation Model

The evaluation model represents the condition of a road network and the movement
of an evacuee along its given fixed route. The evaluation model consists of the
following sTPN parts.

• A geographical location is represented by a place of an sTPN. There are multiple
places in an evacuation models including its origin, destination, and intermediate
locations for an evacuee.

• A position of an evacuee is represented by a token in a place of an sTPN. The
token moves to different places through the firing of an enabled transition which
is connected to the place having the token by an input arc.

• A road between two locations is represented by a timed transition and by its input
and output arcs. The arcs connect the transition with two places representing
the two locations. The direction of arcs is along a given fixed route. The roads
which are not included in the fixed route for the evacuee are omitted. The
damaged road is not travelable until the repair of the road is completed. The
transition representing the damaged road is disabled by the repair model through
enabling functions determined by markings, until the road repair activity finishes.
A probability distribution is assigned to a transition based on the feature of the
travel time of the road.

• The destination of the evacuee is represented by a special place which is
reachable from its origin. The place does not have an input arc connected
to a transition, i.e., the evacuee does not move once the evacuee reaches its
destination.
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Repair Model

The repair model represents the given sequence (procedure) of repairing of damaged
roads. It includes road repair activities and movements of repair resources if
necessary. The repair model consists of the following sTPN parts.

• Each state of progress of the sequence of repairs of the damaged roads is
represented by a place of an sTPN. There are multiple places in a repair model,
each of which represents the movement of a repair resource or a repair activity
of a damaged road.

• The current state of repair progress is represented by a token in one of the above
places.

• A repair activity is represented by a place with a token, a timed transition,
input and output arcs, and enabling functions. An enabling function disables a
transition representing one of damaged roads in the evacuation model. The arcs
connect the transition to two places representing the repair of a damaged road
and the movement of a repair resource. The direction of arcs is determined in
accordance with a road repair sequence to be evaluated. A probability distribution
is assigned to the transition based on the feature of the road repair activity (e.g.,
human reliability). Once a repair activity is completed, a token moves to its next
place. The disabled transition corresponding to the repaired damaged road by the
activity in the evacuation model is enabled. This might cause the change of the
fixed route to take (from the old route to the new one).

• A movement of a repair resource is represented by a timed transition, input arcs
and output arcs of a sTPN. A probability distribution is assigned to the transition
based on the feature of the travel time.

5 Example Problem

To evaluate the feasibility of the proposed model shown in the previous section,
this section demonstrates an example of sequencing repairs of damaged roads.
A simple example of the road repair sequencing model is evaluated through transient
analysis based on the Sirio framework [8] using the Oris Tool [9], which supports
the derivation of the transient probability of reachable markings within a given
time bound. This example includes two source–destination pairs for two groups
of evacuees E1 and E2, seven geographical locations in the road network, two road
failures f1 and f2, and a road repair resource. In this example, the groups E1 and
E2 have different moving speed and priority in moving on the road. E2 represents
evacuees with special needs in movement such as people with wheel chairs, family
with small children and old people. E1 represents adults without special needs. We
assume the speed of movement of E1 is faster than E2. To reduce the completion
time for evacuation of all evacuees, E2 should take the shortest travelable route
and E1 should take a route different from the E1’s route so that they can avoid
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congestion. However, lengthy detour might make the completion time of evacuation
of E1 unacceptably long. To determine the optimal repair plan with the shortest
completion time of evacuation of all evacuees with different routes and speeds, we
use stochastic time Petri nets to sequence one road repair after another for multiple
evacuation origin–destination pairs. Since there are two road failures f1 and f2, there
are five possible road repair sequences: SQ1, SQ2, SQ3, SQ4, and SQ5 as follows.

• SQ1: no road is repaired
• SQ2: only f2 is repaired
• SQ3: only f1 is repaired
• SQ4: f1 is repaired, then f2 is repaired
• SQ5: f2 is repaired, then f1 is repaired

In this example, we focus on the sequences including multiple road repairs, i.e.,
SQ4 and SQ5.

In addition to the assumptions described in Sect. 2, we made the following
assumptions for this example problem. Roads in each evacuation model are one-
way. The two groups of evacuees E1 and E2 have different priority for evacuation.
As already mentioned in the previous paragraph, E2 has higher priority than E1.
E1 moves faster than E2 when E1 and E2 do not share the same road. On the
other hand, when E1 and E2 share the same road, the moving speed of E1 is
reduced to the speed of E2. This is a reasonable assumption because a walking
person needs to slow down if someone with slower moving speed is in front of the
person. To represent this interaction between E1 and E2, in the evacuation model for
E1, probability distributions assigned to transitions for roads which are not shared
with E2 are exponentially distributed with �D 2, while probability distributions
assigned to transitions for roads which are shared with E2 are exponentially
distributed with �D 1. In the repair model for E2, all the probability distributions
are exponentially distributed with �D 1. To show the general feature of the problem
we use exponentially distributed transitions, although the Oris Tool we use in this
study supports the analysis of multiple concurrently enabled generally distributed
transitions depending on the characteristics of movement of evacuees. In general,
the transition rates can be affected by various factors such as the width of a road,
the flatness of road surface, and the number of the evacuees.

The road network and the given fixed routes for evacuees E1 and E2 are shown in
Figs. 1 and 2, respectively. The fixed routes are updated by the completion of road
repairs. There are four possible states of the road network in terms of road repairs:
(1) f1 and f2 are damaged (initial state), (2) f1 is repaired, (3) f2 is repaired, and (4)
f1 and f2 are repaired. We assume that the initial position of the repair resource is
“4” in Figs. 1 and 2, and it may move from “4” to “5,” and from “5” to “4.” In order
to repair f2 on the road connected to “4,” the repair resource need to be in “4.” On
the other hand, to repair f1 on the road connected to “5,” the repair resource needs
to be in “5.” Hence, in SQ4, the repair resource is in “4” when their road repairs
complete. In SQ5, the repair resource is in “5” when their road repairs complete.
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Fig. 1 Candidate road repair sequences SQ4 ((i) ! (ii) ! (iv)) and SQ5 ((i) ! (iii) ! (iv)) and
the corresponding fixed route for evacuee E1
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Fig. 2 Candidate road repair sequences SQ4 ((i) ! (ii) ! (iv)) and SQ5 ((i) ! (iii) ! (iv)), and
corresponding fixed route for evacuee E2

Figure 3 shows the road repair sequencing model, consists of two evacuation
models for E1 and E2, and one shared repair model. By changing the initial marking
in the repair model, different candidates of road repair sequences can be evaluated.
Each candidate of road repair sequences has its own initial marking (distribution of
tokens). The initial positions of tokens in the repair model are given as follow.
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Fig. 3 The road repair sequencing model. Timed transitions are drawn as white rectangular boxes

• SQ4: p9, p8, p15, and p29 have a token
• SQ5: p14, p15, p8, and p18 have a token

Note that the numbers of tokens in p29, p18, p14, and p9 are changed to
determine start and end points of road repair sequences in the initial marking. For
SQ4, p29 and p9 have a token, but p14 and p18 have no token. For SQ5, p14 and
p18 have a token, but p29 and p9 have no token.
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Table 1 Enabling functions
of the evacuation models for
(a) E1 and (b) E2

(a) Transition Enabling function
t0 P16! D 1 && P19! D 1
t1 p8! D 1 && P19! D 1
t3 p8! D 1 && P19! D 1
t7 p19! D 1
t5 p15! D 1
(b) Transition Enabling function
t16 p8! D 1
t20 p16! D 1

The interactions between the evacuation
models and the repair model are defined
through the enabling functions

In SQ4, after repairing the road failure f1 (shown in (ii) in Fig. 1), two roads (“3”
to “5” and “5” to “7”) are shared with E2. This makes E1’s moving speed slower
but the route for E2 is short. In contrast, in SQ5, no roads are shared with E1 and
E2. So E1 can move faster than SQ4, but the route for E2 becomes longer than that
of SQ4. Hence, it is not trivial to determine whether SQ4 or SQ5 should be chosen
from the perspective of completion time of evacuation of all evacuees with different
characteristic of movement.

Table 1 shows enabling functions of the evacuation models for (a) E1 and (b) E2.
The interactions between the evacuation models and the repair model are defined
through the enabling functions. A timed transition t0 in the evacuation model for E1
is enabled if both p16 and p19 in the repair model do not have a token. If p8 and p19
in the repair model do not have a token, t1 and t3 in the evacuation model for E1 is
enabled. If p19 in the repair model does not have a token, then t7 in the evacuation
model E1 is enabled. In the same way, t5 is enabled if p15 does not have a token.
Regarding the evacuation model for E2, if p8 does not have a token, t16 is enabled.
t20 is enabled if p16 does not have a token. To improve readability we represent the
interaction among sub models by enabling functions, but an equivalent model can
be described by inhibitor arcs instead of enabling functions.

Figure 4 shows the completion time distributions of the evacuation of evacuees
E1 and E2 for each candidate road repair sequence, respectively. Although E1 and
E2 have different characteristics of movement, E1 and E2 have similar completion
time of evacuation in SQ4. the variability of the time to complete the evacuation
of E1 is large in comparison with that of E2. Taking into account the difference in
sensitivity to the change of road repair sequences might help to determine the most
suitable road repair sequences for evacuees’ requirements.

Figure 5 shows the completion time distribution in the worst case (i.e., complete
time distribution for the group of evacuees with longer completion time is selected).
From the point of view of the worst case analysis, SQ4 is better than SQ5. Note that
the results may vary if the priority assigned to each group of evacuees is different
from the assumptions of this example.
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Fig. 5 Completion time
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From the results, the evacuation time varies depending on the sequence of road
repairs, even if the final state of the road network is the same. Hence it is important
to carefully select the sequence of road repairs by considering the specific needs of
the evacuees.

6 Conclusions

We present a model for road repair sequencing. The model allows us to identify
the sequence of repairs of damaged roads to minimize the time to complete the
evacuation. An sTPN is introduced to sequence multiple road repairs for multiple
evacuation origin–destination pairs. From the result of the example problem, the
evacuation time varies depending on the sequence of road repair, even if the final
state is the same. Hence it is important to carefully select the sequence of road repair
by considering specific needs of the evacuees.
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To identify the optimal sequence of road repairs for many evacuees in large-
scale, complex road networks, we will develop an automatic synthesis method of the
proposed road repair sequencing model. In addition, we plan to develop a method
to improve the efficiency of identification of the optimal road repair sequence for
evacuees in order to reduce the computation time, such as the efficient generation
of candidate road repair sequences. Based on the optimal sequences of road repairs
obtained by the road repair sequencing model, we plan to carry out agent-based
simulation of evacuation with a detailed behavior model of evacuees for efficient
and realistic risk scenario planning for evacuation.
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Using Empirical Data for Designing, Calibrating
and Validating Simulation Models

Klaus G. Troitzsch

Abstract Many simulation models just model stylised facts, and as such they are
interesting and often helpful. But simulation models can be seen as an implementa-
tion of theory in a computer, and this is why at least an empirical validation should
be aimed at. And if a simulation model is to be validated in a concrete empirical
setting, it should be initialised with empirical data in order that one can test whether
the model behaves the same way as the target system. The paper discusses two
models, their empirical background and validation results, distinguishing between
retrospective/predictive validity and structural validity.

Keywords Simulation • Validation • Calibration • Gender segregation
• Extortion racket • Mafia • Norm orientation

1 Introduction

1.1 The Role of Simulation in the Research Process

Many simulation models just model stylised facts, and as such they are interesting
and often helpful. Even if recently the frequency of approaches to base agent-
based models on empirical research has considerably grown [11] there is still a
large proportion of agent-based models without empirical background, ‘one of the
most frequently reported criticisms in [Waldherr’s and Wijerman’s] survey . . . that
agent-based models are too abstract and too far from reality’ [15, 3.8].1 But if one

1A preliminary analysis of 213 papers in the Journal of Artificial Societies and Social Simulation
(JASSS) since 2011 showed that at most 19.2 % compare their quantitative simulation results to
quantitative empirical data. Another 17.4 % discuss the necessity and/or possibilities of such a
comparison but do not perform it, usually for lack of a sufficient dataset. A more detailed analysis
of JASSS papers with respect to the issue of quantitative validation is under preparation.
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understands simulation models as an implementation of theory in a computer [7],
one has to conclude that an empirical validation should at least be aimed at [17].

Simulation, and particularly agent-based simulation, means deducing macro
structures from micro specifications with the help of computer programs where it is
impossible or extremely difficult to do such a deduction with classical mathematics.
This is why simulation results have the same status as the outcome of a mathematical
deduction. A simulation is ‘a thought experiment which is carried out with the help
of a machine, but without any direct interface to the target system’. [12, p. 46]
But a ‘simulation experiment’ is not an experiment in the same sense that we use
the word in ‘an experiment in empirical research’. Simulation yields inference,
‘transforms knowledge of the world already gained’ [4, p. 409] whereas experiments
in empirical research discover the real world. Although simulations and experiments
have something in common, they ‘still differ in the epistemic aspect of interest here’.
[4, p. 409]

Simulation has—strictly speaking—nothing to do with the real world. It gen-
erates virtual worlds or—in the case of computational social science—artificial
societies. But if a simulation model is to be validated in a concrete empirical setting,
it should be initialised with empirical data in order that one can test whether the
model behaves the same way as the target system. More often than not important
features of the real world, and particularly of social systems and their components,
cannot be observed, let alone measured. In these cases simulation can help to find
the values of those unobservable parameters which generate the observable features
of the real system.

1.2 Types of Validity and Validation

With Zeigler [19, p. 5] we should distinguish between three types of validity and
three different stages of model validation (and development):

– replicative validity: the model matches data already acquired from the real system
(retrodiction),

– predictive validity: the model matches data before data are acquired from the real
system,

– structural validity: the model ‘not only reproduces the observed real system
behaviour, but truly reflects the way in which the real system operates to produce
this behaviour’.

For the two simpler types of validity the paper will discuss what a match between
empirical and simulated data means: in agent-based models we will have to content
ourselves with a match in probability, i.e. with empirical frequency distributions
which match the theoretical distributions which the simulation models yield. This
is shown in much more depth in two detailed examples, whereas the question of
structural validity can only be tackled with the help of individual empirical data
which usually are scarce. What they could look like will be discussed with respect
to the two examples.



Using Empirical Data for Designing, Calibrating and Validating Simulation Models 415

The paper discusses two models, their empirical backgrounds and validation
results, distinguishing between retrospective/predictive validity and structural valid-
ity. It tries to give at least preliminary answers to the following research questions:

– Can agent-based models provide the relation between explanatory variables and
parameters [on the one hand] and the outcome [on the other hand] in an explicit
form?

– How does such an explicit-form relation help to validate an agent-based model?
– Can structural validity of an agent-based model be achieved at all (when even the

real actors often cannot tell how they ‘operate to produce [their] behaviour’)?

2 The Models and the Empirical Data Behind Them

2.1 Overcoming Gender Segregation in German High Schools

In her PhD thesis, Rita Wirrer [18] collected data about male and female children
and teachers in about 150 high schools (‘Gymnasien’ in German) in the federal state
of Rhineland-Palatinate from 1950 to 1990. In a conference paper [9] a first analysis
of the time-dependent frequency distribution of these data was published. A recent
re-analysis of Wirrer’s data yields the result in Fig. 1.

The original simulation run [9],[6, p. 117] was based on a few simple assump-
tions:

1. that all teachers leaving their jobs are replaced by men and women with equal
overall probability, following the equal opportunities principle already laid
down in article 3 line 2 of the German Basic Law of 1949 (although ordinary
legislation procrastinated the equal opportunities for women for many years, as
the simulation results will also show),

2. that men stay in their jobs twice as long as women, which is an approximation to
the historical data, and
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Fig. 1 Time-dependent distributions of gender relations among teachers in about 150 high schools
in Rhineland-Palatinate 1950–1990. Left: frequency density functions, right: cumulative frequency
functions
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Fig. 2 Interface of the co-education model. The side length of each patch corresponds to approx-
imately 2.2 km; green patches represent regions with low population density. Map background:
© GeoBasis-DE / BKG 2015, http://www.bkg.bund.de. The top plot shows the distribution of the
percentage of female teachers at the end of the simulation, the bottom plot shows the history of this
percentage for each school (red: girls’ schools, blue: boys’ schools, green: co-educational schools)

3. that new women are assigned to an individual school with a probability depend-
ing on the percentage of women among its teachers, at the same time making sure
that at all times men and women have the same overall probability of replacing
retired teachers.

The simulation was initialised with a gender distribution close to the empirical
distribution of 1950.

The re-analysis in Fig. 1 and the new model use a scale ranging from �1 to
C1, �1 indicating 100 % females and C1 indicating 100 % males. The NetLogo
[16] simulation model which we present here (see Fig. 2) goes a little farther as
it is initialised with approximate geographical coordinates of schools and exact
empirical gender relations of staff and pupils found in the statistics of 1950.
Additionally the teachers and the pupils are placed in plausible geographical
positions. Moreover two assumptions are added:

4. the numbers of male and female pupils increase at the same rate as they did
according to the accumulated data of the empirical statistics,

5. the number of teachers increases accordingly.

The patches where the school agents are located generate teacher agents accord-
ing to the historical records, and the school agents generate the pupil agents and

http://www.bkg.bund.de
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place them around their own patches. During the simulation, the pupils, the schools
and the teachers are updated according to the following specifications:

– Pupil agents generate a small number of new pupil agents, each with a probability
of 0.011 per period, and these become females with probability 5/7 and males
with probability 2/7. This makes sure that the overall population of pupils
of both sexes increases at the same rate as it did historically. The new pupil
agent is assigned to the same school if this school is either co-educational or
if this school is gender segregative and the gender of the new pupil allows
this assignment. Otherwise the new pupil is assigned to an appropriate school
in the neighbourhood. If there is no appropriate school in the neighbourhood
such a pupil agent is assigned to no school at all, but has to wait until a gender
segregative school in its neighbourhood is turned into a co-educational school.
That pupil agents generate new pupil agents is, of course, a simplification, but it
seemed inappropriate to represent parent agents for this model. The distribution
of pupil gender relations is not discussed in this paper.

– School agents first count how many teachers are about to retire, calculate the
gender relation among their teachers and calculate the probability that the next
retiring teacher is replaced by a woman and that the next newly employed
teacher is a woman (for the latter case see below). This probability is calculated
as follows: P.Wj�s/ D �.t/ı exp.��s/, where �s is the difference between the
numbers of men and women among the staff of school s divided by their sum,
�s D .ms � ws/=.ms C ws/; ı and � are two free parameters whose values can
perhaps be calibrated when one compares the historical data to the simulation
results of several runs with varying ı and �, and � is a parameter which makes
sure that for ı D 1 at all times men and women have the same overall probability
of being employed (� D tr=.2wr/ where tr is the number of all teachers in all
schools currently to be employed) and wr is the number of women in all schools
to be currently employed as calculated with the value of � of the previous period,
such that � is periodically adjusted. The parameter � describes the strength of the
dependence of P.Wj�/ on � whereas ı describes the equal opportunities policy of
the ministry in charge of employing teachers (ı D 1: equal opportunities, ı < 1:
men are preferred, ı > 1: women are preferred). We start with a simulation
keeping ı D 1 and � D 0:5 constant (which replicates the example in [6]).

Besides a school agent does some bookkeeping, counting the unserved pupil
agents in its neighbourhood which it could not accept and counting their pupils
and staff for output to an analysis file.

– Teacher agents become mainly active when they retire; in this case they are
replaced with a newly initialised teacher whose gender is calculated from the
probability which its school has calculated during its own update. Except for
the teachers generated during the initialisation (their age is a normal variable
with mean 40 and standard deviation 7—which seems plausible but reliable
information about the age structure of teachers in 1950 is not available), teacher
agents are employed at age 30, and the time they spend active is a normal
random variable with standard deviation 5 and mean 30 for men and 15 for
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Fig. 3 Time-dependent distributions of gender relations among teachers (left: historical data as
in Fig. 1, right: simulation result) in high schools in Rhineland-Palatinate 1950–1990. Frequency
density functions

women—these distributions approximate the historical data satisfactorily. More-
over and with a probability of 0.0025 per period a teacher agent generates a new
teacher (whose gender depends on the probability calculated by the school agent)
to take account of the fact that the number of teachers increased in Rhineland-
Palatinate between 1950 and 1990 (although at a much smaller rate than the
number of pupils increased).

With this model the time-dependent gender relations of Rhineland-Palatinate
high schools can be reconstructed in an even more satisfactory manner than with
the original model. Figure 3 shows the historical and the simulated distributions.

Apart from the fact that schools with only female teachers prevailed for a
longer time and with higher frequencies than the simulation could replicate the
two graphs in Fig. 3 look surprisingly similar. But a closer inspection of the data
is necessary as the visual inspection can be misleading. Hence for each school year
the distributions of the two gender relation indicators of one simulation run were
compared to the respective historical distributions, using the Kolmogorov–Smirnov
test for independent samples. The result can be seen in Fig. 4 (left diagram). The
indicator for the teachers remains unsignificant (˛ > 0:05) for the first two decades,
the one for the pupils remains insignificant for 12 out of the first 13 years.

The simulation run reported here generated the approximate historical numbers
of boys, girls and teachers for the last school year considered, but not the historical
gender relation of teachers in that year: The historical numbers are 1615 male and
438 female teachers, but the simulation yields 1420 and 665, respectively—which is
a clear indicator that the equal opportunities assumption of the model was violated
by the historical data or, to put it the other way round, that the actual chances
of female teachers to be employed were worse than they should have been if the
ministry of education had diligently observed the equal opportunities principle.
This is in line with the findings of [8], and it shows that the model is capable of
showing deviations between what is and what ought to be—as assumption 1 is a
normative, not an empirical or stylised-fact assumption. Another observation is that
at the end of the simulation run only 1 % of boys and girls are left unserved, which
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(black) and at the end of 60 simulations with varying � (not shown) and ı (colours). Cumulative
density functions

is certainly not a reason to open new schools, and only a weak reason to convert
gender segregative schools to co-educational schools (but this reason was given in
the interviews documented in [8, 18]).

It is an interesting question what the result will be when the historical data
are compared to the results of a large number of simulation runs (and varied �

and ı), hence we varied � randomly between 0 and 1 and ı between 0.6 and 1.0,
thus generating 60 different parameterisations, and calculated the Kolmogorov–
Smirnov distances between the cumulated frequency distribution function (CDF)
of the empirical data and each of the 60 CDFs generated in the simulated simulation
runs. Figure 52 shows the CDFs at the end of each of these runs with colours
representing the ı values used and the empirical CDF in black, making clear that
the empirical CDF is within the range of simulation-generated CDFs. Different �

does not seem to make a difference (variance reduction in a bivariate polynomial

2An animated version of this figure which shows this distribution for each year can be downloaded
from http://userpages.uni-koblenz.de/~kgt/GR/CalValSim.ppsx, slide 12; this file also contains all
the other figures of this paper in colour and high resolution.

http://userpages.uni-koblenz.de/~kgt/GR/CalValSim.ppsx
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regression up to the second order is far below 1 %), hence they are not marked
in Fig. 5, whereas ı alone reduces about two thirds (68.9 %) of the variance of
the Kolmogorov–Smirnov distance between empirical and simulated data (� and
ı together 68.5 %, such that the role of � can be neglected), minimising the latter at
0.22 for ı D 0:79—which means that during the four observed decades the equal
opportunities assumption was far from fulfilled.

Wirrer [18] yields a number of hints at decision mechanisms reported by the
historical decision makers, and although these are sometimes anecdotal they can
be used to check structural validity. The simulation model calculates probabilities
with which a teacher is randomly employed and allocated to a school of a certain
characteristic. Although the historical decisions were, of course, not exactly random,
they must have contained some randomness (or at least features which lend
themselves to be modelled stochastically): The employing administration never had
a full choice of the best adequate candidate (for instance, fulfilling all requirements
to teach a certain subject at school), and the candidates were not always willing
to be sent to a school in a region which they did not like—which means that the
deterministically made optimal decision could not always be realised and instead
a second or third best decision had to be implemented which depended on more
or less random circumstances. This conclusion can lead to the assessment that the
model is, although still simplified, at least partially validated also in the structural
sense.

Another interesting question is whether the model can be used to calibrate
what one could call ı.t/. If one looks carefully at the comparison between the
empirical distribution and the simulated distributions for varying ı and different
schoolyears one could try and use the ı of the best matching simulation run for a
certain schoolyear as an estimation of the historical propensity to abide by the equal
opportunities principle. The result is shown in Fig. 4 (right diagram) and insinuates
that in the first decade this principle was followed at level between 0.89 and 0.97,
whereas in the second and third decade it was still observed at a level between 0.81
and 0.96, but dropped to a level of 0.66 in the middle of the 1980s. The reason for
this steep decrease remains an open question.

2.2 Extortion Racket Systems

Extortion racket systems were the target systems of the GLODERS project (‘Global
dynamics of extortion racket systems’) which analysed criminal groups, their vic-
tims and the society around them both with simulation models and with qualitative
and quantitative empirical analysis. The story behind this model is the conflict
between extortion racket groups (like the Mafia, the ‘Ndrangheta’, the Camorra, but
also motorcycle gangs such as Hells Angels, Bandidos, or even local independent
criminal gangs) which ‘sell’ defence to shops, restaurants, bars, etc., against their
own (or other groups’) raids when money—protection money or pizzo in Italian—or
equivalent assets are ceded to the criminals. This happens in a societal context where
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customers of shops, restaurants, bars, etc., might abstain from buying (or continue to
buy) from victims who pay this protection money, or where the police force fights
(or collaborates with) the criminals, and where the behaviour of all persons and
groups is governed by law and social norms which more often than not are in deep
conflict.

One of GLODERS’ simulation models3 lends itself for an analysis similar to
the one in the previous section, as its results, too, can be compared to empirical
and historical data, although here these data are even more scarce and less
reliable than in the co-education case. What we have is qualitative and anecdotal
knowledge about the behaviour and actions of the actors involved in extortion
rackets and incomplete quantitative data about attempted and completed extortion.
The quantitative data collected by the Palermo group of the GLODERS project
contains 629 extortion cases which became known to the police in Calabria and
Sicily mainly between 2005 and 2011. As a matter of course, these data do not
include extortions which remained secret between extorter and victim, and we do
not even have estimates about the dark figure of crime, i.e. the estimated number of
unreported and undetected cases of extortion, but this is an unsolvable problem. The
main ingredients of the NetLogo model of extortion racket systems and their main
features are the following (for more details see [10, 13, 14]):

– Extorter agents approach agents representing shop owners and other
entrepreneurs, demanding extortion money and menacing punishment in case
this money is not paid. This can be successful or not, depending on the victim’s
reaction.

– Shop agents either pay the requested money or decide to denounce the extorter
to the police (or rarely do both).

– Consumer agents decide whether they do their shopping only with shops which
abstain from paying extortion money or do not care whether shops pay or
denounce.

– Police agents try to prosecute extorters, bring them to investigation custody and
see to it that they are convicted for a longer term in jail.

– An agent representing the state collects assets from convicted extorters and
redistributes part of these assets to shop agents which fell victim to extortion
to compensate them for their losses. This is in line with Italian legislation.

In a simple version of the NetLogo model, all agents have fixed probabilities to
make their respective decisions when such decisions are due, whereas in a more
sophisticated version all agents keep a long-term memory of past experience with
extortions they observed or suffered from and positive or negative sanctions on
extortion-related behaviour. The contents of their memories are used to calculate
the salience of several norms, different for the four agent types. Shop agents,
for instance, know about norms related to paying extortions and to denouncing,

3It can be found at http://www.gloders.eu/components/com_jwiki/mediawiki/images/d/d5/
NOERS.zip.

http://www.gloders.eu/components/com_jwiki/mediawiki/images/d/d5/NOERS.zip
http://www.gloders.eu/components/com_jwiki/mediawiki/images/d/d5/NOERS.zip
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but for both actions two conflicting norms exist in their society: not to pay, as
extortion is illegal, and to pay, as extortion has a long tradition (as it actually has in
different regions in Southern Italy), to denounce, as this is legally bidden, and not
to denounce, as denunciation would violate a long tradition. Consumer agents know
about a norm not to buy from shops which pay extortion, as this is, for instance,
recommended by an NGO called ‘addio pizzo’ in Italy, and about a norm to pay
from pizzo payers as well, as paying pizzo has a long tradition. Extorters know
the legal norm to denounce their accomplices, but perhaps the social norm not to
betray—the ‘omertà’—might be stronger. And finally the police know their legal
norm to prosecute wherever they get to know about extortion, but perhaps they, too,
might want to keep themselves safe and to tolerate traditional criminal behaviour.
The salience calculation follows a complicated formula first defined in [3, Text S1]:

� D ˛

�
ˇ C

C � V

CC V
wc C

Oc � Ov

Oc C Ov

wo C
max.0; .Ov C V/ � P � S/

Ov C V
wnpv

C
Pwp C Sws

max.PC S; Ov C V/
C

Ec � Ev

Ec C Ev

we

�
(1)

where

– C and V are counters for events when the agent itself complied with the respective
norm or violated it, respectively,

– Oc and Ov are counters for events when an agent observed another agent which
complied with the respective norm or violated it, respectively,

– P and S are events when an action was punished or sanctioned, respectively,
– Eo and Ev are events when an agent explicitly invocated the respective norm

because of a compliance or a violation, respectively,
– wc, wo, wnpv , wp, ws and we are the weights for the six factors (‘norm

cues’) derived from [5] and defined in [3] (see also [2]), namely own norm
compliance/violation, observed norm compliance/violation, non-punished
violation, punishment, sanction and explicit norm invocation where these factors
are calculated from the counters listed above and

– ˛ and ˇ have to be chosen dependent on the weights wc, wo, wnpv , wp, ws and we

in a way that 0 � � � 1.

Whenever a decision is to be made which action is to be taken the saliences of all
related norms are updated, and the norm with the higher salience is applied for this
decision. Hence the distribution of norm saliences changes over time.

The simulation reports every extortion with several attributes similar to those
reported in the Sicily and Calabria database with more than 630 cases, mainly
between 2005 and 2011, such that every simulation run can be compared to the
database (which can be split into extortions that occurred in specific regions or
that were executed by specific families). Figure 6 (left) shows a scattergram which
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Fig. 6 Scattergram of the percentage of completed cases against the percentage of undenounced
cases. Simulation results of both versions of the model and historical extortions executed by four
groups of Cosa Nostra and ‘Ndrangheta’ families (left) and results of the normative version with
classification of the background input parameter as a function of the percentage of completed cases
and the percentage of undenounced cases (right)

represents 1000 runs of the simple stochastic version of the model (grey dots),
1000 runs of the sophisticated model (coloured dots) and four groups of Mafia
families which are differentiated according to their regions of activity. Each dot
represents either one run with several hundred attempted or completed, denounced
and undenounced extortions or one of the four groups of Mafia families, the
coordinates marking the percentages of unreported cases and of completed cases
(these are the only two variables for which the database provides a sufficient amount
of non-missing data). For the sophisticated version the dots are marked in different
colours according to the initialisation of the respective simulation run. When the
simulation starts, all agents’ memories are filled with a number of extortion-related
experiences and observations—in the case of violet, blue and green dots these are
experiences and observations which one would make in a traditional society, in the
case of yellow and red dots these are the ones which one would make in a civic
society.

From Fig. 6 two kinds of conclusions can be drawn which both relate to the
research questions raised in section 1.2:

– The relation between the percentage of unreported cases and the percentage of
completed cases is more or less the same for both versions of the model. These
two variables show a positive correlation when their values are both below 0.5—
and this is the case for simulated societies with a ‘civic’ background (and for
the simple version, not shown in Fig. 6 (right), for a high propensity to denounce
extortions), and they show a slightly negative correlation when the opposite holds
(and the variance of the percentage of completed cases is high). In artificial
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societies which are neutral, the denunciation propensity and hence the percentage
of unreported cases is medium, and the percentage of completed cases is highest,
as in civic societies extortions rare and rarely successful whereas in traditional
societies they are most often undenounced, and the success of the extortions
depends of the capability of victims to pay, and the competition between extorters
might decrease the success probability.

– The comparison of the simulation runs with the empirical cases shows that the
model predicts a much wider variety of outcomes than could be observed in
Southern Italy. The empirical cases are most similar to simulation runs with
a highly traditional background (which one finds in Southern Italy) whereas
simulation runs with a civic background have no empirical correlates, at least
not in Southern Italy. Criminal statistics from other countries analysed during the
GLODERS project in fact show that extortion is rare, for instance, in Germany
such that they do not even form a special category in the statistical records, hence
no reasonable statistics can be calculated which would lend themselves to be
compared to simulation results. In this respect, this model is a typical example of
a ‘case 1 model’ as ‘one or more relevant behaviours are relatively rare’ such that
only few ‘behavioural assumptions for agents can be derived from surveys’ [11,
p. 10] (see the discussion in [14]).

– Both scattergrams in Fig. 6 can in principle be converted into an explicit form
in the sense of the first research question in subsection 1.2, combining the two
output variables with the explanatory variable with the input parameter, but with
the restriction that it is mainly the sign and much less the absolute value of the
background variable which influences the output variable. Hence here we restrict
ourselves to discriminance analysis with the sign of the background variable
(sgn.b/) dependent on the percentage of unreported cases (x) and the percentage
of completed cases (y) and find that only in one out of six runs the sign of
the background is misclassified. The closed form is

sgn.b/ D

�
1 if 0:3436 � 0:2077x � y > 0:135

�1 if 0:3436 � 0:2077x � y < 0:135
(2)

Thus, answering the second question in Sect. 1.2, one could validate the model
for the full range of the historical background variable if one had, for instance,
in a future Eurobarometer or European Values Study, sufficiently many data about
the exposure of the interviewees to extortion and similar crimes and data about
the salience of traditional and more modern, civic or liberal norms. Unfortunately
such a dataset does not yet exist, but the model can provide information to design an
appropriate survey. But even this would not guarantee that real actors would credibly
unbosom how they ‘operate to produce [their] behaviour’.
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3 Conclusion

The two models and their target systems discussed in this paper do not have much in
common with respect to the theoretical assumptions behind them and the empirical
scenarios from which they were derived. But from all methodological point of view
they have—notwithstanding some differences—several features in common:

– In both cases a preliminary version of the respective model was drafted without
considering all empirical data. In the co-education case the first model only tried
to replicate the distributions of the gender relations over the period for which
data were available as these quantitative data were available prior to the results
of qualitative case analyses, whereas in the extortion racket case the quantitative
data were made available only after several different versions of the simulation
models had been designed according to the stylised facts and anecdotal material
which allowed for some qualitative understanding (in the sense of [1]).

– In both cases, extended versions of the respective models were designed, taking
into account the additional material which had been collected alongside the
model design. In the co-education case this was the inclusion of the development
of the sheer increase in numbers of boys and particularly girls attending high
schools during the 1960s, 1970s and 1980s which gave rise to a decrease in the
number of schools, taking into account that in less densely populated regions it
would have been much too costly to open separate schools for girls in the same
provincial town where a boys’ school already existed, thus modelling the change
in teacher gender relations as not only dependent on some first principles but
also on the change of the available labour force. In the extortion racket case this
was mainly the idea that not only the behaviour of the public (shop owners and
consumers), but also the behaviour of police and extorters is not purely random
but governed by norms which are being learnt during the communication among
all four (and perhaps even other) groups.

In the end, both simple cases showed that a satisfactory replicative validity
could be achieved when comparing their simulation results to the (unfortunately
still scarce) empirical data. If one compares the results of the more sophisticated
versions of the two cases, one finds that the replicative validity improves—slightly
in the extortion racket case, considerably in the co-education case—which for the
latter case is not really a surprise as part of the process is governed by the exogenous
data about the development of the numbers of teachers and of male and female
pupils. If these had had to be estimated endogenously this might have been more
questionable.

To conclude, a detailed analysis of two quite different target systems with
different access to empirical data has shown the difficulties of thorough validation
of simulation models against observational data. At the same time it has shown that
such a validation is indeed possible and that it opens new perspectives on empirical
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data to be retrieved, answering research questions which without a simulation
model—in the sense of a theory implemented in computer code—would never have
been asked.
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A Methodology for Simulating Synthetic
Populations for the Analysis of Socio-technical
Infrastructures

Koen H. van Dam, Gonzalo Bustos-Turu, and Nilay Shah

Abstract Modelling socio-technical systems in which a population of
heterogeneous agents generates demand for infrastructure services requires a
synthetic population of agents consistent with aggregate characteristics and
distributions. A synthetic population can be created by generating individual agents
with properties and rules based on a scenario definition. Simulation results fine-tune
this process by comparing system level behaviour with external data, after which
the emergent behaviour can be used for analysis and optimisation of planning
and operation. An example of electricity demand profiles is used to illustrate the
approach.

Keywords Agent-based model • Socio-technical system • Synthetic population

1 Introduction

To analyse and understand the operation of socio-technical systems, in which
physical systems interact with social networks, simulation models need to include
the behaviour of the actors in the model [1]. For example, the emergent behaviour
of a group of actors, modelled as agents, could generate the demand for services
provided by the socio-technical system. Individual characteristics of agents are
necessary to include heterogeneity in the simulation model while remaining con-
sistent with aggregate/average values for the population [2, 3]. In this chapter a
methodology to generate a synthetic population given certain land-use and general
population characteristics is proposed. The approach followed uses geographical
information system (GIS) data as input which is enriched with land-use data (e.g.
population density, floor space of offices) combined with statistics on the population
(e.g. employment rates, car ownership). A case study on electricity consumption is
used as an example of the proposed methodology and some illustrative results are
presented for an area in West London.
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2 Methodology

The core idea is that a synthetic population can be generated during the initialisation
of a simulation model using a few basic properties for the area considered, key
characteristics for the population and distributions of the activities they engage in
which together form the scenario definition. An “agent factory” then generates a
population of agents to make up the synthetic population, after which system level
behaviour can be analysed or used for validation of the generation step. Figure 1
shows a schematic for this workflow from scenario definition to output analysis.
The population data and general rules are characterised by probability distributions
(e.g. uniform or normal), while the individual data and individual rules at the agent
level represent a specific instance (e.g. a chosen departure time). The input of the
agent factory includes spatial (i.e. built environment) data, socio-demographic data
and technical parameters which can be provided through input files (e.g. shape files,
structured documents, or as variable values in the model definition). Examples of
typical inputs are given in Table 1.

Agent ID: xxxxx1Agent factory

Scenario definition

Synthetic population with n agents

Generates

ValidationExternal
data

Generates

Generates

Population
Data

Spatial

Socio-
demographic

Technical
parameters

General
Rules

Individual
data

System level behaviour
(emergence)

Scenario analysis
(transport,energy,etc.)

Individual
rules

Fig. 1 Methodology of generating a synthetic population based on a scenario definition

Table 1 Examples of scenario definition (with some sub-properties shown in brackets)

Input category General Scenario specific

Built environment
(spatial data)

Roads (type, speed), buildings or
areas (land-use, number of floors,
total footprint)

Electricity distribution
network (capacity and
layout)

Socio-demographic Population density, household size,
car ownership level, employment
rate, activity schedule (activity,
departure, deviation, occurrence)

Electric vehicle type market
share, PEV adoption level

Technical
parameters

Peak and base electricity demand
per household, average speed etc.

Charging infrastructure
access level, charging power
rates
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From this input data, the agent factory determines how many agents to create
and where their activity locations are. The number of agents living in a certain
location depends on the population density. Agents may be created in different
groups (e.g. workers or non-workers) again taking socio-demographic data into
account. The total floor space, based on footprint and number of floors, combined
with the land-use (e.g. leisure or commercial) of a building or neighbourhood affects
the probability that an agent chooses it as a destination for its activities.

In this work, the general activity schedule ASk for each group k of agents is
defined with a list of 4-tuples:

ASk D
˚�

ACTj; MDTj; SDj; PDj
�

(1)

For each activity ACTj, the departure times are modelled as a stochastic variable
following a normal distribution with a mean departure time MDTj representing
the peak hour of that period and considering a standard deviation SDj to account
for variability in the departure time among agents. A departure probability PDj is
included in the model to simulate that not every agent in that group undertakes all
the activities.

Three types of analysis can be done then by making changes to the scenario
input:

• Changes in land use or spatial planning can be explored by adjusting the spatial
configuration input files. This can be used to explore the impact of different
masterplans and proposed developments on the same population.

• Different population characteristics (i.e. socio-demographic data) can be pro-
vided to see how they impact the way people use the available city infrastructures.
This way one could experiment how changes in the population living in an area
could be reflected on the demand for infrastructure services.

• The user can experiment with the impact of different behavioural rules. This
could be used to test the consequence of incentives or policies that change how
people travel, work and engage in activities, by changing the occurrence and the
timing.

In next section an example is given following this methodology, including case-
specific data and behavioural rules for the agents.

3 Case Study: Simulating the Electricity Consumption
in an Urban Neighbourhood, Including Electric Vehicles

The example application used in this paper is the charging of plug-in electric
vehicles (PEVs) in an urban area, following the description in [4]. Driving reduces
the state of charge (SOC) of the battery which is recharged when the car is plugged
into a charging unit. Simulation of the spatial and temporal distribution of the
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Fig. 2 City layout used for the simulation. Colours represent the density for each borough

heterogeneous PEV owner activities generates PEV journeys and individual demand
for charging, giving detailed insights about where and when there is the potential
to recharge the PEV batteries. To assess the impact of this “mobile” load, local
distribution network conditions (including local demand for electricity from “static”
loads leading to constraints on the distribution network) have to be determined.
The spatially and temporally explicit static load is also simulated using the area’s
occupancy that is estimated using the same population and their activities and
transport demand, leading to electricity consumption profiles in the different areas
of the simulated city.

For this example, the number of PEVs simulated for each area is calculated
based on the number of cars (based on the population size, household size and car
ownership levels per area1) and level of PEV diffusion. Finally, the population for
each area is based on the density1 and footprint area2 (see Fig. 2). A combination of
general and scenario specific data is thus used (see Table 1) to set up the scenario.

During the initialisation of the model the agents are created based on the number
of PEVs in each area. Then, each agent is linked to a home, office and typical
place for shopping and leisure activities (based on the land-use) and its charging
infrastructure access level is defined. Next, this agent is linked with a PEV with
an initial SOC. Finally, the activity schedule for each agent is created based on the

1Extracted from Office for National Statistics data (http://neighbourhood.statistics.gov.uk/).
2From OrdnanceSurvey MasterMap data (https://www.ordnancesurvey.co.uk/).

http://neighbourhood.statistics.gov.uk/
https://www.ordnancesurvey.co.uk/
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Fig. 3 Output of simulated electricity demand for 5–30 % PEV adoption

general activity schedule of the agent’s group (see Eq. 1). If desired this process can
be deterministic to enable replication of scenarios or stochastic to explore parameter
space.

Once the population is created the simulation is run for a working day and
the residential and PEV electricity demands are generated. Different scenarios of
PEV adoption (from 5 to 30 %) are considered to analyse the impact of PEV on
the distribution network in different areas of the city (see Fig. 3). Although the
simulation generates individual agent data, the outputs can be aggregated spatially,
or according to different group attributes of agents (workers/non-workers etc.).

4 Conclusions

Social simulation is essential for realistic analysis of urban infrastructure systems
in which human activities drive demand [5]. If these demands are not part of
the simulation but provided as input (e.g. average values obtained from surveys)
it means the model cannot provide decision support for the impact of incentives
and behavioural change, or explore how such demands may change in the future.
By including the actors and their behaviour, the bottom-up generation of demands
means feedback loops can be explored by seeing what the response of the population
is on infrastructure changes. This way the social, the physical or both systems can
be varied to study the impact on overall system behaviour. For the case presented
this means that one can to experiment with detailed socio-economic data, looking
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at the impact of social factors on PEV adoption levels or smart charging operation.
Separating generation of the synthetic population from the rest of the simulation
means this model component is reusable and flexible in multiple case studies, but
also makes it transparent how the agents are generated based on selected input data.
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Modeling the Individual Process
of Career Choice

Mandy A.E. van der Gaag and Pieter van den Berg

Abstract Making a suitable career choice is a difficult task. Every year, many
adolescents prematurely end their studies, commonly citing “having made the
wrong choice” as the main reason. This is a problem, both for the adolescents
making these choices, and for society, which bears at least part of the cost of higher
education. A thorough understanding of how adolescents make these career choices
is essential to identifying the factors responsible for why the wrong choices are often
made. Identity development theory emphasizes the role of exploration in career
choice, but neglects many of the micro-level processes likely to play an important
role. Similarly, traditional decision theory often focuses on optimization of choice,
thereby neglecting the cognitive mechanisms that may explain deviations from
optimal choice. Here, we present a novel computational approach to modeling long-
term decision making. We combine elements of the macro-level theory on identity
development with a firm rooting in micro-level cognitive processes. Specifically,
we model decision making as an iterative process in which individuals can explore
new options or more deeply investigate options that are already under consideration.
The output of our model allows us to analyze how the quality of decisions depends
on various factors, such as aspiration levels, the tendency to explore new options,
and the ability to judge the fit of an option with one’s interests and capabilities.
We present some preliminary results that already show our approach can lead to
surprising conclusions, encouraging further development of this model in the future.
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1 Introduction

Choosing the right career is by no means a straightforward process for the vast
majority of adolescents in Western cultures. At a relatively young age (typically
between 16 and 20), students in secondary school are faced with making the
important decision of choosing a major in higher education. For example, in
the Netherlands, prospective students have to commit to a specialization even before
entering university, choosing between more than a thousand relatively narrowly
defined subjects.

For adolescents, making an important life choice out of so many options can be
a daring task. This is not only difficult because of the sheer number of options, each
with many facets, but also because adolescents are still very much in the process of
identity development. Because of this, many adolescents do not have a clear idea of
what their preferences and interests actually are; this makes the evaluation of options
all the more difficult. Making such an important decision is further complicated
by an imbalance in adolescent brain development: as limbic structures develop
more quickly than prefrontal structures, rational cognitive control is limited, and
emotional motivations are more likely to drive decisions [1].

A recent study among Dutch students [2] found that the most important reason
for dropping out of higher education was having made a wrong education choice.
Dropping out is a common phenomenon in Europe; 20–55 % of university students
do not complete their education [3]. Needless to say, this is a problem that not only
frustrates adolescents, but also comes at a significant cost to society.

1.1 Identity Development

Getting a clear idea of one’s own interests is crucial in making a fitting career
choice. Early identity development theorists Erikson [4] and Marcia [5, 6] posited
that ideas on “who you are and what you want” develop mainly in adolescence
through a process of exploration. Exploration is a broad behavioral construct: it can
be defined as any kind of behavior aimed at eliciting information (be it cognitive,
emotional or social in nature) about the self or the environment in order to make
a decision about an important life choice [7]. Different types of exploration have
been distinguished [8]; an important distinction is between “exploration in breadth”
(globally investigating multiple options) and “exploration in depth” (investing
time and energy to gain more information on a particular option). Germeijs and
Verschueren [9] found that both types of exploration are important for developing
suitable career commitments.

Although identity development theory is relevant for describing macro-level
variables relevant to making a career choice, research in this field offers little
knowledge on what happens to individuals on a micro-level [10]. Consequently, this
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framework does not provide a clear notion of what the basic mechanisms of career
exploration are, and how individual differences in these mechanisms may affect the
quality of choices made.

1.2 Information Processing Models

To be able to work towards policies to help adolescents make more suitable career
choices, it is vital that we understand this decision making process in more detail.
Decision science has a long tradition of modeling micro-level choice processes.
Traditionally, the study of decision making has been dominated by classic expected
utility theory. In this framework, decision making is presumed to be a rational
process of optimization between available options, given a function determining
the desirability (utility) of each option, based on various characteristics. Although
framing decision making as a process of sampling and subsequent optimization
may appear intuitively appealing, there is mounting evidence that very few human
decision making processes can be adequately modeled in this way [11]. In fact, there
is a growing movement of grounding models of decision making in basic nonlinear
cognitive processes (e.g., Decision Field Theory [12]; Query Theory [13]), rather
than assuming a “black box” psychology that is an optimization machine. These
information processing models are currently rapidly gaining ground (indeed, even
causing a paradigm shift; [11]).

1.3 Current Study

Here, we introduce a novel approach to modeling decision making processes that
combines macro level identity development theory with micro-level information
processing models. In contrast to existing models on career choice, our approach
allows us to study the effect of key factors within the process of exploration that
may differ between individuals (such as aspiration level or clarity of preferences).
In addition, by explicitly modeling the dynamics of decision making, we can gain
insights in the process of decision making, and how different processes are related
to different outcomes. Although our model is currently still under development,
we have already produced some interesting preliminary results. For example, we
observe conditions where it is always more beneficial to explore in breadth, than to
exploit options in depth.
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2 The Model

We are developing an event-based simulation model of individual career choice
processes in CCC. The general assumptions of our model are partly grounded
in information processing theory. Specifically, we model decision making as an
iterative process proceeding for a number of time steps (following Query Theory;
[13]), and assume that time is limited (following Decision Field Theory; [12]). In
line with personal identity development literature, we assume that there are two
ways to investigate options: exploration (in which new options are sampled), and
exploitation (in which options of particular interest are investigated in more depth).
We further assume that individuals judge options by their perceived fit with their
interests and capabilities; only options that are associated with a high perceived fit
are exploited and eventually chosen.

We assume that the focal individual has a set of options (S) under consideration
(where the size of S is limited to a maximum N; see Table 1 for an overview of
model parameters and variables). In each time step, the individual explores a new
option with probability m; this may lead to the addition of the newly explored option
to S. With the complementary probability, she randomly exploits one of the options
that is already in S. In the very first time step, the individual does not yet have any
options under consideration, and can therefore only engage in exploration. In any
time step, an option may be chosen. The model runs for a maximum of T time steps;
if no option is chosen before time runs out, the individual is forced to choose the
option in S with the highest perceived fit.

2.1 Exploration

Exploration is modeled as the random sampling of an option from a pool of potential
options. We assume that each of the potential options has an “objective fit” (xo),
drawn from a standard normal distribution. This is meant to reflect that some options
are more suitable to the focal individual than others, and that options that fit very
well or very poorly are rarer than options with an intermediate fit (other distributions
can also be considered). We further assume that individuals are not able to directly
perceive the objective fit of an option. Rather, their perceived fit (xp) of an option is
subject to some error, such that

xp D xo C " (1)

where " is drawn from a normal distribution with mean 0 and standard deviation a.
The parameter a determines how accurately the individual is able to judge the fit
of an option, which captures differences in level of identity development (i.e., how
clearly defined own interests and preferences are). A newly explored option will be
included in S if there are fewer than N options under consideration. Alternatively,
the newly explored option may replace the option in S with the lowest perceived fit,
if it has a higher perceived fit. Otherwise, the newly explored option is discarded.
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Table 1 Parameters and variables of the model

Parameter Description

T The number of time steps available for
exploring/exploiting options before a decision has to
be made

N The maximum number of options the individual can
have under consideration at any point in time

m The probability with which the individual explores a
new option in any time step. With the complementary
probability, the individual exploits an option already
under consideration

a The standard deviation of the normal distribution
from which perception errors are drawn (the mean of
this distribution is 0). The perception error
determines the distance of the perceived value of the
fit of an option from the objective fit. With increasing
a, the individual is less accurate in her assessment of
the fit of an option

t1 The first aspiration level. If the perceived fit of an
option exceeds this number, the individual takes this
option under consideration

t2 The second aspiration level. If the perceived fit of an
option exceeds this number, the individual chooses
this option

� The recency factor. This number determines the
weight past experiences relative to the current
experience with an option. If smaller than one, the
recency factor leads individuals to discount the past

Variable Description
S The set of options under consideration
xo The objective fit of an option
xp The perceived fit of an option
r Number of times an option has been exploited

2.2 Exploitation and Choice

When exploitation occurs, one of the options in S is selected for further investi-
gation. In this case, the individual randomly draws an option from the options in
S that have a perceived fit that exceeds their first aspiration level (t1). This first
aspiration level is meant to reflect the idea that individuals will only exploit options
that they are at least moderately interested in. Through exploitation (be it hands-
on experience with the option, discussing the option with friends, further reading,
or otherwise), the individual may update her perceived fit of the option so that
it eventually comes closer to the objective fit. Exploitation occurs in a similar
fashion as exploration, but past experience is taken into account when updating the
perceived fit of the option. Specifically, the updated perceived fit (xp

0) depends on
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the previous perceived fit (xp) as follows:

x 0
p D

�rxp C xo C "

�rC 1
(2)

where " denotes an error term drawn from a normal distribution with mean 0 and
standard deviation a (as in Eq. 1), � represents a recency factor (ensuring that a new
experience is weighed more heavily than experiences in the past), and r denotes
the number of times the option has already been evaluated in the past (this ensures
that the influences of new experiences diminishes as the total experience with an
option increases). Over time, repeated exploitation will lead xp to approach xo. If
the perceived fit of any of the options in S exceeds a second aspiration level t2,
the individuals decides for this option. If time T has run out before an option has
exceeded t2, the option in S with the highest perceived fit is chosen.

2.3 Simulation Setup

There may be variation between individuals in the number of options that they
are able to consider at the same time (N), the time and effort they invest in the
decision making process (T), the accuracy with which they are able to judge the fit
of an option (a), their tendency to explore new options relative to their tendency to
exploit options already under consideration (m), the emphasis they place on recent
experiences with an option, relative to experiences further in the past (�), and their
aspirations levels, both for whether they are willing to consider an option at all
(t1), and for their final choice (t2). With this in mind, we have run preliminary
simulations exploring a relatively wide range of parameter settings for a (number of
parameter settings [n]D 51), m (nD 51), t1 (nD 4), and t2 (nD 4). For now, we have
kept three parameters constant: T (100), N (3), and � (0.5). For each of the in total
41,616 parameter combinations, we have run 1000 replicate simulations (a total of
41,616,000 simulations).

3 Preliminary Results

Figure 1 shows a single simulation run of the model. Although this specific run
may of course not necessarily be illustrative of the overall patterns, it does give
an intuition for how our way of modeling long-term decision making can lead
to patterns that would not be observed with more classical optimization-based
approaches. For example, if individuals have trouble accurately assessing the fit
of an option (i.e., they have a relatively high value of a), they may choose an option
that is actually below their aspiration level for making a final choice (t2), even if they
may have been likely to explore a better option before time runs out. In Fig. 1 for
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Fig. 1 A single simulation run of a career choice process over time. Each pair of solid and
dashed lines with matching colors represents an option in S. Solid lines represent the perceived
fit of options (xp), dashed lines represent their objective fit (xo). The horizontal grey dotted line
represents the first aspiration level (t1); the horizontal black dotted line represents the second
aspiration level (t2). The vertical dot dashed line represents the moment a decision is made (after
which the career choice process ends, but we show this to illustrate the dynamics of the model).
Options with a perceived fit below t1 are not exploited; all solid lines below t1 are unchanging
(note that this may occur even if the objective fit does exceed t1; see the lime-colored option
around tD100). Options with a perceived fit above t1 are exploited (their perceived fit changes
over time, and tends to approach the objective fit). When the perceived fit of an option exceeds
t2, that option is chosen. Parameter values for this simulation run are as follows: T D 200; N D 3;
m D 0.1; a D 0.5; t1 D 1.0; t2 D 2.0; � D 0.9

example, the purple option is chosen, even though the objective fit of that option is
below t2. For illustrative purposes, the dynamics of the simulation after the moment
of choice are also shown (even though the choice cannot change after this point).
After the moment of choice, the perceived fit of the purple option drops below
t2. Also, at a later point, a much better option than the purple option is explored
(the turquoise option). This illustrates that if an aspiration level is relatively low,
especially in combination with a low accuracy of estimating options, this can lead
to relatively poor choices.

Figure 2 shows an overview of simulation outcomes across a wide range of
parameter combinations. Perhaps not surprisingly, individuals tend to make poor
choices if they have a very low aspiration level for their final choice (t2). However, if
this aspiration level is very high, their choices are not necessarily good either. This is
probably because with too high aspiration levels, combined with a low tendency to
explore (m), individuals may “get stuck” in investigating options that will not cross
their choice threshold, until time runs out and they are forced to choose the best of
inferior options.
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Fig. 2 The effect of aspiration level (t1 and t2), exploration tendency (m), and accuracy of judging
the fit of options (a) on the objective fit (xo) of the final choice. For each parameter combination (a
total of 41,616), colors indicate the average objective fit of the final choice across 1000 replicate
simulations, red indicates choices with a high objective fit, blue indicates choices with a low
objective fit. In each subgraph, ranges of 51 values of both m and a are depicted (both varying
with step size 0.02, between 0.0 and 1.0). Parameter combinations for which t1 is equal to or
exceeds t2 have been omitted

Under the current assumptions, the effect of the first aspiration level (t1,
determining whether options are worth exploiting) is more clear; as it increases,
choices generally tend to be better. There seem to be some interesting interaction
effects for individuals who have high standards for choosing an option (t2) but
relatively low standards for considering one (t1). If these individuals can accurately
estimate the fit of an option (low a), exploiting options does not seem beneficial; this
will not improve the subjective fit as this is already close to the objective fit, and the
individual has a better chance of finding a good option by exploring a lot. In contrast,
individuals who are relatively inaccurate (high a) seem to be better off exploiting
options in depth, as this improves their estimation of the objective fit, decreasing
their initial inaccuracy and making it more likely to choose a fitting option. In
general, it seems to be more beneficial to be more accurate. Surprisingly however,
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we also observe a small range of conditions, when the exploration tendency (m) and
the first threshold (t1) are low, in which better choices are made by individuals with
who are less accurate in estimating the fit of an option.

4 Concluding Remarks

At present, our results are too preliminary to come to any definite conclusions about
the workings of our model, and how it may illuminate long-term choice processes.
In the coming time, we intend to develop this model further, and aim to investigate
the effect of variation in the parameters we have so far kept constant (N, T, and �).
In later stages of the model, we may consider stronger effects of first experiences
(as in Query Theory), and extensions of the model from a more developmentally
oriented perspective. For example, it may be interesting to consider if the objective
value of an option is not constant, but may change through identity development. In
addition, we may consider extensions of the model to include interactions between
options, and cognitive biases. Having said that, our first results already suggest that
the parameters of our model affect the outcome in relatively complex ways—even
for the relatively simple first model presented here. Encouraged by these first results,
we are eager to analyze and develop this model further. We aim to connect the
model outcomes to verbal theories on career choice and identity development. In
this way, we hope to contribute to a deeper, fundamental understanding of career
choice processes, which eventually may be used to help young people effectively
navigate difficult life decisions.
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Modelling the Role of Social Media
at Street Protests

Annie Waldherr and Nanda Wijermans

Abstract Occupy, the Gezi park movement, the Maidan protests, or the recent
solidarity marches for Charlie Hebdo—since the uprisings of the Arab Spring,
we could observe many examples of on-site protests on big squares and streets
being accompanied by waves of collective action in social media. We present the
design stage of an agent-based model that will allow us to explore the following
questions: What role does social media play in street protests? How does social
media usage influence the dynamics of collective action during street protests? Do
social media affect the speed, scale, fluctuation, duration of the protest at large, and
in which way? Do they impact specific crowd patterns, e.g., the development of
groups within groups? The model builds on and integrates existing models of social
media, protests, and crowd behavior to simulate the dynamics of street protests in
an urban setting. Our central aim is to compare scenarios with intense, moderate,
and no social media usage by the protesters.

Keywords Protest • Social media • Social networks • Crowds • Modelling

1 Introduction

Shortly after the massacre in the Paris editorial office of the Charlie Hebdo
magazine, the hashtag #JeSuisCharlie was shared millions of times in online social
networks as a symbol of solidarity with the killed journalists. Also on the streets,
people soon gathered to protest for freedom of expression which culminated in
several millions coming together for funeral marches in Paris and other cities around
the world 3 days after the attack. The intriguing question is how these two dynamics

A. Waldherr
Free University of Berlin, Institute for Media and Communication Studies, Berlin, Germany
e-mail: annie.waldherr@fu-berlin.de

N. Wijermans (�)
Stockholm University, Stockholm Resilience Centre, Stockholm, Sweden
e-mail: nwijermans@gmail.com

© Springer International Publishing AG 2017
W. Jager et al. (eds.), Advances in Social Simulation 2015, Advances in Intelligent
Systems and Computing 528, DOI 10.1007/978-3-319-47253-9_41

445

mailto:annie.waldherr@fu-berlin.de
mailto:nwijermans@gmail.com


446 A. Waldherr and N. Wijermans

of online social networks and street protests are interconnected. For instance,
would the same amount of people have been mobilized to the street without the
#JeSuisCharlie hashtag online?

Questions like these have been puzzling social scientists since the uprisings
of the Arab spring. There and in many subsequent protests around the world we
could observe examples of on-site protests in town squares and streets that were
accompanied by collective action in social media (e.g., the Occupy movement, Gezi
Park protests in Turkey, or Maidan protests in Ukraine). However, besides much
speculation and theoretical discussions about the role and effects of social media
on social protests, science has given few answers. Most of them were based on
empirical studies, such as surveys of protesters (e.g., [12]). The social simulation
community has to date only rarely contributed to these questions. However,
particularly agent-based modelling (ABM) approaches are perfectly suitable for
investigating the interacting micro–macro-dynamics at work in the phenomenon.

With our modelling project we aim to explore the following questions with an
ABM: What role do social media play for street protests? How does social media
usage influence dynamics of collective action during street protests? Do social
media affect the speed, scale, fluctuation, duration of the protest at large, and in
which way? Do they impact specific crowd patterns, e.g., the development of groups
within groups? These questions are not only relevant for extraordinary, large-scale
protest events (as introduced above), but also for smaller street protests that take
place every week in different settings.

This conference contribution presents the design stage of an agent-based protest
model that includes the role of social media. The central aim of the model is to
compare simulated scenarios of protests without social media to protests with social
media. This will enable us to develop informed hypotheses regarding the effects
of social media on the dynamic patterns of street protest that can later be tested
empirically.

2 Bringing Media, Protest, and Crowd Models Together

Currently, we see two relevant streams of modelling research that we can build on:
(1) social media models and (2) protest models.

Social Media Models In recent years, modellers showed growing interest in
online social networks and communities such as Twitter, Facebook, or Wikipedia.
Existing simulation models on social media communication focus mainly on online
behavior such as sharing information in social networks [11, 13]. Other authors
focus on online opinion dynamics, such as Iñiguez et al. [4] who model editing wars
on Wikipedia, or Sobkowicz and Sobkowicz [9] who study dynamics of polarization
in a political discussion forum online. Finally, an emerging strand of research seeks
to understand collective emotions online with an ABM approach (e.g., [8, 10]).
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Protest Models Research on models of protest typically involves anecdotal refer-
ences to protests to highlight the importance of looking at social media and their
potential for social change and conflict (e.g., [3, 6]). However, there seem to exist
only few models of protest. Epstein’s [2] model of civil unrest that was used as
an illustration of the ABM approach is the best-known model. The aim of this
rather abstract model is to simulate rebellion against a central authority (Model I), or
violence between two rival groups (ethnic violence) that a central authority seeks to
suppress (Model II). Other models of protest appear to be adaptations of the Epstein
model, such as Kim and Hanneman’s [5] adaption to worker protests.

We find very few models that bring together protest and social media. Casilli
and Tubaro [1] explore the effect of social media censorship on civil protest by
adapting the visual range in the Epstein model to represent the impact of censorship.
Makowsky and Rubin [7] use their ABM to show how highly centralized power
and widespread connectivity through ICTs interact and generate massive and rapid
preference revelations that fuel large-scale social change like the Arab Spring. Hu
et al. [3] similarly present an agent-based network model that generally explores the
impact of ICT connectivity on collective social action in different cultural contexts.

From the state of research, we infer two main research desiderata. First, there
are still too few models that connect social media and protest models to explain the
interplay between online and offline behaviors of protests. Second, existing models
mainly emphasize large-scale macro-dynamics of rebellion or social change and
neglect the specifics of the geographical settings where street protests take place.
Thus, the second research desideratum is to connect protest models and crowd
models that emphasize movement. This will allow us to model the specific dynamics
of street protest in an urban setting.

3 The Conceptual Model

Our model, called SIMPROC, aims to explore the interplay between online and
offline behavior and its effects on the crowd in a street protest. In particular, we seek
to study the extent to which social media informs individuals’ decisions to join,
stay at, or leave a protest event and how this leads to different protest dynamics
and crowd patterns at large. More specifically, we are interested in size, speed of
mobilization, and duration of the protest and specific crowd patterns such as the
development of psychological groups. Do these significantly differ in scenarios with
intense, moderate, or absent social media usage?

The model is embedded in an urban protest context, i.e., situated as a street
protest. This involves protests where the demonstrators walk a certain route and/or
gather at a particular location. The environment consists of an on-site (street protest)
and off-site (home) area. The on-site area reflects (narrow and wide) streets, (low-
high) buildings, and points of interests to meet at (squares, marketplace, and parks).
There are three types of agents: citizen agents, law enforcement officer agent
(LEOs), and traditional media journalist agents. Each agent can be online or offline
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which is reflected by a multilayer social network of connections that may affect
the agents (social media, traditional media, and local surroundings). Citizen agents
can decide to join, stay at, or leave the protest, be online or offline, move to a
particular location on the protest site and can communicate about events and their
current location. They are affected by others that are physically or socially close
and at that time connected to them. LEOs are by default offline, move on-site
based on an adaptive scenario that draws on the initial setting of the anticipation of
escalation and emerging protest cues (e.g., size, social group formation/asymmetry,
and media). Traditional media journalists at first display an adaptive behavior
similar to the LEOs. They are by default online and mainly off-site, but some
are on-site to report. In correspondence with our aims, the experimental model
allows for manipulating social media (on/off) and experimenting with different
social structures, such as small vs. large friendship networks, focused vs. dispersed
networks, reciprocal friendship networks vs. directed reputation, and different ratios
of offline and online relationships (Fig. 1).

Fig. 1 Class diagram of the protest model SIMPROC
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AgentBase: Agent Based Modeling
in the Browser

Wybo Wiersma

Abstract AgentBase.org allows for Agent Based Modeling (ABM) directly in the
browser. One can edit, save, and share models without installing any software or
even reloading the page. Models use the AgentBase Library, and are written in
CoffeeScript, which is instantly interpreted as JavaScript. The AgentBase Library
provides a rich set of resources for moving and drawing agents, neighbour detection,
and other things expected from ABM toolsets. AgentBase is optimized for making
illustrative models. It is opinionated software which values simplicity and clean
model code over CPU performance.

Keywords AgentBase • NetLogo • ABM • Agent based modeling • Illustrative
models • abm toolset • abm platform • JavaScript

1 Introduction

AgentBase.org is a minimalist Agent Based Modeling (ABM) platform that allows
one to quickly build models that run directly in the browser [2]. It follows NetLogo’s
Agent oriented Programming model and is entirely implemented in CoffeeScript
[7, 12, 16]. Its quick feedback between tinkering and model behaviour makes it
surprisingly fun to use. And the ability to share models with nothing more than a
hyperlink (no software or browser-plugins to install), across all major browsers (IE,
Firefox, and Chrome), makes the models very accessible.

After AgentBase.org is described more in depth, its design philosophy will be
explained, clarifying how it relates to other ABM toolsets. This will be followed by
a brief description of how to build your first model.
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2 AgentBase.org and the AgentBase Library

AgentBase.org provides the web platform, while the AgentBase Library is the
toolset for model-building [3]. The toolset is Open Source (GPLv3) and written
in CoffeeScript. In layman’s terms CoffeeScript is a clearer, less verbose dialect of
JavaScript. The AgentBase toolset was derived from AgentScript, a similar Open
Source toolset that tries to reimplement NetLogo in JavaScript [5]. The AgentBase
Library is more streamlined, and more thoroughly tested than AgentScript, but we
will get back to this in the design philosophy section. Besides the CoffeeScript
language, that—through JavaScript—allows models to run directly in the browser.
HTML canvas is also used to render models in the browser [9]. Models made
with the AgentBase library can be exported, and used on any website, not just on
AgentBase.org.

The web platform, AgentBase.org, is a site for sharing and editing models. It uses
the ACE text editor, which mimics the powerful editors used by programmers, in
the browser, and is implemented in JavaScript, so it does not require anything to
be installed [1]. The ABM model code held by the editor is instantly (client-side)
compiled from CoffeeScript to JavaScript using the Browser.coffee library, and then
executed, when the user hits run [6]. So changes are immediate. ABM models and
any changes to them are stored on GitHub, the site most commonly used for sharing
and managing code repositories [8]. They are stored in the so-called Gists, which
are mini-repositories. Users of AgentBase.org thus need a GitHub account to save
models in their own name. No other accounts (not even an AgentBase.org account)
are needed. On the server-side, AgentBase.org is implemented in about 150 lines
of NodeJS, and it uses the MongoDB database for keeping track of models’ Gists
repositories [11, 13].

3 Design Philosophy

There are two types of ABMs that we define here as Illustrative and Predictive.
Illustrative ABM models are models that serve to illustrate a sociological or other
process to fellow scholars, or other human audiences. A good example is Schelling’s
segregation model, which illustrated that even slightly racist preferences can lead to
complete segregation on a macro scale, and that thus segregation does not imply
high levels of racism, as was previously thought. Yet because it was an illustrative
model, and kept simple—it used a chessboard type grid, not real city maps—the
model could not be used to predict segregation in actual neighbourhoods [14, 15].
Illustrative models are kept intentionally simple so they can be more effectively
communicated. While predictive models approach reality much closer in terms of
complexity, making them better at predicting outcomes, but too opaque to illustrate
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individual processes. The test of an illustrative ABM is not predictive power, but
whether it elucidates the modelled process to colleagues; whether they think it make
sense [10].

AgentBase is optimized for the quick development of illustrative—not
predictive—ABM models. And it is exactly because illustrative models benefit
from being easily shareable, that AgentBase was made to run in the browser.
Similarly, CoffeeScript, a relatively slow scripting language, was chosen for its
readability. The beauty and elegance of a language— the so-called syntactic
sugar—matters a lot for this, as well as for productivity. CoffeeScript is a lot
cleaner than JavaScript, because it leaves out semicolons, and superfluous brackets,
and makes object-oriented programming a lot more straightforward. And while it
is true that most software engineers are more familiar with JavaScript than with
CoffeeScript, illustrative models—and their code—aim to speak to scholars, not
to software engineers, and they will find CoffeeScript much easier to read. Other
design-choices in terms of function-naming, etc., that make the model code easier
to read, but slightly slower, have been favoured as well. AgentBase values readable,
pretty code over CPU performance.

Another choice that sets AgentBase apart is that unlike Tortoise and AgentScript,
it does not aim to reimplement NetLogo, or parts of it. Though NetLogo is a very
rich ABM toolset, many of its functions and some of its design are optimized
for the Logo language, and the Desktop environment, and some of it could also
be considered bad. Some of its functions are—for example—really badly named
for readability, such as ‘cp’ shortcut for clear patches and ‘fd’ for forward. Also,
CoffeeScript as a language is quite different from Logo (it is more inspired by
the C and Java languages than Lisp), and therefore different ways of organizing
functionality make more sense. In addition to furthering the illustrative power of
models, readable code that can be changed and shared from a webpage as easily
as a Wiki document also helps lower thresholds to contribution. This would be
expected to help more people get involved, similar to how Wikis did this for
text-editing. Which could further models’ reusability, and increase their academic
impact. Finally, AgentBase also sets itself apart because it is well-tested through
good coverage by automated tests.

4 Your First Model

Models for AgentBase only need to implement two methods: setup() and
step(). The Template Model on agentbase.org essentially consists of the follow-
ing [4]:

class MyModel extends ABM.Model
setup: ->

@patches.create()
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for agent in @agents.create 25
agent.shape = u.shapes.names().sample()

step: ->
for agent in @agents
agent.forward()

new MyModel(div: "model").start()

Setup() creates the patches and 25 agents, and gives them each a random
shape. Step() then makes the agents move forward. Visit AgentBase.org and
tinker with it! (and save it under a different name)

If you want to embed the model in your own webpage, just download and unzip
AgentBase. The model can then be directly embedded with:

<html>
<head>

<script src="agentscript.js"></script>
<script src="coffee-script.js"></script>
<script type="text/coffeescript">
...your model...
</script>

<head>
<body>

<div id="model"></div>
</body>

<html>

To conclude, AgentBase is a toolset well-suited for the quick development of
models that can easily be shared and extended. Its use of CoffeeScript makes models
more readable, without diverging from browser standards. And though AgentBase
limits itself to the niche of illustrative models, this is the niche that many, if not
most, academic models fall into.
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