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Preface

This volume on “Intelligent Robotics and Automation Systems” from the Springer
Communications in Computer and Information Science series (Springer CCIS) consists
of the best papers selected from LARS 2015 (the 12th Latin American Robotics
Symposium) and SBR 2015 (the Third Brazilian Symposium on Robotics).

LARS 2015 and SBR 2015 comprised a comprehensive scientific meeting in the
area of intelligent robotics, bringing together researchers as well as, undergraduate and
graduate students of computer science, electrical engineering, mechatronics engineer-
ing, mechanical engineering and related areas. The LARS/SBR 2015 event can be
considered as the most important Latin American symposium on robotic.

LARS/SBR 2015 were the major scientific/academic events of the Robotics Con-
ferences 2015. These conferences also covered the 14th Latin American Robotics
Competition (LARC 2015), the 13th Brazilian Robotics Competition (CBR 2015, 13ª
Competição Brasileira de Robótica), the Brazilian Robotics Olympiad (OBR 2015,
Olimpíada Brasileira de Robótica), and the National Robotics Shows (MNR 2015,
Mostra Nacional de Robótica).

The 2015 Robotics Conferences 2015 were held from October 28 to November 1,
2015, on the campus of the Universidade Federal de Uberlândia (UFU) in the city of
Uberlândia, Minas Gerais, Brazil.

These events were the result of a joint action of the Brazilian Computer Society
(SBC), the IEEE Latin American Robotics Council and IEEE Robotics, the Automation
Society Chapter of Brazil, and RoboCup Brazil, with support from FAPEMIG,
CAPES, and CNPq.

We received 80 submissions from ten countries, from which 65 papers were
accepted. Each submitted paper was reviewed by at least two experts. The
acceptance/rejection decision used the following criteria: All papers with two positive
reviews were accepted, and those with two negative reviews were rejected. Borderline
papers (with one positive and one negative review) were analyzed carefully by the
conference chairs in order to evaluate the reasons given for acceptance or rejection. Our
final decision on these submissions took into account mainly the potential of each paper
to foster fruitful discussions and the future development of robotics in Latin America
and Brazil, including papers at initial stages. In some cases, an additional review was
made in order for a decision to be taken. The best papers were selected considering the
highest scores obtained according to the reviewers. We selected the 17 best papers from
LARS and SBR 2015. Extended and improved versions of the best papers were
requested from the authors of these 17 papers. The submitted articles were reviewed
again by selected Program Committee members of the conferences and, after correc-
tions, the articles were accepted for publication in this volume of the CCIS series.



We would like to thank all the authors, whose work and dedication made it possible
to put together an exciting book. We are also enormously grateful to all Program
Committee members and reviewers for their goodwill in cooperating for the success of
this book.

We hope that you will find these papers interesting and consider them a helpful
reference in the future.

July 2016 Fernando Santos Osório
Rogério Sales Gonçalves
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Evaluating the Performance of Two Computer
Vision Techniques for a Mobile Humanoid Agent

Acting at RoboCup KidSized Soccer League
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Luiz Antonio Celiberto Jr.2, and Reinaldo A.C. Bianchi1

1 Electrical Engineering Department, FEI University Center,
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Abstract. A humanoid robot capable of playing soccer needs to iden-
tify several objects in the soccer field in order to play soccer. The robot
has to be able to recognize the ball, teammates and opponents, infer-
ring information such as their distance and estimated location. In order
to achieve this key requisite, this paper analyzes two descriptor algo-
rithms, HAAR and HOG, so that one of them can be used for recog-
nizing humanoid robots with less false positives alarms and with best
frame per second rate. They were used with their respective classical
classifiers, AdaBoost and SVM. As many different robots are available
in RoboCup domain, the descriptor needs to describe features in a way
that they can be distinguished from the background at the same time
the classification has to have a good generalization capability. Although
some limitations appeared in tests, the results were beyond expecta-
tions. Given the results, the chosen descriptor should be able to identify
a mainly white-ball, which is clearly a simpler object. The results for ball
detection were also quite interesting.

Keywords: Humanoid robots · Monocular vision · Object tracking

1 Introduction

Object detection is one of the key challenges in computer vision and its a nec-
essary precondition for robotic soccer players. Identifying objects, such as other
robots, can determine which team will win the game. However, in this context,
selecting an appropriate visual descriptor for object representation to get a high
detection rate, in real time, is quite challenging.

Aiming to develop a vision system for a humanoid robot, capable of play-
ing soccer inserted in the RoboCup domain, more specifically in KidSize league,
c© Springer International Publishing AG 2016

F. Santos Osório and R. Sales Gonçalves (Eds.): LARS 2015/SBR 2015, CCIS 619, pp. 1–19, 2016.

DOI: 10.1007/978-3-319-47247-8 1



2 C.O. Vilão Jr. et al.

(a) B2 Robot

Fig. 1. A Darwin-OP [2] based robot developed by the University Center of FEI

two well known techniques for visual descriptors will have their performance
compared in order to achieve the goal of identify other robots. This two tech-
niques are the HOG - Histogram of Oriented Gradients with SVM classifier and
the cascade HAAR Wavelets with boosting classifier. Figure 1 shows the robots
developed by the FEI University Center [1] having as basis the Darwin-OP [2]
platform and the ball used in Robocup 2015 competition.

Mainly two methods are used for object detection. Sliding window techniques
scan the input image several times over different positions and scales classifying
each sliding window. Other methods generate hypotheses by evidence aggrega-
tion. Parts of the objects are generally used for this purpose.

A discussion on some of the most successful sliding window techniques are
proposed so that can be possible to use one of those methods for robot and ball
identification. Both techniques fit in appearance-based methods, which learn the
characteristics of the classes robot and not robot from a set of training images.
Each training image is represented by a set of local or global descriptors [fea-
tures]. Those features are used by the classification algorithm to create a decision
boundary between those two classes. Features are commonly used instead of pix-
els values as they can code a high level object information. It is possible to see in
Fig. 2 the mainly white-ball used on Robocup soccer competition has few gray
details.

1.1 Domain

RoboCup is an international research and education initiative, it is also a com-
petition, which goal is to increase robotic research by providing problems where
a huge range of technologies can be integrated. It is compound of competitions
aiming several types of robots.

This project is based on the main soccer humanoid competition for robots, the
RoboCup and in its agent performance, more specifically, in KidSize category.
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(a) Nike England Size
1 Ball

Fig. 2. The ball used in Robocup humanoid KidSize league. Source: [3]

The KidSize category comprehend all humanoid robots that has up to 90 cm
height.

The playing field consists of a flat, leveled surface covered with artificial
grass. Ten centimeter wide segments are used for penalty marks and for the ball
starting position. The field is limited by two larger lines, called side lines, and
two smaller ones, defined as base lines, where the goals are positioned. All areas
located outside these four lines are considered unknown and undefined.

The lighting conditions provided by the organization are considered enough
but it always depends on the site of the competition. It is defined around the
field a place where only a human judge, his human assistants and two human
handlers can act. No participant can use below the waist, similar colors to those
set for the field, ball or goals.

Only human equivalent sensors are allowed, but are not mandatory.
Humanoid robots must be in the form of their bodies similar to the human
being, should have legs and arms. A series of size restrictions are applied to the
agents body measures, in a way that the robots don’t have too long arms or too
long legs. Those limitations are necessary to keep the look of robots similar to
the humanoid form.

Four humanoid robots compete in RoboCup Humanoid KidSize environment
each one has a single full-hd camera, and has to rely on its provided image, as
it is its main perception sensor.

The kidSize environment has its own rules regarding limits for robot, which
has to have only human features, but there is no standard when it comes to
robot shape. This means that as long as the robot has two arms, and their size
is within the rules, these arms doesn’t have to be equal in terms of construction.
The same analogy can be made for the torso and legs. This states that the
diversity of robot can be enormous and still be in accordance with the rules.

The robots field of view is limited to 180◦, this means that the maximum
angle between any two points in the overlay of all the cameras mounted on
the robot’s field of vision must necessarily be less than 180◦. The mechanism
to rotate (pan) the camera is limited to 270◦, 135◦ to either side as from the
position to look forward. Since the mechanism to lift (tilt) the camera is limited
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to 90◦ measured from the horizontal line. These restrictions aims to simulate the
same limitations of the joints of the human neck.

Following this line of human limitations, is to set the robot in any position
and from any angle of the camera or robot, one may not be able to view both
goals at once. The number of cameras is limited to two, however, the monocular
vision is also allowed. Either way it has to be placed in the head of the robot.

Robots participants of the humanoid league competitions must have bodies,
predominantly black, gray, silver or white, with the limitations of being non-
reflective. Only exception are the legs which must be black. Any color of the
field, goal, ball or opponent must be avoided in the robot. Arms, legs and bodies
must have solid appearance and must be marked with the color magenta (for
agents of the red team) and the cyan (for agents of the blue team), both brands
must be at least 5 cm and be visible in both sides of the legs and arms.

This paper is organized as follows: in Sect. 2, related work explains how HOG
and HAAR descriptors works and how they have been used by other researchers,
in Sect. 3 show some methodology for testing both descriptors, Sect. 4 a few
experimental results for robot detection and for ball detection, finally Sect. 5
concludes this work.

2 Related Work

Many researchers proposed a huge number of techniques to describe objects [4,5],
to track pedestrians [6–9], vehicle identification [10] and face recognition [11].

In [12], the most famous visual descriptor Multi-scale Block Local Binary
Pattern MB-LBP [13], HOG [14] and HAAR [15] were adapted for use with
AdaBoost [16].

In our previous work [17], due to the variety of robots in the KidSize category,
the lack of training images, a classifier such as the support vector machine [18]
was trained using the information of several human images and a small dataset of
robot images. Another worth citing work, much closer to the proposed domain,
was done by [19] who used a hog descriptor to identify NAO robots [20].

2.1 HAAR-Boosting

In mathematics, the Haar wavelet is a sequence of rescaled square-shaped
functions which together form a wavelet family or basis [21]. Wavelet analy-
sis allows a target function over an interval to be represented in terms of an
orthonormal function basis. The Haar wavelet is not differentiable as it is
a continuous function, even though this could be a technical disadvantage
this function can determine sudden transitions, specially in images [21].

Basically, when every pixel of an image has to be computed the feature
calculation tends to be expensive, [22] proposed an alternative feature set that
is based on Haar wavelets, instead of using pixel intensities. The idea of using
Haar wavelets, was next improved by Viola and Jones [15], and originated the
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Haar-like features, which are digital image features used in object recognition.
One of the first applications of this technique was a real-time face detector [15].

For computing Haar like features one has to consider adjacent rectangular
regions at a specific location in an image, compute the sum of pixels intensities in
that region and then calculate the difference between the sums. This difference is
then used to categorize subsections of an image. The position of these rectangles
is defined relative to a detection window that acts like a bounding box to the
target object. Figures 3 and 4 shows some of the commonly used features.

The AdaBoost algorithm has been introduced by [16], and is a classification
algorithm which approach consists on creating a highly accurate prediction rule
by combining relatively weak and inaccurate rules.

(a) Edge Features (b) Horizontal and
Vertical Line Features

(c) Diagonal Line
Features

(d) Center and
Surrounding
Features

Fig. 3. Some simple HAAR-like features used for describing objects. Source: [23]

(a) Edge Features

(b) Horizontal and Vertical Line Features

Fig. 4. Some operations applied to simple HAAR-like features used for describing
objects. Source: [23]
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The AdaBoost calls a weak classifier repeatedly using iterations t = 1, . . . ,T.
For each call, distribution weights D is updated to indicate the importance of
the example data set used for classification. At each iteration the weights of
each example mis-categorized is increased, or alternatively, the weights correctly
classified are decreased.

The AdaBoost is adaptive in sense that subsequent classifications made are
adjusted in favor of instances adversely classified by previous classifications.
AdaBoost uses a number of training sample images to pick a number of good
features. For object recognition a feature is typically just a rectangle of pixels
that has a certain average color value and a relative size. AdaBoost will look at
a number of features and find out which one is the best predictor of the object
based on the sample images. After it has chosen the best classifier it will continue
to find another and another until some threshold is reached and those features
combined together will provide the end result.

By adding up all the color values of an image, so that the value in any
position will be the sum of all the pixels up and to the left of that position, and
then store those values in a 2 dimensional array, it is possible to calculate very
quickly the average color value of any rectangle within the image. This is done
by subtracting the value found in the top left corner from the value found in the
bottom right corner and dividing by the number of pixels in the rectangle. Using
this schema, one can quickly scan over an entire image looking for rectangles of
different relative sizes that match or are close to a particular color.

Another particularity of Haar is the sample size. The source image is rotated
randomly around all axes. Then pixels having the intensity from an specific
range are interpreted as transparent. White noise is added to the intensities
of the foreground. The obtained image is placed onto an arbitrary background
from the background description file, resized to the desired size specified by the
provided width and height and stored to the vector file.

Kuranov [23] states as 20 × 20 of sample size achieved the highest hit rate
for face detection. Furthermore, they states as “For 18× 18 four split nodes
performed best, while for 20× 20 two nodes were slightly better. The difference
between weak tree classifiers with 2, 3 or 4 split nodes is smaller than their
superiority with respect to stumps.”

2.2 HOG-SVM

One of the most popular and successful people identification algorithm is the
HOG [14] with SVM [18] approach. HOG is a feature descriptor, which concept
is to generalize the object in such a way that the same object produces as close as
possible to the same feature descriptor when viewed under different conditions.

The HOG-SVM technique has proved to be very robust to identifying robots
images as done in our previous work [17]. Even when using a completely different
class of images (pedestrians), it was possible to detect robots. In that occasion
human images, instead of robot images, were used as a way to identify robots.
Computing gradient magnitude and orientation of a sliding window through the
image, HOG creates vectors that are fed into SVM classifier.
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Three stages are required: training, testing and color segmentation inside the
window in order to determine to which team color the identified robot belongs,
as done before by Castro and Radev [19] in a team of NAO [20] robots.

By using a mask or a kernel the HOG algorithm compute the gradient of
every pixel of the image giving the direction of that gradient. The creators of
this approach trained a Support Vector Machine, or SVM [18], to recognize HOG
descriptors of people, classifying them as “person” or “not a person”. It uses a
global feature to describe a person rather than a collection of local features. First
of all, a gradient computation is required. Gradient vectors (or image gradients)
are one of the most fundamental concepts in computer vision. The calculation
includes a gradient magnitude and gradient vector angle. The primary use for
this technique is the edge detection, the higher the variance of the pixels, the
greater the gradient magnitude will be. The entire image is represented by a
histogram or, in other words, a single feature gradient vector.

This set of images, already converted in a set of gradient oriented vectors
by running the above algorithm, becomes the training set of the SVM classi-
fier. A SVM constructs a set of hyperplanes in a high-dimensional space, which
can be used for classification. Intuitively, a good separation is achieved by the
hyperplane that has the largest distance to the nearest training data point of
any class.

A support vector machine - SVM is a concept created by [18] refers to a set
of supervised learning methods that recognizes and analyzes data patterns used
for classification and analysis regression. The standard SVM takes as input a
set of data and predicts, for each given input, which of two possible classes the
entry belongs, which makes the SVM a non probabilistic binary linear classifier.

In the literature, one predictor variable is called a processed attribute and an
attribute that is used to define the hyperplane is called characteristic. The task
of choosing the most appropriate representation is known as feature selection. A
set of features that describes a case (i.e. a line forecast values) is called a vector.
Thus the objective of shaping the SVM is to find the optimal hyperplane that
separates the sets of vectors in such a manner that data of a target category
are on one side of the hyperplane and the other category is the other side. The
vectors which are close to the hyperplane are called support vectors.

In order to allow some flexibility in the classification of SVM, an error factor
called cost parameter (C) is inserted on the sidelines, allowing some data to be
accepted as belonging to another class so they would be misclassified. Reduce
the value of this parameter will require a more stringent classification, but also
reduce the power of generalization of the classifier. Applying the concept of
reverse manner, namely, increasing the value of the cost parameter, the effect
would be no classification, therefore, the choice of this parameter determines the
effectiveness of this classifier.

The application of this technique results are comparable to those obtained
by other learning algorithms such as Artificial Neural Network (ANN) [24] some
tasks have been shown to be superior as to detect faces in images made by
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[25], and categorization of texts, as proposed by [26]. According to [27], as SVM
advantages, one can mention:

1. Good generalization: classifiers generated by an SVM generally achieve
good generalization results. The ability to generalize a classifier is measured
by its efficiency in data classification that do not belong to the group used in
their training. In generating predictors for SVMs is therefore avoided over-
fitting, in which case the predictor becomes very specialized in the training
set, getting poor performance when faced with new standards;

2. Robustness in large dimensions: The SVMs are robust when facing large
dimensions such as, for example, images. Commonly there is the occurrence of
over-fitting in the classifiers generated by other intelligent methods on these
types of data;

3. Convexity of the objective function: The application of SVMs involves
the optimization of a quadratic function, which has only one global minimal.
This is an advantage over, for example, Artificial Neural Networks, where
there is the presence of local minimal in the objective function to be mini-
mized;

3 Proposal

Both classical approaches were implemented, the HOG descriptor with SVM
classifier and HAAR-like features with boosting classifier. The objective is to see
which one would be better for robot identification.

As HOG works with pictures with limited dimensions of 64× 128 pixels, all
the images containing robots had to be cropped and normalized. An implementa-
tion of SVM call SVM-light were used with Radial Basis Function Kernel which
was chosen, in essence, to increase the number of dimensions, in order to find
the best hyperplane capable of maximize the margin between classes.

For Haar-Like features a cascade of weak classifiers was implemented using
AdaBoost (Adaptive Boosting) a variation of the boosting algorithm. Most of
the image region is non-object region. So a fast checking if a window is not
a object region will provide a faster computation result by focusing on region
where it is possible to find a object.

So instead of applying all features on a window, it is possible to group the
features into different stages of classifiers. Consider the first stage, if a window
does not contain an object, it is unnecessary to consider remaining features on
it. If the opposite occurs apply the second stage and so on. To be considered a
window that contains an object, it has to pass through all stages.

All the objects were manually selected using a rectangular bounding box
from the positive images. The utility create samples, from opencv library [28],
was used to create training samples from every image while feeding into a vector
file. Some errors can occur and the most possible reason is insufficient count of
samples in a given vec-file, to solve that, Dimashova [29] proposed the following:

Suppose a positive samples subset of size NPos was selected to train current
i-stage (i starting in zero) and MinHitRate is the training constraint for each
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stage. After the training of current stage, at least MinHitRate * NPos samples
from this subset have to pass this stage, i.e. current cascade classifier with i+1
stages has to recognize this part MinHitRate of the selected samples as positive.
Some already used samples can be filtered by each previous stage (i.e. recognized
as background), but no more than ((1 - MinHitRate) * NPos) on each stage. See
Eq. 1 where NPositive is the amount of positive images.

The Eq. 2 was used to determine the NPos parameter.

Samples = (NStages − 1) ∗ (1 − MinHitRate) (1)

NPositive = [NPos + Samples ∗ NPos] + NNeg (2)

The count of samples from vec-file that can be recognized as background
right away is the NNeg in the Eq. 2. The major problem on the robot recognition
algorithm is running it in real time, because the number of dimensions, e.g.
features, are enormous, as its processing costs. Both algorithms should be fed
with the same images and the choosing criteria will be the ROC curve obtained
from both techniques and which one gets the better frame rate with greater
resolution.

4 Experimental Results

There are many aspects in constructing a reliable vision system for identifying
robots, but most importantly, it must be compatible to a fast acting robot. The
experiments were made in a Dell Inspiron equipped with the 5th generation
Intel Core i7-5500U 2.4 GHz processor with 16 GB DDR3L SODIMMs of ram
memory. It also features a video card AMD Radeon HD R7 M265 with dedicated
memory of 2 GB DDR3 with 4K display capabilities. In order to acquire a image
from the environment a Logitech C920 full-hd camera was used.

In order to proceed, a set of positive and negative images were collected. Here,
a negative dataset was gathered aiming diversity, it contains images from differ-
ent locations including buildings, soccer fields, crowds and streets, no robots
involved. Given the diversity of robot in the proposed domain, the positive
dataset was obtained from internet videos and images which have at least one
robot present and has a minimum resolution of 640× 480 pixels, so the robots
features can be easily identified and properly processed. For this purpose, it was
gathered 2135 negative images and 1192 positive ones.

4.1 Robot Identification

As mentioned before, two performance parameters are used to compare the
two proposed algorithms. For HOG descriptor part, a standard 64× 128 HOG
descriptor were used, a window stride of 16× 16 pixels, a padding of 32× 32
pixels and 0.5 as a hit threshold. For the SVM classifier, the cost parameter C
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was set to 10 and Γ = 0,001 chosen by using a grid search. For HAAR Descrip-
tor, the chosen window had width of 100 pixels and height of 100 pixels as the
size of the object features in positive images will never be less than 100× 100
pixels.

For the Haar training stage, the maximum number of stages was set to 20, the
minimum hit rate was set to 0.999, the NPos parameter after calculation using
Eqs. 1 and 2, was set to 920, and finally the sample window was of 100× 100
pixels. The image training set and the image testing set used were the same for
both technique. The frame rate results are in the Fig. 11.

In Figs. 5 and 6 both descriptors were used to identify the robots of the
university of Hertfordshire, as a way to identifying opponents in the soccer game.
In Figs. 7 and 8 both decriptors were used to identify the robots developed by
the FEI university center as a way to identifying teammates in the soccer game.

In Fig. 9 a more realistic possibility, showing the system identifying several
robots from two different teams in a game held in RoboCup. Here it is possible to
see the difference of two used techniques, while HOG proved to be very reliable
in terms of detection showing no false positives, but it has missed one robot or
more precisely half of a robot.

In Fig. 9(b) HAAR technique presented some false positives, but one detec-
tion of the camera held by the cameraman behind the goal lines was surprisingly

Fig. 5. Bold hearts robot [30] identification from the university of Hertfordshire using
HAAR. Source: Frame extracted from bold hearts - RoboCup 2015 qualification video.
[31]

Fig. 6. Bold hearts robot [30] identification from the university of Hertfordshire using
HOG. Source: Frame extracted from bold hearts - RoboCup 2015 qualification video.
[31]
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Fig. 7. RoboFEI b2 robot [17] identification using HOG.

Fig. 8. RoboFEI b2 robot [17] identification using HAAR.

good, since, even though, there is no robot there, the system was capable to
identify the flash light as a camera, that are most commonly present on the top
of all humanoid robots.

In Fig. 10a sequence of frames of robot b2 tracking done by another b2 robot
in a real artificial grass field, similar to the competition environment.

HAAR outperformed better than HOG in terms of speed specially in greater
resolutions. When the robot was taken to the real environment, the illumination
proved to be a real problem, however, this descriptor, even in this circumstances
seems to do its job (Fig. 12).

In Fig. 10 some false positives are shown in right corner, probably due to
the illumination changes. In the real competition the training set will be made
taking in account the local illumination as it changes by shadows from other
objects.

4.2 Ball Identification

Given the performance of HAAR Descriptor, it was possible to use this technique
for ball detection. In this case the chosen window had width of 80 pixels and
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(a) HOG - SVM

(b) HAAR - Boosting

Fig. 9. Several robot identified using HOG-SVM and HAAR-Boosting algorithms.
Source: frame extracted from bold hearts - RoboCup 2015 qualification video. [31]

height of 80 pixels as the size of the ball features in positive images will never
be less than 80× 80 pixels. Following the same train of thought of the robot
detection, for the Haar training stage the maximum number of stages was set to
20, the minimum hit rate was set to 0.999, the NPos parameter after computation
was set to 870, and finally the sample window was of 80× 80 pixels (Fig. 13).

Other teams used white color segmentations over a green background in order
to identifying the ball, that solution comes with a setback the size of the ball
detection has to be limited, as its detection distance. This kind of limitation
occurs mostly because a great range of objects reflects white, so the minimum
count of pixels that has to be considered in order to check if the region is indeed
a ball has to be greater than the noise produced by those other objects presents
in the soccer field.

There is two balls in the frames showed in Fig. 14 one was placed distanced
from the robot up to 5 m (b) and another one placed at 7 m away from the robot
(h), given the overstated environment with several mainly white regions, it is
possible to see the system identifying only the two balls placed in the soccer
field. Even in (c) frame circumstances where the ball is near two white shoes,
the system was capable of distinguish both regions.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 10. Darwin tracking using HAAR-like features in an artificial grass soccer field.

A pre-processing is performed, in order to maximize the performance of
HAAR. It basically consists in using temporal information to determine in what
position the object was detected in previous frames, this information is partic-
ularly important to create a framework that predicts where the object is in the
current position, and thus, applying the HAAR only in this context.

The cropped frame is 10 % bigger than the original object detection window,
the reason why this is done is because of the moving behavior of the ball which
can be inside the detection window or approaching to the edge of it. This value
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Fig. 11. Performance of HAAR-AdaBoost and HOG-SVM in terms of frames per sec-
ond after computation. This information is particularly vital when dealing with a robot
which has to take actions quickly

Fig. 12. ROC curves. The green line shows the classical HOG-SVM algorithm trained
classifier used for robot detection. The red line demonstrates HAAR-AdaBoost classifier
results trained with the same purpose. (Color figure online)

was acquired empirically, with no especial method, until the robot follows the
ball without losing it.

As the ball is mainly in a green region, i.e. the field, a color segmentation
was done in order to reduce the region of action of the Haar technique. For this
experiment the equipment used were is a Intel Core i5-2410U processor with
4 GB of ram memory with shared onboard video card.

Here, it is seen that HAAR processing the whole frame using a fixed reso-
lution of 1024× 576 shows the performance of an average of 0.17 seconds per
frame, equivalent to 5.83 frames per second. When using the cropping frame
the performance was improved to 0.067 seconds per frame, equivalent to 14.92
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Fig. 13. ROC curve for ball identification using HAAR-Adaboost.

frames per second, increasing the performance in 9.3 frames per second even in
a equipment with lower computational power.

Another process is also performed consisting in making a range of capture
resolutions to be in accordance to the size of the object i.e. the ball, this means
that greater resolutions are used to far away objects, where less pixels represents
the object, and smaller resolutions are used for close objects, aiming computation
speed performance, as there are less pixels to be computed.

For this we used a geometric progress function where its elements are the
maximum and minimum limits for the resolution exchange. It was possible to go
beyond increase performance, increasing its detection capacity, as objects placed
in longer distances are processed with higher resolutions and closer objects with
lower resolutions.

5 Conclusion

Both ROC curves suggests that the trained classifiers, seems to be equivalent.
Due to the robots diversity, both classifiers shows a great generalization capacity,
that could recognize a huge amount of humanoid robots, given enough normal-
ized, standard, training images.

Giving the limitation of real time application, HAAR outperformed better
taking in consideration the computation speed. However it has some problems
with illumination and therefore have a high false alarm rate specially in real and
complex environments.

The results show some advantages for the Haar technique in frames per sec-
ond rate which could be run in full hd but with some false positives since it is a
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(a)

(b)

(c) (d)

(e) (f)

(g) (h)

Fig. 14. Robot tracking ball using HAAR-like features in an overstated artificial grass
soccer field.
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technique very sensible to lightning changes and although HOG was more accu-
rate in terms of detection, it could have a limitation of speed rate and maximum
resolution of 640× 480 pixels.

Here a caveat comes in order, when it comes to evaluate the descriptors
the chosen parameters and the hardware used were greatly responsible for both
algorithms overall speed.

The spent time in training was also a complicated issue. While Hog determine
all the features by itself and take just a few minutes for training (only problem
was to crop and normalize the images), HAAR needed a person to determine
where the objects are, taking from 5 to 10 h to be concluded.

The next step is increase the number of images in different scenarios with
diverse illumination conditions so HAAR-like features will become more robust
to overstated background. Giving the context, HAAR seems to be more fitting
for the proposed domain, mainly because of its processing speed.

Another possibility is the use of deep learning for object detection as done
before in 2012, Jeff Dean e Andrew Y. Ng from Google Co. presented a new sys-
tem of image recognition [32] using Deep Neural networks in order to identifying
objects.

Even though the hardware used for training and testing DNN’s were much
bigger than the embedded system used in the robot, the number of classes is
smaller.

So a study to identify the processing levels of the deep neural networks to
identifying robots and other objects in the soccer field using a moving camera
can also be glimpsed.

This paper presented a performance benchmarking of robots recognizing sys-
tem for the RoboCup humanoid KidSized league environment, using well known
vision descriptors, HAAR-like features and HOG descriptor.
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Abstract. We present a low cost localization system that exploits dense
image information to continuously track the position of a range cam-
era in 6DOF. This work has two main contributions: First, the local-
ization of the camera is performed with respect to a set of keyframes
selected according to a spatial criteria producing a less populated and
more uniform distribution of keyframes in space. This allows us to avoid
the computational overload caused by having to estimate a depthmap
at the frame rate of the camera as it is common in other dense sequen-
tial methods. Second, we propose a two-stage approach to compute the
current location of the camera with respect to its closest keyframe. Dur-
ing the first stage, our system calculates an initial relative pose estimate
from a sparse set of 3D to 2D point correspondences. This estimate is
then refined during the second stage using a dense image alignment.
The refinement step is stated as a Non Linear Least Squares (NLQs)
optimisation embedded in a coarse to fine approach that minimizes the
photo-consistency error between the current image and a warped version
of the image associated to the closest keyframe and its depth map.

To validate the accuracy of our system, we conducted experiments
using datasets with perfectly known trajectory and with both, perfect
ray-traced images and images with noise and blur. We also evaluate
the accuracy of the system using datasets with RGBD images taken at
different frame-rates, and the improvements in convergence due to our
coarse-to-find approach. Our assessment shows that our system is able
to achieve millimeter accuracy. Most of the expensive calculations are
carried out by exploiting parallel computation on a GPU.

Keywords: Localization using dense techniques · Range camera ·
6 DOF · Keyframes · Non linear squares optimization · Parallel com-
puting · Noise and blur · Different frame rates · Coarse-to-fine scheme

1 Introduction

The aim of (Simultaneous Localization and Mapping, SLAM) is to estimate the
position of a mobile platform moving in an unknown environment and, at the
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same time, build a map of this environment in an incremental way. Many solu-
tions have been proposed using different sensor modalities; sonar rings, laser
scanners, perspective cameras, omnidirectional cameras, stereo cameras, inertial
sensors, and combination of them. Due to its versatility and low cost, vision-
based SLAM systems have shown great potential in the fields of mobile robotics,
augmented reality, wearable devices, user interfaces, surgical procedures, among
others. Popular visual SLAM systems use sparse features such as corners [6],
edges [12], or planes [18], and have as principal goal to localize the camera.
More recently, dense techniques for localization and mapping have gained atten-
tion [14]. They do not use sparse features but all pixels in the image, show-
ing better accuracy for the localization and providing high quality maps. For
achieving real time performance these dense methods are based on optimization
algorithms implemented on GPUs. Moreover, the mapping and localization algo-
rithms run in parallel, on two or more CPU cores or GPUs, without the need
of propagating a joint probability of the camera-features estimates. With these
techniques more accurate estimates of trajectories (even with fast motions) and
more robust augmented reality applications are obtained.

We can find three main frameworks in the literature about tracking the posi-
tion of a camera using dense information: frame-to-frame [16] (when the pose of
the camera is computed with respect to a locally generated depth map), frame-
to-model-vertices [15], frame-to-model-TSDF [2]:

In frame-to-frame approaches using the current image IRGB
c and a reference

image IRGB
r with its corresponding depth map Idepth

r we can compute the relative
transformation between both as follows: using an initial estimate of the relative
position between the current and the reference image we can use the Idepth

r

and IRGB
c to create a warp image IRGB

warp that should resemble the reference
image IRGB

r . We can then calculate the differences and correct accordingly the
transformation in order to reduce them.

In a frame-to-model-vertices approach the idea is to estimate the pose of the
current camera with respect a continuously built 3D dense model. Given the
current depth map at time k a set of vertices and normals can be calculated
from it (Vk, Nk) respectively. From the model and the current estimate of the
pose of the camera with respect to the model we can make a prediction of these
elements (V̂k, N̂k). Again, comparing the observations with the predictions we
can correct the current pose estimate.

Finally in frame-to-model-TSDF approaches the camera is also localized with
respect to the model but instead of predicting vertices and normals what is
compared are the values of the truncated signed distance function (TSDF) used
to represent the model.

The advantage of the model based approaches is that drift in the camera
pose does not accumulate if the model is continuously observed. In the case of
the frame-to-frame approach, the advantage is that a model is not required to
compute the trajectory of the camera. In that sense, model based approaches
are more similar to Bundle Adjustment techniques whereas frame-to-frame ones
to Visual Odometry algorithms.
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In this paper, we focus on the problem of continuously localizing an RGBD
camera that moves freely in 6DOF following a frame-to-frame approach. Our
contribution is in the use a set of depth maps available only for a set of selected
frames or “keyframes”. In this way, we can overcome the computational payload
that commonly whips other visual localization systems. These techniques will
be used in a posterior work together with a dense mapping module for making
localization and mapping using only a monocular camera.

In Sect. 2 we analyse the most important sparse and dense localization sys-
tems. In Sect. 3 we focus on the proposed technique for dense localization of a
range camera with keyframes. We provide details about the criteria for keyframe
selection, the 3D-2D visual odometry technique used for getting an initial pose
estimate and the refinement of the camera pose with NLQs. Our experiments
and the results of the performance of the algorithms implemented on graphic
processor are explained in Sect. 4. Finally, we draw our conclusions and future
work in Sect. 5.

2 Related Work

Cameras are inexpensive sensors that provide rich information from the observed
scene, therefore becoming an ideal sensor for many robotics applications with
embedded visual navigation systems. In addition, increase in computing power
and new developments in computer vision techniques (e.g. robust feature detec-
tors, outlier rejection and matching algorithms) allow their use in real time
applications. In robotics, the first visual SLAM systems proposed were based on
the Extended Kalman Filter (EKF) estimator [5,6]. Other systems have excelled
for introducing novel techniques such as patch association and planes-based map
building [18], inverse depth parametrization [4] and large scale SLAM [17]. Unfor-
tunately, these approaches provide a sparse map representation, only hundreds
of points can be estimated at a given instant, which limits the accuracy of the
camera localization.

The system presented in [11] radically changed the filtering paradigm used
until that moment to non-linear optimisation techniques using keyframes. This
system is pioneer in balancing the computations between two CPU cores, one
for localization and the other for mapping respectively. It uses a Five-Point
algorithm [20] to initialise the system. As we mentioned before, keyframes are
selected to reduce the computational complexity of the optimization. Camera
tracking is still carried out on the intermediate camera frames by re-projecting
the estimated 3D points and minimizing a photoconsistency error. Despite this
approach is able to create very accurate maps in real time, it represents the
environment sparsely. The map can only contain up to 6000 points and 120
keyframes. Nonetheless, this work represents a transition between sparse and
dense systems. In our approach, we also use keyframes to track the position of
the camera.

Recently, [21] proposed a mapping approach able to compute dense depth
maps from monocular images. In this context, dense means that every pixel in
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the image contains an estimate of the depth to the corresponding object in the
scene. Depth maps are computed by minimizing an energy function composed of
a regularisation term and a photometric term (data term). A generalized thresh-
old scheme is used for minimizing the photometric error of the energy function.
The localization is based on bundle adjusting a set of keyframes [11] on a CPU.
The system can reach 24 fps for a depth map resolution of 480 × 360 when a
GPU is used to calculate the depthmaps. Similarly, the work in [16] builds high
quality dense maps of small environments using a GPU and a monocular camera
in real time. Again, depth maps are obtained by minimising an energy function.
The main difference with respect to the previous approach is that a decou-
pling scheme is implemented during the optimization. This way, the problem is
decomposed into two tied minimization problems. In the first problem, a convex
energy function composed of a regularisation and a quadratic terms is minimized
using a primal-dual algorithm [3]. For the second problem, an exhaustive search
is carried out over a finite range of discrete inverse depth values. The camera
is localized by aligning the current observed frame to a synthetic one created
using a nearby image and its depthmap. The camera motion corresponds then to
the relative transformation that produces the best alignment between the actual
and the synthetic images. A pyramid of images is built to accelerate convergence
allowing faster motions of the camera. The initialization of the system is similar
to [11].

The large scale direct monocular SLAM system LSD-SLAM [7] uses direct
image alignment and filtering-based estimation of semi-dense depth maps. In
addition to the photometric residual, the authors incorporate a depth resid-
ual which penalizes deviations in inverse depth between keyframes, allowing to
directly estimate the scaled transformation between them, operating on Sim(3).
Moreover, the effect of noise depth values is included probabilistically into track-
ing. The global map is represented as a pose graph consisting of keyframes as
vertices with 3D similarity transforms as edges. The system detects loop closures
and scale-drift, and runs on real-time on a CPU.

In [19] an energy-based approach to estimate the rigid body motion of a
handheld RGB-D camera for a static scene is presented. The reprojection error
is defined such that the warped second image matches the first image, using con-
secutive images of the trajectory. The authors minimize this non-convex repro-
jection error by a sequence of convex optimization problems obtained by lin-
earizing the data term and solving the resulting normal equations in a coarse to
fine manner. This system is better than the iterative closest point ICP algorithm
for continuous camera tracking and is able to perform at 12.5 Hz on CPU.

3 Dense Localization Algorithm

In this section we are going to explain the main processes developed for estimat-
ing the camera pose using a dense technique. Without loss of generality, consider
a sequence of images Ici , for i = 1 : m, gathered by the camera. Our aim is to
estimate the relative transformation Trjci , for j = 1 : n, at each frame, where
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rj is the closet keyframe. Algorithm 1 presents the order in which the processes
are carried out.

Since a coarse-to-fine scheme is used, the Tcr obtained after convergence in
a level is used in the following lower level as initial estimate, improving con-
vergence, specially in lower levels where the computational cost is higher. The
Levenberg-Marquardt iterates until the stopping criteria is fulfilled: the norm of
variations in the motion vector is small (less than a threshold ε) or the number
of iteration reaches the maximum value itermax.

Algorithm 1. Relative transformation using dense information
Data: Current Intensity Image Ic, Reference Intensity Image Ir and Reference

Depth Image Dr.
Result: Relative Transformation Matrix Tcr.

Compute the initial Tcr

Build a four level pyramid for Ic, Ir and Dr

Define the maximum number of iterations itermax for each level
for level l = 4 : 1 do

Compute the warped Image Iw, the residual r, the cost C and the Jacobian
J for level l
iter=1
found=false
while (found==false) and (iter < itermax) do

Compute the variation in the motion vector dξ = (J ′J + αI)−1J ′r
where ξ is the minimal parametrization of the motion
Update the new Relative Transformation Tcrnew using dξ:
Tcrnew = expSE3([dξ]x) ∗ Tcr

Compute the new warped Image Iwnew and the new cost Cnew

if dξ < ε then
found=true

else
if Cnew < C then

Update the cost C, the relative transformation Tcr and the
warped Image Iw with the new values
Compute the Jacobian J
Update α, α ← α

10

else
Update α, α ← α ∗ 10

iter++

Use the estimated Tcr as initial value in the next lower level

The camera trajectory is obtained concatenating relative transformations,
e.g. Twr1Tr1r2Tr2r3 ...Trj−1Trj

Trjci , where the world coordinate system corre-
sponds to the coordinate system of the first keyframe, therefore Twr1 = [I | 0].
A dense model of the environment can be generated using the poses and depth
maps from keyframes Twrj

,Drj
.
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In the remaining of this section we will describe the criteria for keyframe
selection, the calculation of an initial pose estimate, how to refine this estimate
using a photometric error obtained by aligning the warped and observed images,
and finally, its minimization using Levenberg-Marquardt.

3.1 Keyframe Selection

The mapping and global optimization is performed only for certain frames of
reference in order to achieve higher performance. These frames are known as
keyframes and are selected according to certain temporal and spatial criteria
[11].

Fig. 1. The camera trajectory is drawn in cyan. Keyframes rj are drawn with their
local coordinate systems. They are selected based on a time criteria, e.g. for every nine
images a new keyframe is initialized.

For the sake of simplicity, Fig. 1 shows an example of keyframes selected
based just on a time criteria. Each keyframe rj has a transformation matrix
Twr, an RGB image Ir and a depth map Dr. The system saves all keyframes
with its corresponding information, which allows it to initialize new keyframes,
estimate the relative pose of the current image Ic with respect to the nearest
keyframe and perform optimization for getting a consistent map and trajectory.

We set thresholds to the displacement and to the change in orientation (no
time criteria): our system initializes a new keyframe when the displacement with
respect to any other keyframe is greater than 0.13m or when the sum of changes
in orientation with respect to the last keyframe (around X, Y and Z axis) is
greater than 30◦. Thus, if the displacement and change in orientation of the
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camera is smaller than these thresholds, no new keyframes will be initialized. In
this way, the map is compact in the sense that it does not grow arbitrarily with
time due to little or no movement, even with repeated movements in restricted
areas as we will see in the results section.

The frame of the camera when the system is initialized is taken as the first
keyframe, with transformation matrix Twr1 = [I | 0]. For the following images Ici ,
the position of the previous image is used to define the nearest keyframe. The
estimate of relative motion is performed considering the correspondence between
the RGB image associated to the nearest keyframe and the current image. The
pose of the new image is defined as Twrnear

Trnearci .

3.2 Initial Pose Estimate

In the motion estimate process the relative motion between the current image
and the nearest keyframe is computed. There are three methods for computing
the relative motion Tcr between images Ir and Ic using two sets of corresponding
features fr and fc:

– 2D to 2D. Both fr and fc are specified in 2D image coordinates.
– 3D to 3D. Both fr and fc are specified in 3D.
– 3D to 2D. fr are specified in 3D and fc are their corresponding reprojections

on the image Ic.

We are interested in 3D to 2D methods where the transformation Tcr is
computed from correspondences between 3D points χr and 2D points pc. χr

can be obtained from the depth map Dr associated to the reference image Ir,
it means, the image taken from the keyframe. We use the depth map loaded
from the dataset of A. Handa [9]. In Fig. 2 we can see the RGB image Ir and its
corresponding depth map Dr.

We apply a SURF feature detector and a SURF descriptor extractor to Ir

and to Ic which belongs to the set of images associated to Ir, that is Ici for
i = 1, 2, 3, ...,m. Then a matcher based on the FLANN algorithm computes the
matches between SURF descriptors of both images. The matches are validated
if they fulfil three conditions. The first one is that the distance between the
two matched descriptors is smaller than a threshold. The second one is that the
correlation index between a patch around the descriptor in Ir and the descriptor
in Ic is greater than a threshold. The final one is that the matches are inliers
when the fundamental matrix is computed using RANSAC. This means that the
descriptor in Ic must lie on the corresponding epipolar line.

We set the threshold in distance to five times the minimum distance between
all matches and the correlation index threshold to 0.7. Finally, as the goal is to
find Tcr that minimizes the image reprojection error, we apply a solver based on
PNP algorithm that uses RANSAC for outlier rejection

arg min
Tcr

∑

k

||pk
ci − p̂k

rj
||2, (1)
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(a) RGB image loaded
from the dataset. This is
a synthetic environment
with small camera motions
around the desk.

(b) Depth map loaded from
the dataset. It is used just for
keyframes

Fig. 2. Perfect ray-traced RGB Image (a) and Depth map (b) of the dataset of A.
Handa [9]. They are used for computing the initial pose estimate and for the posterior
refinement.

where p̂k
rj

is the reprojection of the kth 3D point χk
rj

into image Ici according to
the transformation Tcr. The transformation of a feature pk

rj
with 2D coordinates

μ to a spacial coordinate χk
r and the transformation of a spacial point χk

c = Tcrχ
k
r

to a point in the image plane ci, p̂k
rj

, are described in Subsect. 3.3.

3.3 Pose Refinement

The goal of the localization algorithm is to estimate the relative transformation
matrix between two camera poses Tcr (Fig. 3) using all the depth data Dr of the
associated keyframe and all the intensity data of Ir and Ic. The camera pose of
the current Image Cc is given by Cc = TcrCr, where Cr is the camera pose of
the reference image. The current image is warped with the transformation Tcr

in order to compare it with the reference image. In case the transformation Tcr

is the true 3D transformation between the two cameras, the images Ic and Ir

should be identical and the residual should be zero [1].
The warping consists in projecting the reference depthmap Dr into 3D space,

transforming by Tcr and projecting back into the current image Ic. Algorithm 2
summarizes the steps of this process. K is the intrinsic calibration matrix, π
represents the function that computes normalized homogeneous coordinates and
μ̂ is the homogeneous version of the coordinate in the image plane. A residual
function is defined as the difference between Ir(μ) and Iw(μ),

r(μ, Tcr) = Ir(μ) − Ic(Kπ(TcrDr(μ)K−1μ̂)). (2)

Since the depth Dr(μ) is known, Tcr is defined as the argument that mini-
mizes the residual function. Tcr is a homogeneous transformation matrix defined
by a rotation matrix Rcr and a translation vector t,

Tcr =
[

Rcr t
0 1

]
. (3)
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Fig. 3. Current image Ic and reference image Ir with their corresponding local and
global coordinate systems. The transformations that relate coordinate systems are
drawn in red. (Color figure online)

Algorithm 2. Warping an Image
Data: Current Intensity Image Ic, Reference Depth Image Dr, Transformation

Tcr and Intrinsic Matrix K.
Result: Warped Image Iw.

Transform coordinates in the image plane Ir to spacial coordinates:
χr(μ) = Dr(μ)K−1μ̂
Change of coordinate system: χc(μ) = Tcrχr(μ)
Transform spatial coordinates to coordinates in the image plane: μ́ = Kπ(χc),

where π(χc) = (Xn, Yn, 1)T =
(

Xc
Zc

, Yc
Zc

, 1
)T

Compute the warped Image: Iw(μ) = Ic(Kπ(TcrDr(μ)K−1μ̂)) = Ic(μ́)

The vector ξ = (w,v) represents the relative transformation matrix Tcr

with the smallest possible number of parameters. The orientation of the vector
w = (w1, w2, w3) defines the axis of rotation and the magnitude of the vector
defines the amount of rotation. The vector v = (v1, v2, v3) corresponds to the
translation t rotated over w.

An exponential mapping between the 6-element vector ξ in the Lie algebra
se(3) [23] to members of the group SE(3) is made, as in [11] with a motion model
and feature association (sparse techniques) or in [16] using a dense estimate of
rotation [13] and image alignment. Computing the exponential mapping involves
the operator [.]x, which maps a vector to its skew matrix,

expSE3([ξ]x) = Tcr, (4)
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where [ξ]x is

[ξ]x =

⎡

⎢⎢⎣

0 −wz wy vx

wz 0 −wx vy

−wy wx 0 vz

0 0 0 0

⎤

⎥⎥⎦ . (5)

The updated transformation Tcr is expressed as the product of an initial
transformation T0 and an update in the motion vector dξ = ξ − ξ0, that is,

Tcr = dT ∗ T = expSE3([dξ]x) ∗ T0. (6)

This way, the singularities are avoided since the incremental update is calcu-
lated in the tangent space around the identity (i.e. it is always very small) and
mapped back onto the manifold SE(3). With this transformation, the residual
defined in (2) is

r(μ, ξ) = Ir(μ) − Ic(Kπ(expSE3([dξ]x)T0Dr(μ)K−1μ̂)). (7)

Finally, the localization problem consist in finding ξ that minimizes the fol-
lowing cost function:

min
ξ

1
2

∫
[r(μ, ξ)]2dμ. (8)

This is a non-linear minimization problem that we solve with Levenberg
Marquardt [10]. Since r is non-linear and non-convex in ξ we linealize it using a
first order Taylor expansion:

r(ξ) ≈ r(ξ0) +
dr(ξ)

ξ

∣∣∣∣
ξ0

(ξ − ξ0). (9)

The quantity dr(ξ)
ξ is the Jacobian of r and is given by

J =

⎛

⎜⎜⎜⎝

∇r1(ξ)T

∇r2(ξ)T

...
∇ri(ξ)T

⎞

⎟⎟⎟⎠ , (10)

where ∇ri(ξ) is the derivative of the ith component of the residual vector.

Computation of the Jacobian. Lets define a function W for the warping
process

W (μ, ξ) = π(

p1n︷ ︸︸ ︷
KexpSE(3)([dξ]x)T0Dr(μ)K−1μ̂︸ ︷︷ ︸

p1

), (11)

where π(X) =
(

x
z , y

z , 1
)T , p1 denotes the transformed point and p1n is the trans-

formed back-projected (normalized) point. The residual can be written as

r(μ, ξ) = Ic(W (μ, ξ)) − Ir(μ). (12)
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The derivative of the residual can be written using the chain rule,

dr(ξ)
dξ

=
dIc(W (ξ, μ))

dW (ξ, μ)

∣∣∣∣
W (ξ0,μ)

dW (ξ, x)
dπ

∣∣∣∣
p1n

dπ(ξ, x)
dξ

∣∣∣∣
ξ0

. (13)

The first term dIc(W (ξ,μ))
dW (ξ,μ)

∣∣∣∣
W (ξ0,μ)

is just the image gradient of the warped

image ∇Iw(μ). The second term involves the projection π(�) and therefore

dW (ξ, x)
dπ

∣∣∣∣
p1n

=
[

1
z 0 −x

z2

0 1
z

−y
z2

]
. (14)

The third term dπ(ξ,x)
dξ

∣∣∣∣
ξ0

=
[

dπ
dwx

dπ
dwy

dπ
dwz

dπ
dvx

dπ
dvy

dπ
dvz

]
. Putting together all

these derivatives, it becomes

dπ(ξ, x)
dξ

∣∣∣∣
ξ0

= K

⎡

⎣
0 pz −py 1 0 0

−pz 0 px 0 1 0
py −px 0 0 0 1

⎤

⎦ . (15)

The first 3 × 3 submatrix is the negative skew matrix of the vector p1 and
the second 3 × 3 submatrix is the identity matrix. Equation (15) simplifies to

dπ(ξ, x)
dξ

∣∣∣∣
ξ0

= K [−[p1]x | I3] . (16)

Now that the Jacobian was defined, the variation in the motion vector dξ
can be obtained by solving (17).

JT Jdξ = −JT r. (17)

For the Levenberg-Marquardt method the Hessian can be approximated by
JT J + αI. For a large α the method approaches the Steepest Descent method,
while for a small α the method approaches the Gauss-Newton method. Generally,
the Steepest Descent works better further away from the local minima and the
Gauss-Newton approximation works better close the local minima where the
quadratic approximation is good [1]. We start with a small initial value of α,
α = 1e−3. After each iteration, the new cost is compared with the previous cost
(see Algorithm 1). If the cost has decreased, α is reduced by a factor of 10 and
the parameters are updated. If the cost has increased, the parameters are not
updated and α is increased by a factor of 10. Solving (17) is efficient because we
just need invert a 6 × 6 matrix and use dξ in (6).

4 Results

The dense localization algorithm runs on a laptop Hewlett Packard with a
processor Intel Core i7 - 2.2 GHz, 11.7 GB of RAM memory, a graphic proces-
sor NVIDIA GEFORCE 755M and Ubuntu 14.04 as operating system. OpenCV
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is employed for processing images, OpenGL for drawing the camera trajectory
and the keyframes, and Cuda 6.0 for getting a better performance using graphic
processor. The following analysis is made using the synthetic RGB-D dataset of
A. Handa [9] and is based on three criteria; time, convergence and accuracy.

4.1 Time

We have implemented the most important algorithms of the dense localization
module on GPU. The Jacobian is computed in 11.1ms in the lower level (the
full image, 640× 480 pixels). The warped image and the residual is computed in
3.9ms for the same level. The update in the camera position and orientation is
made in 5.3ms. The other algorithms are implemented on CPU. The building of
the pyramid is made in 1.6ms. The load of images Ir and Ici is made in 3.5ms.
The initial estimate is computed in 31.3ms.

The system processes 10 fps at the moment, for two iterations of the
Levenberg-Mardquart algorithm in the lower level of a four level pyramid. We
believe that this performance can be improved by implementing all the algo-
rithms of the localization module on GPU. This is left as future work.

4.2 Convergence

For analysing the performance of the algorithm when it uses a coarse-to-fine
scheme, we present the number of iterations required by the algorithm for con-
verging before and after implementing this scheme. In both cases the initial

relative transformation is Tcr =
[

Rcr 0.6t
0 1

]
, where Rcr and t are respectively

the ground truth in rotation and translation that relates frame r and c. The
images 1 and 10 from the 20 fps dataset was used as Ir and Ic, respectively.

For the case in which a coarse-to-fine scheme is not used, the initial cost is
4386.8. In the iteration 76, the change in the motion vector dξ is less than 1e−6
and the algorithm stops, converging to a cost of 481.9.

When a four level pyramid with a scale of 2 is built, the maximum number
of iterations in each level is set to: 20, 20, 5 and 2, from higher to lower levels.
The initial and final cost for each level is presented in Table 1.

Table 1. Information about convergence using a coarse-to-fine scheme

Level Size [pix.] Initial cost Final cost Max. iterations

4 60 × 80 24.27 2.47 20

3 120 × 160 13.89 12.67 20

2 240 × 320 72.00 64.20 5

1 480 × 640 495.44 477.72 2
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(a) Convergence without using a coarse-to-fine scheme.

(b) Convergence using a four level pyramid.

Fig. 4. Comparison between using only one image and a four level pyramid. (a) requires
76 iterations with an image of 480 × 640 pixels for converging. (b) requires 2 iterations
in the lower level (image of 480 × 640 pixels) for converging.

Note that the initial cost in the lowest level (bigger image) is very close to the
final cost, unlike in the first case. For this reason only two iterations are required
in the lowest level when a coarse-to-fine scheme is implemented (Fig. 4).

4.3 Accuracy

The accuracy in the camera position is quantified using three datasets; two of
them consist of perfect ray-traced images taken at 20 fps and 60 fps and the
last one consist of images with motion blur and noise, taken at 60 fps (60 fps-
blur). We define the error as the Euclidean distance between the ground truth
in trajectory and the estimated one. Figure 5(a) shows the estimated trajectory
(in orange) and the ground truth (in green) for the 60 fps dataset, obtained in
OpenGL and drawn incrementally as the relative transformations are computed
and concatenated. The positions of keyframes are drawn as blue points. The
analysis in orientation will be made for each axis, comparing the ground truth
in orientation with the estimated one along the time. The ground truth in camera
rotation around the axis X, Y and Z are shown in Fig. 5(b).



Dense Tracking with Range Cameras Using Key Frames 33

(a) Trajectory estimated (in orange) and ground truth
(in green). The position of keyframes are drawn as blue
points.

(b) Ground truth in rotations around X, Y, and Z

Fig. 5. Trajectory and orientation of the camera for the 60 fps dataset. The positions
of keyframes are drawn as blue points in (a) (Color figure online)

In Fig. 6(a) we draw the error in camera position for the 60 fps dataset (no
blur) as a solid red line and the error in camera position for the 60 fps-blur
dataset as a dashed blue line, and highlight the errors of keyframes by drawing
them as points. Figure 6(b) shows the error in rotations around X, Y, and Z for
the 60 fps dataset and Fig. 6(c) shows the corresponding errors for the 60 fps-blur
dataset. Note that the errors in both position and orientation for the images with
motion blur and noise are greater than the errors for perfect ray-traced images.
Errors obtained with the 20 fps dataset are very similar to the solid red line in
Fig. 6(a) for camera position and to the errors in Fig. 6(b) for camera orientation
so they are not shown.
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Table 2. Summary of accuracy in camera position

20 fps 60 fps 60 fps-blur

RMSE [cm] 0.74 0.52 1.12

Max. error [cm] 4.2 4.82 4.54

Mean error [cm] 0.44 0.33 0.92

Median error [cm] 0.25 0.22 0.87

Standard dev. [cm] 0.59 0.41 0.65

Table 3. Summary of accuracy in camera orientation

20 fps 60 60-blur

X Y Z X Y Z X Y Z

RMSE [deg] 0.24 0.21 0.12 0.14 0.16 0.10 0.31 0.34 0.43

Max. error [deg] 0.74 1.52 0.75 0.35 1.63 0.93 1.06 1.34 0.70

Min. error [deg] −0.64 −0.44 −0.24 −0.57 −0.72 0.40 −1.66 −1.15 −1.90

Mean error [deg] −0.11 −0.02 −0.04 −4e−3 −0.06 −0.04 −0.02 −0.23 −0.34

Median Error [deg] −0.13 −0.04 −0.06 −0.02 −0.05 −0.03 −2.9e−3 −0.22 −0.30

Standard dev. [deg] 0.21 0.21 0.11 0.14 0.15 0.10 0.31 0.25 0.27

Table 2 shows the root mean square error RMSE, the maximum error, the
mean error, the median error and the standard deviation for the camera position
for the three datasets. With the 60 fps dataset (no blur) the RMSE and Standard
deviation decrease although the maximum error increases, compared to the ones
obtained with the 20 fps dataset. When the 60 fps-blur dataset is used, the RMSE
and the standard deviation increases due to difficulties for getting a good initial
estimate and for aligning images with blur and noise. Despite these difficulties,
the algorithm converges to a good estimate. We can say that the system has
high accuracy in position for both frame rates, and for both perfect ray-traced
images and images with blur and noise; in the worst case, the error is 0.16 % of
the distance navigated by the camera that corresponds to 6.93m.

Table 3 shows the root mean square error, the maximum error, the minimum
error, the mean error, the median error and the standard deviation, for the esti-
mated rotations for the three datasets. The RMSE and the standard deviation
decrease with the 60 fps dataset although the maximum error increases for rota-
tions around Y and Z. When the 60 fps-blur dataset is used, the RMSE and the
standard deviation increase due to the reasons given for the errors in camera
position when the images have blur and noise. Note that the maximum error is
1.63◦ and the minimum error is −1.90◦ so we finally can claim that the system
has high accuracy in both camera position and camera orientation for different
frame rates and even with motion blur and noise.

For comparison purposes, we use the information given in [7] about the
RMSE in camera position for several localization systems. Four datasets were
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(a) Error in camera position for 60 fps and 60 fps-blur
datasets

(b) Error in rotations around X, Y, and Z for perfect ray-
traced images (60 fps dataset)

(c) Error in rotations around X, Y, and Z for images with
motion blur and noise (60 fps-blur dataset)

Fig. 6. Error in camera pose (position and orientation). The keyframe positions are
drawn as blue points in (a) (Color figure online)

used; two real sequences from the TUM RGB-D benchmark [22] and two sim-
ulated sequences from [9]. These two synthetic datasets, called sim/desk and
sim/slowmo, and the ones that we use in this work, 20 fps, 60 fps and 60 fps-
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blur, have the same author, A. Handa, so we compare the accuracy using the
information of sim/slowmo. Our system, with a RMSE of 0.41 cm for the 60 fps
dataset, outperforms the semi-dense mono VO [8] that has a RMSE 2.51 cm.
However, our system has inferior accuracy with respect to LSD-SLAM [7] and
direct RGB-D SLAM that have 0.35 cm and 0.13 cm, respectively. It may be
due to the use of a probabilistic approach that incorporates information about
noise on the depth maps into tracking and the use of a framework for graph
optimization.

The dense map was built offline with point cloud library 1.7.0 and using
depth maps of keyframes. It is shown in Fig. 7. Note that all the local clouds,
after being referenced to a global coordinate system, fit tightly.

Fig. 7. Dense map built using depth maps of keyframes. The trajectory is drawn in
orange and keyframes are blue spheres. (Color figure online)

5 Conclusion

We have developed a system that estimates the pose of a range camera in 6DOF
in a small environment. Our goal is to use this system in augmented reality
applications. The proposed algorithm uses a 3D-2D visual odometry technique
for computing an initial estimate that is later refined using image alignment. In
order to reduce the computational cost, the current camera pose is computed
with respect to the closest keyframe stored in the system. Since the localiza-
tion and mapping algorithms run on different threads, they can be designed
and implemented independently and later, they can be joined again to form a
more general system. With this goal in mind, in this paper, we have focused on
improving the performance of the dense localization algorithm in terms of time
and accuracy. The results have been more than satisfactory:
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First, using a coarse-to-fine scheme we have improved the convergence of
the system, requiring just two iterations of the Levenberg-Marquardt algorithm
at the lowest level of our four level pyramid; As a result, we have boosted the
performance of the system achieving to process 10 fps implementing most of the
steps on a GPU.

Second, using the proposed two step process to localize the camera with
respecto to a keyframe −3D to 2D followed by the image alignment- results in
high accuracy estimates even when using blurred input images. In the worst case
-with blur and noise-, the RMSE is 1.12 cm in translation and 0.31◦, 0.34◦, and
0.43◦ in the rotations around X, Y and Z axis respectively.

For future work, we will concentrate on the depth map creation, depth map
fusion, and the implementation of the whole system on a GPU.
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Abstract. Autonomous navigation in dynamic environments is one of
the most important problems in robotics. The different solutions to
achieve this goal may be categorized into two big groups, deliberative
methods and reactive methods. Deliberative methods require precise map
knowledge, are computationally intensive, but they usually assure a path
to the goal, on the other hand reactive methods are fast, dynamic but also
subject to local minima among other problems. In this paper we propose
a hybrid reactive-deliberative framework for mobile robots navigation
which integrates the advantages of a high level deliberative planner with
a reactive low-level control. The reactive layer of this new system uses
the new map information in an asynchronous way allowing a much more
dynamic response of the system to environment changes. For the merg-
ing of the reactive and deliberative behaviours a new Fuzzy Logic layer
is proposed which defines the contribution of each navigation layer into
the final movement of the robotic platform in real-time. The proposed
framework was tested in a simulated Amigobot robot with a simulated
Kinect sensor using the robotic simulation platform V-REP and the pro-
gramming of the different layers was implemented in ROS.

Keywords: Navigation · Path-planning · Mobile robots · Control ·
ROS · Kinect · Fuzzy

1 Introduction

In the past three decades serious efforts have been made to design a strategy for
efficient and reliable navigation which can be able to solve problems of obstacle
avoidance, reaching objectives, transport, surveillance and exploration [1]. The
current navigation algorithms can be categorized into two types: those targeted
for cases with full knowledge of the environments and those with incomplete
knowledge [2]. In this regard, the initial efforts for finding a plan free of obstacles
c© Springer International Publishing AG 2016
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to reach a goal from a map built by the knowledge of the environment belongs
to the first type of navigation algorithms.

However, fully known environments, which are generally solved using deliber-
ative navigation systems, have been widely solved, so the challenge lies in working
in dynamic environments [3]. In this sense, reactive navigation can cope better
with these scenarios. Nevertheless, in reactive navigation, the prior knowledge
or partial knowledge of the world is not used and this becomes a disadvantage
for certain cases in real applications.

The concept of hybrid navigation presents the possibility of using both a
global knowledge of the environment as well as a reactive behaviour. However,
the main problem that arises is how to build an adequate cooperation between
the different navigation strategies (deliberative and reactive) in order to combine
them into a new one which includes the best characteristics of each of them.

2 Related Works

A hybrid navigation scheme which deals with a partial and imprecise knowledge
of the environment can be found in the work of L. Wang 2002 [4], where a global
planner based on the distance transformation algorithm and a local control based
on potential fields are proposed. For this type of problem other alternatives
exist, such as the use of the path planning algorithm A* with fuzzy control, H.
Maaref 2002 [5], or using fuzzy neural networks to establish reactive laws, Y.
Jiang 2005 [6]. In term of the reactive level, some of the main methods found
in the state of the art are: potential fields R. Acuña 2012 [7], histogram of
velocity vectors, elastic bands and dynamic windows approaches with the use of
a localization based on odometry and the extended Kalman filter, R. Vazquez-
Martin 2006 [8].

A global planner for mobile robots (deliberative approach) may be imple-
mented using algorithms based on sampling, graph search, cell decomposition
or algorithms based on biological inspirations such as pulse coupled neural net-
works, H. Qu 2009 [9], or meta-heuristics like genetic algorithms, H. Huang
2011 [10]. An advantage of sample-based planners is that they don’t require a
complete exploration of every possible action sequence. Additionally, the tradi-
tional planners have no direct means of verifying that no solution exists for a
particular domain Zickler 2010 [11].

However, the combination of this paradigms brings to the surface three major
problems: cooperation mode (synchronous or asynchronous), use of references,
and resolving conflicts between deliberative planning and reactive control. In
this regard, an independent proposal for asynchronous integration with lists
management to place and extract references and give priority to the reactive
layer in the presence of a conflict, can be found in Y. Zhu 2012 [2].
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3 Methodology

The proposed system is conformed by the following principal parts:

3.1 Reactive Navigation Layer

Given the position of the robot, the objective and the obstacles (known and
uncertain), potential fields are generated which will be converted into velocity
references for the robot using the negative gradient of the potential field based
on techniques described in previous works of our group [7].

3.2 Deliberative Navigation Layer

Given a discrete map, in which each part of the workspace could be unknown or
possess an occupation probability value, with a given initial and final position
for the robot, this layer will plan a path using sampling based algorithms.

3.3 Hybrid Navigation System

Based on the robot’s defined safety variables relative to the environment, for
example feasibility of the deliberative planned route or high proximity to obsta-
cle, the results from both methods previously mentioned are integrated into a
new hybrid reference for the robot.

The proposed solution is organized as shown in Fig. 1, and it consists of five
main blocks. First, the robot has on-board sensors and actuators that allow it
to navigate the environment in which it is located, and the sensing system of
the robot is used for the construction and update of a map. The representation
of the environment for the robot consists in a two-dimensional plane with a
arbitrary and finite number of static obstacles. Additionally, it is possible to
have an initial knowledge of the map, but this knowledge may not be correct
at all. In other words, a certain location on the map can be known or unknown
with an uncertain value.

For the implementation of the proposed solution, a 3D model of the robot
AmigoBot R© was designed using SolidWorks, this model was then used for the
simulations. The dynamic model of the robot was implemented in the robot simu-
lation framework V-Rep [12], where it is possible to observe the robot’s behaviour
and monitor all the variables of interest. The code responsible for carrying out
all the necessary computations and sending the appropriate control signals to
the actuated elements of the robot was implemented in ROS Groovy [13]. This
version is stable in the operating system Ubuntu 12.04.5 LTS (Precise Pangolin
Long Term Support). Finally a pre-defined Kinect sensor in V-REP was used,
with constraints for indoor navigation, implemented as in our previous work [14].

The code implemented in ROS is responsible of generating the velocity ref-
erence for the motors. The robot model in V-REP executes the actions ordered
from the ROS framework using the V-REP plugin for ROS. Additionally, the
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Fig. 1. Hybrid navigation architecture.

simulation in V-REP transmits the information from the simulated sensors on-
board of the mobile robot as well as the position of the robot and the desired goal
back to the code running in the ROS packages. A connection diagram between
both platforms is shown in Fig. 2.

Additionally, the platform Move-it [15] was used, it represents the state of the
art software for mobile robotics. Move-it was used for centralizing the planning
in the deliberative layer, including the definition of the cinematic model of the
robot and the map generation using simulated sensor measurements. Finally, the
library fuzzylite [16] was integrated in the system as a fuzzy control framework.

The project consists of nine major nodes using the ROS parallel process-
ing capabilities. The following is a detailed explanation of each node and the
interconnection between them.

– V-REP: Node that simulates the robot with sensors, actuators and the envi-
ronment. It is also responsible for passing other nodes the following informa-
tion: data generated by the Kinect sensor on the robot, the position of the
robot, and the position of the target. It receives from other nodes the reference
speeds for each of the motors on the robot (left and right).

– Move-it: It is the node responsible for creating a map based on the informa-
tion from the mobile robot sensor data (Kinect) and the path generation by
request, based on sampling algorithms, from an initial state to a end state [15].
These states correspond to the actual robot and target positions.

– Plan Status: Monitors the validity of the plan. Since the environment is
changing during execution, the generated plan may no longer be feasible so it
may require replanning.

– Path following: This node is responsible for following the path produced
by Move-it stage, using a weighted sum of an approach velocity field and
a tangential velocity field to the route as explained in the work of Medina-
Melendez [17].

– Potential field: This node calculates the potential fields associated to the
obstacles, according to what is perceived by the sensors and the knowledge
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Fig. 2. Connection diagram ROS/V-REP.

of the surrounding map, and sets the attractor field towards the target. The
equation to generate a repulsive field should produce a soft landing, with high
repulsion in the middle of the obstacle and a limited area of effect in the space
around the obstacle defined by some variable. Gaussian repulsive fields in 2D
have been previously used for obstacles as they fulfil the conditions, and are
generated by the following expression [7,18]:

Z(x, y) = Ae
−((

(x−xo)2

2σ2
x

)+(
(y−yo)2

2σ2
y

))
(1)

Where A indicates the maximum weight or height of the potential field, σ2
x,

σ2
y represent the maximum dispersion of the field in the corresponding axis,

which allows the creation of elliptical fields, and xo, yo denote the center of
the obstacle.

– Gradient: This node calculates the gradient of the previously obtained poten-
tial field. This will provide a velocity field that will be used to possibly guide
the robot safely to a target.

– Fuzzy logic: Here the fuzzy rules for implementing the fuzzy control are
defined. The following fuzzy rules are proposed based on two input variables:
first, the validity of the plan (given by the deliberative layer) and second the
security (given by the reactive layer):
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• If Plan is Valid and Safety is High. Then Navigation is Delibera-
tive.

• If Plan is Valid and Safety is Low. Then Navigation is Reactive.
• If Plan is Invalid. Then Navigation is Reactive.

From this set of rules a value between 0 and 1 will result, which will indicate
the level of deliberativeness or reactivity of the resulting command.

– Fuzzy control: Using a decision f based on the fuzzy logic rules and two given
speed commands (one deliberative VD and the other reactive VR), a resulting
command agreement is established according to the following expression:

V = fVD + (1 − f)VR (2)

– Control: Given the final velocity vector reference, a simple magnitude and
phase PI controller was programmed for the Amigobot. Additionally, the veloc-
ity vector module is scaled with the cosine of the error angle, this will allow
the platform to move with the projection of the velocity vector over its current
moving direction and avoid movements in inappropriate directions [18].

3.4 Reactive Layer

This layer is responsible for using reactive techniques (potential and vector fields)
for attracting the robot to a target point and ensure it’s safety by keeping it away
from the perceived and previously known obstacles.

It is composed of the nodes: Move-it, Potential Field and Gradient, it receives
as input the sensor information and returns a velocity field, see Fig. 3. In addi-
tion, an area of safe operation is set for the robot, by using this area together
with the gradient value in that zone the security status variable is determined.
As shown in the Fig. 4, for each position of the robot a velocity vector is defined,
according to the obstacles that the mobile has sensed and the knowledge that it
holds in that moment.

3.5 Deliberative Layer

It is responsible for generating a path from the current position of the robot to
a goal in a desired position on the map, it also ensures the validity of the plan
generated, if the route is no longer viable a new solution is sought, if any.

This layer is composed by the nodes: Move-it, Plan Status and Path Follow-
ing. Receives the sensor information as the input (from the simulated Kinect),
calculates a plan and returns a valid velocity command for the current posi-
tion of the robot, see Fig. 5. Due to the fact that the environment may change
during execution, it is possible to make online re-planning, leaving the former
plan invalid, as shown in Fig. 6. In the event of an update in the map, or if the
deliberative layer detects an obstacle in the planned route, a new path plan will
be made.
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3.6 Decision Process

This block is responsible for observing the validity of the plan and the safety
of the robot in order to establish which control command will be sent to the
actuators of the robot.

The decision process is composed of the following nodes: Fuzzy Logic and
Fuzzy Control, it receives as input two statuses (security and planning) and two
velocity vectors associated with a purely deliberative and a purely reactive navi-
gation. It is also responsible for returning a hybrid velocity vector by processing
the supplied inputs, see Fig. 7. In this way, the robot’s behaviour can be more
reactive or more deliberative depending on the surrounding conditions, as shown
in Fig. 8.

Along the trajectory the robot will have a dominant reactive or deliberative
behaviour depending of the decision made by this block. Based on this decision a
hybrid vector (in module-angle representation) is created using Eq. 2, the change
of value of this vector along the route obtained from the reactive and deliberative
vectors plus the decision can be seen in Fig. 9a and b.

3.7 Test Cases

The proposed solution aims to solve general problems of navigation in envi-
ronments with uncertainty. The cases shown in the Table 1 were selected based
on the knowledge of the environment. Each position on the workspace can be
Known Accurately (AK), Unknown (U) or Inaccurately Known (IK), i.e. accord-
ing to the map an object is in one place but in reality it’s not. Environments
with variations in these parameters were created to set the initial conditions of
navigation. For each one of this four cases the system was simulated 50 number
of times with the given initial map conditions for a system completely reactive,
another completely deliberative and finally for the proposed hybrid system.

The parameters to consider as a comparison metric are:

Sensor
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Move-it

Potential
Field

Map

Gaussian
Kernel

Gradient

Velocity
Command

Security

ControlControl SignalV-REP

Reactive Layer

Fig. 3. Reactive navigation architecture.
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Fig. 4. Reactive vector field for each point in the trajectory executed. Green dots
represent obstacles or walls. (Color figure online)
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Fig. 5. Deliberative navigation architecture.

– Success: Whether the robot reaches the goal without collision or not.
– Safety: Defined as the amount of time in which the robot is in an unsafe

situation, due to obstacle proximity or the lack of a valid plan.
– Amount of replanning required during an execution: Given a partially

known environment (or completely unknown) it is possible that the original
route calculated by the deliberative system is not valid, as soon as the robot
finds a previously unknown obstacle in its path a replanning is required. This
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(a) Initial Path (b) Replanning

Fig. 6. Initial path and replanning in cases of an invalid plan.
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Fig. 7. Decision process architecture.

online replanning is dangerous and can lead to collisions with the obstacles,
also during the replanning calculation the reactive system must take control.
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(a) Decision (b) Behavior

Fig. 8. Dominat behavior of the mobile robot along the trajectory. (Color figure online)

(a) Module (b) Angle

Fig. 9. Module and Angle of the hybrid velocity vector along a route. Based on a
deliberative vector, a reactive vector and a decision.

4 Results and Discussion

In this section the results of the defined test cases are presented. As a represen-
tative example of the simulations, the initial conditions of test case 1 (Table 1)
is shown in Fig. 10. In Fig. 10a the complete V-REP simulation environment is
shown and in Fig. 10b the knowledge of the environment held by the robot.

The behaviour of the navigation using only the reactive layer is shown in
Fig. 11. A successful navigation is shown in Fig. 3, where the robot is able to
reach the goal while avoiding obstacles and going through hallways. In Fig. 11b
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Table 1. Environment knowledge

Case AK[%] U[%] IK[%]

1 80 15 5

2 30 35 35

3 10 80 10

4 5 95 0

(a) V-REP (b) Move-It

Fig. 10. Environment of work and initial conditions of knowledge.

it is shown an unsuccessful navigation in which the robot is trapped in a local
minima, one of the known weakness of the reactive approach.

The results of a pure deliberative navigation are shown in Fig. 12. A suc-
cesfull navigation even with the presence of local minima is shown in Fig. 12a.
Nevertheless the deliberative layer generates paths in some cases which could
lead to collisions and as well the uncertainty during re-planning could also lead
to collisions as it is shown in Fig. 12b.

4.1 Average of Planned Paths

This metric is not valid in the case of the pure reactive case since it doesn’t have
a planning stage, however we can compare the results between the deliberative
system and the hybrid system. In the pure deliberative system the average of
planned paths required to arrive to the goal varied from 3.6 to 10.9 depending
on the amount of correct knowledge of the environment, as it can be observed in
Table 2. On the other side, the average of planned paths required using a Hybrid
System ranged from 5.2 to 11.8.

Important to note is that the amount of knowledge of the environment has
a direct impact in the amount of planned paths required to arrive to the des-
tination. The lack of knowledge of the environment leads to more situations in
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(a) General case of obstacle avoidance

(b) Local minima problem

Fig. 11. A resulting reactive navigation.
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which the robot encounters a previously unknown obstacle in its path and needs
to find a new route.

Comparing the performance of the Hybrid System versus the pure Delibera-
tive System, it can be observed that in average more planned paths are required
for the Hybrid System in each Test Case. This is due to the corrections needed
to meet the safety requirements of the route. A plan may be valid in terms of
connectivity from start point to goal, but the Decision Process part of the Hybrid
System requires a safer option, thus the plan has to be calculated again.

4.2 Time in Situations of Danger

Regarding the amount of time (from the total execution time) in which the robot
was in an unsafe situation, either due to obstacle proximity or the lack of a valid
plan, in Table 3 can be observed that the pure Deliberative System has a greater
percentage of time in situations of danger (44.22[%]), compared to the Hybrid
System (14.68[%]) in the Test Case 2, and in general in the other cases the
Deliberative System always has more percentage of time in situations of danger.

Table 2. Average of planned paths in each case

Case Reactive Deliberative Hybrid

1 0 3.6 5.2

2 0 6.2 9.6

3 0 10.4 10.2

4 0 10.9 11.8

In certain cases of the Hybrid solution the fuzzy logic decision system may
favour the reactive system over the deliberative, not because of the danger of
closeness of the robot to obstacles but due to the status of the Deliberative
System plan. If a calculated plan becomes invalid during execution (mainly due
to previously unknown obstacles) the deliberative system needs to find a new
path. Since the search for a path in terms of calculation time is non deterministic
due to the characteristics of the path-finding algorithms, the amount of time
required to find a new path is not constant and its dependent on the current
situation of the robot and the map. During this calculation the robot finds itself
in a situation of danger, since the previous path is no longer valid and the new
one is not yet available, in this case the reactive system takes control. As it can
be seen in Fig. 8a, the switch from deliberative dominant behaviour (blue) into
reactive dominant behaviour (red), occurs not only with obstacle proximity but
as well during new plan calculation, this behaviour of the hybrid system increases
the safety of the robot. This switching is not present in the pure deliberative
navigation scheme and thats the main reason why in the hybrid system the
time in situations of danger is smaller. This mean that the reactive actions of
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Table 3. Time in situations of danger

Case Reactive[%] Deliberative[%] Hybrid[%]

1 0 25.21 10.89

2 0 26.09 10.69

3 0 44.22 14.68

4 0 34.51 17.81

the system were executed timely helping to reduce the exposure of the robot to
unsafe situations.

Additionally, in Fig. 13a, in the space between coordinates [0, 1] ∈ X and
[1.5, 0] ∈ Y , it can be noticed an interesting behaviour of the reactive layer of
the Hybrid System. In this segment of the route the red vectors of the reactive
layer are trying to bring the robot to the middle of the hallway, however, since
the plan obtained from the deliberative layer is correct and there is no danger of
collision, the Hybrid System favours the deliberative layer instead of the reactive.
This shows that the Fuzzy decision process achieves the proper integration of
the reactive and deliberative system, giving the control to the appropriate layer
during the execution of the task.

4.3 Percentage of Success

From the proposed cases in terms of percentage of success (robot reaching the
goal safely), the results presented in Table 4 were obtained. For a purely reactive
navigation the robot is unable to reach the target due to the presence of local
minima in the potential fields associated to the environment.

The deliberative navigation with replanning presented high levels of success,
however, in terms of safety, it fails in cases where the robot strikes or rubs the
walls. This was caused by a lack of available time for replanning or because the
planned route was too adjusted to the dimensions of the mobile robot and the
imprecisions in the movement control caused a collision. It is worth noting that
the behaviour of the deliberative path-planner may be improved by increasing
the safety radius around the obstacles for the planning (expanding the borders),
or by using a greater restriction in the maximum movement velocity of the robot,
but that would require the system to specialize for a unique set of cases.

Finally, the proposed hybrid navigation system achieved a hundred percent
success in the test cases. In times when deliberative planning was very risky, the
reactive layer took control and assured the safety of the mobile robot. In the
case when there was no valid plan, the reactive layer allowed a reduction of the
risk as it can be seen in Fig. 13b.
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(a) Success without collisions

(b) Success with collisions

Fig. 12. A resulting deliberative navigation to the case 1 of knowledge.
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(a) Actions taken on the path

(b) Trajectory

Fig. 13. A resulting hybrid navigation in Test Case 4. (Color figure online)
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Table 4. Percentage of success

Case Reactive[%] Deliberative[%] Hybrid[%]

1 0 80 100

2 0 90 100

3 0 60 100

4 0 40 100

5 Conclusion

A hybrid navigation architecture that could benefit from the advantages of reac-
tive and deliberative navigation, mitigating their individual disadvantages like
local minima and planning time, was presented. Also a strategy based on Fuzzy
Logic to merge the commands computed by each layer and prioritize them in
case of conflicts was defined.

In contrast to the works of Y. Zhu [1,2] and H. Maaref [5], the reactive layer
used the map information in an asynchronous way and in an area nearby the
mobile robot, in order to exploit the newly acquired environment knowledge. The
deliberative navigation used a sampling-based algorithm in which the concept of
probabilistic completeness in dynamics environments is taken into account [11],
taking advantage of the time spent in re-planning.

Finally, the proposed architecture was tested successfully in environments
with different levels of uncertainty using ROS, Move-It and V-REP as frame-
work. Furthermore, thanks to the modularity of the proposed navigation system,
an implementation in a physical robot will be straight forward and it will be the
next step to execute, the only thing that will change is the robot simulation
module implemented in V-REP, which will be replaced by the actual robot.
Consequently, a low cost approach could be made using the Kinect Sensor and
the AmigoBot, both widely used in universities and research laboratories. Nev-
ertheless, the architecture could be applied to other mobile robots and sensors.
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Abstract. The present paper discusses the implementation of the Har-
ris and Stephen corner detector algorithm optimized for an embed-
ded system-on-a-chip (SOC) platform that integrates a multicore ARM
processor and FPGA fabric in a single chip, the Xilinx Zynq-7000. The
algorithm is implemented as a hardware co-processor on the FPGA por-
tion of the SoC. As a whole, the SoC is used as a stereo vision pre-
processing module to retrieve depth information from the features in
order to compose 3D landmark points for Visual SLAM, speeding up
feature extraction and relieving this highly parallelizable process from
the main embedded processor. The optimizations of the algorithm’s
hardware implementation take into account the particularities of the
SoC, such as compliance with its I/O requirements and FPGA’s con-
straints on the amount of logical elements available for hardware synthe-
sis. Also, optimizations done in order to reduce the time of execution of
the algorithm in hardware, such as parallelization and introduction of a
pipeline, are also presented in the article. A speedup of 1.77 was achieved
when comparing the time of execution of the algorithm in the hardware
coprocessor with the algorithm running in software in the dual-core ARM
processor.

Keywords: Coprocessors · Feature detection · Field programmable gate
arrays · Robotics and automation · Stereo vision · Computer vision

1 Introduction

The use of cameras as the main sensors in Simultaneous Localization and Map-
ping, what is called Visual SLAM, has increased recently due to the drop in
camera prices. While images bring richer information than other typical SLAM
sensors, such as lasers and sonars, there is significant extra processing cost when
they are used. During the process of obtaining unique landmarks for SLAM,
the use of a camera projects the 3D world into a 2D image plane. This process
reduces information, and one of its consequences is depth perception loss. One
way to recover it is capturing different images simultaneously with two cameras,
what is called stereo vision. As long as the relative position between the cameras
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is known, the perceived horizontal disparity between the same projected points
in the two images can be used to recover their depth information [26].

The problem of determining which point in one image corresponds to its
respective pair in the other image from a stereo pair is called the Stereo Corre-
spondence problem, and its solutions are distinguished in two main categories,
area-based and feature-based. In the former, a small window of the image is
looked for in the other image in order to find the most similar one. In the latter,
unique features are detected within both images and then matched according to
local descriptors. When comparing the two methods, in general, feature-based
algorithms are faster and more robust than area-based ones [26].

Left Camera
Image

Rectification

Feature
Detection

Feature
Description

Right Camera
Image

Rectification

Feature
Detection

Feature
Description

Stereo Correspondence

Depth Retrieval

Landmarks
for SLAM

Fig. 1. Landmark acquisition system for Binocular Visual SLAM with feature-based
correspondence. Features are detected on both images, rectified according to epipolar
geometry and described uniquely. The descriptors are then matched, and the corre-
spondences used to determine horizontal disparity, which is finally converted into depth
information.

In one hand, the pre-processing steps involved in depth retrieval from stereo
images add extra computational load to a complete Visual SLAM solution when
compared to other solutions that employ main sensors which intrinsically provide
depth, such as lasers and sonars. On the other hand, using cameras as the main
sensors add richer information valuable for landmark matching and loop-closure
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situations. They are also cheaper, smaller, weight less, and have lower power
consumption, making them easily embedded in mobile robots [18,21].

The main goal of this paper is to develop an embedded hardware system
that performs the pre-processing routines included in depth retrieval for stereo
Visual SLAM using feature-based correspondence, in order to obtain relative
landmark positions with depth. The typical processing steps included in the
system are feature detection in the image pair, feature description, rectification
of the points, finding correspondence (matching) the features and ultimately
recovering the depth from horizontal disparity. A block structure of the system is
shown in Fig. 1. Within the components of a feature-based stereo correspondence
system, the feature detection is usually the most costly in terms of computational
resources, what is later measured in Sect. 2, thus becoming the main concern for
optimization.

There are some implementations of stereo vision systems on SoC. Goldberg
and Matthies [15] developed a stereo and IMU system, including corner extrac-
tion, on an OMAP3530 ARM Cortex A8 running GNU/Linux. Hybrid imple-
mentations followed using a dual-core Intel Core2Duo processor with a Xilinx
Spartan 6 LX75 FPGA connected through the PCI interface [24,25], where an
auxiliary OMAP3530 ARM processor was also used for visual processing. Later,
an implementation of a stereo vision system applied to autonomous mobile robot
navigation [20] included a Xilinx Spartan 6 FPGA to perform stereo correspon-
dence and a quad-core Exynos 4412 ARM Cortex-A9 processor responsible for
the navigation system. While the system presented in our paper is also based on
the ARM processor and FPGA combination, a modern embedded SoC system
is used, the Zynq-7000 XC7Z020, which integrates a main hard processor with
FPGA fabric inside a single chip. The Zynq SoC was used within the ZedBoard
development kit as the target for the landmark acquisition system embedded
design.

The Zynq’s ARM Cortex A9 processor runs a complete GNU/Linux system
with the OpenCV computer vision library, which are used as the base for the
custom software that processes all the needed steps shown in Fig. 1, with the
exception of the feature extraction process, which is implemented on hardware
on the FPGA using the Harris and Stephens corner detector [16]. The image
acquisition is made using two Logitech C525 consumer grade webcams, which
are supported on Linux, using the USB-OTG interface on ZedBoard.

There are many different hardware implementations of the Harris algorithm
on FPGA [4–7,10,23]. The architecture used in this work is a sliding window
approach, similar to the one presented by Amaricai et al. [4], but differs from
it as to the nature of the target hardware platform, that integrates a processor
on which the main tasks and coordination are done and that only delegates the
feature detection step to the FPGA. Particularities of the architecture are also
different. Here, the Gaussian filter was replaced by a simpler all-ones matrix filter
(block filter) inspired by the OpenCV implementation of the Harris algorithm.
Also, an adaptive threshold was included, in order to address the problem of the
number of detected interest points dependent on the scene illumination, brought
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up on [6]. The adaptive threshold uses the previous frame to calculate the current
threshold, a technique which has already been used on the Harris algorithm on
[10] for space applications.

Table 1. Feature-based stereo correspondence profile measured on target SoC
processor.

Task Time (ms)

Image acquisition and rectification 53.32

Feature detection 295.33

Feature description 40.01

Correspondence (k-NN) 17.79

2 System Profiling

A simple system for landmark data acquisition, based on the steps described
in Fig. 1 was implemented, initially only in software, using the OpenCV com-
puter vision library in order to determine which portion of a feature-based stereo
correspondence system would benefit more from optimization.

To compose the system, the Harris and Stephens corner detection algorithm
was chosen for being one of the most widely used interest point detectors [7],
which was used in numerous works [1–3,9,22,27] for the same purpose due to
its high repeatability rate and speed. With the embedded platform in mind, the
BRIEF descriptor [8] was chosen to provide a unique identifier to each feature,
based on the fact that it has in most cases an accuracy close to SIFT [19],
currently the best performing descriptor in accuracy, while the extraction time
is improved by a factor of seven [17]. Here, accuracy is considered in terms of
position error for visual odometry and SLAM. The descriptors are matched using
the k nearest neighbor (k-NN) algorithm [11].

The images were acquired using the two Logitech C525 cameras with a res-
olution of 640× 360. The measurements were made using GNU/Linux kernel
clock sampling functionality on the ZedBoard’s ARM Cortex A9 processor run-
ning at 866 MHz. The clock time was sampled before and after each portion
of the code, and the time difference is shown in Table 1. The results indicated
that the feature detection portion of the system was the most computationally
expensive, and thus it was chosen to be optimized with the construction of a
hardware co-processor on the FPGA.

3 Architecture of the Hardware Co-processor

The FPGA part of Zynq-7000, available on the chosen board, has 36 Kb of Block
and operates at 100 MHz, with the clock period being 10 ns. Since the addressing
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considers a byte to be composed as 9 bits, 8 bits plus an extra bit for parity,
4 KB of memory are available. A gray-scale pixel is typically represented as a
0-255 decimal value representing its intensity, which is represented as a single
byte. This limits the pixels that can be stored in the board to 4,000, leaving a
square 64× 64 image as the upper limit resolution to be processed if the whole
image is stored into the FPGA block memory.

Fig. 2. A global vision of the system. The image read from one of the USB cameras on
the ARM processor is transferred to the FPGA through the 32-bit wide AXI interface
[28]. For each image line, a 7× 7 window is firstly transferred, with a cost of 49 clocks.
However, in the following steps, just the next column of seven pixels is transferred.
Inside the FPGA, there are two tasks running in parallel: the input converter (Task 1)
and the execution of the Harris Algorithm (Task 2). The ARM processor then reads
the result of the algorithm, if a certain pixel is considered a corner (keypoint) or not.

Since the image sizes are very large compared to what can be stored locally
for processing in the FPGA, the proposed architecture was designed to avoid
using Block RAM and to rely in the minimum data dependency required for
calculating if a certain pixel is considered a corner or not.

The Harris and Stephens corner detector [16] is comprised of these sequential
steps and shown in Fig. 4: the Sobel filter, calculation of the M matrix coefficients,
the Gaussian Smooth (replaced by the Block Filter), Harris response calculation,
threshold, and non-maximum suppression. Working backwards, from the end to
the beginning, with a non-maximum suppression within a 3× 3 region, the data
dependency from all the stages when using 3× 3 filter masks implies in a sliding
window with minimum size of 7× 7. This was also independently determined
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by Amaricai et al. [4]. Therefore give a 7× 7 matrix, the Harris Algorithm can
calculate, if the center of this matrix is a keypoint.

The image read from one of the USB cameras by GNU/Linux on the ARM
processor is transferred to the FPGA. For each image line, a 7× 7 window is
firstly transferred, with a cost of 49 clocks. However, in the following steps, this
window is shifted to the right and filled with the next column of 7 pixel. So,
while the co-processor is receiving the next column in 7 clocks, it also executes
the Harris Algorithm as shown in Fig. 2. With this in mind, the composing steps
of the Harris algorithm were separated into seven sequential steps in order to
synchronize the calculations with the seven entering pixels.

On the Zynq-7000 SoC, the ARM processor communicates with the pro-
grammable through the AXI4 interface [28]. The Harris co-processor intellectual
property implemented in this work uses the AXI4-lite version of the standard,
which works with 32-bit length words. Since the monochromatic intensity value
for each pixel is usually expressed through the interface as an 8-bit unsigned inte-
ger, up to four pixels can be sent in this mode on a single transaction. Therefore,
in order to use the complete 32-bit width of the interface, four different sliding
windows are run into four different regions of the same image, and the content of
these four windows are fed into the pipeline formed by the individual component
blocks of the Harris detector, as illustrated in Fig. 3. Due to propagation (gate)
delay, the Harris Response block is split in two parts, arriving at the seven step
configuration mentioned.

Fig. 3. Pipeline of the Harris algorithm implemented to FPGA. Each individual block
that composes the pipeline (from a total of 7) stays active for 4 clock periods, processing
the information that comes from the 4 different image region, in series, and idle for the
subsequent periods. Since 3 extra clocks are needed for the completion of the processing
of the 4 regions, an output is ready every 7n + 3 clock periods, where n = 1, 2, 3, . . .

In the following subsections, each composing block of the proposed architec-
ture is briefly explained.
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Fig. 4. Simplified block diagram for the proposed hardware architecture for the Harris
Algorithm on FPGA. A GNU/Linux distribution runs on the dual-core processor (first
block), which connects to the remaining blocks (implemented on FPGA logic) through
the AXI4 interface. The blocks inside the gray area belong to the Harris algorithm.
The corners that are determined by the algorithm are combined in the shift register,
and then read again through the AXI interface by the main processor.

3.1 Multiplexed Input Converter

Internally, the multiplexed input converter is composed of four identical blocks
(Input converters). Each one receives a single pixel at a time serially and builds
the 7× 7 window required to determine if a pixel is or is not a corner.
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The initial 7× 7 matrix is initialized with zeroes at reset. A counter that goes
from 1 to the number of rows (7) is incremented after each received pixel. The
row corresponding to the counter is shifted to the left, while simultaneously the
received pixel is added to the rightmost column at the row corresponding to the
counter. When the counter reaches the last value, it returns to 1. To exemplify
the order in which the matrix is constructed, an equivalent 3× 3 matrix showing
the entering pixel order is presented in Fig. 5, which works similarly to what a
7× 7 matrix would.

Due to the filters applied in different steps to the image, the minimum square
region required was determined to be a 7× 7 window. This assumes that the
non-maximum suppression is searched in the smallest area possible of 3 × 3, and
considers all de data dependencies of the filters that are components of the Harris
and Stephens algorithm. This conclusion was independently determined in the
article of [4], that also explores an architecture that tries to minimize the use of
Block RAM on a different FPGA. In the architecture used, sliding window, the
7× 7 window is processed then moved to the right until it reaches the end of the
line, when it starts at the next line and so on until the end of the image.

Fig. 5. Order of entering pixels for a 3× 3 window.

The AXI4 lite interface works with 32-bit input and output registers. In the
proposed platform, a gray scale pixel uses only 8 bits, representing the intensity
in decimal value between 0 and 255. By concatenating 4 pixels from different
regions of the same image together, 4 different 7× 7 windows can be constructed
simultaneously. The 4 different window matrices are processed serially in the
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remaining blocks that work as a pipeline. A multiplexer selects each matrix when
the matrix is needed by the next step (Fig. 6). The output of the multiplexer is
connected to the input of the next stage, the Sobel x and y blocks.

Fig. 6. Multiplexing four 7× 7 window input converters (IC 0 to IC 3).

Using this structure, it is possible to increase the input data being processed
by a factor of four without the need to change the blocks that come after the
multiplexed input converter, except for doing a similar concatenation of the
output.

By delaying the input being fed to the individual input converters, the matri-
ces are correctly filled exactly when they are ready to be loaded into the pipeline
by the multiplexer. In contrast to delaying with registers the whole output matrix
of the converters, this saves logic elements in the FPGA.

3.2 Sobel Filters

The Sobel filter approximates the gradient function of the image intensity func-
tion, by convoluting the Sobel operator (mask) in the x and y directions with the
image intensity data coming from the input converters, as it can be seen in (1).
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The output is two 5× 5 11-bit signed matrices, one for each direction, which
themselves are calculated concurrently.

Ix =

⎡

⎣
−1 0 +1
−2 0 +2
−1 0 +1

⎤

⎦ ∗ I ; Iy =

⎡

⎣
[r] − 1 −2 −1

0 0 0
+1 +2 +1

⎤

⎦ ∗ I (1)

3.3 M Matrix

The M Matrix was defined by Harris and Stephens as shown in (2). It is composed
by three coefficients, A, B and C, which are calculated from the gradient values
Ix and Iy, as shown in (3).

M =
[
A C
C B

]
(2)

where:
A = I2x ; B = I2y ; C = Ix · Iy (3)

The calculations result in three 5× 5 matrices, of A, B and C values, with 21-
bit signed integers. These were truncated to 16-bit values to reduce the necessary
logic for the following blocks.

3.4 Block Filter

The classic implementation of the Harris algorithm uses a Gaussian filter to
reduce noise in the A, B and C coefficients calculated for the autocorrelation M
Matrix [16]. The OpenCV implementation of the corner detector uses a simplified
mask that averages the 3× 3 neighborhood around the selected pixel, which is
called a Block Filter (Bf), and shown in (4). The implementation proposed in
this article uses the same approach.

Bf =

⎡

⎣
1 1 1
1 1 1
1 1 1

⎤

⎦ (4)

After the convolution (in parallel) of the three 5× 5 matrices internally with
the Bf kernel, without considering the boundary values, the result is three fil-
tered 3× 3 matrices with 20-bit signed values. The output values are once again
truncated to 16-bit to save resources.

3.5 Harris Response

The Harris Response (R) is calculated using the determinant (Det) and trace
(Tr) of the M matrix, where k has a typical value between 0.04 and 0.06
[5], as seen in the Eqs. (5), (6) and (7). The reference implementation on
OpenCV uses a default value of 0.04, which was approximated by the sum
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k = 1/25 + 1/27 = 0.0391 in this implementation, realized internally in the
FPGA with two bit shifts followed by an adder.

R = Det − k · Tr2 (5)
Det = Ā · B̄ − C̄2 (6)
Tr = Ā + B̄ (7)

By making the substitutions of (6) and (7) in (5), the resulting equation can
be seen in (8).

R = Ā · B̄ − C̄2 − k · (Ā + B̄)2 (8)

Due to the cascading of multipliers with adders in the resulting synthesized
hardware, the entire calculation of the Harris response cannot be realized in
a single clock period on the target FPGA, resulting in timing constraint errors
when synthesizing. For such reasons this step was further divided into two stages.
The resulting calculations can be expressed as a single 3 × 3 32-bit signed integer
matrix.

3.6 Find Maximum

This stage keeps in memory the maximum value from the Harris Response found
within the whole image, so that it is available to be used in the next frame as
a reference for the adaptive threshold stage. A threshold step is needed in order
to select what values of the Harris responses are high enough to be considered
as corners. The use of an adaptive threshold reduces the impact of variations of
scene illumination on the number of pixels detected as corners [6].

3.7 Adaptive Threshold

Although most Harris implementations in hardware use a fixed threshold value,
this approach doesn’t give efficient results when illumination changes in a large
range [6].

The approach followed in OpenCV uses by default an adaptive threshold of
0.01 times the maximum value of the response found within the current image.
This would require the entire response being calculated within the whole image
before the threshold could be applied to the image, so an approach like the
proposed here where just a 7× 7 image window is sent to the FPGA cant benefit
from an adaptive threshold like the one used in OpenCV.

To overcome this limitation, given that the application of the Harris Algo-
rithm is a sequence of frames in which the difference in illumination is small
between consecutive frames, instead of using the actual maximum value for cal-
culating the threshold value, the maximum value from the previous frame is used.
This allows the adaptive threshold to be calculated with only the 7× 7 region
being available from the second frame onwards. The use of the previous image
information to compute the threshold for the next image was already applied for
space applications with success by [10].
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Again, avoiding using a floating point multiplier, the constant used for cal-
culating 79 the adaptive threshold is approximated as value = 1/27 + 1/29 ≈
0.00977, using two bit shifts followed by an adder. All values below the thresh-
old multiplied by the maximum from the previous frame are changed to zero.
Adjusting this constant effectively changes how high a response needs for an
image pixel to be to be considered a corner.

3.8 Non-maximum Suppression

From the output of the previous adaptive threshold stage, the center response
value is considered a corner if it is the maximum value when compared to its 8
neighbors. The output from this stage is a single bit signaling if a corner was
found. This step is taken in the same clock period as the adaptive threshold step,
thus represented as a single block in Fig. 4.

3.9 Shift Register and Delay

This last step concatenates the 4 bits that signal if a corner was detected in one
of the 4 windows processed by the pipeline. Due to the timing requirements, the
output will be ready after 12 clock steps. To simplify the design of the software
that controls the I/O in the main processor, a delay is induced so the data
will be ready within 14 clock steps. This allows the corner status to be read
after 7 write operations are done in the hardware. Thus, when the 7 pixels are
written to apply the algorithm for each of the 4 windows that are introduced
simultaneously, the corner status of the center pixel of these windows will be
ready after two more windows are written to the hardware and so on.

4 Results

Two tests were performed with the Harris co-processor hardware. The latter was
compared to the reference implementation of OpenCV to ensure that it was per-
forming correctly in terms of quality. Also, the time of execution was measured
in order to compare with the software counterpart, so it could to measure the
speedup of the hardware implementation related to the ARM processor present
on the Zynq-7000 SoC.

To perform such comparisons, the KITTI Vision Benchmark Suite dataset
[12–14] was selected for providing real world stereo sequential images from a typ-
ical SLAM problem. The dataset was comprised of 22 image sequences, labeled
from 00 to 21. The first sequence, 00, was used in this test, which is a real
world video of a car driven outdoors on the street of a city, with a total of 4,541
stereo frames with each frame having the resolution of 1241× 376 pixels. Due
to the architecture details, the first and last frames are not computed on the
calculations.

The time of the execution measurements was made considering only the
feature extraction step of the Harris and Stephens corner detector, using
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Table 2. Comparison with software: time of execution.

OpenCV Time Hardware time Speedup

588 ms 332ms 1.77

Table 3. Comparison based on the OpenCV ground truth.

Data Frames 2*4,539

Processed pixels 4,235,940,048

Results True positives 10,437,007

True negatives 4,224,750,170

False positives 372,423

False negatives 380,448

Statistics Recall 0.965

Specificity 0.999

Precision 0.966

the OpenCV implementation on the ARM processor and the synthesized co-
processor on the FPGA. In the latter, the transfer of the images from the
main processor’s DDR3 memory to the co-processor, the data processing and
the transferring of the results back from the co-processor to the main processor
were included in the measurements. The results are shown in Table 2.

The quality comparison with OpenCV summed the number of true positives,
true negatives, false positives and false negatives, and the recall, specificity and
precision metrics were also calculated from the previously mentioned values. The
results can be seen in Table 3.

5 Discussion and Conclusion

This work explored a practical analysis of a SoC architecture that incorporates a
FPGA with an embedded ARM processor for Visual SLAM applications. Within
the tasks of acquiring landmarks for SLAM with a visual system based on stereo
cameras, the slowest performing task for feature-based correspondence in soft-
ware was shown to be the feature detection.

The re-implementation in hardware of this task, being solved using the Har-
ris and Stephens corner detection algorithm, showed a significant execution time
improvement over software, around half the time needed for the software refer-
ence. The slower clock of the FPGA is compensated by the parallelism intro-
duced internally on the stages of the pipeline, and the pipeline structure itself,
which essentially allows for processing four regions of the image simultaneously
in search for corners, which only impacts the complexity of the control structure
used on the input and output converters. Therefore, the usage of logical elements
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remains similar to a construction that would process only a single region of the
image at once.

Thus, the use of SoC platforms that integrate both a high performance
embedded processor and an FPGA fabric is promising for speeding up highly
specific tasks in the field of Mobile Robotics, such as the case investigated in
this paper, of image preprocessing for the landmark acquisition task in a Visual
SLAM application.
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Abstract. A self-balancing robot, also known as two-wheeled vehicle is
an unstable system and it can be approximated to inverted pendulum,
so there is a need of a suitable controller so that it can be stabilized.
This paper compares five PID design techniques without mathematical
model of the system in order to remain it stand. The PID tuning methods
discussed are Manual, Ziegler-Nichols, Relay, Augmented Ziegler-Nichols
and Augmented Relay. The augmented method modifies the PID con-
stants online depending on the error value and use a Ziegler-Nichols or
Relay PID tuned controller as initial one. Some experimental results pre-
sented suggest that the Ziegler-Nichols tuning method is slightly better
than the other techniques. All the electronic gadgets and algorithms are
embedded in the prototype.

Keywords: Two-wheeled vehicle · PID tuning · Relay method · Aug-
mented Ziegler-Nichols PID, Augmented Relay PID

1 Introduction

In recent years, the performance and quality specifications have become more
difficult to reach in industries. This increase is due to the largest global com-
petitiveness, the frequent fluctuation in economic conditions and the more rig-
orous environmental and safety regulations. Modern plants, considering its high
complexity and high integration of subsystems, have become more and more
challenging to operate [1]. In this context, the control systems is gaining more
importance.

Given the desired operating conditions, the main objective of control sys-
tems is to keep the process within acceptable performance, safely and efficiently,
coordinating the interactions in the subsystems that comprise it.

So far, the great advances in process control techniques have not diminished
the popularity of industrial PID controller due to simplicity and ease of on-line
re-tuning provided by this controller. Aström and Hägglund [2] have suggested
the use of an ideal (on-off) relay to generate a sustained oscillation of the con-
trolled variable and to get the ultimate gain (Ku) and the ultimate frequency
c© Springer International Publishing AG 2016
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(ωu) directly from the relay experiment. This method is an alternative to the
conventional method of Ziegler-Nichols for closed loop systems and the success
of this method is due to the simplicity of the mechanisms of identification and
calibration, and also its applicability in slow or highly nonlinear systems [3].

Some advantages of the relay method are that it requires little mathematical
processing, it identifies the system characteristics around its critical frequency,
its application does not require knowledge of the system mathematical model
and it avoids the trial and error procedure in determining the critical gain.

The two-wheeled vehicle behaves like an inverted pendulum control. The
inverted pendulum is an inherently a nonlinear unstable system, then a control
action is necessary to keep the wheeled pendulum in a vertical position. For this
reason, it is used as an object of study in several studies [4–7].

In [4], the authors propose a control strategy for implementing a mobile
inverted pendulum with two wheels, the plant model is unknown and the sys-
tem is influenced by external disturbances. In [5] it is shown a two-wheeled
vehicle movement control as well a sits stability analysis. The authors proposed
a self-tuning PID control strategy, based on a model obtained by the vehicle
dynamics analysis. The developed implementation enables to maintain the vehi-
cle in its vertical position and make it respond to motion commands. In [6], the
control strategy presented consists on a neural network incorporated with PID
controllers and in [6–8] the authors propose a fuzzy logic coupled to the classical
PD controller.

The authors in [9] proposed an auto tuning algorithm for PI and PID con-
trollers based on relay experiments to minimize the load disturbance integral
error by maximizing the integral gain and a minimum required gain margin con-
straint. In addition, it says that this approach is applicable to any linear model
structure, including dead time and non-minimum phase systems. The algorithm
has been tested on a real experimental thermal process, and it worked well with
real measurement noise and disturbances.

In [10] it is proposed an improved relay auto tuning of PID controllers for
critically damped first order plus time delay model and in [11] for a critically
damped second-order plus time delay model. The both proposed methods give
good results even when noise is present in the output variable and a load sepa-
rately enters the system along with the input variable.

This paper introduces the design of a PID for a two-wheeled vehicle using
three different tuning methods having no mathematical model of it. The first
method is the manual tuning and the other one is through the relay method.

This paper is organized as follows. After defining the wheeled inverted pen-
dulum problem in Sect. 2, the methodology used is described in Sect. 3. The
experimental results and discussion are presented in Sect. 4. Then the conclu-
sion and future works are presented in Sect. 5.

2 Problem Statement

The two-wheeled vehicle is an inherently unstable system so it must have a
controller so that it becomes stable.



74 M.R.S.B. de Souza et al.

The pitch angle (θ) provides the angular position of the vehicle relative to
its static equilibrium position. Hence, θ is the parameter to be controlled and it
can be corrected through the action of the motors coupled to each wheel so that
the vehicle can stand.

The pitch angle is measured by MPU 6050 Arduino sensor module, which its
value is given by a combination of the measurements from an accelerometer and
a gyroscope present in the sensor module.

All peripheral devices are linked to an Arduino Mega 2560 R3 which is respon-
sible for the data processing and system control. The PID controller algorithm
is implemented and embedded in the Arduino.

A bluetooth module (HC 05 module) is used for the communication between
the vehicle and a computer in order to visualize and store the experiments data.
Still, there is a driver (Motor Shield L293D) coupled to Arduino to operate the
two DC Motors (3–6 V) of the vehicle.

The vehicle chassis is assembled using a LEGO bricks kit as it can be seen
at Fig. 1 and the vehicle schematic is presented in Fig. 2.

Fig. 1. Two-wheeled vehicle.

3 Methods

In this paper it is used three different methods tuning a PID controller. The first
one is the manual method, the second is the relay method proposed by [2,3],
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Fig. 2. Vehicle schematic.

and the last one is the Augmented Ziegler and Nichols tuned PID controllers
(AZNPIDs). All experiments were initiated with the vehicle at rest (zero angular
velocity) in the vertical position (θ = 0) and the only perturbation considered
in the system response was the acceleration of gravity.

3.1 Manual Tuning

This method consists on estimating the values KP , KI and KD of the PID
controller through successive attempts to find a satisfactory system performance.

The manual tuning is a trial and error method consisting of the following
steps: First set KI and KD values to zero and gradually increase the KP until
the output of the process oscillates. Given the fact that an inverted pendulum
is a nonlinear system, the proportional coefficient must provide a fast response.
Then divide the KP by two and gradually increase the value of KD until the
system respond quick enough to reach the setpoint. Notice that small values
of KD provide a smooth oscillation, despite the fact that the amplitude rises
and the process become slow. Then increase gradually the value of KI until the
setpoint be corrected with a small displacement. The parameter KI has to be
large enough to not to end up falling; although, high KI values tend to let the
system unstable.

3.2 Ziegler-Nichols PID (ZNPID) Tuning Procedure

The Ziegler-Nichols’ closed loop method is based on experiments executed on an
established control loop (a real system or a simulated system).

1. The tuning procedure is as follows:
2. Bring the process to (or as close to as possible) the specified operating point of

the control system to ensure that the controller during the tuning is “feeling”
representative process dynamic and to minimize the chance that variables
during the tuning reach limits [12].

3. Turn the PID controller into a P controller by setting set Ti = ∞ and Td = 0.
Initially set gain KP = 0. Close the control loop by setting the controller in
automatic mode.
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4. Increase KP until there are sustained oscillations in the signals in the control
system, e.g. in the process measurement, after an excitation of the system.
(The sustained oscillations corresponds to the system being on the stability
limit.) This KP value is denoted the ultimate (or critical) gain, Ku. The
excitation can be a step in the setpoint.

5. Measure the ultimate (or critical) period Pu of the sustained oscillations.
6. Calculate the controller parameter values according to Table 1, and use these

parameter values in the controller.

Table 1. ZNPID tuning constants as a function of ultimate gain and period [12].

Specification ZNPID constants

Kp Ti Td

P controller 0.5Ku ∞ 0

PI controller 0.45Ku Pu/1.2 0

PID controller 0.6Ku Pu/2 Pu/8

3.3 Relay PID Tuning (RPID)

The RPID method makes use of an ideal (onoff) relay to generate a sustained
oscillation of the controlled variable and to get the ultimate gain (Ku) and the
ultimate period (Pu) directly from the experiment.

The success of this method is due to the simplicity of the mechanisms of
identification and calibration and its applicability in slow or highly nonlinear
systems.

1. Substitute a relay with amplitude d for the PID controller as shown in 0.
2. Kick into action, and record the plant output amplitude a and period P.
3. The ultimate period is the observed period, Pu = P , while the ultimate gain

is inversely proportional to the observed amplitude.
4. Compute the Ku parameter according to (1).

Ku =
4d

πa
. (1)

where a is the amplitude, d is the control signal amplitude and Pu is the period
of oscillations in the system output as it can be seen in 0 (Figs. 3 and 4).

Having established the ultimate gain and period with a single experiment, it
can use the ZN tuning rules (or equivalent) to establish the PID tuning constants.
Incidentally, the modified values given in Table 2 are improved versions of the
original constants given in most textbooks that have been found to be excessively
oscillatory. It was used the original specification to design the controllers in this
paper.
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Fig. 3. Block diagram of the relay method [12].

Fig. 4. Parameters of relay method [12].

Table 2. Modified ZNPID tuning constants as a function of ultimate gain and period
[13].

Specification ZNPID constants

Kp Ti Td

P controller 0.6Ku Pu/2 Pu/8

PI controller 0.33Ku Pu/2 Pu/3

PID controller 0.2Ku Pu/2 Pu/3

3.4 Augmented Ziegler and Nichols Tuned PID Controllers
(AZNPID)

The AZNPID proposes a real time update of the PID parameters KP , KI and
KD and procedure implies a low computing cost, and the performance of the
resulting control loop is somehow near the optimum that could be obtained if
the full information of the process model were available [9].

To tune a PID in manual mode, an operator generally adjusts the controller
gains according to the current process trend to attain the desired response.
The basic idea behind such gain manipulation strategy is that, when the process
variable is moving away from the set point, the controller takes aggressive action
to bring it back to the desired value as soon as possible. Moreover, when the
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process is moving fast towards the set point, the control action is reduced to
restrict the potential overshoot and undershoot in subsequent operating phases
[14].

In the AZNPID, proposed by [14], it is used the above gain modification
strategy with the help of some heuristic rules incorporating an online gain updat-
ing factor α, defined in (5). The proportional, integral, and derivative gains of
AZNPID are adjusted towards improving the process response during set point
change as well as load disturbance.

Let the discrete form of a conventional PID be described as

uc
(k) = KP e (k) + KI

k∑

i=0

e (i) + KDΔe (k) . (2)

In (2), uc
(k) is the control action at k-th sampling instant, KP is the propor-

tional gain, KI = KP (Δt/Ti) is the integral gain, and KD = KP (Td/Δt) is the
derivative gain. Where Ti is the integral time, Td is the derivative time, and Δt
is the sampling interval. KP , Ti, and Td are calculated according to ZN ultimate
cycle tuning rules using the relay method.

Here, e (k) and Δe (k) are expressed as

e (k) = r − y (k) (3)

Δe (k) = e (k) − e (k − 1) (4)

Where r is the set point, and y(k) is the process output. The update factor
α is defined by

α = eN (k) × ΔeN (k) (5)

Here

eN (k) =
e (k)
|r| (6)

And
ΔeN (k) = eN (k) − eN (k − 1) (7)

are the normalized values of e (k) and Δe (k) respectively.
In the proposed AZNPID, KP, KI, and KD will be continuously modified by

the gain updating factor α with the following simple heuristic relations:

Km
P (k) = KP (1 + k1 |α (k)|) (8)

Km
I (k) = KI (0.3 + k2 |α (k)|) (9)

Km
D (k) = KD (1 + k3 |α (k)|) (10)

Thus, from (2) and (8)–(10), AZNPID can be expressed as

ua (k) = Km
P (k) + Km

I (k)
k∑

i=0

e (i) + Km
D (k) Δe (k) (11)
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Where, Km
P (k), Km

I (k) and Km
D (k) are the modified proportional, integral,

and derivative gains respectively at k-th instant, and ua (k) is the corresponding
control action.

In (8)–(10), k1, k2, and k3 are three positive constants, which will make the
required variations in Km

P , Km
I and Km

D around their respective initial values.
The Fig. 5 shows the simplified block diagram of the PID controller proposed

by [14].

Fig. 5. AZNPID block diagram [14].

3.5 Augmented Relay Tuned PID Controllers (ARPID)

The ARPID method is the combination of RPID and AZNPID methods. This is
the application of the techniques used in AZNPID method but using the control
parameters calculated by the RPID method.

4 Experimental Results and Analysis

4.1 Manual Tuning

With the manual tuning method, the PID coefficients adopted for a satisfactory
system response are KP = 0.10, KD = 0.30, KI = 0.01. The system response
plot is shown in Fig. 6.

The PID controller designed using the manual tuning stabilized the system
and the vehicle could remain stand.

4.2 ZNPID

The ultimate gain obtained is Pu = 0.336 s and the PID coefficients adopted for
a satisfactory system response are KP = 0.060, KD = 0.126, KI = 0.007. The
system response plot is shown in Fig. 7.
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Fig. 6. Pitch response of the vehicle using the PID manual tuning.

Fig. 7. Pitch response of the vehicle using the ZNPID.
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4.3 RPID

Due the fact this system is unstable, it is difficult to control with a single relay
type input. Small values of d results in a divergent process response and large
system input values make the system oscillates with large amplitude variation.
Therefore, the optimal value of d is the one that gives the process an oscillation
with a constant amplitude for considerable time. For d = 0.3 on a range of 0 to 1,
the system had the best acceptable oscillatory response. The average amplitude
value is a = 3.75◦ and the period is Pu = 0.359 s.

The system output obtained from the relay test is shown in Fig. 8. Using
(1), Ku = 0.07 and according to Table 2, using the originals specifications for
PID coefficients results in KP = 0.042, KD = 0.094, KI = 0.005. The vehicle
response obtained experimentally is shown in the graphic of the Fig. 9.

Fig. 8. Pitch response of the vehicle in relay test.

4.4 AZNPID

The PID coefficients considered for the AZNPID are the same found on the
ZNPID tuning method. The constants values k1, k2 and k3 which had the best
tested vehicle performance are 0.100, 0.265 and 0.300, respectively.

The error, update factor (α) and PID parameters versus time plot are shown
in Fig. 10.
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Fig. 9. Pitch angle of the vehicle using the PID relay tuning.

4.5 ARPID

The PID coefficients considered for the ARPID are the same found on the RPID
tuning method.

The constants values k1, k2 and k3 which had the best tested vehicle perfor-
mance are 0.150, 0.250 and 0.310, respectively.

The error, update factor (α) and PID parameters versus time plot are shown
in Fig. 11.

4.6 Results Analysis

In order to compare the results of the three methods discussed in this paper
it is computed the root mean square (RMS) of the pitch angle measurements
according to the Eq. (12) and the data standard deviation for ten tests and the
mean of the data test is disposed at Table 3.

ΘRMS =

√√√√ 1
N

N∑

i=1

Θ2
i (12)

Where N is the amount of points considered in the RMS calculation.
According to Table 3, the ZNPID method has the lowest ΘRMS mean value,

followed by the manual tuning and, after the ARPID, and then the AZNPID
and the last one is the RPID.
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Fig. 10. AZNPID (a) Error × Time; (b) a × Time; (c) PID parameters × Time.

Table 3. Results: RMS and percentage difference.

Manual tuning ZNPID RPID AZNPID ARPID

ΘRMS mean 1.35 1.25 7.40 1.59 1.52

ΘRMS standard deviation 0.05 0.14 1.05 0.15 0.16
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Fig. 11. ARPID (a) Error × Time; (b) a × Time; (c) PID parameters × Time.

The manual tuning PID design demonstrated to be a good option to control
the vehicle because this technique demonstrated a good capability on controlling
the vehicle and it had a better performance than the PID designed through the
relay method. Although it is needed a good background of the system and the
PID controller, especially in cases of nonlinear unstable systems like the two-
wheeled vehicle used in the experiments of this paper.



Comparison Among Experimental PID Tuning Methods for a Robot 85

The ZNPID is the best technique among the ones presented in this paper
because it presented the lowest ΘRMS value. Its good performance allows com-
parison among the methods studied and demonstrate that the augmented meth-
ods are possible to improvement since optimal values for k1, k2 and k3 constants
are utilized.

On the other hand, the relay method tuning demonstrated not being as effi-
cient as the ZNPID or even the AZNPID, ARPID and manual method because it
had the highest pitch angle error around the vehicle equilibrium angle. However,
the relay method still demonstrated to be able to control the vehicle so that it
can remain stand.

For last, the ARPID showed substantial improvement when used with the
augmented technique from a mean pitch angle error of 7.40◦ to 1.52◦ using the
same initial PID parameters. This behavior proves that the use of the heuristic
technique is a powerful tool aiming a performance improvement.

5 Conclusion and Further Works

Thus, the ZNPID method is the best technique among the ones presented in
this paper since it is a benchmark method for estimating the PID parameters.
Although, like in manual tuning, the attempts on finding the appropriate con-
stants may become costly.

For future works, more advanced techniques can be design to control the
two-wheeled vehicle, e.g., fuzzy logic couple to PID, neural networks, and some
adaptive methods.

Also using the AZNPID and the ARPID, optimization tools as genetic algo-
rithm and ant colony may be applied to find their best possible values of k1, k2
and k3, with a view to achieving the desired performance with some pre-specified
performance indices.

In addition, it is possible to add the horizontal displacement control of the
vehicle while it tries to remain stand, although it becomes a multiple input and
multiple output system (MIMO) and a different control technique is needed.

Acknowledgments. We gratefully acknowledge the support of the FEMEC, CAPES,
CNPQ, FAPEMIG, Prof. Dr. R. Fortes and Prof. Dr. M.V. Duarte.
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Abstract. The use of robots as educational tools provides a stimulating
environment for students. Some robotics competitions focus on primary
and secondary school aged children, and serve as motivation for stu-
dents to get involved in educational robotics activities. Although very
appealing, many students cannot participate on robotics competitions
because they cannot afford robotics kits. Hence, several students have
no access to educational robotics, especially on developing countries. To
minimize this problem and contribute to education equality, we have
created RoSoS Robot Soccer Simulator, in which students program vir-
tual robots in a similar way that they would program their real ones.
In this chapter we explain some technical details of RoSoS and discuss
the implementation of a new league for the robotics competitions: Junior
Soccer Simulation league (JSS). Because soccer is the most popular sport
in the world, we believe JSS will be a strong motivator for students to
get involved with robotics.

Keywords: Educational robotics · Robotics competitions · Soccer Sim-
ulation · Simulation software

1 Introduction

Educational Robotics is a valuable tool for interdisciplinary teaching. Several
researchers have shown that the use of robots as educational tools provide a stim-
ulating environment for the students, with very positive results [10,11,13,20].
The implementation of Educational Robotics on technical courses (at high-school
level) was discussed in [19], where some results were presented with emphasis on
the participation of teams in robotics competitions. Some researchers claim that
the social impact of robotics competitions is also important because it motivates
integration between schools, university and the community [12]. Some examples
of robotics competitions are RoboCup, FIRST Lego League, FIRA Cup and the
Latin-American Robotics Competition (LARC), all being used as a motivation
to get students involved in robotics. One of the biggest and most important one
is the RoboCupJunior (RCJ), that focuses on primary and secondary school aged
c© Springer International Publishing AG 2016
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children. RCJ is part of the RoboCup, an annual international robotics competi-
tion that aims to promote robotics and Artificial Intelligence research [1]. About
45 countries select teams to participate in the international RoboCup. In Brazil
the selection of teams for the RoboCup international competition is done by the
Brazilian Robotics Olympiad (OBR) and the Brazilian Robotics Competition
(CBR). While CBR targets undergraduate and graduate students, OBR is an
annual competition for primary and secondary students in Brazil. OBR has two
main categories: practical and theoretical. In 2015, around 8,000 students from
about 1,500 schools have participated on the OBR practical competition [4]. In
the same year, OBR theoretical competition had 90,000 students enrolled.

RoboCup has several different categories, such as Rescue, @Home and Soccer,
among others. It also has some simulation leagues, in which virtual robots com-
pete in a simulated environment. With no hardware, simulation league’s focus is
on artificial intelligence and team strategy [9]. This makes it possible for teams
to fully concentrate on the development of higher level behavior for its robots,
and to improve performance of their software by running thousands of tests
on several simulations. For example, [23] used simulated soccer to study and
compare several multiagent reinforcement learning algorithms, and concluded
that in some scenarios direct search in policy space can offer advantages over
approaches based on evaluation functions learning. By its turn, [15] presents a
comparison between several machine learning techniques to identify and classify
robot formations of the opponent soccer team in order to improve playing strat-
egy. Other works show the application of reinforcement learning to improve the
defense behavior [16] and to select the best action in setplays [14] of simulated
soccer teams.

Like in major competition, RoboCupJunior also has soccer category. But,
in all Junior categories (soccer, dance and rescue) students have to deal robot
hardware, and there is no pure simulation league. Important Brazilian compe-
titions like OBR and CBR also lack a simulation league dedicated to primary
and secondary students. In such a context, we propose a Junior Soccer Simula-
tion (JSS) league for primary and secondary students that could be adopted by
OBR, CBR, RoboCupJunior and any other robotics competition. Soccer is the
most popular sport in the world [3], therefore we believe this will be a strong
motivation for students to get involved in robotics. Because CBR and RoboCup
already have a Soccer Simulation league for students over 19 years old, the ones
that choose to participate in the JSS would have the opportunity to move to a
major league after they finish secondary school. JSS can also be used in class-
rooms as a tool to motivate students to develop computational thinking, which
is arguably a fundamental skill to virtually any future professional [24].

Perhaps the most important reason for the adoption of a simulation league
by OBR and RCJ is the fact that several schools and students, especially on
developing countries, do not have financial means to maintain robotics projects.
As we mentioned, in Brazil OBR had around 8,000 students participating on
the practical competition in 2015, while more than 90,000 were enrolled in the
theoretical competition. It is possible that many of those 90,000 students did
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not register for the practical competition only because they did not have access
to robotics kits. A simulation league would allow those schools and students to
get involved with robotics without the need of buying hardware. Because our
simulator is free and can run on free operating systems, the only cost for the
school is the computer to run the simulation.

On the following Sections we present the general concept of a Junior Soc-
cer Simulation League, give an explanation of the RoSoS software and show
some details of how it is organized. Finally, we discuss some ideas and future
work. Parts of the work presented here were also presented in two conference
papers [21,22]. In this Chapter, however, we give a more detailed explanation
of RoSoS structure and present new examples of code to better explain RoSoS
implementation and usage.

2 Junior Soccer Simulation League

In this section we give a brief description of the proposed Junior Soccer Sim-
ulation League. The main idea is similar to the 2D Simulation League that
already exists in RoboCup [9], but adapted to primary and secondary student
level. We propose a competition in which two teams of N autonomous software
programs (virtual robots) play soccer in a two-dimensional virtual soccer field.
The dimensions of the field, ball and robots are adjustable, and can be made
proportional to the dimensions of their correspondent real counterparts in the
actual RoboCupJunior competition, for example. Game rules for the simulation
league can be similar to the rules for the real leagues, but this can be adapted.
The size of the field and number of robots per team can also be changed. In fact,
different categories could have different field sizes, ball sizes, mass and speed of
robots etc.

During a match, the simulator knows the status of everything on the game,
such as position, orientation and speed of all robots, position and speed of the
ball, the laws of physics etc. Students have to program their independent agents
individually (each virtual robot) to communicate with the simulator. Each vir-
tual robot receives some information from the simulator, like noisy input of its
virtual sensors, and have a limited amount of time to send some commands in
order to move. If no command is sent, the simulator assumes that all desired
speeds are zero.

3 Robot Soccer Simulator - RoSoS

The simulator platform was programmed using Processing, which consists of a
programming language and a development environment [5]. Processing language
is built on Java, but it uses a simplified syntax, in a way similar to the Arduino
language [2]. This software was created on a project initiated in a group from
the MIT Media Lab and, since 2012, is maintained by the Processing Founda-
tion, whose primary goal is “to empower people of all interests and backgrounds
to learn how to program...” [6]. Today, Processing is being used for learning,
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prototyping, and production by tens of thousands of students, artists, designers,
researchers, and hobbyists. It is free, open-source, and runs under GNU/Linux,
Mac OS X, and Windows [5]. Its popularity, flexibility and similarity to the
Arduino language were the main reasons for choosing Processing as the simula-
tor language.

While developing RoSoS, the main guidelines were: (1) the program for a
virtual robot should be similar to the program of a real robot; and (2) users
should have the possibility to change the simulator operation (physics and game
rules), and to personalize their robots. We built the simulator considering the
above guidelines and the resulting software has the following features:

– Processes physics and collisions in the engine, and allows users to alter physics
parameters;

– Allows changes on the game rules;
– Allows customized shapes for Robots and environments;
– Allows the use and positioning of different sensors for each one of the virtual

robots;
– Each robot of a team can have its own set of sensors and its own program.

Figure 1 illustrates the graphical appearance of the simulator in action. It
shows a screen-shot of RoSoS running a match between two teams of three
virtual robots, each.

In the following subsections we present a brief explanation about how to use
the simulator to build a soccer team and give some technical information about
how the simulator works.

3.1 Using RoSoS to Build a Team

First of all, it is important to state that students can program its virtual robots
without a deep understanding about how the simulator was programmed. The
structure of the simulated team was built in such way that, for each virtual
robot, students use a setup() function to implement instructions that should
be executed once (at the beginning), and a loop() function to implement the
main code (that is repeated indefinitely). This is to mimic the structure of the
Arduino language, which is very popular among students. To implement specific
behaviour, students can use RoSoS’s main base classes and methods to build
and program its virtual robots. RoSoS classes were designed to simulate the
behaviour of real robots so that students can focus on how an actual robot
would work.

RoSoS is distributed with an empty team class that contains a pre-built struc-
ture with comments explaining what students need to fill in to start programming
their virtual robots. The package also contains some examples of teams to give
students a better idea of how they can use the provided functions. The following
code shows one of the provided examples. The public class CustomTeamA con-
tains two types of robots, an Attacker and a Goalie. Both Attacker and Goalie
have a sensor to detect the ball. The Goalie also has ultrasonic distance sensors
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pointing forward, backwards, to the left and to the right. The Attacker and the
Goalie have different programs in their respective loop functions. Students can
use this example as a base structure, modifying only the contents of the setup()
and loop() functions of each robot. A more detailed explanation of the program
and its functions will be given in the following subsections.

Fig. 1. Screen-shot of RoSoS running a match between teams Star Wars and Star Trek,
in which Star Trek is winning (obviously).

Example team CustomTeamA with two robots.

public class CustomTeamA implements Team{

public String getTeamName(){
return "Emerotecos"; }

public Robot buildRobot(GameSimulator s, int index){
if(index == 1)

return new Goalier(s);
// By default, return a new attacker
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return new Attacker(s);
}

class Attacker extends RobotBasic{
Attacker(GameSimulator s){

super(s); }

// Setup is executed once at the beginning.
public void setup(){

System.out.println("Attacker is built!");
}

// Loop is called continuously
public void loop(){

float angle = getSensor("BALL").readValue(0);

setRotation(angle * 7f);
setSpeed(0.5f, 0);
delay(100);

}
}

class Goalier extends RobotBasic{
Goalier(GameSimulator s){

super(s); }

public void setup(){
float usDistance = getSensor("ULTRASONIC_FRONT").readValue(0);

System.out.print("Goalier is built!");
System.out.println("My US_FRONT dist is:"+usDistance);

}

public void loop(){
System.out.println("Running!");
float angle = getSensor("BALL").readValue(0);

if(Math.abs(angle) < 90)
setSpeed(0f, angle / 150f);

else
setSpeed(0f, 0f);

delay(100);
}

}
}
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(Example code of a team. The class CustomTeamA contains two types of robots,
an Attacker and a Goalie. Both Attacker and Goalie have a sensor to detect the
ball, but the Goalie also has ultrasonic distance sensors. The Attacker and the
Goalie have different programs in their respective loop functions.)

3.2 Robot Class

Because Arduino is very popular in robotics competitions, we believe that imple-
menting a similar structure will make it easier for students to learn how to pro-
gram in RoSoS. Therefore, the following three basic methods are used on the
programming of the virtual robots:

setup()
Code inside setup() block runs only once when the robot is started;

loop()
Code inside loop() runs continuously until the robot stops;

run()
Overrides the Arduino-like behavior of setup-loop. This is the method called
from the Robot Thread.

The Robot class provides methods to control the virtual robots, such as:

setSpeed(xSpeed, ySpeed)
Sets the target linear speeds ẋ and ẏ in X and Y directions of the robot’s
reference frame, respectively (see Fig. 2);

setRotation(angularSpeed)
Sets the target angular speed ω around the robot center;

stopMotors()
Stops the robot.

It should be noticed that the X and Y directions in the method setSpeed are
related to the reference frame that is fixed on the robot, with X axis pointing
forwards from the robot center (see Fig. 2). RoSoS does not deal with individual
motor speeds. Instead, it considers only linear and angular speeds, specified with
respect to the robot’s reference frame. Therefore, to make the robot move forward
the user only needs to provide a positive xSpeed value when calling setSpeed.

The kinematic model implemented by RoSoS for the robots is the omnidirec-
tional model. This model was chosen based on the wide use of omnidirectional
platforms by students on the RoboCupJunior Soccer competition. Such platform
allows the robot to move in any direction regardless its orientation.

With the omnidirectional model, the user does not need to change the robots’
orientation to implement linear move in Y direction. In other words, the virtual
robot is able to move sideways with no need to rotate around its own axis to
change its own orientation. On the other hand, it is also possible for the user to
simulate a differential steered robot (unicycle model). For that, it is just a mater
of keeping the ySpeed value as zero. By doing so, the robot will behave almost
like a differential-drive, but it will move sideways if it is pushed by other robots.
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Fig. 2. Position and orientation of the reference frame fixed on the robot.

In the real world, robots do not react instantaneously to a given command.
To simulate this behavior, RoSoS imposes limits on speed and acceleration for
the robots. As a result, the target speed values are not reached instantaneously
and the virtual robots’ behavior is similar to the real ones.

Virtual sensors like Ball sensor, Compass sensors and Distance sensors are
provided by the RobotBasic class and can be used by the virtual robots. The
method getSensor(String id) returns the value provided the specified sensor.

The following example shows the implementation of a simple robot that
rotates around its own axis and moves towards the ball if it is far away. Notice
that the only sensor used by this robot is the ball sensor. The code inside the
loop() function first reads the ball sensor to get the orientation of the ball with
respect to the robot, which is stored in variable angle. Then, the robot is com-
manded to turn to orient itself in the direction of the ball. After a delay of
1000 ms, the rotation speed is set to zero and the robot is commanded to go
forward if the distance to the ball is bigger than 0.5 units.

class RobotFollower extends RobotBasic {
RobotFollower(GameSimulator s) { super(s); }

Sensor locator;
public void setup() {

// Save sensor for further use
locator = getSensor("BALL");

}

public void loop() {
// Read the sensor angle
float angle = locator.readValue(0);

// Rotate ANGLE for a second and aim at the ball
setRotation(angle);
delay(1000);
setRotation(0);
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// Read ball distance
float dist = locator.readValue(1);

// Move forward if ball is far away (> 0.5m)
if (dist > 0.5f)

setSpeed(0.2f);

// Wait and stop motors
delay(200);
stopMotors();

}
}

(Code that simulates a simple robot that rotates around its own axis to follow the ball,

and moves towards the ball if it is far away.)

3.3 Technical Details

For students to implement their teams, it is not necessary that they know the
technical details presented in this section. But, the interested student can dive
into the simulator code if he/she wants to understand how it works.

A program for a typical real robot used on junior soccer competitions might
consist of a single thread running on a microcontroller. Such a program might
implement a state-machine, infinite loops, delays, as well as access to hardware
devices. We have implemented RoSoS in such a way that the student is able to
program its virtual robots as if he/she was programming a real one. For that,
we had to guarantee that the simulator code runs independently of the robots’
code.

To avoid hanging problems, every Robot extends a Runnable class, meaning
that the program written to the Robot is going to run inside a thread, parallel to
the Simulator code, but controlled by the Simulator. Running robots in threads
is essential for the simulator to maintain control of the program flow. It also
means that users can write infinite loops and long delays with no effect on the
rest of the simulation.

GameSimulator is a global object responsible for creating physical elements
such as walls, goals, ball and all field-related parts. It is also responsible for
handling simulation time. By physical elements we mean anything that physically
interacts with the environment.

Simulatable contains basic methods for checking collisions and for running
simulation with discrete time steps. This class is extended by all “simulatable”
objects such as Ball, Block, GoalWall and every Robot. Most of the “simulat-
able” objects can also be “Drawable”, which means that they can be drawn on
the screen. Drawable is a simple interface with the method draw(). Notice that
some “simulatable” objects don’t need to be shown on the screen, like as the
GoalWall that is used only to check collision with the ball. Simulatable objects
can be modified to collide only with specific types of objects, or to be physically
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static (such as walls). It is also possible to control the type of collision for each
object, from non-elastic to fully elastic collisions. The physics engine simulates
the interaction of objects in a two-dimensional space according to the values of
force, acceleration, speed and position of objects in every simulation step.

The following code shows the part of the program where the physics simula-
tion takes place inside the Simulatable object.

Physics simulation.

public void simulate(float dt){
// Saves last Speed and Position to calculate real Accel and Speed
PVector lastSpeed = speed.get();
PVector lastPosition = position.get();

// Simulate Acceleration
accel = getForce(dt);
accel.div(getMass());
force.set(0,0);

// Simulate Speed
PVector dSpeed = accel.get();
dSpeed.mult(dt);
speed.add(dSpeed);

// Simulate Position
PVector dPos = speed.get();
dPos.mult(dt);
position.add(dPos);

// Calculate real Accel and Speed
realAccel = speed.get();
realAccel.sub(lastSpeed);
realAccel.div(dt);

realSpeed = position.get();
realSpeed.sub(lastPosition);
realSpeed.div(dt);

}

(Code inside Simulatable showing how physics rules are applied.)

During the simulation, the following set of instructions is executed for every
time step:

1. Calculate the time dt since the previous iteration;
2. Obtain the new position of the simulatable object;
3. Resolve collision by separating objects placed over each other.
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The part of the code responsible for handling the simulation flow is presented
as follows.

Simulation flow.

public void simulate(float t){
float dt = t - lastT;
lastT = t;
if(dt > 0.5 || dt <= 0f){ return; }

// Simulate Physics
for(Simulatable s:simulatables){

// Simulate object
s.simulate(dt);

// Resolve Collisions
for(Simulatable b:simulatables){

// Check if is NOT colliding
if(b == s || !s.canCollide(b))

continue;

// Resolve collision if so
if(s.colliding(b))

s.resolveCollision(b);
}

}
}

(Part of the GameSimulator where simulation flow is executed.)

An important part of the simulation concerns the Robot. For a matter of
simplicity, Robot inherits from Simulatable. It has properties like force, acceler-
ation, speed, position and orientation. It also extends Drawable, which allows
users to even change their robot’s appearance.

3.4 Sensors

Each virtual robot can use several different sensors by using the method get-
Sensor(String ID). Sensors are built as a basic unit that can do measurements
and return vectors of values. A class called RobotSensor was implemented from
GameSimulator and Robot. The public method readValue(index) returns the
index’th value from the vector of values corresponding to the instantaneous
sensor reading.

Sensors most required by real soccer robots are:

– Infrared sensors: placed around the robot to detect the direction and even the
distance to the ball (considering that the ball emits infrared light, which is the
case in junior competitions like RoboCupJunior and Latin American Robotics
Competition);
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– Compass sensors: detect absolute robot orientation and are used, for example,
to identify the orientation of the target goal;

– Distance sensors: Can be used for positioning the robot inside the field and to
avoid going outside the field limits by measuring distances to the field walls.

We present the following code to illustrate the implementation of a sensor.
It is part of BallLocator class and is responsible for implementing a sensor that
detects the distance and the relative orientation from the robot to the ball.
Notice that some limits to the readings are implemented.

Implementation of ball sensor.

class SensorBall extends Sensor{

float[] values = new float[2];
float sensorLimit = 1f;

SensorBall(GameSimulator g, Robot r){ super(g, r); }

float lastRead = 0;
public float[] readValues(){

// Avoid multiple readings within 100ms
if(game.getTime() >= lastRead + 0.1f)

doReading();

return values;
}

private void doReading(){
Robot thisRobot = getRobot();
Ball ball = getGameSimulator().ball;

// Set values to 0’s if ball is off
if(!ball.isOn()){

values[0] = 0;
values[1] = 0;
return;

}

// Find relative distance from Ball to Robot
PVector dist = PVector.sub(ball.position, thisRobot.position);
dist.rotate(-thisRobot.getOrientation());

// index 0 contains the Angle of the ball
values[0] = (float)Math.toDegrees(dist.heading());
// index 1 contains the distance to the ball
values[1] = (float)Math.min(dist.mag(), sensorLimit);
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}
}

(Code responsible for implementing a sensor that detects the distance and orientation

from the robot to the ball.)

To sum up, to participate on a competition using RoSoS every group of
students shall program a class that implements a Team. This class is responsible
for distributing robots given an index. Those robots can be implemented from
BasicRobot or even Robot classes. Each Team object will be notified of actions
taken by the simulator, like change in side, robot removal etc. The Team class
must include all classes required by itself to run, and that set will compose a
single file with the name of the Team.

4 Discussion

RoSoS was successfully tested using Processing version 2.2.1 on Windows 7,
Windows 8.1, Windows 10, Ubuntu 14.04 (64 bits), Linux Mint 17.1 and Mac
OS X computers. To test the performance of the software, and with the support
of the Federal University of ABC (UFABC) branch of IEEE RAS, we have
organized a small competition with some students at the UFABC campus, Brazil,
in July 2015. For this competition, university students between 18 and 20 years
old were divided into 8 groups, with 4 students each, to program teams of 3
robots to play games of 5 min (2.5 min before switching sides). Besides the short
notice (only two weeks between the announcement and the actual competition),
students were able to come up with very interesting ideas on their code, like
proportional control, communication between robots, central control class for a
team etc. The simulations were ran in a MAC OS X computer. In January 2016,
we have organized a workshop at Campus Party Brasil 2016 [18] where people
learned about RoSoS and were able to do some basic programming. Finally, in
June 2016 RoSoS was used in the Robotics course of the Control and Automation
Engineering degree of the Federal Institute of Espirito Santo (IFES) - Serra
Campus, Brazil. Students had to program their robots to play soccer, but using
some of the mobile robot controllers studied during the course. At the end of the
semester, a small competition was held. The above mentioned activities were a
success and proved that RoSoS is a valuable tool for educational robotics.

A junior simulation league brings some interesting possibilities to enrich
robotics competitions. For example, game rules could be changed during com-
petition days, and teams could have a limited number of hours to adapt their
programs. Such changes might even include adding more robots to the team.
Superteam competitions could also be held with a big virtual field and several
robots from different teams to form one virtual superteam. Finally, students that
participate on real Robot Soccer competitions (like RoboCupJunior Soccer) can
use RoSoS as a test platform to improve its game strategy.

It is worthy to make a brief comparison between RoSoS and the RoboCup
Soccer Simulator 2D (RoboCup Sim) to state the main similarities and differ-
ences between the two simulators. In general, RoSoS and RoboCup Sim are very



100 F.N. Martins et al.

similar. Both simulate a soccer match in which two teams of autonomous virtual
robots play soccer in a two-dimensional virtual soccer field. In both simulators,
the server knows the status of everything and controls the game. Each virtual
robot has its own program and uses information from its own virtual sensors
to decide how to move. But, there are some differences on the game rules and
on the way the simulator was built that make RoSoS a more appropriate choice
for younger students. First, RoSoS was built to mimic the real RoboCupJunior
Soccer competition rules, so that students participating on the real competition
can use it as a test platform for their team strategy. Second, RoSoS is much
simpler than RoboCup Sim regarding installation, use and programming. While
in RoboCup Sim one has to program and compile its own team to communicate
with the server using UDP/IP socket, in RoSoS students create their teams on a
single file and use simple pre-built functions to read sensor values and send speed
commands. This makes a RoSoS program more similar to a real robot program
(when considering the robots used on the RCJ Soccer competition). RoboCup
Sim programs are more complicated not only because of communication between
the agents and the simulator, but also because of game rules. In RoboCup Sim
robots have to deal with lots of situations that are not present in RoSoS, like
corner kicks, lateral backs, the amount of energy a player has (stamina), when
to hold the ball and how to interpret coach instructions. In RoSoS there are no
coaches and game rules are simpler, which makes it ideal for students that are
beginners on programming.

For now, RoSoS implements an omnidirectional robot model, which is used
by many RCJ Soccer teams. But, as we mentioned, the simulator program can be
adapted to simulate a differential drive robot, if desired. Also, if a more realistic
simulation is desired, the simulator can be adapted to include more complex
robot dynamics and to use more complex physics modelling. The software is
open-source and is available on Github, so motivated students can collaborate
with the development of the simulator itself [17]. The Github page has links
for the documentation page [7] and for the RoSoS YouTube channel [8], that
contains videos with explanation and short code examples.

5 Conclusion and Future Work

We have presented RoSoS, a Robot Soccer Simulator designed for education
robotics and robotics competitions. We also presented a proposal for a new
league for the robotics competitions, named Junior Soccer Simulation (JSS).
This proposal was also presented to the organization committee of the Brazil-
ian Robotics Olympiad (OBR), which agreed to try implementing a JSS league
using RoSoS during the next edition of OBR. First, we are going to start with a
demo competition, with some selected teams. Then, we expect to have a national
competition using RoSoS the following year. We have produced some documen-
tation for using RoSoS, including a series of YouTube videos. Besides that, we
also intend to prepare training material for teachers, so that they can motivate
their students to use RoSoS and participate on the competitions. RoSoS can
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also be used in undergraduate courses. For instance, in the first semester of 2016
RoSoS was be used for the first time on the Robotics course of the Control and
Automation Engineering career at IFES, where students had to implement sev-
eral concepts learnt during classes and a small competition was organized at the
end of the semester. This increased students’ motivation to work harder while
keeping a nice environment during classes.

It is important to point out that a text-based programming language might
be difficult for primary students, especially the youngest ones. Because of that,
the actual implementation of RoSoS is more suitable for secondary students.
But, it is possible to make it easier to program by creating macros for high-level
commands. We also intend to implement a graphic-based interface for creating
the virtual robots’ programs. By doing so, we believe that primary students over
10+ years-old would be able to program their robots in RoSoS.

An important aspect of a simulation league is that it requires much less finan-
cial investment from schools and students. Therefore, it facilitates the inclusion
of robotics in their curriculum, especially on developing countries. In robotics
competitions students develop teamwork and gain experience, while exchang-
ing knowledge and information with other students from different backgrounds
and culture. We believe that JSS league and RoSoS will contribute to education
equality by giving all primary and secondary students the possibility to have the
above mentioned experiences.
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Abstract. The difficulty of creating a path planner with collision avoid-
ance for Space Manipulators (SMs) is well known due to the presence
of dynamic singularities and because of its non-holonomic behaviour.
Furthermore, the main contributions in the field of motion planning of
SMs are often concentrated in the point-to-point strategy, with special
interest in the complex dynamics of such systems. In fact, planners for
space manipulators generally count on a previously computed path in
order to modify it to avoid collisions. Nonetheless, the computing of the
previous path still lacks robust formulations, specially in the case of free-
floating manipulators. Our goal consists in creating a path planner with
collision avoidance for a free-floating planar manipulator. The dynamic
model is based on the Dynamically Equivalent Manipulator and the con-
cept of Rapidly-Exploring Random Trees serves as a framework for the
developed algorithm. A combination of a method that reduces the metric
sensitivity with a bidirectional approach is proposed in order to achieve
a solution convergence. Details of the collision checking algorithm are
provided. The system is validated by simulating the path planning task
for a three-link planar free-floating manipulator, while considering the
presence of an obstacle. The results are then discussed and promising
directions for future works are presented.

1 Introduction

Space missions are often related to hostile environments, which are also con-
nected to extreme temperatures, radiation and lack of gravity. These factors
endanger and complicate human mobility in Extra-Vehicular Activities (EVAs).
In order to assist in assembly services, space manipulators (SMs) are playing
a key role in this matter. Activities like substitution of components, satellite
repair and refueling are fundamental in the sense of making more flexible on-
orbit operations and increasing the overall mission lifespan [1].

Path planning is known to be a major challenge in the field of general robotics.
In the case of space robots, this difficulty is magnified by the dynamic coupling
and the non-holonomic behavior of such systems, due to the nonintegrability of
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the angular momentum [2]. Another challenging task is the handling of dynamic
singularities (DS), which had their existence proven in [3]. These differ from
singularities of fixed-based manipulator because their location cannot be simply
predicted from the kinematic manipulator structure. In fact, dynamic singular-
ities are product of the dynamic properties of space robots and depend on the
path taken.

Space manipulators are normally classified into two major categories. First,
free-flying manipulators count on an active position and attitude control. This
compensates the displacement generated by the joint motions in order to main-
tain a stable basis. Therefore, most of the control laws for fixed-base manipula-
tors also apply. However, excessive fuel consumption compromises the duration
of on-orbit missions. On the second group are the free-floating manipulators,
which allow the satellite to freely move in response to the arm’s motion. In
that case, no reaction wheels or propulsion jets are used. Thus, the system can
save fuel and energy. Nonetheless, this advantage comes with an extra challenge
regarding the description of its dynamics and behavior.

In spite of so many difficulties, researchers gave valuable contributions in the
matter of motion planning of space robots, specially in the sense of avoiding
DSs and dealing with their special nature. The work presented in [4] adopts
unit quartenions in order to represent dynamic singularities and avoid them.
Using this representation, inverse kinematics algorithms are formulated based
on geometric variables. An analytical path planning method for free-floating
manipulators is presented in [5]. The cartesian control of the end-effector is
achieved along with the system’s attitude control. Nevertheless, trajectory points
are supposed known and collision avoidance is not considered in this planning.
[6] proposes a path planning technique that yields the appropriate initial system
configurations to avoid DSs. However, the approach is based on a reference path
prior to the application of the proposed technique, specifically, a straight line is
considered in this evaluation. As one can notice, path-planning of free-floating
robots in the presence of obstacles reveals a vast scenario to be exploited.

With the goal of evaluating space systems on earthly environments, a plat-
form for assessing different control approaches for a free-floating planar manip-
ulators was built in [7]. The UnderActuated Robot Arm-E (UARM-E) consists
of a mechanical-electronical system that floats over an Ealing-like table. This
manipulator is remotely connected to a simulation and control environment,
also developed in this work. Moreover, this platform can be configured with up
to six active joints with one or two arms. A typical configuration of the UARM-E
is shown in Fig. 1.

The path planning of free-floating manipulators does not count on solid for-
mulations when random obstacles are considered. This encouraged us to pur-
sue a methodology of a planner that autonomously computes a path between
two configurations of a free-floating manipulator. The Rapidly-Exploring Ran-
dom Tree (RRT) algorithm, widely known as a powerful path-planning tool,
acts as a framework for the proposed architecture. Two other major RRT-
based approaches are considered in order to solve convergency problems and
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Fig. 1. UARM-E configured with a single arm and two active links.

core details about the implementation are given. These concepts were blended
and modified to finally form the structure of the final planner.

This paper is organized as follows. Section 2 covers the key concepts about
the dynamically equivalent manipulator. Interesting properties, which are later
exploited, are derived here. Section 3 introduces the basic RRT algorithm along
with two modifications. This section also proposes and discusses some of the
adaptation to the problem. Section 4 describes how all the elements are inte-
grated, provides details of the collision detection method we used and presents
the architecture of the proposed planner. Section 5 shows the results of planning
tasks in a simulated environment. Finally, Sect. 6 gives the proposed method a
general overview and discusses promising directions for future works.

2 Dynamically Equivalent Manipulator

The concept of DEM was introduced in [8] as an alternative to the complex
kinematic-dynamic approaches when modelling space robots. This method maps
a free-floating manipulator into a conventional fixed-base manipulator, preserv-
ing both its kinematic and dynamic properties. This equivalence not only allows
the modelling of free-floating arms through traditional methods, but also enables
the experimental study of space platforms in more feasible environments, with-
out the need for complex structures that emulate space conditions.

The DEM is originally based on the concept of Virtual Manipulator (VM),
presented in [9], in which a kinematically equivalent manipulator is proposed.
However, the VM equivalent model is considered to be an ideal kinematic chain
with null mass. Therefore, practical experiments are unfeasible for this app-
roach. The DEM exploits that fact and proposes an equivalent model that can
be physically built and adopted in experimental studies regarding the dynamic
behavior of space manipulators. Besides, it may be used as a tool for develop-
ing the dynamic model itself. The DEM is applicable for both free-floating and
free-flying manipulators.

Consider a n-links rigid manipulator mounted over a free-floating base. Let
Ci be the center of mass of link i and the base from the space manipulator
named as link 1. Furthermore, the following links are named from 2 until n + 1.
Assuming that forces and external torques are non-existent, the center of mass
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Co remains fixed in inertial space and is also chosen as main frame’s origin
(depicted as frame 0, in Fig. 2).

Fig. 2. Frame fixed to SM links.

Briefly, the model derivation uses Lagrange equations in the space manipula-
tor to obtain the dynamic model of a fixed-based manipulator. In this case, the
fixed base is replaced by a passive spherical joint. Considering that the DEM
works in the absence of gravity and that its base is located at the center of mass
of the space robot, the conditions under which both models are equivalent satisfy
the following algebraic equations:

m
′
i =

M2
t mi∑i−1

k=1 mk

∑i
k=1 mk

, i = 2, . . . , n + 1

I
′
i = Ii, i = 1, . . . , n + 1

W1 = r1,

Wi = ri + li, i = 2, . . . , n + 1
lc1 = 0,

lci =
∑i−1

k=1 mk

Mt
Li, i = 2, . . . , n + 1

(1)

In (1), W vectors represent the DEM link lengths and their inertial orienta-
tions with respect to the space manipulator (SM) inertial frame; m

′
i corresponds

to the mass of DEM’s i-th link; I
′
i ∈ R

3×3 denotes the inertial tensor corre-
sponding to DEM’s i-th link; lci represents the vector from DEM’s i-th joint to
the center of mass of i-th link. Additionally, [8] demonstrates that the value of
m

′
1 does not influence in dynamic equivalency. Thus the mass of the DEM’s first

link might be arbitrarily assigned as a positive non-null value.
Let the generalized coordinates vector be q =

[
φ θ ψ θ2 · · · θn+1

]T ∈ R
(n+3)

decomposed as q =
[
qTb qTm

]T , where b and m represent the base and manipula-
tor components, respectively. Similarly to classic Euler-Lagrange equations, the
system model assume the special form:

M(qm)q̈ + C(qm, q̇)q̇ = τ (2)
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As the gravity effects are neglected in a spatial environment, so is the gravity
vector. In (2), M(qm) ∈ R

(n+3)×(n+3) denotes the symmetric and positive defi-
nite inertia matrix, which is dependent exclusively of manipulator coordinates;
C(qm, q̇) ∈ R

(n+3)×(n+3) represents the matrix of Coriolis and centrifugal forces.
Finally, τ =

[
0 0 0 τ2 · · · τn+1

]T ∈ R
(n+3) denotes the vector of applied torques

over DEM joints.
Because the DEM coordinate frames are parallel to the SM corresponding

frames, and its base is located at the center of mass of the SM, the DEM is iden-
tical in geometry to the VM. Therefore, it inherits the fundamental properties
of the VM, which are:

– The DEM end-effector coincides with the SM’s end-effector.
– The axis of DEM’s i-th joint is parallel to the axis of the i-th SM joint.
– During motion, the displacement of each of the DEM’s joints is identical to

the displacement of the corresponding SM joint.

These properties have their importance later demonstrated in the task of
path-planning of free-floating manipulators.

3 Rapidly-Exploring Random Trees

Aiming to contribute in the field of sampling-based algorithms, the basic RRT
algorithm, introduced in [10], stands out for its natural support to non-holonomic
systems and several DOFs. The algorithm provides simple, but powerful search
concepts that are explained as follows:

Let T be a tree rooted at its initial state, xinit. In each iteration, a random
state xrand is uniformly sampled in the free workspace, Xfree. The algorithm
then applies a search method in order to find the state in T that is closest to
xrand, based in a certain metric ρ. This state is now called xnear. Then, a valid
random input vector u is sampled among all set of possible inputs U . Each of the
inputs in u is applied in xnear and integrated over a certain time interval. After
evaluating all the expansions from xnear that are collision-free, the one with
lowest cost to xrand is chosen as xnew. This new state is then added to the nodes
of tree T. Likewise, the edge connecting the node xnear to xnew is added to the
edges of T. This process is repeated until the state xnew is close enough to xgoal,
meaning that the algorithm successfully found a solution for the path planning
problem. In that case, the sequence of branches that reaches xgoal with minimum
total cost according to the metric ρ is returned by the algorithm together with
the sequence of inputs used to create those branch sequence. However, a solution
may not exist or it is extremely hard to find. In order to avoid endless searches for
a solution, a limit on the size of T is imposed to restrain the search time. So the
algorithm stops when T achieves a user-defined maximum number of branches
N . If that limit is achieved, the algorithm does not return a valid solution for
the path planning problem. The pseudo-algorithm is shown as Algorithm1.
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Algorithm 1. Basic RRT Planner
BuildRRT(N , ΔT ,xinit)

1: Add State To Tree(xinit,Tree);
2: for n = 1 to N do
3: xrand ← Sample State();
4: xnear ← Find Closest Neighbor(Tree,xrand);
5: u ← Sample Input(xnear,xrand,U) ;
6: xnew ← New State(xnear,ΔT ,u) ;
7: Add State To Tree(xnew,Tree);
8: Add Edge To Tree(xnear,xnew,Tree);
9: end for

10: return Tree

In Algorithm 1, the function New State is responsible for finding the next
state of the system xnew by integrating the dynamic model of the robot, rep-
resented by a state-pace transition equation ẋ = f(x, u), for fixed time ΔT
applying input u from state xnear. Techniques with higher degree of integra-
tion, such as Runge-Kutta or the Euler method, are preferred for solving that
integration [10].

The sequence of inputs applied to the dynamic model used for generating the
path from xini to xgoal is also returned. In an ideal case, if the dynamic model
used for path planning would be a perfect representation of the real system,
the application of these sequence of inputs would make the robot to describe
the desired path. However, due to modelling uncertainties and unpredictable
disturbance, a path-following feedback controller must be used to follow the
planned path. Nonetheless, the planned path is feasible because the dynamic
model of the system was used for path planning.

Some of the main aspects and advantages of using the RRT algorithm, accord-
ing to [10,11], are: (1) Strong bias to not yet explored regions; (2) Probabilistic
completeness, this means that the probability of finding a solution tends to 1
as time tends to infinity; (3) States always remain connected; (4) Independence
of explicit description of Xfree; (5) Few heuristics or random parameters are
required.

The RRT planner, seems to present better convergence ratio when a subtle
bias p is applied to the final configuration. It means that the algorithm has
probability p to choose final configuration over a random state. However, if p is
set too large, it is likely that the search gets trapped in local minima [12].

3.1 Reduction of Metric Sensitivity

As a criterion, the chosen metric ρ is based on a cost function that should trans-
late the cost of bringing one state to another. The ideal metric is represented
by the optimal displacement cost between two states. It is known that perfor-
mance degrades substantially when the chosen metric does not reflect the real
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cost of motion between two configurations. In fact, computing the ideal metric
was proven to be as hard as solving the trajectory problem itself [11].

In order to remedy this situation, a modification in Algorithm1 is proposed
in [13]. The main goal of this method is to refine the exploration strategy, even
in the absence of a proper metric. The contribution of this approach does not lie
in developing a specific metric, but collecting information along the exploration
and growth of the tree.

Basically, a record of all set of inputs is kept for each node. This allows
the discard of inputs that were already evaluated. Also, the constraint violation
frequency (CVF) is collected for each state. The CVF estimates the probability
of a node expansion to result in a collision. Initially, every node has CVF equals
to zero. Once a state is selected as xnear, its CVF is increased a quantity c/N ,
where c stands for the number of inputs that result in collision or movement
restriction and N the number of inputs. Furthermore, when a CV F > 0 is
computed, all father-nodes that lead to that state have their CVF incremented
accordingly. That is, its m-th father will be added a CVF of c/Nm+1. The CVF
is then used as probability of not choosing some state when selecting the closest
neighbor. By punishing regions that lead to nodes that are likely to collide, the
exploration information helps the planner to pick a better xnear.

In order to implement this method and consequently assign a CVF to a node,
it is necessary to keep a record of all the possible inputs that can be applied to
that node for its expansion. This ca only be done if instead of a continuous input
we restrict the choices of inputs to a discrete.

Following we present a method of organizing a set of discrete inputs for the
problem of a generic free-floating manipulator, when torques are the only input
to be considered. Let x ∈ X a node, whose father is xfather. Consider the set of
inputs necessary to take xfather to x, over a certain time interval Δt, represented
by a vector τ =

[
τ1 τ2 · · · τn

]T , where n denotes the number of links of the space
manipulator. Let us impose +Δi and −Δi as a threshold in the increase and
decrease of τi, respectively. Also, as the torque τ1 is null due to DEM equivalence
conditions, the resulting set of inputs is organized as shown in Table 1, where
each row comprises the set of possible torques to be applied.

Table 1. Organization of the discrete inputs
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As k stands for the degree of discretization of each input in τ , the amount of
possible combinations equals kn−1. The algorithm will then need at least kn−1

bits to keep track of the expansion of each set of inputs. A naive approach would
also consider to keep record of the set of inputs that lead to that expansion.
However, for several degrees of freedom and many iterations this may repre-
sent an unnecessary allocation of memory, degrading the overall computational
performance.

As a workaround, we created for each state a single vector V , with size kn−1,
built as follows: The indices

(
i2 i3 · · · in

)
, relative to the columns in the torques

matrix presented in Table 1, are stored. This set of indices (that correspond to
inputs) is associated to element L from vector V as computed in (3).

L = 1 +
n∑

j=2

(ij − 1)kn−j (3)

Another adaptation was made to the method for reduction of metric sensitiv-
ity. An heuristic was adopted in order to eliminate, from the closest neighbour
search, nodes with high probability of producing child nodes with collision. Con-
sider a set of all possible inputs U for a given state x, and a set of inputs that
was already sampled and verified, Us ∈ U . If Us reaches a considerable size with
respect to the size of the set U , and all input in Us resulted in collision, then
the node x is not selected for further expansion. This is done because is highly
probable that other inputs in U that were still not tested would also result in
collision, meaning that this node is not able to produce valid children.

The reduction of metric sensibility, combined with the modifications above
described, collaborated to find a better expansion during the initial experiments.
However, the task of reaching a goal position while avoiding obstacles could not
find a single solution, even though 50000 iterations were run in each trial. The
unidirectional RRT seems to have special sensibility to local minimas. Depending
on a single tree to proper explore the environment and converge to a solution
has been verified to be a hard task, specially in the presence of obstacles. This
motivated us to also incorporate the bidirectional approach.

3.2 Bidirectional RRTs

Using a single RRT from xinit to connect with xgoal works well for state spaces
of low dimension. The bidirectional RRT, proposed originally by [11], grows two
RRTs independently. This approach improves the efficiency for state spaces of
high dimension at the expense of having to connect a pair of nodes between two
trees. The main aspects are described as follows:

Like the basic algorithm, the first tree has its root at the initial state xinit.
A second tree is then grown from final state xgoal. At each iteration, a random
state xrand is sampled and an expansion attempt is made from the first tree.
After that, the second tree takes the same xrand as parameter and tries to
expand in that direction. The process is repeated until two states x1 and x2 are
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Algorithm 2. Dual RRT Planner
BuildBiRRT()

1: Add State To Tree(xinit,Tree1);
2: Add State To Tree(xgoal,Tree2);
3: while not Connected do
4: xrand ← Sample State();
5: xi ← Create State(Tree1,xrand,Forward);
6: if xi ∈ Xfree and close enough from Tree2 then
7: connect Tree1 to Tree2 through xi;
8: end if
9: xg ← Create State(Tree2,xrand,Backward);

10: if xg ∈ Xfree and close enough from Tree1 then
11: connect Tree2 to Tree1 through xg;
12: end if
13: end while

close enough. This proximity is verified if ρ(x1, x2) < δ, for a small δ > 0. The
pseudo-algorithm can be seen in Algorithm 2.

Notice that, because the second tree is created from final configuration
towards the initial one, its integration must be computed backwards in time.
Considering Δt the step size used to grow the main tree, this issue can be solved
by using another Δt

′
= −Δt, everytime a backward integration is necessary.

The reason for this lies in the fundamental equality
∫ b

a
f(x)dx = − ∫ a

b
f(x)dx.

Another important aspect to highlight is that the bidirectional RRT also
require the solution for the inverse kinematic of the manipulator at the desired
final pose of the end-effector in order to integrate and compute new states for
the second tree. However, it is difficult to find an analytic solution for the space
manipulator. For this reason as both the free-floating manipulator and the DEM
have the same end-effector location, the inverse kinematic was handled by iter-
atively computing the joint positions of the DEM manipulator from the end-
effector. After finding the DEM joint positions, the real manipulator is con-
structed from the DEM through direct kinematics and the collision detection
algorithm performs the validation of such configuration.

The knowledge of the joint positions provides a thorough description of every
configuration. This is particularly interesting because it allows the program to
consider more parameters, thus enabling a more accurate estimation of the cost-
to-go.

4 Creating the Path Planner

In order to use consistent data for the simulated environment, the test platform
UARM-E had its parameters, shown in Table 2, incorporated into the algorithm.

The DEM parameters are then computed with (1) and shown in Table 3:
In order to detect collision of an obstacle with the space manipulator at

a given configuration, we decided to use the Separating Axis Theorem (SAT)
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Table 2. SM parameters of UARM-E robot

mi(kg) Ii(kgm2) Li(m) Ri(m)

Base 4.780 0.0404 0 0.150

Link 2 1.380 0.0182 0.144 0.111

Link 3 1.011 0.0115 0.103 0.112

Table 3. DEM parameters of UARM-E robot

mi(kg) Ii(kgm2) Wi(m) lci(m)

Base 4.780 0.0404 0.100 0

Link 2 2.410 0.0182 0.191 0.096

Link 3 1.177 0.0115 0.201 0.089

Algorithm [14]. The main goal was to perform a rapid collision check among the
manipulator and the obstacles. Additionally, a self-collision check is performed
using the same approach. As the SAT applicability is restricted to convex forms,
we chose to treat each robot link as a convex polygon and to represent the space
manipulators as an open kinematic chain. An illustration of the SM and its DEM
is depicted in Fig. 3.

DEM
SMSystem’s CM

Fig. 3. SM constructed from the DEM.

The SAT is a special case of Minkowski’s separating hyperplan theorem
applied to solve a collision detection problem. Essentially, the theorem states
that two convex objects do not collide if there is at least one line (called here as
separating axis), upon which the objects projections do not overlap (see Fig. 4).
Algorithm 3 presents the pseudocode of the Separating Axis Theorem regarding
two bidimensional objects O1 and O2. On this algorithm, a sweep is done around
the β angle of the separating axis over a step size ξ between each collision check.

Regarding the execution of SAT algorithm described in Algorithm3, some
particularities were observed and then modifications were introduced in the sense
of reducing computational cost. First, the axis is no longer sampled. Instead, it
is always perpendicular to a line containing an object’s side. The reason for
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Fig. 4. Illustration of the Separating Axis Theorem.

Algorithm 3. SAT Naive Approach
SAT(O1,O2)

1: state ← COLLISION ;
2: β ← 0;
3: while (β < 360) AND (STATE = COLLISION) do
4: axis ← line with β angle;
5: if Projection of O1 and O2 over axis = OVERLAP then
6: state ← NO COLLISION ;
7: break;
8: else
9: β ← β + ξ;

10: end if
11: end while

this modification is straightforward: assuming that two polygonal and convex
objects do not collide, there is at least one line that passes between them without
touching. Therefore, there is at least one line, parallel to the side of one of the
objects, that also freely passes between them. Second, only non-parallel sides are
considered when building the separating axis. As parallel sides result in the same
separating axis, we shorten the number of searches for all of the parallel sides.
Finally, because the algorithm verifies whether joint angles are feasible prior to
the execution of the SAT, it is not necessary to check for self-collision for two
subsequent links. Algorithm 4 summarizes the main modifications for a more
efficient collision check among two generic, convex and bidimensional objects O1

and O2.
Figure 5 gives an overview of the organization of the planner structure.

The proposed planner binds the concepts and modifications presented so far to



114 J.R.S. Benevides and V. Grassi Jr.

Algorithm 4. SAT for Space Manipulator Collision Check
SAT(O1,O2)

1: state ← COLLISION ;
2: SetOfCheckedAngles ← EMPTY ;
3: β ← angle from line containing one side of O1 or O2;
4: while (∃β to check in O1 OR O2) do
5: axis ← line with β angle;
6: if Projection of O1 and O2 over axis = OVERLAP then
7: state ← NO COLLISION ;
8: break;
9: else

10: SetOfCheckedAngles ← Add β;
11: β ← angle ∈ (O1 OR O2) AND /∈ SetOfCheckedAngles;
12: end if
13: end while

Fig. 5. Overview of the planner

successfully find a path between two configurations. The presented architecture
has its main components and characteristics described as follows.

– IK Solver: Computes the inverse kinematic based on the end-effector goal
position. Basically, the position of each DEM joint is computed iteratively,
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from last to first, based on the joint limitations and lengths of previous links.
As infinite solutions may appear, one is randomly picked and converted back
to the space manipulator (SM) model. If this configuration is assessed as
collision-free, the IK solver has a valid solution.

– Random Sampler: Picks a valid random configuration. For that purpose, a
sequence of angles is randomly chosen in order to build the DEM model. The
SM is then build after the DEM. In the case some collision or joint limitation
is detected, a new sample is computed. The same sampled configuration is
used for the tree to grow in the opposite way.

– Closest Neighbor: Finds the closest neighbor from random configuration.
[13] provides the pseudocode for this matter.

– Input Sampler: Samples an input set from the total input set (Us from U).
Consider Table 1 representing the discrete inputs. A number m < k of samples
is randomly chosen for each joint. Thus mn−1 set of inputs are sampled.

– Model Integration: Integrates the dynamic DEM model for every input in
Us.

– Build SM: Builds the free-floating manipulator from the DEM model. This
is done by iteratively applying direct kinematics from end-effector to the base.

– Collision Detection: Checks every expansion made and identify the ones
that are collision-free based on the SAT algorithm. This block also verifies if
some joint has reached its opening limits.

– Update Info: Updates the constraint violation frequencies (CVFs) and marks
inputs already evaluated.

– Select Best Set: Checks, among every expansion considered, the one that is
collision-free and has the lowest cost of motion to the desired configuration.

– Add to Tree: Add new nodes and edges to the tree.
– Check Connection: Runs the routine of connection verification between two

trees.
– Build Path: Builds the path between initial and final configurations after

connecting two trees.
– Init Parameters: Loads all constant parameters of manipulator and algo-

rithm. Initializes also variable parameters that are user-defined, such as task
description and bias to goal.

– Init Map: Loads obstacles that compose the map. These must be described
as poligonal objects.

– Reset: As observation of simulations, the convergence of the algorithm pro-
posed in Fig. 5 is still jeopardized due to local minimas in some cases. It was
noticed that the first 1000 samples suffice to provide a fair glimpse of how well
the exploration would be conducted. Hence, this block restarts the planner if
a reasonable approximation is not achieved during the first 1000 iterations.
This enables the algorithm to spare effort in the search for a solution.

5 Results and Discussions

For the proposed task, the UARM-E robot was configured with two active joints
in one single arm. The obstacle in the environment was considered to be fixed and
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rectangular. The task tries to find a path between two configurations without
hitting the obstacle. For that purpose, a step size ΔT = 0.001 s is used for
integrating the DEM, which is performed through Euler method. All of the
results were obtained through simulations, runned in Matlab - version R2012a.
The computer was powered with an Intel� Core i7, 3.40 GHz and 12 GB RAM.
A tolerance region is created around the goal configuration. Aiming to provide
an intuitive idea of the tree growth from initial to final configuration, all the
nodes representing end-effector positions are plotted as points for both trees.
Examples are given in Figs. 6 and 7.

If we allow the planner to continue the searching, it generally comes up
with a better solution as the tree expands in free workspace. Figure 7 shows an
expansion after 50000 iterations.

To achieve a convergence between two states, the metric was computed based
on: Euclidean distance (x); Torques difference (τ); Velocities difference (υ).

Consider two configurations a and b. In order to relate the parameters, vari-
able x is made x = −∑ |xa − xb|, where xa and xb denote the positions of
joints in a and b, respectively. Therefore, x → 0 as the configurations get closer

Fig. 6. Expansion after 1000 iterations. The green box stands for the tolerance region.
The black box depicts the obstacle. The main tree is presented in blue, while the second
tree, rooted at the goal configuration, is depicted in red. (Color figure online)

Fig. 7. Expansion after 50000 iterations
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Fig. 8. Example of a computed path. The DEM representation of robot UARM-E gets
darker as it approximates from the goal region.

to each other. Equation (4) defines the form of the metric used. Similarly, the
difference of torques and velocities between all joints in a and b is computed as
τ =

∑ |τa − τb| and υ =
∑ |υa − υb|, respectively.

ρ(x) = k1(x)x + k2(x)τ + k3(x)υ (4)

Because variables τ and υ need to influence metric ρ more heavily as con-
figurations get closer, coefficients ki are represented as sigmoid functions. Equa-
tion (5) presents an example of these sigmoid functions after adjustment of the
magnitudes of all constants. This function shape has also the advantage of achiev-
ing a smooth transition between configurations.

k1 = 0.8 − 0.1
1 + e(−5−100x)

,

k2 =
1.5· 10−3

1 + e(−6−50x)
,

k3 =
5· 10−6

1 + e(−5−120x)
.

(5)

A path was considered found after |x| < ξ, with ξ < 10−5. With the goal of
evaluating the planner performance, 100 evaluation tests were run. On average,
the algorithm needed 3827 nodes to find a solution. There were 11 cases where
the planner could not find a solution, even after 25000 nodes were grown. Among
the results, the solution with faster convergence needed 1604 nodes only. On the
other hand, the solution that took longer time was achieved after 16445 nodes.
Because of its dependency on the environment’s complexity, the computation
time was not chosen as a measure of convergence speed. Figure 8 shows a typical
solution of the computed path. Only the DEM is shown in this picture for a
better visualization. Figure 9 shows other examples of solutions found for the
same problem.
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(a) (b)

(c) (d)

(e) (f)

Fig. 9. (a), (c) and (e) represent expansions with 16445, 7280 e 4916 nodes, respectively.
Paths associated with these figures were connected by the planner using 90, 89 and
111 nodes, respectively. Path computed is represented by green nodes in figures (b),
(d) (e) and (f) (Color figure online)

6 Conclusion

The main goal of this paper was to present a feasible approach for automatically
planning a collision-free path for a free-floating manipulator. Our main con-
tribution was to provide such method through cooperating the RRT with the
complex dynamics of free-floating manipulators with the help of the dynamically
equivalent manipulator. Furthermore, enhancements like growing bidirectional
trees and reducing the metric sensitivity were improved in order to create a
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robust path planner. A straightforward collision-check for the space manipula-
tor is also shortly presented in order to help for a fast implementation. The
proposed methodology proved itself functional after several tests and different
conditions. Future works aim to expand the planner to consider trajectories and
evaluate the RRT* performance in a different programming environment, like
C++ or Python. Finally, we plan to extend the algorithms to operate with two-
arm manipulation as well.
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Abstract. The automation of the monitoring, inspection and under-
water maintenance tasks by underwater robots require a mapping and
localization system. One challenge of these systems is how to recognize
previously visited place in sensory information. This paper proposes a
extended version of a method to detect loop closure dealing with acoustic
images acquired by a forward looking sonar (FLS). The method builds a
graph of Gaussian probability density function. This structure represents
both shape and topological relation. We improve the image segmenta-
tion step adding a local parameters adjustment regard to intensity peak
analyze of acoustic beams and changed the graph matching metric. We
evaluate the method in a real dataset acquired by a underwater vehicle
performing navigation in a harbor area.

Keywords: Topological graph · Acoustic image · SLAM

1 Introduction

Over the past decades, Autonomous Underwater Vehicles (AUVs) have been
deployed in a growing number of aquatic environments. It includes the obser-
vation of benthic habitats, shallow reefs, near-shore mangroves and marinas.
The robots have been applied in monitoring and inspection tasks of underwater
sites [11,19]. However, their operation involves a number of challenges due the
characteristics of the environment that limit the use of cameras [3].

One of the most important challenges is related to the ability of self-localize
and identify an unknown environment through its sensor readings. The meth-
ods to solve these problems are called Simultaneous Localization and Mapping
(SLAM) [5]. One of the key issues to solve the SLAM problem is to detect pre-
viously visited areas, which are called loop closure. This detection reduces the
displacement error on the path caused by the integration of sensory information,
i.e. the drift of dead reckoning.

Typically, the detection is performed using sensors such as cameras, lasers,
or sonars. The sonar is largely applied in underwater environments due to the

The use of robots in underwater exploration is increasing in the last years.
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limitation of the light propagation. The loop detection is basically the identifi-
cation of the same place in an unknown environment, using sensory information
captured from a distinct temporal and spatial condition. These places should be
stable and stand out in the environment. Therefore, they need to be easily iden-
tified and their positions need to be relevant to the identification of the robot’s
location.

Most of the works on terrestrial SLAM found in the literature [10,12,13,17]
close loops using corner extraction on optical images and describe the points of
interest applying a local feature descriptor. The matching between descriptors
is easily achieved by computing their similarity with Euclidean Distance.

Although the fact that these approaches present good performance on ter-
restrial environments, they are limited in underwater environments. The water
turbidity reduces the contrast and, thus, reduces the capability to extract cor-
ners on optical images [2,4]. The acoustic imaging sensors do not suffer with
this effect. However, they are unable to capture high resolution details like opti-
cal sensors. Thus, traditional approaches using local feature descriptors do not
work well in a typical underwater condition [8]. Some studies described acoustic
images in the space domain using shapes [1,9,14] or in the frequency domain [7].
Our work describes the shapes of segments in the space domain images using a
set of Gaussian probability density function.

We also represent the topological relationship between these Gaussian distri-
butions to reduce the number of outliers. This relationship is motivated by the
application of navigation and mapping where outliers can degrade the robot’s
performance. A typical harbor area presents a semi-structured environment,
composed of piers, boats, ships, see Fig. 8-a. Normally, these structures are sta-
tic and their spatial relation can be explored. Here, we describe the topological
relation using graphs. The graph is a well known data structure that allows us
to represent the topology.

This method was first proposed in our previous work [16]. In this paper we
present an extended version where we added a new image segmentation step
based on the intensity peaks analysis to determine the segmentation thresholds
in order to reduce the sensitivity of the method with parameters variation. We
also changed the graph comparison metric to calculate the error between vec-
tors instead of the weighted sum of errors eliminating the need to determine
the weight of each error. The new approach was tested using the same dataset
ARACATI 2014 [18] used in our previous work. This work also is direct related
to a master thesis [15].

The remainder of the work is structured as follows. Initially, Sect. 2 describes
the acoustic image generation process and the main problems associated with
it. Section 3 presents a brief description of the proposed methodology. Section 4
shows the experimental results obtained in a real dataset acquired by an under-
water vehicle. Finally, Sect. 5 summarizes the paper and discusses future direc-
tions.
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2 Acoustic Image and Forward Looking Sonar

The forward looking sonars (FLS) are active devices which produce acoustic
waves that propagate through the medium until they collide with an obstacle
or be completely absorbed. When a wave collides with an obstacle, part of its
energy is absorbed and the other part is reflected. The reflected portion which
returns to the sensor is recorded using an array of hydrophones. The round trip
of the wave is called ping.

The waves captured by the hydrophones are organized according to its return
direction and their distance to the reflecting object. This information are esti-
mated according to the capture time difference of each hydrophone to the same
wave and the knowledge of the speed of sound in water. Acoustic returns from
the same direction belong to the same beam. The returns recorded over time in a
beam are called bin. A fan-shaped acoustic image I(X,Y ) is a way to represent
the information recorded by the sonar for a certain period of time. In this image
the pixels are associated with bins, and they are indexed according to their dis-
tance r and their azimuth direction θ from the sonar, see Fig. 1(a). Because of
the way that the FLS is built, the height information of a bin are not captured
and therefore the acoustic image is a 2D representation of the environment being
observed.

Fig. 1. Acoustic images: (a) example of a FLS acquisition, (b) and (c) image acquired
in different positions, where the green boxes are the shape changes of the same object,
and the yellow ellipses are the acoustic shadow effect. (Color figure online)
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The acoustic images have some phenomena that are not found in optical
images such as the inhomogeneous resolution. Thus, the amount of pixels used
to represent a bin varies according to its distance r to the sonar. The intensity
variations of each bin, that may be caused by the water attenuation or by chang-
ing in the sonar tilt. The intensity variations between the sonar beams caused
due to the sensitivity differences between the hydrophones.

There are also phenomena related to the sonar activity, such as acoustic
reverberation due to the capture of more than one acoustic returns from the
same object producing duplicated objects in the image. This phenomenon is
common in small environments or in cases where there are very close objects to
the sonar.

The acoustic shadow is another effect produced by objects that block the
passage of transmitted waves, producing a region without acoustic feedback after
the blocking objects. These regions are characterized by a black spot in the image
hiding a part of the scene.

A change on the incidence angle of the acoustic waves on the objects sur-
face, produced by the sonar displacement, may change the bin intensity and the
object’s shape. Furthermore, the displacement of the sonar also causes the move-
ment of the acoustic shadows which it may cause the occlusion or the appearing
of objects in the scene.

Finally, the acoustic images suffers with various types of noise as the low
signal-to-noise ratio where mutual interference of the sampled acoustic returns
causes speckle noise.

Figures 1-b and c show the effect of the change in the viewpoint. The green
box shows the shape of an object that changes due the point of view. The yellow
ellipse in the Fig. 1-b shows an object that almost disappear in the Fig. 1-c. It
occurs due to the acoustic shadow created by the object highlighted by the green
box.

3 Methodology

The proposed descriptor for acoustic images is divided into three stages. Initially,
the acoustic image is segmented by a peaks intensity search and a breadth first
search to extract the neighbors pixels of the peaks as a new segment. After the
image segmentation, the segments are described using probabilistic Gaussian
functions. The last step of the method is the creation of a topological graph
which establishes the relationships between each Gaussian function. After the
description of acoustic images is provided a method to compare the descriptors
and identify similar images.

3.1 Segmentation

Segmentation is performed based on the regions with higher acoustic intensity
variations. Initially, we performed a search for intensity peaks for each beam
of the acoustic image. After, each intensity peak found with intensity variation
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higher than Hmin generates a new segment. The elements of the segment are
searched using a breadth first search with a 8-connected neighborhood.

In Fig. 2 is shown an intensity profile of an acoustic beam, where the hor-
izontal axis represents the bins and the vertical axis the intensity of each bin.
The graph illustrates the intensity peak search of one acoustic beam. Each bin
is analyzed and the variables Imax, Imin, Htotal and Hcurrent are constantly
updated, where Imax and Imin are the respective maximum and minimum inten-
sities between the analyzed pixels, Htotal is the largest intensity variation and
Hcurrent is the intensity variation in the current bin. This variables are updated
using Eqs. 1, 2, 3 and 4.

Imin = min[Imin, Bin(i)] (1)
Imax = max[Imax, Bin(i)] (2)

Hcurrent = Bin(i) − Imin (3)
Htotal = Imax − Imin (4)

During the beam analysis, one peak analysis is finished when a bin with
lower intensity variation than Hend is found, i.e. Hcurrent < Hend. The intensity
variation Hend is a portion of the peak intensity variation calculated by Eq. 6.
Many peaks are analyzed however, only the peaks with Htotal > Hmin create a
new segment.

ρrecursive = Imin + Htotal · πrecursive (5)
Hend = Htotal · πend (6)

The segment is extracted pixel by pixel by a breath first search regarding the
8-neighborhood constraint. Only the pixels with intensity higher than ρrecursive
are visited and all visited pixels are included in the same segment. The intensity
ρrecursive, used as intensity threshold of our segmentation, is calculated by Eq. 5
and depends of the total intensity variation of the peak found. The intensity rates
πend and πrecursive adjusts the sensitivity of the segmentation method. πend is
related with the amount of analyzed peaks, and πrecursive is related with the
size of the extracted segments. Figure 3 shows the peaks and segments analyzed
in a single image beam. The complete segmentation is performed by analyzing
all image beams.

The segment found in each search is a sample that is described using an
Gaussian model. Each sample is defined by a row Y , a column X and a intensity
I, and they are represented by a column vector as:

X =

⎡

⎢⎢⎣

x1

x2

...
xN

⎤

⎥⎥⎦ ;Y =

⎡

⎢⎢⎣

y1
y2
...
yN

⎤

⎥⎥⎦ ; I =

⎡

⎢⎢⎣

i1
i2
...
iN

⎤

⎥⎥⎦ . (7)

3.2 Describing the Segments

One Gaussian is adjusted for each segment and is defined as GA = (μX, μY, μI,
σX, σY, σI, θ, N), where μX, μY and μI are the respective mean of X, Y and I.
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Fig. 2. Peak analysis of one beam. The blue line indicates the reference intensity of
each peak, the red line indicates the maximum intensity of each peak, the green line
indicates the minimum intensity variation of a bin required to complete close one peak
analysis and start the next one, the yellow line indicates the intensity threshold used
to extract a segment, the dotted orange line Hcurrent indicates the intensity variation
of current bin and the orange dotted line Htotal indicates the intensity variation of the
peak. (Color figure online)

/

Fig. 3. Detected peaks on the intensity profile of an beam: (a) the graph with the
intensity profile analysis where the horizontal axis represents the bins and the vertical
axis represents the intensities; (b) the analyzed beam represented by the blue line
within the extracted segments in the acoustic image. The detected peaks are identified
by colored circles on both images. This result is obtained on a 16-bits image using
πend = 0.6, πrecursive = 0.9 and Hmin = 150. The following ρrecursive were found: in
the first blue peak 153, in the green peak 126, in the red peak 101, in the cyan peak
106, in the pink peak 173, in the yellow peak 104 and int the last blue peak 166. (Color
figure online)

The variables σX, σY , σI, are the standard deviation of the variable X, Y and I,
respectively. Finally, θ is the rotation angle with respect to the vertical image
axis, and N is the sample size. Figure 5 illustrates the estimation.
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The value of σI is calculated as:

σI =
1

N − 1

N∑

i=1

(ii − μi)2. (8)

The values of σX, σY are the eigenvalues of the sample covariance matrix Σ.
The eigenvalues λ and the eigenvectors −→v are found by solving the Eq. 9 using
the Singular Value Decomposition (SVD):

Σ−→v = λ−→v . (9)

Solving the system of equations (Eq. 9), we found two eigenvalues λ1, λ2 and
two eigenvectors −→v1,−→v2, where −→v1 is the unitary vector in the direction of the
largest variance of the data, and σX = λ1. And −→v2 is the unitary vector in the
direction of the second largest spread of the data, and λ2 = σY . The rotation
angle θ is the tangent of the eigenvector −→v1, θ = arctan(−→v1). Figure 5 depicts the
vectors.

3.3 Establishing the Topological Relationship

After the description of the segments using the Gaussian model, a graph G is
created to represent the topological relationship between them. G is directed
and symmetric graph defined as G = (V,E) where V = {GA1, GA2, ..., GAN}
and E = {E1, E2, ..., EM}. The edges Ei = (GAsrc, GAdest, θe, ρe) connect two
vertices {GAsrc, GAdest ∈ V |GAsrc �= GAdest}, where θe is the slope of the edge
relative to the axis with largest spread of the data and θe is calculated by:

θe = atan2(μYdest − μYsrc, μXdest − μXsrc) − θ. (10)

The length of the edges ρe links GAsrc and GAdest. It is calculated by the
Euclidean distance between the means of Gaussian:

ρe =
√

(μXsrc − μXdest)2 + (μYsrc − μYdest)2. (11)

The slope edges θe is calculated with reference to the axis of largest spread
of the source Gaussian making them independent of the sonar viewpoint. See
Fig. 5-a.

3.4 The Descriptors Matching Process

The last step is the detection of similar images based on comparison of topo-
logical graphs of each image. The graphs are compared vertex to vertex by the
function cmp(GAm, GAn), where the pair of vertex GAm, GAn belong to two
different graphs. A pseudo code is shown int Fig. 7.

The function nextAdjEdge(Ei, GAj) is used to iterate through the adjacent
edges of a vertex GAj in ascending order of slope, accessing the next adjacent
edge after Ei. The error between a pairs of edges of two vertices (GAu, GAv) are
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calculated by the Eq. 12. This equation finds the side of a scalene triangle that
represent the error between two edges. This error is illustrated on Fig. 4.

ε = ρ2v1 · ρ2u1 − 2 · ρv1 · ρu1 · cos(θeu − θev). (12)

The error between all pairs of edges is computed starting with edges with
smallest slope until edges with greater slope. If the error ε between the current
pair of edges is smaller than the maximum error εmax, we add it to εACC . The
similarity edges counter ΣHit is increased and the next pair of edges is analyzed.
Otherwise, the calculated error is discarded and the edge with the greatest slope
is maintained, replacing only the edge with lower slope by its next adjacent edge.
After the analysis of all adjacent edges between the two vertices, the average error
between them is computed dividing the accumulated error εACC by the amount
of pairs of edges ΣHit and it is returned by the function as a comparison indicator
between two vertices.

Fig. 4. Computing the error between edges: (a) and (b) show the vertices to be com-
pared GAu and GAv, with their respective adjacency; (c) these two vertices centered
in the same point, the error ε is depicted by the dotted blue line; (d) the variables ρv1,
ρu1 and Δθ = θu1 − θv1 are used in Eq. 12. (Color figure online)

We find the similar vertices between two graphs estimating the error between
all pairs of vertices using the function cmp(GAm, GAn). A new bipartite graph
GERROR is generated to associate each pairs of vertices and their respective
errors, as is shown in Fig. 6-b. The pairs of vertices with significantly lower
errors than the errors of their adjacent edges are considered similar vertices.

The similar acoustic image and a loop detection is defined depending of the
similar vetices found between the graphs. The comparison method assumes that
the environment is partially structured and partially static.

4 Experimental Results

The proposed method is evaluated in the dataset ARACATI2014 available from
[18]. In this dataset, an underwater vehicle Seabotix LBV300-5 equipped with
a forward looking sonar Teledyne BlueView P900-130 and a differential GPS
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Fig. 5. Describing segments and their relationship: (a) Vertex and edge description -
The eigenvalues and eigenvectors of the covariance matrix of the segment are shown
in blue and green colors, the Gaussian orientation is shown in red color, the edge
description between Gaussians GA1 and GA2 is shown in yellow color; (b) and (c) is
shown the description proposed in an acoustic image, the orientation of each vertices is
indicated by one read line and the edges are indicated by blue lines. Also the orientation
of each Gaussian is indicated by cyan numbers in degrees. (Color figure online)

Fig. 6. Graphs comparison: In (a) is shown two graphs to be compared; In (b) is
shown the bipartite graph GERROR generated with the error between all possible pairs
of vertices.

location sensor are adopted. The robot travels about 300 m at a harbor in Rio
Grande, Brazil. The environment is partially structured with boats, pier and
wooden poles used to tie up the boats. In Fig. 8 is shown the marina and an
example of acoustic image.

The comparison results of two image extracted from dataset ARACATI 2014
are shown in Fig. 10. In Figs. 10-a, b are shown the description of two acoustic
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Function cmp(GAn, GAm)
Σhit ← 0
u ← firstEdge(u, GAn)
v ← firstEdge(v, GAm)
while u �= ∅ and v �= ∅ do

Δθ ← ||u.θe − v.θe||
ε ← ||u.ρ2 · v.ρ2 − 2 · u.ρ · v.ρ · cos(Δθ)||
if ε < εmax then

εACC ← εACC + ε
Σhit ← Σhit + 1
u ← nextAdjEdge(u, GAn)
v ← nextAdjEdge(v, GAm)

else
if u.θe < v.θe then

u ← nextAdjEdge(u, GAn)
else

v ← nextAdjEdge(v, GAm)
end if

end if
end while
if Σhit > 0 then

εACC ← εACC/Σhit
end if

return εACC , Σhit
End Function

Fig. 7. Pseudo code of the function cmp. This function compute the similarity between
two vertices of two distinct graphs, and returns the average compatibility error and
the amount of compatibility pairs of edges between them.

images. In Figs. 10-c, d are shown the extracted segments. In Figs. 10-e, f is
shown the adjusted Gaussian of each segment. Its orientation is indicated by
a green line followed by a slop value in degree. In Figs. 10-g, h are shown the
topological graphs that describe each image. Finally, in Fig. 10-i are shown the
similar vertices found, indicated by red lines. The adopted parameters are defined
on Table 1.

These parameters were manually adjusted by performing several tests.
Regarding the acoustic images description steps, πend parameter affects the
number of segments extracted, i.e. the larger it is the more segments will be
extracted, πrecursive parameter affects the size of the segments, i.e. the lower
it is the larger segments will be extracted, and r parameter affects the number
of edges. The graph density influences the results in a way that more density
graphs obtain better results but with an additional computational cost.

The proposed method was compared with the same ground truth used in
[16], where a set of 35 pair of images were manually segmented and established
their similarity. The Table 2 shows the achieved results. Approximately 24% of



130 M. Machado et al.

Fig. 8. Dataset ARACATI2014 from [18]: In (a) the trajectory is shown in red, where
the green and blue points are the start and end points; In (b) is shown a picture of the
marina; In (c) is shown an example of acoustic image. (Color figure online)

Table 1. Parameters adopted to obtain the experimental results.

Parameter Value

r 300 pixel

πend 0.6

πrecursive 0.98

minSampleSize 20 pixel

maxSampleSize 12000 pixel

ρsimilar 4.0

Fig. 9. Comparison of image segmentation methods. In both images, the ellipses in
red were created by segmentation without the peaks intensity analysis used in [16],
the green ellipses were created using the peaks intensity analysis. The blue lines are
intersections between red and green ellipses. (Color figure online)
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Fig. 10. Process of description and comparison of images: (a) and (b) the original
acoustic images; (c) and (d) the extracted segments; (e) and (f) show the adjusted
Gaussian to the extracted regions of interest; (g) and (h) the built graph with the
relations between the extracted regions of interest; (i) the similar vertices found between
two acoustic images, in red color. (Color figure online)

the matches were found by the proposed method, 19 pairs had at least 5 matches
found and 24 pairs had at least 3 matches found. Although the limited amount
of matches found, it was able to correspond a pair of images using our method.
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With regard to previous results presented in [16] the proposed improve-
ments results in a better performance for the same tests using fewer parameters.
Regarding to segmentation step, a comparison between a segmentation using the
proposed local parameters adjustment and without local adjustments was per-
formed using the same image, the results are shown in Fig. 9. Some segments that
were extracted using the peaks analysis were not extracted using segmentation
with fixed threshold.

Table 2. Comparison of our results in relation to the manually obtained ground truth.

Results

Total tests 35 pairs of img.

Correct matchs found 24.93 %

5+ correct match 19 pairs

3+ correct match 24 pairs

No match found 4 pairs

The comparison method operates in partially structured environments since
the shape of the segments remain constant. The approach faces difficulties to
find matches when large rotations occur in the sonar field of view because its
causes changes on segments shape and direct affect the Gaussian orientation.

5 Conclusions

This paper presents an extended version of our method [16] to describe and detect
similar acoustic images considering the shape of objects and their topological
relationship.

In order to reduce the sensitivity of the method due to parameter changes, a
new image segmentation step, that adapts the segmentation parameters locally
according to the intensity peaks of each acoustic beam, was proposed. Resulting
in a more robust segmentation once the search threshold varies according to the
peak intensity variation. The second proposed improvement change the compari-
son metric between graphs eliminating the need of parameters in the comparison
step. The results show a better performance using fewer parameters.

The presented description and detection of similar acoustic images is limited
to partially structured environments and the acoustic images of forward looking
sonars. The detection can be used to improve the autonomous navigation in a
SLAM problem of underwater vehicles.

The next steps will be focused in evaluate the method in other datasets and
make comparisons with other approaches found in the literature. Furthermore,
we intent to use the method to obtain an estimation of visual odometry and
evaluate its performance in terms of loop closure detection inside a SLAM system
like DolphinSLAM [6,18].



A Topological Descriptor of Forward Looking Sonar Images 133

Acknowledgment. The authors thank to colleagues of the NAUTEC-FURG. This
research is partly supported of CNPq, CAPES, FAPERGS and PRH-27 FURG-
ANP/MCT. This paper is a contribution of the INCT-Mar COI funded by CNPq
Grant Number 610012/2011-8.

References

1. Aykin, M.D., Negahdaripour, S.: On feature matching and image registration for
two-dimensional forward-scan sonar imaging. J. Field Robot. 30(4), 602–623 (2013)

2. Codevilla, F., Gaya, J.O., Duarte, N., Botelho, S.: Achieving turbidity robustness
on underwater images local feature detection. In: British Machine Vision Confer-
ence (BMVC) (2015)

3. Drews-Jr, P., Nascimento, E., Campos, M., Elfes, A.: Automatic restoration of
underwater monocular sequences of images. In: IEEE/RSJ International Confer-
ence on Intelligent Robots and Systems (IROS), pp. 1058–1064 (2015)

4. Drews-Jr, P., Nascimento, E., Codevilla, F., Botelho, S., Campos, M.: Transmis-
sion estimation in underwater single images. In: IEEE International Conference on
Computer Vision Workshops (ICCVW), pp. 825–830 (2013)

5. Durrant-Whyte, H., Bailey, T.: Simultaneous localization and mapping: part I.
IEEE Robot. Autom. Mag. 13(2), 99–110 (2006)

6. Guth, F., Silveira, L., Botelho, S., Drews-Jr, P., Ballester, P.: Underwater SLAM:
challenges, state of the art, algorithms and a new biologically-inspired approach.
In: IEEE RAS EMBS International Conference on Biomedical Robotics and Bio-
mechatronics (BioRob), pp. 981–986 (2014)

7. Hurtos, N., Cuf́ı, X., Petillot, Y., Salvi, J.: Fourier-based registrations for two-
dimensional forward-looking sonar image mosaicing. In: IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pp. 5298–5305 (2012)

8. Hurtos, N., Nagappa, S., Cuf́ı, X., Petillot, Y., Salvi, J.: Evaluation of registra-
tion methods on two-dimensional forward-looking sonar imagery. In: MTS/IEEE
OCEANS, pp. 1–8 (2013)

9. Johannsson, H., Kaess, M., Englot, B., Hover, F., Leonard, J.: Imaging sonar-
aided navigation for autonomous underwater harbor surveillance. In: IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), pp. 4396–4403
(2010)

10. Konolige, K., Agrawal, M.: FrameSLAM: from bundle adjustment to real-time
visual mapping. IEEE Trans. Robot. 24(5), 1066–1077 (2008)

11. Kuhn, V.N., Drews-Jr, P., Gomes, S., Cunha, M., Botelho, S.: Automatic control
of a ROV for inspection of underwater structures using a low-cost sensing. J. Braz.
Soc. Mech. Sci. Eng. 37(1), 361–374 (2014)

12. Maddern, W., Milford, M., Wyeth, G.: CAT-SLAM: probabilistic localisation and
mapping using a continuous appearance-based trajectory. IJRR 31(4), 429–451
(2012)

13. Milford, M., Wyeth, G.: Mapping a suburb with a single camera using a biologically
inspired SLAM system. IEEE Trans. Robot. 24(5), 1038–1053 (2008)

14. Ribas, D., Ridao, P., Neira, J., Tardos, J.: SLAM using an imaging sonar for
partially structured underwater environments. In: IEEE/RSJ International Con-
ference on Intelligent Robots and Systems (IROS), pp. 5040–5045, October 2006

15. dos Santos, M.M.: Descrição e detecção de regiões subaquáticas parcialmente estru-
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Abstract. Datasets play a major role in the advance of computer vision
techniques nowadays. Open, complete and challenging ground truth data,
combined with standardized metrics are essential to push the develop-
ment and allow the proper evaluation of computer vision algorithms.
Even though a significant amount of work on VFD (video-based fire
detection) systems has been developed, compare different algorithms is
a laborious task due to the lack of common evaluation schemes and
evaluation datasets. We address both of these issues by presenting a
dataset of fire videos along with frame by frame annotations to be used
for non-stationary fire detection algorithms training and validation. By
the time, this is the largest dataset released on this subject matter. Stan-
dard video file formats and open markup languages where used to allow
compatibility and convenient integration with the most popular com-
puter vision libraries. The dataset includes hand-held, robot attached
and drone attached footages and aims to boost the development of fully
autonomous firefighter robots. The presented ground truth and metrics
adapt to the majority of the state-of-the-art techniques and provides a
reliable and unbiased solution to compare them. The dataset, example
source-code and documentation are publicly available under the Creative
Commons 3.0 license on GitHub.

Keywords: Dataset · Database · Evaluation · Validation · Fire

1 Introduction

The video-based fire detection has been a research topic longer than two decades
now. The first research in this area dates back to 1993, when Healey et al. [24]
presented a real-time system for automatic fire detection using color video input
from stationary cameras. The physical properties of fire are considered for the
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development of algorithms that explore the spectral, spatial, and temporal prop-
erties of fire events. Latter, in 1996 Foo [16] proposed a knowledge based sys-
tem based on heuristics of statistical measures such as mean, median, standard
deviation, and first-order moment derived from the histogram and image sub-
traction analyses of successive image frames. Also in 1996, Plumb and Richards
[36] present a prototype VFD system capable of determining the location and
heat release rate of the fire employing transient temperatures using temperature-
sensitive, color-changing sensors.

As research kept improving the results of VFD systems and video acqui-
sition hardware became ubiquitous, some techniques have made their way to
become commercial products. Only to name a few, we can list SIGNIFIRE video
flame, smoke and intrusion detection system [15], AlarmEye AE3000 PC Based
Video Fire Detection System [25], and FireVu Video Smoke Detection [1], which
promise early and effective detection. Stipaničev et al. [40] lists some commer-
cial VFDs for forest fire detection, showing their strengths and weaknesses, and
presents IPNAS, a complete terrestrial tower based structure featuring cam-
eras, wireless communication and software for forest fire surveillance. Despite the
maturity that these solutions have reached, while all vendors advocate towards
the capabilities of their VFD systems, it remains difficult to compare them.

On academic research, ideally, algorithms should be published with sufficient
details to replicate the claimed results or, at least, with an executable binary and
datasets. In this sense, the present work aims to offer a public test database and
common evaluation metrics, allowing researchers to test and establish clear com-
parisons and consequently better benchmarks. Proprietary ground truth data is
a barrier to independent evaluation of metrics and algorithms. The interested
parties should be able to duplicate the metrics produced by various types of
algorithms, validating them against the ground truth data and so comparing
the results.

Current publications in the Video-based fire detection field can be grouped
in two main categories according to their input data: stationary – where the
camera is fixed to a tower or building – or non-stationary – where the camera
is carried by a person or any moving equipment such as robots, cars or drones.
The majority of the current research focuses on stationary systems, which are,
usually, aimed to forest and outdoor surveillance. Usually, the proposed solutions
are tested using a set of videos provided by the Bilkent VisiFire1 Sample Video
Clips as is the case for Celik et al. [4], Toreyin et al. [42–45], Habiboglu et al.
[20] or by KMU Fire & Smoke2 database, as is the case for Park et al. [35],
Kwak et al. [28] and Shidik et al. [38]. More recently, Gunay et al. [19], Jin et al.
[26] and Kong et al. [27] used the ICV database3. Other recent research such
as Labati et al. [29] does not mention nor provide further access to the dataset.
All the aforementioned datasets are incomplete, in the sense that they do not
provide annotations for a standardized evaluation. Once the mentioned datasets

1 Available at http://signal.ee.bilkent.edu.tr/VisiFire/Demo/SampleClips.html.
2 Available at http://cvpr.kmu.ac.kr/Dataset/Dataset.htm.
3 Available at http://vision.inha.ac.kr. Password protected.

http://signal.ee.bilkent.edu.tr/VisiFire/Demo/SampleClips.html
http://cvpr.kmu.ac.kr/Dataset/Dataset.htm
http://vision.inha.ac.kr
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lack essential information, such as the amount of negative and positive samples,
it is impossible to compute the accuracy, specificity, fall-out and false negative
rate among other relevant statistics.

Non-stationary VFDs are more recent and therefore there are only a few
published researches targeting this problem. As far as we know, there is no
publicly available fire detection dataset for tests on non-stationary videos. For
instance, the dataset used in Borges et al. [2] is not available under the provided
link. In personal contact the authors claimed the project was executed with
private partners and neither code nor datasets where release. On the other hand,
Chenebert et al. [9] do not provide any further information about the test data
that has been used.

In fact, the lack of a standardization for evaluating the output of detec-
tion algorithms results in a situation where the reported performance results
are strongly dependant on the definition of what is a correct detection. Since
the evaluation process is not standardized, a comparison between two different
algorithms remains difficult. Back in 2015, Tolouse et al. [46] presented a first
attempt to bring some common metrics proposing a dataset and framework for
benchmarking wildland fire segmentation algorithms. The dataset, which is com-
posed of 100 RGB images acquired from the internet and specialized researchers,
contains images of wildland (outdoor vegetation) fire in different contexts, such
as fuel, background, luminosity, and smoke. All images of the dataset are char-
acterised according to the principal colour of the fire, the luminosity, and the
presence of smoke in the fire area. With this characterisation, the authors claim
it to be possible to determine on which kind of images each algorithm is effi-
cient. Although the authors do not provide a downloadable file, the dataset can
be used via Octave/Matlab code trough their site4.

The first contribution of this work, which extends a paper previously pub-
lished by Steffens et al. [39], is the creation of a new non-stationary dataset
composed by 20 annotated videos, featuring a wide range of difficulties includ-
ing occlusion, different scales, camera vibration and a variety of bright and con-
trast conditions. As a second contribution we address the evaluation problem by
presenting a new evaluation scheme composed by the following elements:

– An algorithm to find correspondences between a fire detector output and the
annotated fire regions;

– Two separated rigorous and precise methods for evaluating any algorithm’s
performance on the proposed dataset. These two methods are intended for
two different applications: fire location and frame-by-frame classification;

– C++ source code that implements these procedures.

The publicly available dataset and evaluation scheme proposed provide an
straightforward manner to compare the performance of different algorithms.
With an easy to use software library, it allows to develop machine learn-
ing based approaches once the training data can be easily generated. In this
sense, researchers can focus solely on their methods, which will further prompt
4 Available at http://firetest.cs.wits.ac.za/benchmark.

http://firetest.cs.wits.ac.za/benchmark
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researchers to work on more difficult versions of the mobile robot based fire
detection problem.

2 Dataset

In order to propose a new dataset and evaluation metrics the first step is to
study how researchers tested their prior work. The non-stationary video based
fire detection was first introduced by Borges and Izquierdo [2], which presents
a method that analyzes the frame-to-frame changes of specific low-level features
describing potential fire regions in order to classify newscast videos as containing
or not hydrocarbon flames. The algorithm is structured in two main steps: color
based classification and texture based classification. A statistical based equation
is proposed for the color classification. In a second step color, area size, surface
coarseness, boundary roughness and skewness of the R channel within the esti-
mated fire regions are used as descriptors. The final classification is given by a
Bayes classifier. Borges and Izquierdo [2] evaluate their detector by checking the
classification of an entire video, disregarding the detection time and the location
on the frame.

In 2011, Chenebert et al. [9] proposed a non-temporal texture driven app-
roach for fire detection, combining a color-threshold equation previously pro-
posed in [8]. The main idea of this work was to use supervised learning classi-
fiers such as neural networks and regression trees. As texture descriptors they
used ten bins histograms on the hue and saturation channels from the HSV color
space. The authors also propose the use of the Gray-level Covariance Matrix [23],
energy, entropy, contrast, homogeneity and correlation to find these parameters.
Based on the descriptors, the authors claim that they were able to process 12
frames per second with an average precision close to 87.83 % using classification
trees. The results are given considering exclusively if each frame was classified
as fire or non-fire.

Given the wide range of possible applications for the proposed dataset, we
release it as an unique wide pack that developers can use in different ways. In
machine learning based fire detection techniques researchers may break it in
training, test and evaluation sets while other approaches may possibly use the
whole dataset only for evaluation. Therefore, we provide functions that allow
software developers to access a specific frame and its associated annotations,
making it easy to implement sample splitting techniques such as cross-validation
or bootstrapping. Another important property of the state of the art detectors
that leads us to release the dataset as an unique package is that some techniques,
such as the ones proposed in [7,8,33,34], are dependant on a video sequence,
using the flickering frequency and optical flow in order to determine the position
and location of the fire region.

2.1 Video Properties

The dataset was created using 28022 frames distributed in 24 videos and pub-
lished on the internet under the Creative Commons 3.0 license. It features a total
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of 14397 fire frames, which stand for 51.37 %, while the amount of 13625 non-
fire frames represents the remaining 48.62 %. Considering that some fire frames
present more than one annotated fire region, the dataset is composed by 17917
annotations. In order to provide a complete and challenging non-stationary video
set, enabling a true evaluation of the detection algorithms, the files present the
following properties:

– Variety of fire sources: different liquid and solid fuels produce different flames.
The fuel and oxidizer may have a negligible influence on the flickering accord-
ing to Hamins et al. [22] but still affect the color and shape.

– Uneven illumination: the videos were recorded in different and uncontrolled
light conditions. It is worth to mention that fire is, by itself, a source of light
that affects the surrounding objects. The dataset also features a large contrast
and brightness range.

– Camera movement: the videos that compose the dataset where recorded using
either hand-held or robot-attached cameras presenting forward and back, up
and down, left and right movement and roll, pitch and yaw rotation.

– Different color accuracy settings: Different cameras were used resulting in a
heterogeneous set of videos.

– Clutter: the fire flames can be obscured by surrounding objects, affecting them.
– Partial Occlusion: occlusion has been reported to be one of the biggest chal-

lenges to prior approaches specially when using flame contour and optical
flow.

– Motion blur: camera shaking is very common when using a robot-attached
camera due to the relative motion between the camera and the scene while
the shutter is open.

– Scale and projection: fire does not have a specific size, scale or view point.
The distances vary from less than 1 m to nearly 15 m meters.

– Reflection: as fire is a light source it may affect the objects that surround it,
which will produce reflection and/or any other optical phenomenon.

2.2 Annotations

Fire can often assume random shapes, colors and transparency characteristics,
which may have a direct impact on the detected area. For some image regions,
deciding whether or not it represents a fire region can be a challenge. Besides
the intrinsic flame properties, several factors, such as the image low resolution,
scale and occlusion may turn this determination ambiguous. Due the lack of an
objective criterion for including (or excluding) a fire region we resort to human
judgment for this decision.

Sometimes the fire flickering process results in small fire flame regions that
are completely separated from the main fire source. As fire flickers between 2 Hz
and 10 Hz it is almost impossible to annotate the exact contour of each single
fire flame. Therefore, the annotations are given by a rectangle that embraces
the whole fire region. In cases where the fire flames are distant enough to be
separated in rectangles without intersection our approach is to annotate them
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Fig. 1. Approach for the validation process.

as distinct regions, even if they are actually related to the same source. The main
reason to separate them is to keep the data clean and allow it to be used with
machine learning approaches. Small fire sparkles are left out. For every frame
that presents visible fire one or more annotations are made. A example is shown
in the Fig. 1.

The annotations are released as XML files. The XML file format was chosen
once it is a W3C standard, endorsed by software industry market leaders and
easy to read and understand. Every video is provided with its own annotation
file, making it simple to extend the dataset or separate it in smaller parts for
training, testing and evaluation steps.

The heat map presented in Fig. 2 gives an idea of the fire region placement
throughout the dataset. Regions with cold colors present less fire occurrences.
Hot colors represent a higher number of occurrences. It can be noted that the
majority of the ground truth annotations occur at the center of the image,
endorsing some assumptions that have been made in [2]. The average area of
a annotation is 61512 pixels (aprox. 250 × 250 px square). In proportion, fire
regions size stands for 8.92 % of the frame size. Figure 3 shows a few excerpts of
the videos that compose the dataset.

2.3 Software Tools

To use the ground truth data available in XML format along with the correspond-
ing video files, we also released relevant software artifacts. An OpenCV [3] based
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Fig. 2. Heat map showing the density of the annotated regions throughout the dataset.

file manipulation library is provided so that developers can easily access the
dataset content calling standard methods. We also provide the software imple-
mentation and documentation to enable researchers to compare their algorithms
against the ground truth data using the methodology presented in Sect. 3. The
interface of the annotation tool is shown in Fig. 4. Quick commands, usage tips
and current frame information is presented on the bottom of the frame.

A ground truth visualization tool is provided, allowing the user to load a
video file and the corresponding XML file into an application, displaying the
annotations overlaid on the image. It implements some features that allow the
user to get pertinent data such as image statistics and histograms.

There will be occasions where there is new ground truth data to add or
existing data to modify. Therefore a ground truth editor is provided that allows
the users to do it graphically. As the annotations are delivered in a XML format
the user can also edit the file directly using any text editor.

3 Evaluation Criteria

One challenge in comparing fire detection systems is the lack of agreement on
the desired output. The reported performance results are highly dependant on
the definition of what is a correct detection result. Therefore we propose three
different evaluation approaches: frame based, where it becomes a classification
problem, location based, where it becomes a location problem and time based,
where the detection delay is considered. We do not consider the approach pre-
sented by [2] where they only take in account the classification as a whole video
containing or not fire.

On the frame based evaluation, each frame is an instance as in a binary
classifier. This approach is the most commonly used to evaluate fire detection
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3. Sample frames for some of the videos in the dataset. The two top rows show
some videos that present fire flames, while the bottom rows show some negative
samples.

systems. Even though the authors did not fully explore the potential of the
approach, it can be assumed that it has been used before in [5,6,9], where the
recall has been labeled as Detection Rate and the precision has been labeled
as False Alarm Rate. Considering the whole frame as fire or non-fire makes it
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Fig. 4. Ground truth annotation tool interface.

possible to compute the true positive rate TPR (a.k.a. Recall or Hit Rate), true
negative rate TNR (a.k.a. Sensitivity), positive predictive value PPV (a.k.a.
precision), negative prediction value NPV , false positive rate FPR (a.k.a Fall-
Out), false discovery rate FDR, and false negative rate FNR. The corresponding
equations are presented in Eqs. 1, 2, 3, 4, 5 and 6 where P and N represent
respectively the positive and negative samples count in the dataset and TP and
TN are the number of true positive and true negative detections.

TPR =
TP

P
(1)

SPC =
TN

N
(2)

PPV =
TP

TP + FP
(3)

NPV =
TN

TN + FN
(4)

FPR =
FP

N
(5)

FDR =
FP

FP + TP
(6)

Considering the fire detection problem as a frame-by-frame binary classifi-
cation task also makes it possible to compute the accuracy ACC (Eq. 7), F1

score (Eq. 8) and Matthews correlation coefficient MCC (Eq. 9). In so far as we
know, the first time MCC and F Score were used used to compare fire detec-
tors points back to Collumeau et al. [11]. Latter, they have also been used in
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[39,46]. Although these metrics are not usually considered, they can provide
important insights by considering both precision and recall, resulting in a better
measurement to evaluate the quality of a detector.

ACC =
TP + TN

P + N
(7)

F1 =
2 × PPV × TPR

PPV + TPR
(8)

MCC =
TPTN − FPFN√

(TP + FP )(TP + FN )(TN + FP )(TN + FN )
(9)

The F-Measure was first introduced by Chinchor [10] as a measure that com-
bines both precision and recall in one single metric through the harmonic mean.
When the recall and precision values are considered to have the same weight
that measure is named as F1-Score. Yet the Matthews correlation coefficient,
was introduced in [31] as another balanced metric for binary classifiers that con-
siders true and false positives and negatives. It can be used even if the classes
are of different sizes. The MCC scale goes from −1 up to +1, where −1 indi-
cates a total disagreement between prediction and observation, 0 indicates a
random prediction and +1 indicates that the classifier output perfectly matches
the ground truth labels.

While the frame based approach may be appropriated for most cases, it may
also be interesting to evaluate the location of the detection. Many researchers
have yet proposed benchmarking metrics for face and object detection. Most
of them, however, assume that there will be only one detection that matches
the ground truth annotation which is not appropriated for the fire detection
problem. As fire does not have a fixed shape and color and can separate into
many flame sparks it is better to use a many to one approach.

Detections are considered true or false positives based on the area overlap
with the ground truth rectangles. The similarity function S is given by the
Eq. 10 where di is the detector output and gti is the annotation. A detection is
considered as correct when S > 0.5.

S =
di ∩ gti

di
(10)

Once the location overlap based approach does not have the negative sample
count we can only compute metrics that do not rely on the negative data. Using
the positive data and considering that by definition the precision is the fraction
of retrieved instances that are relevant, we are able to compute it using the
Eq. 11. The recall, which is defined as the fraction of relevant instances that are
retrieved, is given by Eq. 12. D represents the number of detections while GT
represents the number of annotations in the evaluation dataset.

PPV =
TP

D
(11)
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TPR =
GT − FN

GT
(12)

Another fundamental information when evaluating fire detection systems is
the time gap between the moment the fire starts to be detected and the first
time it appears in the ground truth. The latency Lt is given by the Eq. 13 where
di is the frame in which the first detection occurs and gti is the first time fire
appears in the ground truth annotations. Usually the fire detectors present a
intrinsic latency because they use the flame flickering as input.

Lt = min(di) − min(gtj) (13)

One last important metric when evaluating the quality of a non-stationary
video-based fire detection system is the accuracy of the detection location. The
average similarity S may be an useful information to direct the development of
algorithms for active vision and mobile robot systems.

4 Experimental Setup

The dataset has been used to compare three different state-of-the-art techniques.
The source code for each solution was implemented in C++ and the default
parameters were used. The methods proposed by Celik [4] and Zhou [47], are
both based on temporal evaluation. Chenebert’s [9] approach is texture based
and non-temporal. The results for this experimental setup are given in Tables 1
and 2, which respectively show the performance considering the frame by frame
classification and the location based metrics.

Table 1. Frame by frame results.

Metrics Better Celik [4] Zhou [47] Chenebert [9]

TPR ↑ 0.739 0.987 0.990

SPC ↑ 0.317 0.022 0.724

PPV ↑ 0.654 0.638 0.857

NPV ↑ 0.410 0.501 0.979

FPR ↓ 0.682 0.977 0.275

FDR ↓ 0.345 0.361 0.142

FNR ↓ 0.260 0.012 0.009

ACC ↑ 0.585 0.635 0.890

F1 Score ↑ 0.694 0.775 0.919

MCC ↑ 0.060 0.036 0.773

While the temporal based methods show a high recall and could make us
think that the results are satisfactory, the balanced metrics show that, in fact,
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Table 2. Location based results

Metrics Better Celik [4] Zhou [47] Chenebert [9]

LPPV ↑ 0.251 0.019 0.832

LTPR ↑ 0.732 0.440 0.979

F1 Score ↑ 0.384 0.037 0.902

S ↑ 0.250 0.020 0.801

the predictions are almost random, having a small correlation with the expected
outputs. On the same hand, when the location based metrics are considered,
Table 2 proves that the Chenebert’s method outperforms both Celik’s and Zhou’s
methods, being the only one to report a high LPPV and LTPR. The mean sim-
ilarity S also shows that the stationary camera based systems do not present
a good detection/ground truth area intersection. The Borges et al. method was
not tested once the code is not publicly available and it requires some threshold
values that are not presented on the original paper.

5 Additional Considerations

While the proposed evaluation kit presents a complete set of videos, annotations
and software artifacts, we also have to acknowledge some of its limitations. First
and most important, as has been mentioned in the Sect. 2.2 the annotations
do not provide the exact contours of the fire regions, which in turn does not
enable developers to compute the Hafiane’s criterion [21]. The Hafiane’s criterion
(a.k.a. Hafiane quality index) is a supervised evaluation criterion for region based
segmentation methods. It considers the position, shape, and size of the segmented
regions and has been used before for the evaluation of VFD systems in [11,46].
While we think the Hafiane’s criterion could be an useful metric, we have to
consider that, in turn, the aforementioned publications used datasets with only
a few hundred images or less.

Also regarding the annotations, we reinforce they are based on OpenCV
XML format and have not been tested with other computer vision and deep
learning libraries. However, we believe this wont pose a major problem, once
the format is a standard in the software development industry. In comparison to
the framework for benchmarking of wildland fire segmentation algorithms from
[46] the proposed evaluation kit lacks relevant information from the context,
such as climate conditions, burning material or camera pose. That could be an
important improvement for future updates in the dataset.

The videos are in the MPEG-4 file format, which requires specific codecs. On
the other hand, mp4 codecs are available for all mainstream operational systems.
By default the videos are stored in the YUV color format, with 8 bits bit depth.
As they were obtained from different and converted to this format latter for the
sake of standardization, this might result in an overall non-significant quality
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loss. When using OpenCv library it will, by default, convert the frames to BGR
(blue, green, red) color space to simplify manipulation.

Aside from being the first dataset aimed to evaluate and validate non-
stationary fire detection systems, the presented dataset is also larger than others
which have been previously proposed. For instance, [11] used 76 pictures, [46]
used 100 images. When it comes to datasets used in other publications, but
not publicly available or annotated in details, it is important to notice that the
presented kit has almost balanced fire and non-fire samples. Labati et al. [29]
used 72852 frames in total, but the data was very unbalanced, with only 1328
smoke samples. Similarly Toreyin et al. [43] used a dataset with 83745 frames in
61 sequences, but only 19 of them contained fire regions. That is an important
remark, given that many machine learning and data mining algorithms do not
work properly on imbalanced datasets.

Although, it is aimed to be used in non-stationary systems, it can also come in
hand to evaluate stationary VFD systems. Stationary approaches can be divided
in two large groups: (I) systems based on single images and (II) systems based
on multiple frames. The latter ones usually depend on fire flickering features
extracted from videos and therefore they can not be trained or evaluated with
a shaking camera. The first ones, on the other hand, depend only on color,
boundaries or texture clues extracted from a single frame, and therefore they
can be trained using the presented dataset.

The proposed dataset has been integrated to CvWorks – Computer Vision
Framework5 and all parts of the kit are available on Github6. The dataset
is downloadable and can be easily extended due its annotation model. Public
datasets play an important role for the development and evaluation of computer
vision solutions. Datasets such as Image-net [12], Pascal VOC [13] and Calltech
[14,18] had a great impact on the development of object recognition. So had
Kitty [17] and TUM-RGB-D [41] to the development of autonomous vehicles,
and AM-FED [32] and CK+ [30] for the development of human action and emo-
tion recognition. In the same way, our dataset can be used for the development of
machine learning approaches such as deep neural networks, which are a current
trend in this field.

For methods that need to compute a threshold value, we recommend to follow
the same procedure as Rudz et al. [37]. In this approach, thresholds are found
using a third of the images of the dataset taken randomly. The value of the
threshold that maximises the F1 Score (Eq. 8) for these images is estimated with
a direct pattern search algorithm. Once the threshold value is found it should
be used for all testing steps. Otherwise, adjusting the threshold and parameters
during the process would result in over-fitting, invalidating the whole results.

5 Available at http://www.cvworks.c3.furg.br.
6 Available at https://github.com/steffensbola/furg-fire-dataset.

http://www.cvworks.c3.furg.br
https://github.com/steffensbola/furg-fire-dataset
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6 Conclusion

The validation kit presented, featuring a dataset of videos annotated at the frame
level, evaluation metrics, along with the software artifacts, enable researchers
to accurately evaluate their video-based fire detection methods. The dataset
is publicly available under a non-restrictive copyright license which allows it
to be freely shared and redistributed. Open file formats are used to provide
large compatibility and easy use. Example implementations with source code
are provided using the OpenCv computer vision library, which currently is a
de facto standard for computer vision research. For researches who intend to
use the provided kit with another programming language we provide evaluation
metrics that are unambiguous and straightforward to implement.

In this work, as a demonstration, three state-of-the-art VFD algorithms were
implemented and their performances analysed. The obtained results justify the
effort to build the presented dataset and evaluation scheme, once they show
there is still room for further improvements in non-stationary VFD systems. The
dataset is a convenient resource to support the development of machine learn-
ing approaches and benchmark tools, enabling the researchers to focus on new
algorithms and improvements rather than implementing their own metrics and
creating their own datasets from scratch. Aside from being a standardized vali-
dation for non-stationary VFD systems, the proposed dataset can boost research
and push the development of autonomous fire hazard combat alternatives such
as early stage fire alarm, automatic fire extinguishers and firefighting robots.

Our evaluation kit addresses a computer vision application that did not have
a publicly available evaluation scheme yet. Therefore, the importance of the
presented dataset for fire detection algorithms can be compared to what ground
truth data represented in fields like face, object detection and tracking decades
ago, fostering their development to reach a level where they have become reliable
enough to be used in real life applications.
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Abstract. The GPU-Services project fits into the context of research
and development of methods for data processing of three-dimensional
sensors data applied to mobile robotics and intelligent vehicles. The
implemented methods are called services on this project, which provide
3D point clouds pre-processing algorithms, such as, data alignment, seg-
mentation of safe/unsafe navigable zones (e.g. separating ground from
obstacles and borders/curbs) and elements of interest detection. Due to
the large amount of data provided by the sensors to be processed in a
very short time, these services use the GPU (NVidia CUDA) to perform
partial or complete parallel processing of these data. The project aims
to provide data processing services to an autonomous car, forcing the
services to approach real-time processing, which is defined as complet-
ing all data processing routines before the arrival of the sensor’s next
frame. This work was implemented considering 3D data acquired from a
LIDAR, more specifically from a Velodyne HDL-32. The sensor data is
structured in the form of a cloud of three-dimensional points, allowing for
great parallel processing. However, the major challenge is the high rate
of data received from this sensor (around 700,000 points/sec or 70.000
points/frame at 10 Hz), which gives the motivation of this project: to use
the full potential of sensor and to efficiently use the parallelism of GPU
programming. The GPU services are divided into four steps: The first
step is an intelligent extraction, reorganization and spacial correction of
the data provided by the Velodyne multi-layer laser sensor; The second
stage is the segmentation of planar data; The third stage is object seg-
mentation; The fourth stage is to develop a methodology that unite the
results from the previous steps in order to better detect the curbs. The
services were implemented and the performance was evaluated using tra-
ditional sequential data processing (CPU data processing) and parallel
data processing (GPU CUDA implementations). Besides that, different
NVidia GPUs were also tested, allowing us to process the acquired data
much faster than using the CPUs, and in some cases faster than it was
provided by the Velodyne sensor.
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F. Santos Osório and R. Sales Gonçalves (Eds.): LARS 2015/SBR 2015, CCIS 619, pp. 152–171, 2016.

DOI: 10.1007/978-3-319-47247-8 10



GPU-Services: Real-Time Processing of 3D Point Clouds 153

1 Introduction

The mobile robots research is presented as an area in constant and rapid expan-
sion. Today and in the near future, mobile robots are being applied in various
areas, from the household to terrestrial and aerial vehicles, with civilian, agricul-
tural, industrial and military applications. Because of this wide range of areas,
mobile robotics has become an area of extensive research and knowledge requires
various fields such as, for example, Mechanical, Electrical and Computer Engi-
neering.

Within the mobile robotics area, there are those able to perform their task
assigned without much supervision and with little intervention and/or coor-
dination by humans, called Autonomous/Unmanned Mobile Robots (UGVs
and UAVs). These robots perform tasks such as mapping environments, self-
localization, path planning, action planning and execution of the navigation (tra-
jectory tracking and obstacle avoidance). To do these and other mobile robots
tasks need to receive information from the environment (through sensors), make
decisions and plan actions (by decision-making algorithms), and perform actions
on the environment (through actuators).

The area of autonomous mobile robotics is relatively recent and the biggest
challenge development is to create robots capable of interacting with the envi-
ronment, learn and make decisions right to complete their tasks successfully. A
direct application of this technology is the development of intelligent autonomous
vehicles. This area was created within the scope of a system of autonomous high-
ways in the 60s [4], and now contributes to increase safety on roads and improve
traffic flow in a road network, thus reducing the number of traffic accidents,
decreasing jams and helping the disabled and elderly transportation. In intel-
ligent vehicles applications for urban spaces, the DARPA Urban Challenge [2]
was one of the most important initiatives to promote the development of these
vehicles, resulting in projects like the Google Self-Driving car, and where the
project CaRINA [5] from USP-ICMC stands out in Latin-America. There are
also a lot of interest in vehicles automation applications, like people and cargo
transportation, as well as in applications in mining and agriculture.

In the development of algorithms for an autonomous vehicle, many areas of
computation are exercised. A prime example are the areas of control and perfor-
mance in robotics, involving speed control, acceleration and torque for executing
a mission. Areas related to planning, such as the creation of the missions of the
vehicle, trace the route he should perform, keep tracking of the vehicle position
in the path/map (and its destination), are also highly important. Finally, areas
of sensing, such as identification of safe zones for navigation (e.g. streets, roads
and flat surfaces), obstacle detection, pedestrian identification and objects track-
ing in the scene, also show how complex can be an autonomous mobile robotic
system.

A serious problem and limitation with this type of application is its response
time. Since it is a critical application, it has some real-time environment con-
straints to properly control the vehicle and prevent traffic accidents. Besides
that, sensors provide lots of critical data, but usually it is very hard to extract
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useful information from these data. The present project, GPU-Services, looks to
develop faster methods for data processing to achieve this goal. The processing
speed becomes even more critical because of the need for various algorithms to
run simultaneously (e.g. mapping, auto-localization, path planning, and obstacle
avoidance). Parallelism exploitation methodologies, such as cluster processing,
grid computing and other custom techniques have been sought in order to solve
these problems, but each of them also presents limitations, as communication
costs, energy costs and may still have high financial costs. These approaches
are of limited application inside a vehicle, so it is preferred to adopt an embed-
ded parallel processing technology with lower cost and lower space and energy
consumption.

The development of parallel algorithms technology for super-computing have
used much of the potential of commonly used video cards, also known as GPUs
(Graphical Processing Units), with the advent of an extension of the C/C++
language developed by NVidia called CUDA [16]. Since the data received by the
sensor is structured in 3D point clouds, mostly relying on local spatial informa-
tion processing, which enables the exploitation of parallelistic algorithms. The
use of GPUs is a good way to process 3D sensor data, execute some usual tasks,
solve common problems related to mobile robots, and detect obstacles (danger)
fast enough. Another feature of the sensor adopted in this project (Velodyne
HDL-32 sensor, a Laser based LIDAR, described in Sect. 3.2) is the high rate of
incoming sensor data (about 700,000 points per second), which completes the
motivation for this project: to use efficiently all the sensors potential by using
the GPUs parallelism to obtain a reasonable response time (ideally, processing
the data as fast as it can be generated and acquired from the sensor).

This project is part of the autonomous vehicles research under development
at the LRM Laboratory (Mobile Robotics Lab. - ICMC/USP), related also to
the CaRINA Project. It aims to develop services for three-dimensional data
processing applied to mobile robotics sensors, and more particularly, applied
to the Velodyne sensor adopted in our autonomous vehicles. These services use
elements of parallel processing through the super-computing power of GPUs.
The focus of this project is to provide sensory data processing services for an
autonomous vehicle, forcing the services to approach a real-time system. The ser-
vices will be divided into stages which seeks faster processing times by exploiting
parallelism. The GPU services are divided into four steps: The first step is an
intelligent extraction, reorganization and spacial correction of the data provided
by the Velodyne multi-layer laser sensor; The second stage is the segmentation
of planar data; The third stage is object segmentation; The fourth stage is to
develop a methodology that unite the results from the previous steps in order to
better detect the curbs. The results achieved with this work have several appli-
cations to researches underway in the laboratory which it was developed, but
can also be applied to other problems that require faster 3D point clouds data
processing.
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2 Related Works

Given the current strong interest of car companies and research centers in this
area, several projects of autonomous vehicles have emerged in recent years [2]
[13]. Almost a decade after the pioneering project: ALVINN, three competitions
sponsored by DARPA in 2004, 2005 [19] and 2007 [11,14], defined important
milestones in the development of autonomous vehicles. In the first two editions
of the DARPA Challenge, participants were required to develop vehicles capable
of traveling long distances in the desert autonomously, and in its latest edi-
tion vehicles were required to complete a route on streets (urban environment)
respecting all applicable traffic laws. After the DARPA challenges, competitions
and other challenges have been created, such as European initiative ELROB
(The European Land-Robot Trial) which is carried out regularly, and GCDC
(Grand Cooperative Driving Challenge). Several companies and universities also
dedicated whole laboratories for the development of this technology [13].

2.1 DARPA Challenges

The DARPA Grand Challenge was proposed in 2003 to encourage research and
progress in the area of autonomous vehicles. With a prize of 1 million in its
first edition that occurred in 2004, its main goal was to create a vehicle capable
of travel approximately 220 km of rough terrain in the desert in a maximum
of ten hours. Although 107 teams have registered and 15 started the route,
neither team was able to travel more than 5 % of the proposed path, a result
that clearly shows the difficulty involved in the challenge. A second edition of
the challenge was held in 2005, with a prize of two million dollars. In this edition
195 teams registered and 23 were qualified and started the route, with only five
autonomous vehicles finishing it. With time 6 h 53 min, Stanley vehicle from
Stanford University (Fig. 1(a)) won the competition. The strategy used by the
Stanford team was to create a 3D map in real time ground ahead of the vehicle
(obtained from LIDARs), dodging obstacles and possible depressions. Also video
cameras were used to identify changes in the pattern of ground. In addition
to the sensors, were used in the car six computers for processing information
and decision-making. It is important to note that the GPS points describing
with considerable precision the trajectory that the vehicle should follow was
previously provided to the teams, reducing the problem to navigation and bypass
local obstacles [19].

In November of 2007, DARPA conducted the 2007 Urban Challenge on an Air
Force Base in California. In it, the competitors developed autonomous vehicles to
navigate through an urban environment, moving to the middle of traffic vehicles,
negotiating intersections and avoiding obstacles while respecting the traffic laws
of State of California [11]. In this edition, 89 teams were initially accepted to
participate, 11 passed through qualifications and participated in the challenge
and of these only six completed the 96 km path. The Boss vehicle shown in
Fig. 1(b), from the Tartan Racing team led by Carnegie Mellon University, was
awarded first place to complete the route in 4 h and 10 min with the Stanford
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team placing second with their Junior car. The Boss used a navigation algorithm
able to locate and estimate the track format, detecting the street borders and
main path references using a Velodyne (HDL-64 model) as the main sensor
to estimate this. Besides that, a system for detecting stationary and moving
obstacles over time [14] was also implemented using the 3D perceived data.

(a) Junior (b) Boss

Fig. 1. Winners of the two DARPA challenges

2.2 Current Projects

The successful project at Stanford University in DARPA competitions was con-
duced by Sebastian Thrun and his group. After that, he was hired by Google
in 2007 to create the “Google X” research and advanced projects department,
being responsible for research and development of fully innovative projects, con-
ducing the R&D of the Google Self-Driving Car. The Self-Driving Car Team
from Google X developed the most robust autonomous car available today [7].
This project gave start of a lot of research on autonomous vehicles development
by car makers, as Audi, Mercedes, and Tesla Motors, among others. Also start-
ups entered the race as AuroBots, Peleoton, GetCruise and ber. There are also
companies developing equipment and algorithms for autonomous vehicles, such
as Bosch, Delphi, Continental, TRW and even NVidia. This project is then well
placed among the technologies used today in this research field.

In Brazil, the research related to the development of this theme is recent.
We can highlight the SENA project of the School of Engineering of São
Carlos, the CADU project from Federal University of Minas Gerais (UFMG),
the project from UNIFEI (Drive4U), the VERO project (Robotic Vehicle) from
CTI/Campinas, the autonomous vehicle project LCAD-UFES and the project
CaRINA (Intelligent Robotic Car for Autonomous Navigation) from the Mobile
Robotics Laboratory (LRM) of ICMC (São Carlos), University of São Paulo
(Fig. 2). Among these projects, those that showed better results so far, consider-
ing the implementation of an autonomous and urban vehicle, were the CADU and
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the Carina projects (see [5]). Some relevant researches in this project CaRINA
were: the work from [15] which aims to develop an intelligent navigation sys-
tem for autonomous vehicles based on landmarks and topological maps of the
environment, Alberto Hata [9,10], Danilo Habermann [8] and Patrick Shinzato
[17], which developed different works based on information obtained from the
Velodyne sensor for safe navigation.

(a) Carina 1 (b) Carina 2

Fig. 2. The two versions of the CaRINA project

3 Conceptual Basis

3.1 ROS

ROS (Robot Operating System) is an operating system that provides libraries
and tools to help software developers to create applications in robotics [20]. It
runs on well-known platforms such as Linux and provides an abstraction of the
hardware and drivers usually used in this research area. The communication
between entities (called nodes) has a core of “subscribe/post” of topics (robotic
providing services), and is exemplified by the diagram in Fig. 3. A node is similar
to an independent program, but containing the ROS abstraction facilities. They
can compile, start and stop independently of other nodes. Topics (or services)
make the communication between them by using network-layer packets, and they
are constructed from standard data types, such as integers, floats or chars, or
also structures composed by a data set of standard data types.
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Fig. 3. ROS communication architecture

3.2 Velodyne

The Velodyne (Fig. 4) is an omnidirectional 3D sensor (360-degrees perception
of the surroundings of the vehicle) that uses multiple beams of laser sensors
(LIDAR type device), which have multiple focused beams with an vertical angu-
lar aperture and which rotates in the horizontal plane, thus allowing 360-degrees
observation of the environment at different heights (multilayer/environmental
plans 3D clippings). The lasers are then connected to a controller card that for a
given horizontal and vertical scanning angle it decodes at which distance (x, y, z)
the obstacles are, and measures the reflection intensity of the point of incidence.
The sensor controller sends the data of the 3D point cloud to the computer,
which is running the core ROS process, which then converts it into a ROS mes-
sage. The composition of this message (PointCloud2 type) is an array of points
(x, y, z, intensity, ring).

Its biggest advantage is also its biggest drawback, since the rotation of the
sensor occurs at 10 Hz, it provides about 70,000 points per rotation. Another
problem is that those points that have an effect within the limits of distance of
the sensor are sent. The input format on the computer is then a large unorganized
vector points due to the data rate provided by sensor (70,000 points/rotation,
10 rotations/second), there is a need for a fast program to be able to use all the
quality and quantity of sensor data without losing data acquired from the next
spin. For that, the solution was the NVidia video cards with CUDA.

3.3 CUDA

CUDA is a parallel computing platform and programming model created by
NVIDIA. It allows significant increases in computing performance by harness-
ing the power of the Graphics Processing Unit (GPU) and its parallelism by the
parallel execution of programs distributed on a large number of processing cores.
Examples of its usage are image processing to identify hidden plaques in arter-
ies, traffic flow analysis, and fluid molecules visualization [3,12]. It is observed
that the use of 3D point clouds, like those obtained from the Velodyne sensor
data, involves large amounts of data. The team in NVidia and the international
scientific community have been developing materials and products to encourage
the use of both technologies together [6]. Programming done in CUDA is based
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(a) Velodyne Sensor (b) Data Sample

Fig. 4. The Velodyne-32E LIDAR sensor

on the popular languages: C and C++, and NVidia has developed some CUDA
extensions and libraries which enables the CPU to delegate tasks to the GPU.
The biggest difficulty of developing for GPU is its parallelism (non-sequential
and non-standard programming as usually done in CPUs). There has been many
upgrades and different architectures of GPUs, but one in specific demonstrates
the appeal of CUDA developing for autonomous vehicles: the NVidia’s vehicle
developer platform Drive PX (Fig. 5(b)). Schematics of GPU CUDA architecture
can be seen in Fig. 5.

4 GPU Services

Aiming to unite the technologies and techniques previously mentioned, the
project aims to create an environment that makes efficient and effective use of
the large amount of data supplied by providing for other projects fast processed
data. The applicability of data processing point cloud is not limited to the Velo-
dyne sensor or to autonomous cars, allowing a good scope for using the results
here described, but the main application and focus of this work to be described
is for use in that configuration. It is expected the following services (Fig. 6): data
structure correction and spatial correction of the point cloud and detection rel-
evant elements for vehicle navigation (road borders, curbs and obstacles). This
project used the Velodyne HDL-32E sensor model, ROS system version Jade,
parallel processing on GPU video cards with NVidia CUDA Toolkit version 7.5
(or 6.5 in case of the Jetson configuration), Linux Ubuntu version 15.4, Python
2.7, NumPy 1.9.227 and PyCUDA 2015.3, whose hardware is detailed in Table 1.
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(a) NVidia Titan X GPU (b) Drive PX

(c) Velodyne Sensor (d) Data Sample

Fig. 5. CUDA enabled NVidia GPU examples and communication schematics

Table 1. Computer hardware table
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Fig. 6. Services communication diagram

4.1 Pre-processing

The first service is responsible for remodeling the point cloud provided by the
Velodyne sensor. It has two steps: the first to generate a matrix out of the
unstructured and unordered points arriving from the sensor, therefore allowing
quick access and cropping of specific matrix regions, and the second step to
provide angular correction of the planar distortion created by the difference
from the ground plane to the sensors fixing base plane, simplifying subsequent
services.

The first step utilizes data mapping methods based in trigonometry math,
namely arc-tangent, and constructs a structured point cloud of 32 rows and
1800 columns. The matrix can be changed and customized, but these values
were chosen because they are well divisible by the number of multiprocessor
cores of the video cards and also because it is the most similar format to the
structure internally generated by the sensor (32 lasers beams with throughput
approximately 70 thousand points per frame, which is to a scan of a full 360-
degrees, meaning a 0.2◦ separation per column). Table 2 exemplifies this need
for a reorganization step. The CPU code used Python code with NumPy for its
execution, and the GPU implementation has one thread per point.

The second step has an algorithm which corrects any angular distortion of
a given point cloud. The necessity of this step can be seen in Fig. 7(a). The
service calculates two reference points in the near front and rear of the vehicle
(two arrays 900× 6 representing a 90 opening and 6 rings of depth, namely the
3rd ring to 8th ring) as shown in Fig. 7(a). It is considered that the sensor is
in a typical vehicular environment, where the vehicle is initially on a plane/flat
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Table 2. Visual example of Velodyne’s unorganized input

surface and, hence, the proposed area can be considered as ground truth of
the ground plane as the points near the vehicle. With the two reference points
calculated by the near areas, the angle difference is then calculated, the rotation
matrix for cloud point correction is generated and finally each point of the point
cloud is multiplied by the rotation matrix, and its result can be seen in Fig. 7(c).
The GPU implementation accelerates only the rotation matrix multiplication by
all the points, given that it is the slowest part of the process and that the GPU
calculation of the reference points was less time efficient due to memory transfer
time consumption.

Therefore, at the end of this step, a service providing a well-structured and
aligned point cloud with the following characteristics is then provided: matrix
correction with each line as a ring of the point cloud, each column as a reading
angle from the point cloud and readings not received from the sensor have a
default value of 0, indicating no available Distance Reading for that point; and
Planar Alignment which all points are adjusted (corrected) based on the planar
distortion estimation, which is caused by the angular difference of the sensors
fixation frame related to the ground plane.

4.2 Zone Segmentation

The next step is to provide services that can split the large data set for local
detection elements. The data is divided into smaller regions allowing specializa-
tion and acceleration of other services. The zone segmentation service is divided
into two steps: Ground Segmentation and Gap Segmentation.

The first step aims to separate the ground plane from the point cloud. By
using the previous service, this service uses a height parameter and applies a
threshold filter, classifying the points into three categories: under, above and in
the ground plane. For this service, the height of the sensor is treated as 1.8m,
with about 20 cm around that mark as threshold to be considered inside the
plane (Fig. 8(a)). The result can be seen in Fig. 8(b) and the GPU algorithm is
composed of one thread per point.

For the second step, it is known that in normal traffic situations there are
usually two parallel continuous guides that follow the direction of vehicular
movement. Towards detecting the curbs, different methods were tested based
on success stories of the Darpa Challenge: ring compression detection method
[2,9], used by the autonomous car JUNIOR, who participated in the DARPA
Urban Challenge, and a method based on detection of planar regions used by
the autonomous car BOSS [2], winner of the Darpa Urban Challenge. The first
method shows that given a flat area, such as a street, an object on top of the area
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(a) CARINA’s angular distortion

(b) Reference point calculation (c) Angular distortion correction

Fig. 7. Angular distortion service

(a) Velodyne’s height (b) Ground segmentation result

Fig. 8. Ground segmentation service
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can be identified by the compression factor of the laser rings. This is detected by
comparing a ring to its adjacent rings. The second method is based on the use of
reflection intensity of the received convolutions of the sensor, then a step function
is applied to the result. The lateral guides (street curbs) usually have different
reflective index compared to asphalt, which is then detected. The method is
applied both to the position (x, y, z) as the intensity in this design. The devel-
oped methods were:

– Compression rings detection by the hypotenuse of points between two radials
(Fig. 9(a)). This method uses planar distances (x and y) of each point to
calculate the distance from the origin (hypotenuse), and then it is normalized
by the expected average height of the entire ring or the region around the
point.

– Detection of angle variation between two radials by law of sines, which is done
by detecting the difference between h and h2, which are calculated through
d2 respectively. This method uses the points angles from planar distances (X
and Y), normalized by the ring index (symbolizing a hypotenuse) and then
divides by the height (Z) of the point by the sine of the normalized value.

– Reflection intensity variation detection in relation to the median reflection
intensity of the ring.

– Convolution detector using the Sobel filter. This method uses the Sobel masks
technique [18], a well-known image processing method, and applies it to the
Point Cloud matrix.

The four above solutions were developed in CPU and then were compared in
order to evaluate their performance, computational loads and, in particular, their
accuracy. The method that gets the better efficiency, effectiveness and which is
better adjusted to the parallelization process was then selected to be developed
in GPU. The method adopted was the first technique (hypotenuse) while also
applying a median filter in each ring to reduce noise and a ranking threshold for
removal of values known to be wrong due to interference of other sensors coupled
near the Velodyne. The result can be seen in Fig. 9(b) and the GPU algorithm is
composed of one single kernel of one thread per point with three different steps:
thread cooperation with shared memory to calculate a median matrix of the size
of the original point cloud matrix, normalization and classification.

4.3 Object Segmentation

The next GPU service method developed is the object segmentation, which
allows external projects to use classification techniques and further method-
ologies to detect pedestrians, cars and other objects that usually compose the
scene around a vehicle. This service used the DBScan [1] technique, which parti-
tions the space by local voxel adjacency of cluster of points. To achieve the goal,
each point recursively classifies its close neighbors as one class until all points
are classified. The parallelization process involved separating the technique into
two parts:
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(a) Hipotenuse method (b) Gap segmentation result

Fig. 9. Gap segmentation service

– Identification: This step inserts a unique identifier for each point in the cloud
and produces a matrix of limited size (due to hardware limitations) identifying
the neighboring points of each point. This is run by one thread per point.

– Classification: This step is a recursive stage where the matrix of the identi-
fied neighboring points are used to set the segmented value (Blob Id) to the
minimum value of the group. Therefore, due to successive runs, eventually all
points will be segmented. This is run by one thread per row of neighboring
points.

Thus it was possible to parallelize and run the DBSCAN algorithm in the
GPU. The size values of the matrix of neighboring pixels and the number of
repetitions are set depending on the size of the cloud points and the number of
different objects to be segmented is expected to each frame following Eq. 1, where
alpha denotes the level of precision. Depending on the system capacity, different
configurations are recommended, since a large array involves large memory usage
and time spending on memory access. Through preliminary tests, it was observed
that an accuracy of 0.1 is enough to identify the location of objects in the
environment with good accuracy. In this case, a point cloud with 1000 points
and 10 objects would have a neighbor vector of size 5 and 2 repetitions with
a precision level 0.1. After the execution, a data cleaning procedure removes
groups with few elements, removing then any errors. The result of this service
can be seen in Fig. 10.

Cloud Size

Objects Quantity
=

Neighbor V ector Size ∗ Repetitions

α
(1)

The aim of this service was to use GPU computing power to extract objects
in the scene without worrying about the semantics associated with the objects.
To improve the use of the GPU, the intermediate data between the two stages
and between repetitions of the second stage were not transferred back to the
CPU, allowing an efficient performance. Since the service uses such a versatile
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Fig. 10. Object segmentation service

Fig. 11. Laser scan segmentation service

algorithm as the DBSCAN, it allows any point cloud in any context as input for
object segmentation.

4.4 Laser Scan

The final service combines many of the previous services in order to identify cor-
rectly street curbs. For this, starting from point cloud with zone segmentation,
we use a similar strategy employed in the BOSS vehicle, described in Sect. 2.1,
which was later developed and perfected by Patrick Shinzato (SHINZATO and
Wolf, 2015). Laser scan reading is a data reduction transformation of the point
cloud to a single layer laser sensor. For this, it uses the result of the zone seg-
mentation service (Sect. 4.2), and excludes the points that are not part of the
curbs by saving the nearest point of origin for each radial angle reading. For the
parallelization process, each angle was processed by a different thread (making
that 1800 threads) and its result can be seen in Fig. 11.
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(a) Pre-processing (structural correc-
tion) time comparison

(b) Pre-processing (angular correction)
time comparison

(c) Zone segmentation (ground) time
comparison

(d) Zone segmentation (gap) time com-
parison

(e) Object segmentation time compari-
son

(f) Laser scan time comparison

(g) Full time comparison

Fig. 12. Time graphs comparisons of services
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(a) Pre-processing (angular correction)
total frames comparison

(b) Zone segmentation (ground) total
frames comparison

(c) Zone segmentation (gap) total
frames comparison

(d) Object segmentation total frames
comparison

(e) Laser scan total frames comparison

Fig. 13. Total frames processed comparison

(a) Time comparison between local and
remote driver

(b) Gap segmentation result

Fig. 14. Gap segmentation service
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5 Conclusion

In this paper it is described services developed for point cloud processing
obtained from the Velodyne sensor. It provides data processing methods that
are important and very useful to the implementation of driver support systems
(ADAS) and aid in the autonomous driving vehicles. The results of various imple-
mentations and different hardware is shown in Fig. 12, where each axis is one
type of execution (GPU time X CPU time). Each test was made of the same
2470 frames for correct comparison. Some important notes are:

– The times in the CPU have greater variability (X axis) than the GPU time
(Y axis);

– In general, CPU times are greater to, or at least equal to, the GPU time;
– The embedded-pc has GPU times roughly as good as the server’s CPU time;
– Although only times are compared, power issues are also relevant, leaving

for architect engineers to use the hardware most adequate for his project’s
purpose;

– In special, the Object Segmentation Service shows the capability of the GPU
acceleration process due to the complexity of the algorithm and its consequent
time speedup;

– The full time comparison is shown in Fig. 12(g), which is very similar to the
Object Segmentation service result in Fig. 12(e) because of the service’s big
time consumption.

Depending on the configuration of the hardware and the services used, the
processing times many times exceed the 100 ms mark of the sensor’s frame rate.
Therefore, the Fig. 13 shows the comparison of the amount of frames processed
in each service.

Finally, another comparison made in Fig. 14 show the results of using the
sensor driver locally or remotely, receiving the data over the network. In both
cases, the CPU is roughly equally used as seen in Fig. 14(a), however Fig. 14(b)
shows that receiving the data remotely renders less frames processed due to
I/O activities. This comparison was made using the CPU version of the pre-
processing service (step 1) in the embedded architecture. Because of the result,
the remote method is not used in the other services.

In addition to the methods that were implemented through services, they
were also presented and discussed the results of the performance of such methods,
tested on different platforms (CPU and NVIDIA-CUDA GPU different models).
It was possible to demonstrate that the great gain in terms of obtained run-time
when implemented exploiting parallelism and run on GPUs.

In this paper we present GPU-powered solutions called services that provide
pre-processing and pre-segmentation of sensorial data with large throughput
rate and good speedups compared to the sequential implementations. Also, the
GPU services allows reducing the CPU processing load, allowing its use for other
higher-level robot tasks. This project is also able to achieve its real-time mark
since when summing up all GPU execution times we have a mean GPU execution
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of about 45ms, much lower than the 100ms mark, providing therefore a real-time
system to the Velodyne sensor data processing for the vehicle. It is expected for
future work to unite all information into a single topological map provided as
a service for semantic gathering of all procedures used until now, which was
described in this article as the last service.
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Abstract. The use of multi-robot systems can be seen in many differ-
ent contexts in recent years. One of them is the object transportation
problem, which has many applications, such as simple moving objects as
well as in more complex scenarios, like tasks typically involved in build-
ing sites and structures assembling. Despite the fact that much effort has
been focused on what may apparently be a relatively simple task, several
facets of the problem still remain open and need to be tackled. In this
work, we propose a complete methodology which encompasses all related
stages of the problem (i.e. path planning, task allocation and control).
Several experiments with simulated robots and with real ground robots
were conducted in order to provide a thorough evaluation and validation
of the methodology.

Keywords: Cooperative transport · Object manipulation · Task allo-
cation

1 Introduction

The use of mobile robots in many different contexts and applications has
increased significantly in recent years. It is notorious the use of these autonomous
systems in activities such as surveillance, search and rescue, object transporta-
tion, among others.

All aforementioned activities can be executed both individually as well col-
laboratively, in this case called Multi-Robot Systems (MRS). The use of multiple
robots presents several advantages like increased robustness and, in most cases,
time reduction to accomplish a task. However, the use of such systems also brings
many challenges, such as robot localization, path planning, task allocation and
control. A remarkable advantage in the use of such systems is the potential to
perform difficult activities without the need of specialized agents, for example,
use simple robots to transport an object instead of a complex manipulator.

The accomplishment of any task using a MRSinvolves many subproblems that
must be considered. Among these problems, we can highlight the localization of
the robots, path planning, coordination and the task allocation. The localization
problem is related with agent itself as well the environment where the robots are
c© Springer International Publishing AG 2016
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working and any other object that they interact.The path planning problem can
be addressed in many ways, in some cases to minimize the total time spent or
the overall traveled distance for example. Regarding the team coordination, that
involves task allocation among the agents, as well a study of how combine the
available resources to accomplish the activity respecting all possible restrictions.

One of the main activities in which robotic systems are employed is the
transportation and manipulation of objects. These tasks, although simple, are
fundamental in numerous activities of our daily life such as the transport action,
as well as the manipulation of objects and tools in the execution of tasks. The
transport actions can be broadly classified into two categories: (i) prehensile
manipulation, in which the object is grasped by the robot, and (ii) non-prehensile
manipulation, in this case the robot uses actions like throwing, rolling or pushing
to accomplish the transportation [5,12,13,16].

Although robots still do not show the same dexterity as humans for specific
tasks, robots may attain better efficiency and effectiveness. Furthermore, robots
can be readily deployed to operate in harsh and inhospitable environments such
as fire, deep ocean, and nuclear accidents. Another example is a collapsed mine,
which may become totally inaccessible for humans, but where a robot agent could
probably gain access by using its manipulator to clear the way into tunnels and
cavities. A service robots improve their manipulation capabilities, their use in
homes have been steadily increasing, and much investigation is underway on the
use of robots for in home assistance to the elderly and patients [9].

The main contribution of this paper is a framework for heterogeneous groups
of robots to collaboratively transport a set of objects using both prehensile and
non-prehensile manipulation, with emphasis on the task allocation phase. We
present a complete framework which encompasses all related stages of the prob-
lem. The methodology was evaluated in both simulated and real environments,
demonstrating the effectiveness and flexibility of the technique in respect to the
task needs, such as minimizing execution time or energy consumption.

The remainder of the paper is organized as follows. Next section discusses
related works in the literature regarding different aspects on the autonomous
transportation problem. Section 3 presents our methodology, describing the
mechanisms used for planning the path for each object, decomposition into seg-
ments and selection by the robot. Experiments considering a simulated and real
environments are presented in Sect. 4. Finally, Sect. 5 discusses the results and
indicate future directions of investigation.

2 Related Work

The object transportation using a group of robots is composed by many steps,
such as the path planning, task allocation and team control and coordination.
This work addresses these three aspects, however has as main focus the task
allocation phase.

The applicability of robots capable of manipulation and transportation of
objects has grown, mainly seeking to improve the efficiency and gain in different
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tasks. Practical examples of this use can be seen in scenarios like: withdrawal
of mine sediments [15], execution of surgeries [10], object transportation [13],
handling of goods in a warehouse [8], construction of goods and structures [2,
11,18,19].

Many works demonstrate real applications of object transportation using the
model of MRS, considering prehensile and non-prehensile techniques. A coop-
erative transportation using terrestrial robots is shown in [5], where the agents
surround the object and move it avoiding obstacles. Another example is the Kiva
System [8], a solution used in warehouses to manipulate the commodities mostly
used by companies like Amazon1. Using a team of quadrotors, it is possible to
build structures based on preexisting segments [11], or using blocks [2].

An example of construction using autonomous robot agents is the Aerial
Robotic Construction (ARC), which defines a change in the paradigms of design
and manufacture of items. In the research, it is exposed the characteristics of
this type of system, which are: (i) the construction of the support structures
does not require frames to be performed, (ii) the digital model can be complex,
and the agents are explicitly guided by this, and (iii) the system is scalable in
the sense of not being tied to the environment [25].

In many cases, centralized control facilitates decision making and task allo-
cation in problems involving multiple agents. The authors of [14] present a tech-
nique using the concept of task instance, which is characterized by the work
a single agent must execute in a period of time. In transportation, it is possi-
ble to define task instances with actions like search, removal of obstacles and
object movement. Together with a centralized control, the use of potential fields
is a simple and intuitive way of planning, which can be refined with the addi-
tion of dipolar function [22], or be segmented using a control which addresses
the following two questions: (i) how to navigate through the environment and
(ii) how to manipulate the object [26].

Another kind of coordination is based on the leader-follower approach. An
example is the work presented in [6], which exemplifies this technique applying
the task allocation algorithm MURDOCH [7], in which an agent has the task of a
watcher that informs to the pusher agents the velocities that should be impressed
upon the object so that it reaches its destination. In this case, the leader does not
directly participate in the transportation task. In contrast, another work presents
the case where the leader informs other robots in the team its trajectory so that
they follow it during transport [21].

The constrain-move method by [1], is one example of a fully distributed coor-
dination, in which a team of robots is divided into two subgroups: one restricts
the object’s movement, while the other drives the motion. Both teams work
together and simultaneously to take the object to its destination. Using the same
idea of motion restriction, there is also the use of potential fields, by applying
this technique in three steps: (i) the agents are attracted by the object, (ii) which
are then disposed equally around it, and finally, (iii) move to the final position
taking the object [20].

1 https://www.amazon.com/.

https://www.amazon.com/
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The Task Allocation phase can be described as a set of methods to distribute
task among a team of agent and manage the coordination aspect until the mission
is complete. The work presented in [4] tackle this problem transforming the task
allocation problem into the graph coloring problem, where each agent represents
a color and each vertex is a location that needs to be visited. Similarly, [23] shows
a multi-agent control system that solves a Binary Integer Linear Programming
(BIP) problem and creates an allocation matrix.

To explore an environment satisfactorily, the authors of [17] propose an
auction-based approach, considering not only the bids of the agents, but the
path planning to decide which agent will perform the task.

To inspect a ship using a team of agents, the authors of [3] describe the
environment as a graph, where each node is a room that must be visited, and is
described by its characteristics, like if it is submerged or have obstacles. Based
on the available resources, like the agents types and capabilities, it is possible to
allocate sub-teams to specific areas besides presents a sub-optimal total distance
traveled solution.

A comparison between two methods of task allocation is presented in [24],
where agents must transport a collection of packages. The first approach is a
centralized planner that has information about all aspects of the environment,
like production frequency and tasks allocated to each agent. Based on these
information, it determines if a particular agent should perform a task or stay,
for example, in standby mode. The other approach is a decentralized one. In
this case, each agent has information only of its surrounds, the source position
and the place of deposition. In order to decide to change from task execution to
standby mode, the agent deliberates based on specific, predefined rules.

3 Methodology

The object transportation problem using a group of robots may be decomposed
into many steps, such as path planning, task allocation and team control and
coordination. In this work we address all of these aspects, whereas the main
contribution of this work is the task allocation and coordination phase.

3.1 Problem Statement

Given a known environment, we define by W ⊂ R
3 a convex polygon as the

workspace. Let R = {r1, r2, ..., rk} composed by k robots, each with a type
defined in T = {ground, aerial}, where <ground> type can only push objects
and <aerial> type can grasp and fly with the object. We define O = {o1, o2, ...,
oy} the set of y objects that must be transported. Likewise, we define the set B
= {b1, b2, ..., bx} of x blocking objects that are immovable and will restrict the
motion of the robots and the objects.

The transportation problem is then defined as moving an object oi ∈ O from
its initial position S to a final position Sd, both in W . A subgroup of robots
from R will be responsible to move each object minimizing the total cost of
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transportation (time and energy) and considering the constraints imposed by B.
The main objective is to describe a set of plans P , that can be performed by the
agents, and culminates in the transportation of all objects. The planning process
in most works is mainly focused on how the robots must navigate, in this work
however, we focus on the object’s trajectory, which will guide the robots’ paths.

The problem at hand was approached considering two sub-problems:
(1) Object path planning – a path is created for the objects given an utility
function (Sect. 3.2), which will be used to guide the robots in its transporta-
tion, and (2) Task allocation and Coordination – the agents are evaluated based
on their performance in accomplishing the task, and then are coordinated to
execute it.

Figure 1 presents a flowchart of the framework, in which are highlighted
the steps involved in the process of transportation: (i) workspace definition,
(ii) action planning to be executed during the transportation process, (iii) task
allocation among the agents, (iv) coordination and execution of the task. Each
phase will be described in the following subsections.

Fig. 1. Framework diagram, showing the process steps to transport objects using a
group of robots. The total process was divided into five steps to better understanding
and development.

3.2 Utility Function

In the path planning process, of both objects and agents, in order to consider
the heterogeneity of robots, certain characteristics are analyzed related to the
type of robot in order to find the best type that meets the system needs.

In this sense, two parameters are evaluated for each agent type, which
describe the usefulness of performing a certain action ai within a plan P , using
an utility function in order to quantify this action in such way that can be
compared. The following features are used in the evaluation:
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– Dislocation Time: Time required to move between cells in W . This aspect
is related to the average speed that a robot can perform a given displacement.
Described by the function Υ (·);

– Dislocation Cost: Cost to move between cells. For each type of robot used in
transportation, the average energy expenditure that it has during displacement
is calculated. Described by the function Ψ(·).
Formally, the Eq. 1 describes the utility function Θ(·), which is evaluated for

a certain robot type, resulting in a punctuation based on its characteristics. The
generated value of this analysis is used to guide the path planning process of the
objects (as described in Sect. 3.3).

Θ(ti, ai) = α · Υ (ti) + (1 − α) · Ψ(ti). (1)

The constant defined by α ← {α ∈ R|0 ≤ α ≤ 1}, is used as a weighting
factor between both considered aspects to reflect the prioritization of certain
activities, such as execute the task in the shortest time possible or with the
lowest energy expenditure. This model is flexible because it can be reconfigured
to meet diverse needs, adding to the planning particularities of each agent. The
resulting value of this function is used as part of the heuristics used in the search
of the best plan of movement.

The overall utility of a plan P is calculated as the sum of the utility values
of each structure n in the plan, given by:

Θp(P) =
q∑

i=1

Θ(k(ni)). (2)

Considering that the utility function is based on the type ti of an agent and a
certain action ai, we define Eq. 3, which extracts such information directly from
n, as defined below:

k : n�→ti, ai. (3)

Equation 2 is used to determine, among several movement plans, which is the
best, in other words, the one with the lowest total cost to carry out the actions.
Its use will be further detailed in Sect. 3.5.

3.3 Path Planning - Object

The first step to transport a object is the creation of a motion plan, this process
is sub-divided into two stages: (i) path planning and (ii) path segmentation. The
later will serve as the baseline for the robot’s path planning.

The proposed method is a variation classical tree search algorithms based on
the creation of a search graph. First, we define the set F , which describes all
nodes available during the search expansion, and the set SN , with all explored
structures n.

The set F contains the states that were created in the expansion phase of a
n. The structure n with the lowest utility cost is selected for expansion. In the
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start of the execution, a new node n is created, describing the initial position
of the object, being added to F . Algorithm 1 describes the tree node expansion
process.

Algorithm 1. Search Expansion (M, F , SN , W)
1: n ← select state from(F )
2: SN ← SN ∪ {n}
3: S ← get position(n)
4: for all ai ∈ M do
5: S′ ← apply action(ai, S)
6: Sr ← is executable(ai, S′)
7: if S′ ∈ SN or is colliding(W , S′) or not Sr then
8: SN ← SN ∪ {S′}
9: continue

10: end if
11: n′ ← create node(S′, Sr, ai)
12: F ← F ∪ {n′}
13: end for

The function is colliding verifies if the object is colliding with any bi ∈ B,
and the function is executable considers, first, if exists an agent available of a
type t that can perform the action ai and then this action is evaluated if it is
feasible to be executed, in this case the position Sr in which the robot must
be to accomplish the movement is calculated, and if this position passes by the
collision test it is a valid motion.

The search algorithm ends in two cases: (i) when F = ∅, indicating that
there is no path to the destination state Sd, or (ii) when the selected n is in the
neighborhood of the final state, in this case, a new node n is created and added
to the plan – this node defines the movement to state Sd.

The segmentation step executes the division of the plan P created by the
search algorithm, generating the set S as result. This set will be used during the
robot’s planning phase and thereafter to task allocation.

To perform the segmentation, an auxiliary set Sp, with references to the n
structures used as base to segments, must be created. Algorithm 2 describes the
set creation process.

A segment set S is created using all segmentation points spi ∈ Sp. Each
segment is a section of the original plan P , with a sequence of node structures.
Algorithm 3 presents the segment creation step.

After this process, the set S is defined with e segments, each one is classified
as having a movement type of the set T . Figure 2(a) illustrates a sample planning
for one object within a particular environment.

The segmentation has its importance specially on terrestrial transportation.
Considering that <ground> robots can only push the objects, whenever there is
a change of direction, the robot must push the object from another side, and at
this moment, there is the possibility that another agent would be more capable
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Algorithm 2. Segment Point Set Creation (P , Sp)
1: for ni, ni+1 ∈ P do
2: if is aerial(ni) and is aerial(ni+1) then
3: continue
4: end if
5: ani

i ← get action(ni)
6: a

ni+1
i ← get action(ni+1)

7: if ani
i ! = a

ni+1
i then

8: spi ← create segment point(ni, ni+1)
9: Sp ← Sp ∪ {spi}

10: end if
11: end for

Algorithm 3. Segment Set Creation (Sp, S)
1: for all spi, spi+1 ∈ Sp do
2: if S = ∅ then
3: si ← create segment(So, sp1

i )
4: else
5: if is last(Sp, spi) then
6: si ← create segment(sp2

i , Sd)
7: else
8: si ← create segment(sp2

i , sp1
i+1)

9: end if
10: end if
11: S ← S ∪ {si}
12: end for

to accomplish the action with a smaller cost than the agent which is currently
running the task.

Furthermore, the aerial motion may not need to be segmented, even if the
direction changes several times. This restriction is applied because, from the
moment the agent start an aerial motion, another agent may take upon moving
that object only after it has been deposited, in other words, when the aerial
transportation has been completed.

Each segment, si, formed by a sequence of n structures is similar to a plan,
since it also has states So and Sd, defined. These states are used in the robot’s
path planning.

3.4 Path Planning - Agents

After the path planning and segmentation for the object movement phase ends,
it begins the path planning phase for the agents involved in the task. These plans
will be used in the task allocation phase.

The path planning algorithm used in this step is similar to Algorithm1
(Sect. 3.3), with the following modifications:



180 R.S. Melo et al.

(a) Sample environment with one object
and two agents for transportation, with
two segments in the object plan.

(b) Sample environment showing all the
possible paths that the agents can exe-
cute and it’s respective types. In this case
the object’s plan has two segments.

Fig. 2. Example workspace with one object and two agents. (a) shows the object plan
to me executed, and (b) show the plans for the agents.

– The collision test using the function is colliding uses the robot’s body as ref-
erence;

– The function is executable is not executed, since it only applies to the object.

In addition to the states So and Sd of each segment, a new state type I
is created and defined as the initial state of each robot. From these states the
path planning for the agents are performed. The created plans are classified by
both types of set T P = {initial, transition, movement} and set T M = {pre-
transport, transport}, as described below:

– Initial: Plan from the state I to state Sr described in the structure So of a
segment. This plan ensures the arrival of the agent to state where the trans-
portation will begin. It is classified as type <pre-transport>;

– Transition: Plan from the position Sr of the state Sd of a segment si to the
position Sr of So of segment si+1. Through this plan, an agent can continue
the transport in another segment. It is classified as type <pre-transport>;

– Movement: Plan from the position Sr of So to the position Sr of Sd of a
segment. In this plan, the object properly transported across the segment. It
is classified as type <transport>.

All created plans are added to set RP = {rp1, rp2, ..., rpj}. These values
are used to execute the task allocation for all agents (Sect. 3.5).

Figure 2(b) demonstrates all generated plans that the agents can perform to
execute the transportation task and their respective types, out of their starting
positions I, going to each state So or Sd of segments. For differentiation, states
Sr are enumerated.
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The plan classification by the types of the set T M is explained by the fact
that, in order to perform the transportation of an object on a given segment
si, the agent must execute a movement of type <pre-transport> first, and then
perform a movement of type <transport>.

3.5 Task Allocation

In the task allocation step, the goal is to determine a set of movements that once
performed culminate in the object transportation to the final desired position,
whilst minimizing the total utility function.

To perform the object transportation, it is necessary to create a set EP =
{ep1, ep2, ..., eph}, called Execution Plan, containing a sequence of h plans rpi
from the set RP , that are concatenated to enable task completion. One way to
create the set EP is explained by Algorithm4.

Algorithm 4. Execution Plan Set Creation (S)
1: for all si ∈ S do
2: rpi ← get plan(si, <pre-transport>)
3: ri ← get robot(rpi)
4: rpj ← get plan(si, <transport>, ri)
5: EP ← EP ∪ {rpi, rpj}
6: end for

In Algorithm 4, the function get plan retrieves a random plan rp from a seg-
ment based on the type passed as argument, or can retrieve a plan also based
on a determined robot. The function get robot just get the responsible agent by
that plan. To calculate the cost value of the created set Execution Plan, the cost
of each plan epi are summarized, as follows:

Θt(EP) =
h∑

i=1

Θp(epi). (4)

With Execution Plan created by Algorithm 4, it is possible to accomplish the
object’s transportation, however, the objective is to obtain the set EP with the
lowest cost possible, named EP∗, formally described as:

arg min Θt(EP∗) = min

h∑

i=1

Θp(epi). (5)

The process of creating the EP∗ set was developed using a graph represen-
tation with the application of a Minimum Spanning Tree (MST) algorithm. The
graph creation method used to perform the task allocation is shown in Algorithm
5. Following these steps it is possible to create the graph AG demonstrated in
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Algorithm 5. Task Allocation Graph Creation (S, R, RP)
1: for all si ∈ S do
2: So ← get origin(si)
3: Sd ← get target(si)
4: create vertex(So, AG)
5: create vertex(Sd, AG)
6: end for
7: for all ri ∈ R do
8: I ← get initial position(ri)
9: create vertex(I, AG)

10: end for
11: for all rpi ∈ RP do
12: create edge(rpi, AG)
13: end for

Fig. 3. Representation of the Allocation Graph AG used to select the best robot for
each segment during the Task Allocation phase. Selected plans are represented in green,
red are canceled. (Color figure online)

Fig. 3. The figure exemplifies the cost values for each edge, calculated using Θp

(Eq. 2).
The graph creation algorithm uses several functions: get origin gets the initial

node from the segment; get target retrieves the final node of the segment; cre-
ate vertex creates a new vertex on the graph; get initial position gets the initial
position of the agent; and create edge creates an edge between two vertexes.

In order to execute the MST algorithm in an optimized way, it is possible to
make an reduction of AG graph, demanding fewer edges. This is accomplished
based on the statements of Sect. 3.4, where each pair of edges that must be
considered in sequence are grouped into a single edge, having as weight the sum
of the original edges. Figure 4 exemplifies the same graph AG, but in its reduced
form, called AGc.

The graph AGc has the same utility values as graph AG, this way any opera-
tion done in the compacted version can be cast onto the original graph. Addition-
ally, the edges from graph AGc now have two types of tpi ∈ T P , the instances
<initial, movement> and <transition, movement>.
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Fig. 4. Compact version of Allocation Graph (AG) used as input for the Kruskal Algo-
rithm on Task Allocation phase, named AGc. In this graph, each edge represents two
edges from the original graph AG, facilitating the application of the MST Algorithm.

To select the best plans and accomplish the task allocation among the agents,
from graph AGc, the Kruskal’s algorithm is applied following the rules below:

1. The edge selection follow the same sequence of segments in the set S;
2. After a edge selection, the edge of type <initial, movement> from the selected

robot will be removed from the next selection phase;
3. And, all edges of type <transition, movement> from the others robots will

also be removed.

The rule 1 is used because the transportation of each object must be executed
in a predetermined order following the earlier created plan; the rule 2 is necessary
because the robot executing the transport through the edge of that type will no
longer be at its start position and cannot perform this type of movement. And
considering the rule 3, no other robot can execute this type of movement, since
only one agent could accomplish it, namely the one that was previous selected.

After the execution of the MST algorithm, the graph AGc will discriminate
the set of edges that minimizes the total utility value. Figure 4 demonstrates
this, in which the edges in green were selected and the red ones were discarded.

Recalling that each edge in the graph AGc represents two edges in graph AG,
the edge selection can be expanded to the complete graph. Based on this, the
graph AG with the edges selected and discarded is presented in Fig. 3.

Through the construction of the graph AG, it is possible to allocate the
segments among the agents, thus minimizing the total utility value.

3.6 Coordination

The coordination phase is the process of controlling the agents to accomplish
the overall task. To perform the object’s transportation by a team, each robot
must execute its task in a given order and in a coordinated manner.

The proposed methodology to coordinate the agents, using the before men-
tioned algorithms, and transport a set of objects is described in Fig. 5, and can
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be divided into the following steps: (i) for all objects in the environment, a list of
all objects not yet transported is created; (ii) if the list is not empty, one of then
is arbitrary selected, if it’s empty the execution is completed; (iii) the planning
phase for the agents is executed; (iv) the cost of all plans are calculated and the
task allocation is performed to select the best agents to transport that object;
(v) the coordination process to take the object until its final position occurs.

Fig. 5. Graphical representation of the Coordination Process to Object Transportation
task. From the object list, those not yet transported are evaluated by the agents to
execute their own plans to complete the movementation for all items.

As an assumption considered during the development of this methodology,
only one agent can manipulate an object at a time, so only one is authorized to
perform a task at a given time. The authorization control is done by the exchange
of a token ∈ T O, that is shared by the robots. The token has a property of type
tmi ∈ T M, which represents the type of movement that is allowed.

As mentioned in Sect. 3.4, each task in the system represents a plan that
must be covered to execute the transportation. Before executing the control
mechanism, the set T O is populated with one token of type <transport> and
token of type <pre-transport> in equal quantity of e, and then the Algorithm 6
is executed by each agent.

The creation of only one token of type <transport> restricts the quantity of
agents performing plans of that type, because the object is handled by only one
agent at a time. In order to speed up the whole process, the agents responsible
for the next segments receives a token of type <pre-transport>, so that they
can perform the preparation step, and then wait for the current agent executing
the plan of type <transport>.

Using the aforementioned method, the agents are capable of accomplishing
their tasks in an orderly fashion and under consensus, in addition to using the
step before the transportation to gain time during the whole process. This task
execution phase is performed through the exchange of information between the
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Algorithm 6. Coordination Mechanism (S)
1: for all si ∈ S do
2: ri ← get robot(si)
3: give token(<pre-transport>, T O, ri)
4: if is current robot(ri) then
5: give token(<transport>, T O, ri)
6: execute task(ri)
7: retrieve token(<pre-transport>, T O, ri)
8: retrieve token(<transport>, T O, ri)
9: else

10: execute task(ri)
11: retrieve token(<pre-transport>, T O, ri)
12: repeat
13: wait()
14: until has transport token(T O)
15: end if
16: end for

agents, such as the current state of their actions and the interchange of token
among them.

4 Experiments

This section presents the experiments performed using the method described by
this work showing the obtained results. The experiments were divided into two
categories: (i) qualitative evaluation, considering simulations with several robots
and (ii) demonstrative experiment, experiments with real agents.

4.1 Simulations

The presented methodology is capable of generating different kinds of plans to
accomplish the transportation task. This is possible by the use of the utility
function and the changing the value of the constant α, showing that the method
is flexible in order to meet a certain demands, like realize the task trying to
minimize the total time or the energy used.

Initially, we present an experiment that illustrates how the methodology
behaves by using different values of α. Figure 6 shows the workspace used in the
experiment and the resulting paths of each variation of the constant. Table 1
presents the values used in each experiment used to weight each characteristic,
time and energy. As it can be seen, the methodology is suitable for different
types of vehicles and it may take into account the specific task needs.

It is possible to observe that, with different values of α, the generated paths
are totally different, when the weight tends to the Time aspect, the path is aerial,
since it is the fastest way. However, when the Energy aspect is the objective, the
terrestrial agent is used in the whole transport, considering its low energy use.



186 R.S. Melo et al.

(a) Workspace (b) Experiment 1

(c) Experiment 2 (d) Experiment 3

Fig. 6. Different paths obtained accordingly to different values of α. Two vehicles are
available, a ground (circle, red path) and an aerial (triangle, blue path). (Color figure
online)

Finally, in the case with a medium value, both agents are used to transport the
object.

The next experiment was conducted in order to empirically assess the asymp-
totic behavior of the methodology as the number of available robots increases.
The framework was implemented in Python and all experiments were conducted
in a computer with a Intel Core i7 2.4 GHz processor, 8 GB of RAM and Ubuntu
14.04 64-bit OS.

Figure 7 shows that the method presents a linear behavior with the number of
robots. It is also possible to observe that as the initial and final configurations get
farther away, there is also an increase in the computation time. This behavior
was expected considering that all the agents must calculate its own paths to
transport the object and then all of them will be considered during the task
allocation phase.
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Table 1. Different weighting constants used in the experiment.

Experiment α Time Energy Fig.

1 1 1 0 6(b)

2 0 0 1 6(c)

3 0.5 0.5 0.5 6(d)
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Fig. 7. Empirical asymptotic behavior of the methodology. The experiments showed
that the increase of the number of agents implies linearly in the total time needed to
plan and allocate tasks among the team.

(a) Initial configuration (b) Final configuration

Fig. 8. Real experiment using three differential ground robots to transport one object.
All robots contribute to object’s transportation, cooperating to meet the system needs.

4.2 Real Experiment

Here we present a proof of concept experiment to demonstrate two main facets:
(i) the real-time execution of our method, and (ii) the feasibility of the planned
path in a simplified, real world conditions.
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(a) t=1s (b) t=24s

(c) t=72s (d) t=102s

(e) t=150s (f) t=180s

(g) t=216s (h) t=258s

(i) t=282s (j) t=306s

Fig. 9. Transportation example of one object by a team of three real agents. After
the object path planning, all agents evaluate which one is the best for each segment,
resulting in the allocation of all robots to perform the total transportation of the object.
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The experiment was performed in a table of approximate area of 2× 2 m
which ensures a flat surface for the mobile robots. The localization process in
this case was simplified using a tracking system that observes the marking codes
in each item in the scene and informs to the system, creating a global positioning
structure. The position of utilized obstacles were previously configured on the
map of the experiment and informed to the agents.

The task consists in transporting an object with negligible weight using a
team of three ground robots (e-Puck platform2), in a workspace with an arbitrary
number of obstacles. Figure 8 presents the initial and final configurations of the
robots and the object.

Figure 9 presents screenshots over time of the execution of the experiment.
As cab be seen, all three agents were used during the transportation task, each
one performing a part of the total path of the object. In the beginning, agent
1 is selected to start the transportation, while the other agents move and wait
their turn to perform their actions. As soon as the object is moved along the first
segment (S1 - Fig. 9(c)), agent 2 becomes the responsible and leaves the item to
the end of the second segment (S2 - Fig. 9(e)), and passes to agent 3 the object,
that will move it to its final position passing by the segment S3 (Fig. 9(g)). This
implies that the system can use the available resources to better the result of
the mission.

5 Conclusions and Future Work

In this work we presented a complete framework to tackle the object transporta-
tion problem using a group of heterogeneous robots. Our methodology considers
the main phases involved in the transportation problem, such as path planning,
task allocation and control.

The experiments showed the effectiveness and flexibility of the technique with
respect to the task needs, using different types of robots, as well as creating
different paths, according to the constants of the proposed utility function.

Future directions include the extension of the proposed methodology to con-
sider a cooperative transport using more than one agent simultaneously, allowing
the movement of larger objects. Another relevant improvement is the use of local
information only to accomplish the task, requiring an exploration phase prior to
all planning and coordination steps.
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Estado de Minas Gerais.

2 http://www.e-puck.org/.

http://www.e-puck.org/


190 R.S. Melo et al.

References

1. Ahmadabadi, M., Nakano, E.: A “constrain and move” approach to distributed
object manipulation. IEEE Trans. Robot. Autom. 17(2), 157–172 (2001)

2. Augugliaro, F., Lupashin, S., Hamer, M., Male, C., Hehn, M., Mueller, M.W., Will-
mann, J.S., Gramazio, F., Kohler, M., D’Andrea, R.: The flight assembled archi-
tecture installation: cooperative construction with flying machines. IEEE Contr.
Syst. 34(4), 46–64 (2014)

3. Bibuli, M., Bruzzone, G., Caccia, M.: Robot task allocation and path-planning
systems in the minoas project framework. In: 2011 19th Mediterranean Conference
on Control and Automation (MED), pp. 1194–1199. IEEE (2011)

4. Carvalho, F.F., Cavalcante, R.C., Vieira, M.A., Chaimowicz, L., Campos, M.F.:
A multi-robot exploration approach based on distributed graph coloring. In: 2013
Latin American Robotics Symposium and Competition (LARS/LARC), pp. 142–
147. IEEE (2013)

5. Fink, J., Ani Hsieh, M., Kumar, V.: Multi-robot manipulation via caging in envi-
ronments with obstacles, pp. 1471–1476 (2008)

6. Gerkey, B., Matari’c, M.: Pusher-watcher: an approach to fault-tolerant tightly-
coupled robot coordination, vol. 1, pp. 464–469 (2002)
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Abstract. Mobile robot applications usually perform a path planning
and its execution considers a previous known map. On the other hand,
some application must explore the environment, defining a path from a
source to a destination point, without knowing the environment map.
The environment exploration, path planning towards a goal and naviga-
tion control tasks should be done at the same time. This study proposes
a new method for mobile robot control and navigation based on the
environmental characteristics recognition and novelty detection, named
ND-NCD (Novelty Detection with Normalized Compression Distance).
This method can be used as a key component in environment exploration
and topological mapping tasks. In a previous work, a Genetic Algorithm
(GA) for exploratory path planning was implemented to create a topo-
logical map (graph) from the source to the destination point, generating
a set of actions which the robot must perform to achieve the goal. Each
action was associated to a different reactive behavior specifically designed
for characteristic places of the environment, such as corridors, curves or
intersections. The proposed method, ND-NCD is used to recognize such
different environmental characteristics, allowing to activate/associate the
adequate actions whenever the method recognizes a context change (new
context). This allows us to integrate the GA based environment explo-
ration method together with the robot control reactive behaviors, which
can be properly selected and switched according to the environmental
characteristics detected/discovered by the ND-NCD. The ND-NCD uses
the robot perception (e.g. laser sensor) to detect novelty and to recognize
already known characteristics, thus allowing an incremental representa-
tion of the environment structures. The experiments were performed in
the Player/Stage simulator and in a real indoor environment. ND-NCD
performance is compared with a Neural Network trained to recognize
context changes in the same environment. The results indicate that ND-
NCD is a promising approach to be used in exploration and naviga-
tion control for mobile robots with the advantage of detecting a context
change just knowing an initial state (corridor) from the environment.
The proposed method does not need to be trained previously in order
to know all the states (supervised training), being able to incrementally
discover the different environment configurations.
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Keywords: Novelty detection · Robot navigation control · NCD-
Normalized Compression Distance · Genetic algorithm · Path planning

1 Introduction

The path planning task consists of defining a way for the robot to leave its
initial position and reach its goal, it could be based on a previously provided
map of the environment, or, it could be achieved by environment exploration,
discovering the path to the destination. The navigation control task refers to
the actions performed by the robot following a pre-defined trajectory or going
towards some specific direction/position. Based on the previous work proposed
by [1], this study presents a new hybrid approach to explore the environment,
plan the robot trajectory, and control this robot through the navigation. A
Genetic Algorithm is applied to find a sequence of actions that enable the robot
reaches its goal. The actions are local reactive behaviors like turn left or go
forward, according to the local context (environment characteristics). Then, to
control the robot navigation, an algorithm based on the Normalized Compression
Distance (NCD) is used to identify in which state/context the robot is and acti-
vate the correspondent action. The development of the ND-NCD based approach
for navigation control of robots is the original contribution of this work, since
it can also discover new configurations, and also, recognize previously known
environmental characteristics. The proposed method uses the NCD to process
the perception data obtained from the robot sensors, in order to recognize the
different environmental characteristics.

Other approaches were proposed to control indoor robots during navigation.
A system based on landmarks for wheelchairs was developed in [2]. The land-
marks are composed by metallic paths and radio-frequency identification (RFID)
tags. The path is generated using: a topological map, a metric map, the current
localization and the destination asked by the user. According to the authors,
the localization mechanism of the navigation system is robust for a partially-
known static environment if there are enough installed landmarks, since the
odometry error is incremental for wheelchair displacements. The disadvantage
of this proposal is that the environment must have installed landmarks to work.
Several alternative approaches, like this, rely on previously available environ-
ment knowledge and/or precise robot and destination localization, using maps
or placing artificial landmarks, as proposed in the above cited work.

In [3], reactive and learning navigation algorithms for exploration robots
that must avoid obstacles and reach goals in limited time and observations were
evaluated. A rule-based navigation and neural-evolved navigation techniques for
controlling the robot based on environment information obtained from sonar
and inertial sensors were proposed. According to the authors, the results show
that neuro-evolutionary algorithms obtained has better performance than rule-
based algorithms in relatively-complex domains, in which the robot had to select
paths that lead to goal while avoiding obstacles. The adoption of Evolution-
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ary/Adaptive Algorithms allows to create more robust solutions that can adapt
the robots perception and control, and also optimize/improve their behavior.

An approach to evolve behaviors in an unknown environment for navigation
problems was tested in [4], in which complex behaviors were obtained from sim-
ple ones. Each behavior is supported by a controller based on an artificial neural
network (ANN). Thus, a method for the generation of a hierarchy of neuro-
controllers is developed and verified in simulated and real experiments. Several
behavioral modules are initially evolved using neurocontrollers based on different
ANN paradigms. The results show that is possible to obtain complex behaviors
from simple behaviors coordination, benefiting the development of navigation
systems for real-world scenarios.

In [5], it was developed a navigation subsystem of a mobile robot which oper-
ates in typical human environments to execute different tasks, such as transport-
ing waste in hospitals or escorting people in exhibitions. This paper describes a
hybrid approach that combines both offline and online navigation methods. The
offline method generates a reference path based on a prior map (previously known
environment). The online method adapts the generated path to avoid static and
also dynamic (moving) obstacles. The authors discuss about the properties of
the proposed method and the experimental results obtained from real-world
experiments. Hybrid systems allow to explore the best properties of each sys-
tem component in order to improve the individual components performance and
limitations, then obtaining a better overall system performance.

A hybrid system using a topological navigation method was proposed in [6].
A topological map (graph) was used to represent the environment in which the
nodes are characteristic points, like crosses and turns, and the edges represent
the navigability paths among these points. An Artificial Neural Network (ANN)
was trained to learn and recognize each characteristic point of the environment
(state/context recognition). During the navigation, the ANN is used to recognize
in what state/context the robot is and to activate an adequate reactive behavior
for that situation. The ANN recognize states, and the sequence of states is
represented by a Finite State Machine (FSM), which controls the current state,
the current action being executed and associated to that state, and when to
change to a next state, which is recognized by the ANN as a new state/context.
This work was motivated the development of the present work, since it presents
some limitations and possible improvements. More details about this system,
known as Neuro-FSM, will be presented in the next section.

ANNs need samples of all possible states in the environment in order to train
a navigation control system. In the new navigation system proposed based on
NCD, only samples from a default initial state (data from corridor regions in this
paper) are necessary in the offline step of the approach. The proposed algorithm
is able to identify when the robot state changes from the default state and, then,
it activates the suitable reactive behavior during the execution of the path.

This paper is organized as follows. Section 4.2 describes some related
works. Section 2 presents the two previous works, Neuro-FSM and Hybrid GA-
ANN Topological Navigation, that motivate and originate this work. Section 4
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introduces Normalized Compression Distance Method (NCD) which was used to
recognize/discover environmental characteristics. Section 3 describes the devel-
oped genetic algorithm for exploration and path planning. Section 5 proposes
the new navigation system based on ND-NCD. Section 6 presents experiments
and results. Finally, Section 7 concludes the paper.

2 From Neuro-FSM to GA-ANN and ND-NCD

Our initial motivation for this work was the topological mobile robot naviga-
tion system, Neuro-FSM, proposed by Sales and Osorio [6–9]. The Neuro-FSM
(Neural Finite-State Automata) was developed in order to provide the control
and navigation system for mobile robots based on previously known topological
maps and previously defined paths, which are specified based in these topological
maps.

In the Neuro-FSM proposed approach, the map, the path and also the
robot actions were all pre-defined. The system FSM (Finite State Machine) is a
sequencer that uses the current state to associate a specific action to the current
context/situation, and, when the current state is changed (new context), a new
action is then selected to be executed. For example, if the robot is following a
path along a corridor, the present state is defined as corridor and the action is
to move forward along this corridor (e.g. move forward, avoid collisions, follow
the walls), and when the robot reaches the end of the corridor, or any other
new situation representing a different context (e.g. left/right turns or corridor
crossing), then the robot must switch the present action to another behavior
that allows it to deal with this new situation. Sometimes, there are more than
one possible action when a new situation is found, so, the FSM has coded into it
the sequences of actions to follow each time we need to change from one current
state to the next state. When the robot reaches the end of a corridor with a
turn left, it recognizes this situation and switch to turn left behavior. Briefly,
the FSM defines the sequence of states and actions the robot will execute, but
what causes the decision of when to change from the current state and current
action to a new state/action are the inputs that this FSM receives from the
Neural module.

In this work an Artificial Neural Network (ANN) was adopted in order to
detect the states (current state) and the state changes (context change), based on
the robot sensors. The ANN is used to inform the FSM about context changes.
The Artificial Neural Network (ANN - Neural Module) was used to recognize
the current state and the state changes based on the robot sensor inputs. The
complex pattern recognition and sensor inputs analysis is performed by an ANN,
that perceives the environment and detects the current state. For example, the
ANN is able to classify the input patterns (e.g. laser data) that define a corridor,
and when the robot reaches a corridor intersection, the ANN will also be trained
to identify this new pattern, and notify the FSM that the robot has reached an
intersection. On the other hand, the FSM when is notified about a state change,
defines the action to be selected and executed in this new configuration, for
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example, turn left into an intersection. The Fig. 1 presents an overview of the
Neuro-FSM architecture.

Fig. 1. Neuro-FSM system architecture overview [Adapted from Sales 2012].

The Neuro-FSM approach is interesting since it allows a mobile robot to
navigate based only in a very simple previously provided topological map and
set of actions. Although this approach has showed to be reliable, the user should
first provide all the knowledge about the problem: map, states, actions/behaviors
and path. Figure 2 shows an example of some states, perceptions, topological map
and path (sequence of nodes in the graph). One of the most complex tasks is to
train the ANN in order to recognize different states (situations), since we adopt
a supervised learning algorithm. We need to train the ANN to recognize the
different states (e.g. corridor, left turn, right turn, intersection) presenting a set
of labeled examples. This can be hard to be done.

Fig. 2. Examples of robot states and perception (a)–(e) and the graph representing a
topological map with a pre-defined path represented on it.

The topological map, path (FSM) and set of actions can be defined by the
user, and usually the most difficult task is to find the path from the origin to the
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destination, when we are navigating into a more complex environment map. The
set of actions usually are a set of simple and well known reactive/deliberative
behaviors (e.g. move forward, follow the wall, turn ’n’ degrees to the left/right,
turn to the left/right up to have a free space in front of the robot). Conclud-
ing, the two most complex tasks are: learn and recognize/classify the different
environment configurations (states) and discover the path from the origin to the
destination (path planning).

In the following sections of the present work we will present solutions to deal
with and tackle these two problems: the GA approach allows to discover the
path considering the navigation based on a topological map, and the ND-NCD
approach that allows to incrementally discover new states (situations). These two
strategies allow us to envisage a more robust and less user dependent solution to
robot navigation problems and applications, were the user do not need to provide
pre-defined maps (environment exploration using GA), paths (path discovery
and planning using GA) or describe all the states (environmental characteristics
detected/discovered using ND-NCD). The robot control and navigation will still
be done based on the FSM approach (sequencer) with states and actions, but
considering the states and path can be automatically discovered.

3 Genetic Algorithm for Robot Navigation

This work extends the Genetic Algorithm (GA) proposed in [1]. The main goal
is to explore the environment, with a squad of robots (GA population) in order
to find the path from one initial point to a destination point, using only the
approximate known position of the robot and the target destination (considered
in the fitness function value estimation). The authors applied a GA to find a
sequence of actions/movements of a mobile robot that must reach a goal position.
The sequence of actions result in a trajectory when they are executed by the
robot. Therefore, the individual is composed by a sequence of integers, each one
representing a reactive behavior (action) that can be performed by the robot
sequentially. The possible actions are listed next (Table 1):

Table 1. List of possible robot actions

Action number Action description

0 Go forward in an intersection

1 Turn left

2 Turn right

3 Go forward in a right fork

4 Go straight

5 Go forward in a left fork

6 Turn around
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A GA was developed to evolve this sequence of actions, which was encoded
as an individual. A population of individuals is randomly initialized. The chro-
mosome length and the population size were experimentally defined (Sect. 6).
Each individual is evaluated executing a robot navigation using a graph repre-
sentation of the environment (Sect. 6). A repair operator is executed when an
action encoded in the gene of an individual leads to an unfeasible action. For
instance, if an action decoded means turn left but there is no way at left, the
repair operator replaces this action by another randomly selected, that is also
feasible at this point of the graph.

The fitness function is based on the length of the path traveled by the robot.
In Eq. 1, sum is the sum of Euclidean distances between each pair of nodes, from
the set of nodes included in the path. If the action turn around (6) is chosen, the
distance between the nodes is multiplied by a factor once the robot has entered
in a dead-end corridor. If the goal is reached, the total sum is divided by a
constant α > 1. If the goal is not reached, the Euclidean distance between the
current node and the goal node is added to the sum, multiplied by a constant
β > 1. Equation 1 is the fitness function as proposed in [1], where α and β are
constant values, va is the current node, vg is the goal node and d(va, vg) is the
euclidean distance between va and vg nodes.

f =
{

sum/α if the goal is reached
sum + βd(va, vg) if the goal is not reached (1)

The population at each generation t is formed by the best individual from
population at generation t−1 and other individuals are determined by crossover
and mutation. The tournament of two selects parents from population at genera-
tion t−1. The uniform crossover operator is applied over these parents generating
a new individual. Next, mutation operator is always applied to the new individ-
ual. This operator randomly choices an amount of genes to be mutated, which
means to select randomly another action to be performed. Finally, the fitness
values of the new individuals are determined by Eq. 1.

The new individual is inserted into the population, except if its fitness value
is equal to one of its parents. In this case, the reproduction process is repeated.
The evolutionary process evolves until one of the stop criteria has been satisfied.
Two stop criteria were adopted: if the maximum number of generations is reached
or if the best individual found was not improved during 0.1% of the maximum
number of generations.

The proposed AG method allows to discover a sequence of actions describing
the movements the robot should execute to reach the goal destination. This
sequence of actions considers the adoption of the Neuro-FSM approach described
in the previous section. The path is described by a FSM (Finite State Automata),
being composed by a sequence of actions (local behaviors), each one of them
being associated to the current state. When the current state changes, the next
state is assumed and a new action is selected. The current state is recognized by
a previously trained ANN (Artificial Neural Network) that classifies the present
situation (sensors perception), indicating the current state and the state changes.
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4 Normalized Compression Distance

This section presents NCD and describes some works illustrating relevant appli-
cations.

4.1 Definition

Normalized Compression Distance (NCD), from Information Theory [10], is a
metric that can find relationships among data, determining similarity between
variables by measuring the size of their data compressed. This approach doesn’t
require any specific knowledge of the application domain. According to [10], NCD
is a universal and robust metric that has been successfully applied to areas such
as genetics, literature, music and astronomy.

NCD is based on Normalized Information Distance (NID) [11], which con-
siders the similarity between samples (variable, files, etc.) according to the dom-
inant characteristic shared by them. The NID uses the concept of Kolmogorov
complexity [12] to estimate distances, however, the corresponding calculation is
computationally intractable. NCD performs an approximation of the NID based
on the results of a compression algorithm. In practice, the distance between two
samples (stored in files) calculated by NCD is a positive number ranging from
[0; 1+ε]. This positive number represents how much two files are different, where
ε is the upper bound to the error of the compressor used. The distance value
between two files x and y is given by Eq. 2:

NCD(x, y) =
C(xy) − min {C(x), C(y)}

max {C(x), C(y)} (2)

where xy is the concatenated file from x and y, C(xy) is the size of the file xy
after the compression and C(x) and C(y) are the sizes of file x and y after their
compression respectively.

The level of compressions affects the distance values determined by NCD.
Thus, the choice of a compressor can be based on rate of compression of the
files involved considering several of the compressors found in the literature [13].
The most commons used with NCD have been bzip, gzip, lzm and ppmz. Bzip
compressor found the best rate of compressions for the data used in this work.

4.2 Related Works

Some previous papers have used NCD as a pre-processing technique since it
can fast estimate dissimilarities involving several types of data. This section
illustrates the usage of NCD by presenting some works from the literature.

The authors in [14] reported that NCD can determine similar software code,
when this distance is combined with techniques Neighbor Joining and Fast
Newman algorithm. The approach, named DAta MIning of COde REposito-
ries (DAMICORE), works with different types of code representations, which
usually hampers the performance of the most known data mining methods since
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it doesn’t require previous knowledge about each code language used. NCD in
DAMICORE basically generates a distance matrice from set of codes enabling
DAMICORE to highlight useful software similarities from source code level.

In [15], NCD was applied to the problem of determining the fragment of files.
NCD is combined with the k-nearest-neighbour, which is used as classification
algorithm. The method was evaluated using a random selection of 3,000 file
fragments with 512 bytes from 28 different types of files. The results showed
around 70% of accuracy.

In [16], a similarity measure has defined based on compression, named Fast
Compression Distance (FCD), that combines the relative accuracy of NCD
with the reduced complexity of Pattern Representation using Data Compres-
sion (PRDC). PRDC is a classification methodology based on compression with
dictionaries extracted of data. PRDC is faster than NCD alone, however, with
lower accuracy. FCD was tested for databases of images. In a first step, images
were quantized in a color space and converted into strings, without losing texture
information. Then, representative dictionaries were extracted from each object
and similarities between individual images were calculated by comparing each
pair of dictionaries. The experiments showed that FCD doesn’t lose in accuracy
compared to NCD and requires low computing time.

In [17], NCD was used together with Multidimensional Scaling (MDS [18])
in weaning, a process of discontinuing mechanical ventilation that replaces or
assists in the breath of patients with respiratory problems. The proposed method
considers heterogeneous data from a monitoring system for prediction of the
weaning in three stages. In the first stage, NCD was applied to a number of
temporal sequences labeled by failure or success, generating a distance matrix
whose elements are a measure of the dissimilarities between pairs of sequences.
In the second stage, the NCD matrix is projected into an N -dimensional space
by the MDS technique, which maps a set of points into this space (each point
is associated with a different sequence). Finally, the points are clustered by
associating them with the labels of the original sequences in order to build a
classifier that distinguishes between weaning success or failure. According to the
authors, the results showed that the combination of NCD with MSD is able to
differentiate heterogeneous temporal sequences.

In general, those papers show that NCD can be used in a relatively easy
way to deal with complex data types without previous knowledge about an
application.

5 Novelty Detection with Normalized Compression
Distance

The proposed GA determines the actions to be executed by the robot to reach
its goal. However, the navigation needs to be controlled such that the robot
knows exactly when each action must be performed. This control should take
into account the environment and its patterns (sensor data), so the robot must
recognize the present context before executing an action.
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The initial approach adopted in the Neuro-FSM requires to previously train
an ANN in order to be able to recognize each different state (present context),
represented by complex sensor data patterns. The ANN adopted in the Neuro-
FSM approach was trained based on a supervised learning algorithm, that means,
the user should previously prepare a set of training examples (labeled patterns) in
order to train the ANN. In the present work, the adoption of the ND-NCD seeks
to avoid the need of this previous step, training an ANN based on a supervised
learning set. The ND-NCD is an unsupervised novelty detection and pattern
recognition algorithm, so it can facilitate this task of states recognition, and
also, it can be used to incrementally discover new states.

Note that the major part of the path usually is composed by corridors, where
the robot can go on straight ahead. When the situation (state) changes, being
different from a corridor, it should be detected, and a new action may be required.
The present paper proposes a new method of novelty detection named Novelty
Detection with NCD (ND-NCD) to recognize new states in a path traversal. The
ND-NCD was previously known as NDN.

The method is divided into three distinct procedures:

1. Collecting data to build the knowledge-base: The environment is scanned
during a traversal to compose the knowledge base. The scanning is performed
by the robot on automatic control (e.g. an wall-following behavior). It is not
necessary to scan all the corridors, just enough samples to represent the main
aspects of corridors.

2. Calculating of Activation Sensitivity (AS): The calculation is performed using
NCD to generate a vector Uk of distances for each sample vector Vk of the
knowledge-base. The highest median mk = mediank{Uk(i)} defines a sensi-
tivity value of the base, called Activation Sensitivity (AS). This means that
the sample with median less than AS should be considered a corridor, as
summarized in the diagram of Fig. 3.

3. Running: NCD calculates the distances between each sample (Vk) obtained
by a laser sensor adapted to the robot and those samples from the knowledge-
base. Thus, each detected sample results in a vector of distances UK with a
corresponding median value. If the median is greater than AS, the sample is
not recognized as a corridor, as described in the diagram of Fig. 4.

To avoid mislabeling, a filter is applied to a distribution of medians for the
calculation of AS. The filter used in ND-NCD is the average of the last 10 out
of 50 medians. As a consequence, the classification of an external signal can
only occur after computed a window of samples of size 10. Figure 5 shows the
distribution of the averages with and without a filter. Finally, it is important to
note that ND-NCD is disabled when the robot is performing an action.

6 Experiments and Results

This section presents the experiments and results obtained by GA for robot
navigation using ND-NCD. All experiments have the same goal, go out from
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Fig. 3. Diagram of the calculation of the activation sensitivity.

Fig. 4. Process of activation of actions.
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Fig. 5. Different filters for ND-NCD.

point “A” and reach point “B”, following a sequence of actions returned by the
GA.

6.1 Parameters of the GA Used

The GA for robot navigation was executed with a chromosome length of 30 (size
of the sequence of actions) and population size of 100 individuals. It stops if the
maximum number of 1000 generations is reached. A total of 10 trials of the GA
was performed for each experiment using different seeds for the random number
generator. The first experiment was performed in the map showed in Fig. 6.

The second experiment was done in the map showed in Fig. 7, which is larger
than the first map. The maximum number of generations was set to 100,000 and
the population size was 1000. However, the chromosome length remained the
same used in Experiment 1, since it was enough to encode the necessary number
of actions. The results achieved are presented in Table 2.

Table 2. Results from executions of the GA for robot navigation.

Map Generations to converge Best fitness

Map 1 11.7 ± 11.89 134.5

Map 2 25238.7 ± 22810.52 590.77 ± 20.66
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Fig. 6. Map for simulation of Experiment 1.

Fig. 7. Map for simulation of Experiment 2.
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6.2 Parameters Used for ND-NCD

A total of four experiments were conducted to validate the performance of ND-
NCD. Two of the experiments were simulations using Player/Stage and the other
two over an indoor real environment. The robot Pioneer P3-AT with a 180o SICK
Lidar sensor was used in this case.

ND-NCD recognizes if the robot is or is not in a corridor, through the AS
value. A new action is performed by the robot whenever a change in environment
is detected, which means the median value of the vector of distance is larger than
AS value. When the robot follows its trajectory and the corresponding medians
are values below AS, a corridor is being detected. This result disables the impact
of the previous action performed and enables to run a new action, as soon as
the AS value is exceeded again.

The knowledge-base for simulation is formed by 40 corridor samples collected
from different parts of the map. The knowledge-base for indoor experiments is
formed by 40 samples collected at beginning of the main corridor.

Experiment 1: Simulated in Player/Stage. ND-NCD has to recognize in the
beginning of the path, a region different from corridor as shown in Fig. 6. For this
map, the sequence of actions found by GA was {go forward in a left fork, turn
right, turn left, go forward in an intersection, turn left, turn right, go forward
in an intersection, go forward in a right fork, go forward in a left fork}. The
complete presentation of Experiment 1 is available in https://goo.gl/5ZfqpU.
Figure 8 shows how the medians of the distance vectors change as the robot
walks.

 
 

 
 

Fig. 8. Median value of the vector of distances along the path in Experiment 1.

Experiment 2: Simulated in Player/Stage. In this experiment the number
of actions increases considerably, becoming harder the task of the GA for robot
navigation, as shown in Fig. 7. The best individual found by GA was {turn right,
turn left, turn right, go forward in an intersection, go forward in a right fork,
go forward in a right fork, turn left, go forward in a left fork, turn right, turn
left, go forward in an intersection, go forward in an intersection, turn right, turn
left, go forward in a left fork, go forward in a left fork, turn right, turn left, go
forward in an intersection, turn right, turn left, turn right, turn left, turn right,

https://goo.gl/5ZfqpU


206 A. Soares et al.

turn left, turn right, turn left, go forward in a left fork}. The complete execution
of Experiment 2 is the video available in https://goo.gl/npyhfU.

Experiment 3: Indoor environment. Figure 9 shows the map of a real indoor
environment where Experiment-3 was conducted. The simplicity of this map
doesn’t require that the GA runs for path planning. There is only one action to
be performed {turn right}. However, the idea is to demonstrated that the robot
control executed using ND-NCD is able to identify the intersection of routes and
executed the action. Experiment 3 is in the video available in https://goo.gl/
lveF8Q.

Fig. 9. Map of a indoor environment, Experiment 3.

Experiment 4: Indoor environment. Figure 10 shows the same map of Experi-
ment 3, but the robot has now to perform the following actions: {go forward in an
intersection of routes and turn left}. The intersection doesn’t disturb ND-NCD
capacity of detecting corridor as the robot goes forward, thus, it goes forward
until the end of the corridor and turn left as expected. Experiment 4 can be
followed by the video available in https://goo.gl/HyKPpi.

Fig. 10. Map for indoor Experiment 4.

As the work proposed in [6], an Artificial Neural Network (ANN) was also
trained to recognize different types of regions of the environment (robot states).
The ANN used was a multilayer perceptron that was trained with resilient

https://goo.gl/npyhfU
https://goo.gl/lveF8Q
https://goo.gl/lveF8Q
https://goo.gl/HyKPpi
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propagation algorithm. First, in order to compare the ANN with ND-NCD,
the database for training was composed only by the same knowledge-base of
corridor regions used by ND-NCD. ANN failed in identify changing state. It
always responses corridor during its validation using data from others environ-
ment regions (states).

Next, ANN was trained using a database with examples of each possible state:
corridor, crossing, left turn, right turn, right fork, left fork, T-shaped bifurcation
and dead end. As the goal was to distinguish the corridor state from the others,
the data of corridor was labeled with 0 and all the others were labeled with 1.
The samples of corridor state were the same used by ND-NCD. The data of the
others states were obtained from new collected samples. The database contained
40 samples from the corridor state and 70 examples from all other states, a total
of 10 samples for each state. 5-fold cross validation was used to evaluate the
performance of ANN, witch 80% of the database was used in the training and
20% of them was used for test in each execution. In all executions, ANN reached
a success rate of 100%.

Thus, ANN was not able to distinguish the corridor state from others if only
corridor samples are provided. The developed ANN requires data from others
states to succeed. On the other hand, the experiments showed that ND-NCD is
able to correctly recognize corridors using only 40 samples as knowledge-base.

7 Conclusions

The hybrid approach proposed in this paper combines successfully the path
planning and a new control approach for a mobile robot walking in a topo-
logical map. This hybrid approach improves the previous proposed approach,
the Neuro-FSM, which was dependent of several previously defined information
(topological map, ANN states recognition, path planning). This new approach
allows to automatically explore the environment, discovering a path to reach
the goal destination, and also, it is able to recognize and discover new states
(environment configurations), without the need of creating supervised data sets
to train an ANN.

The approach autonomously determines a sequence of actions using a genetic
algorithm and a new novelty detection method based on the normalized com-
pression distance (NCD). This new method used to detect/discover environment
configurations (states) was called Novelty Detection with NCD (ND-NCD). The
proposal can detect environment regions different from corridors without know-
ing any other type of regions of the environment.

In this way, the proposed hybrid approach, GA with ND-NCD, can reach
a goal from a sequence of actions to be performed in different regions from
corridors (turns, intersections, etc.), without knowing the environment map, the
precise localization of the robot or other information further than some samples
illustrating what is a corridor of the environment.

The advantage of ND-NCD for the hybrid approach can be highlighted by
comparing it with the use of an Artificial Neural Network (ANN) for the same
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purpose. An ANN needs databases for at least two classes, one for corridor
samples and another for non-corridor samples in order to correctly recognize new
regions of the environment (state changes). On the other hand, the proposed ND-
NCD requires only one database containing exclusively samples from corridors.
It is important to note that a robot using ND-NCD no longer needs to know
the path to be followed, since it is only necessary to activate the next reactive
behavior generated by the GA, when a non-corridor is detected by ND-NCD.
Those aspects indicate the proposed hybrid approach using GA with ND-NCD
is promising for mobile robot control.
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Abstract. In this chapter, we discuss the implementation and simu-
lation results of a ALLIANCE-based architecture on Robot Operating
System (ROS). In this approach, the system parameters were set empir-
ically and we do not discuss system performance metrics. The focus is
implementing the task allocation algorithm. After briefly review MRTA
problem, we compare known architectures in some key aspects. Although
only simulations validate the ALLIANCE-based approach, system flexi-
bility and adaptivity is notable despite its runs variations.
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1 Introduction

Multi-robot systems have been extensively studied and applied in many dif-
ferent areas in recent decades. These applications involve areas such as health-
care, safety, cleanliness, rescue, transportation, not to mention others. On Multi-
Robot Systems (MRS), a critical issue is the proper task allocation successfully
achieving the final goal from cooperation among robots. Complexity of the stud-
ied systems is rising and has two major sources: (a) larger robot teams sizes and
(b) greater heterogeneity of robots and tasks [1]. Nevertheless, several reasons
explain interests in these systems, but are not limited to: decreased design com-
plexity and cost while increased efficiency [2], dealing task complexity, increased
system reliability [3], and, in the future, cooperation between robot and human,
which is a long-term goal for Gerkey and Matarić [1].

When related to multi-task problems, single-robot systems demand multi-
resources robots. But the system performance might decrease depending on mis-
sion challenges. Moreover, the loss of such a robot during a mission is critical.
For instance, when applied to space exploration, MRS can easily overcome a
team member deficiency, but if there is only a monolithic robot in the mission,
c© Springer International Publishing AG 2016
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its failure means the loss of developing time, resources and a multi-million dollar
budget [4]. For healthcare facilities applications, which is a dynamic environment
and new emergency priority tasks might randomly appear, introducing robots
means to reduce dependency on support staff, and according to Das, McGinnity,
Coleman, and Behera, it is better to use a multi-robot system (MRS) consist-
ing of heterogeneous robots than designing a single robot capable of doing all
tasks [5]. However, an efficient task allocation algorithm is necessary to handle
with all heterogeneity of robots, tasks, and the stochastic environment to attain
the benefits of using a MRS [5]. In addition to previous statements, Cao et al.
stresses that may also be derived from experiments with MRSs insight into social
sciences (organization theory and economics), life science and cognitive science
(psychology, learning, artificial intelligence) [2]. This work proposes joining the
MRS advantages with the ROS advantages on implementing a Multi-Robot Task
Allocation (MRTA) architecture. Thus, it examines the MRTA problem and
demonstrates a behavior-based MRTA architecture implementation, based on
well-known ALLIANCE [6,7], on a growing open-source framework for robotics
development.

In this chapter, Sect. 2 presents some concepts and classifications compar-
ing two MRTA systems, behavior-based and market-based approaches, empha-
sizing the architecture that underlies this work, ALLIANCE. Also, it shortly
presents the Robot Operating System and its foundations. Section 3 defines the
implemented architecture approach. Section 4 details the behavior sets imple-
mented on robots discussing the undertaken simulations and the obtained results.
Finally, Sect. 5 presents the conclusions.

2 Related Work

2.1 Multi-robot Task Allocation Architectures

MRSs differ from other distributed intelligent agents (DIA) system because of
their embodiment and implicit real world environment, requiring more complex
models than software domain, like databases or networks [2]. Among other clas-
sifications, we first highlight the decision making process [2], whether the system
is centralized or decentralized, and type of cooperation, emergent or intentional
[1,6]. A single control agent observing the whole environment and accessing
full system information essentially characterize centralized systems. This agent
makes decisions to maximize the global utility and, by having whole environment
information, it is capable of making optimal decisions, with some environment
size constraints. However, the central station needs a robust and permanent
communication with each single robot in the team. And it is also a weak link, a
bottleneck, meaning it can never fail for the successful robots mission comple-
tion.

Not to mention the system complexity increases as the number of robots in
the team grows, a decentralized system lacks such single control agent and can
be divided into two categories: distributed and hierarchical [2]. In hierarchical
architectures, usually in larger robot teams applications, a group defines a team
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member as a local leader, centralizing on it the group decisions. Whereas, in a
distributed architecture, all robots are equals in respect to control, even when
they are heterogeneous. Another subcategory derives from distributed architec-
tures: a fully distributed architecture, which is, no individual robot is responsible
for others control [7]. The two last concepts differ, especially, in communication
among robots and techniques used in task allocation. In a fully distributed archi-
tecture, robots communicate each other via broadcast messages, no two-ways
communication is established. It means a robot does not depend on other robots
acknowledgement to allocate a task although using the team members informa-
tion. With regard to distributed architectures, robots need explicit or two-ways
communication, since task allocation involves a negotiation [8]. As a result, a
robot takes the control of task allocation process and becomes responsible for
the messages concerning that task.

Decentralized architectures have several advantages in relation to centralized
architectures. A decentralized system requires local communication among the
robots and, if necessary, an intermittent communication with the central station.
In addition to bringing fault tolerance, redundancy, reliability, and scalability to
the system. In centralized schemes, reach the last two topics is a critical issue.

Another possible classification is regarding the type of cooperation among
robots, as pointed out by Lynne Parker [6]. The emergent type of cooperation,
likewise called swarm robotics, deals with a large number of homogeneous robots,
each of which has deep capabilities constraints. This approach is well suited for
applications which execution time is not a critical factor and that the tasks per-
formed are repeated widely in relatively large areas, such as parking cleaning [6].
All robots in the Swarm-robotics system have the same control laws and usually
are based on biological cooperative communities. Despite showing cooperative
behavior, system individuals respond solely to stimulus from other individuals
or the environment, there is no explicit negotiation or task allocation [1].

On the other hand, intentional cooperation deals with a team with a lim-
ited number of individuals, typically heterogeneous robots, performing several
distinct tasks [6]. Robots know about teammates, their actions, and states [8].
The team cooperates intentionally to achieve an exact level of efficiency and
complete the mission, according to Gerkey and Matarić [1], often through task-
related communication and negotiation. However, Gerkey and Matarić [1] yet
highlights MRS to show coordinated behavior must not be intentional. Using
both methods is possible to demonstrate same task execution. The debate about
contributions of each approach remains open.

In order to formalize MRTA problems analysis and treat it with a more
theoretical view, Gerkey and Matarić defined a formal taxonomy [1]. On their
definition robots, tasks, and assignments are the three axes that describe and
represent MRTA problems. Single-task robots can execute a single task at a
time (ST) and multi-task robots (MT) are those that can execute multiple tasks
simultaneously. With respect to tasks, a single-robot task (SR) means that each
task requests merely one robot. Whereas multi-robot task (MR) means a task
can require multiple robots to be completed. Lastly, task assignment categories
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are the instantaneous assignment and the time-extended assignment. Instanta-
neous assignment (IA) allocation is bounded to instantaneous task assignments
with respect to environment available data, the robots, and the tasks, with no
further planning. By contrast, the time-extended assignment (TA) allocation
means that more information is available, and tasks can be assigned over time.
Concerning task assignment, Bastos [9] shows another perspective: in IA prob-
lems, the number of robots is greater than the number of tasks, and, in TA
problems, the opposite occurs, i.e., the number of tasks is greater than the num-
ber of robots. Based on the above definitions, the analysis is extended to the
combination between the robot type (either ST or MT), the task type (either
SR or MR), and the type of task assignment (either IA or TA).

Even though Gerkey and Matarić formal taxonomy [1] describes a wide range
of problems, there are task constraints, excluding a collection of MRTA prob-
lems. As their work assumes independent utilities, also are the tasks. For this
reason, Korsah, Dias, and Stentz [10] expanded the standard taxonomy for more
complex cases, calling it iTax, handling with interrelated utilities and constraints
issues. The key concept of iTax is task decomposition, creating four dependen-
cies classes, from elementary tasks to complex tasks, which involve many other
tasks. And [10] adopts all previous concepts of robots, tasks, and assignment
of [1]. As the implemented architecture, based on ALLIANCE and as well it,
assumes independent tasks, from now on, only [1] taxonomy is considered, for
simplicity.

To finish MRTA architectures classification in this chapter, intentional
cooperation can be crudely divided into behavior-based and market-based
approaches. There are other classifications available, the intent is not to cover it
all. In behavior-based approaches, the task assignment commonly occurs without
explicit robot team discussing [8]. As an example of fully distributed coopera-
tion, robots use the external knowledge (such as feedback sensors, team mem-
bers states and actions, team members’ capabilities, mission status) and inter-
nal parameters to determine which robot should perform which task. Unlike
behavior-based, market-based approaches involve an explicit communication
among robots, since it needs to negotiate the required tasks [8]. Based on Econ-
omy market theory, robots typically try to optimize the overall utility based on
individuals utilities that robots bid to perform a task. Commonly, task allocation
occurs in a greedy fashion. The task negotiation needs a mediator. So a robot
takes its responsibility, until the final task assignment. In market-based distrib-
uted architectures, any robot can play the mediator role. For this reason, robots
could be responsible for different task assignments since all team members are
equals.

As behavior-based architecture examples, there are ALLIANCE [6–8] and
Emergency Handling Task [11], among others, in which robots have internal
motivation that lead them to take a task. On ALLIANCE, robot impatience and
robot acquiescence guide the motivation level, while on Emergency Handling Task
commitment and coordination have this effect. No explicit negotiation occurs
among robots, once a robot starts a task, the team must inhibit that task, based
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on previous broadcast messages sent. Then, that task will not be assign to other
robot1. The internal motivation of a robot can be modified depending on how
tasks are being executed, but not by another robot’s behavior set motivation.
Moreover, a robot broadcast a message with an already assigned task that was
previously idle.

There are several market-based architectures in the literature, as MURDOCH
[12], M+ [13], and Dynamic role assignment [14], besides many others based
on the same premises. In these architectures, after the newly available task
announcement, robots evaluate the proper metrics and calculate a bid for task
execution. This bid is the task fitness score in [12], the task cost in [13], and the
task utility in [14]. The bidders broadcast their messages and the mediator robot,
called auctioneer in [12] or attach leader in [14], evaluates the bids to assign the
task. In the specific case of MURDOCH, the auctioneer monitors task progress
and if it is satisfactory, it renews the contract with the winner bidder, until the
task accomplishment. If it is not, the task is back to actions. Despite broad-
cast communication in common to above architectures, MURDOCH presents an
advantageous anonymous communication, often called subject-based addressing,
based on resource centric, publish/subscribe model [8,12].

Gerkey and Matarić [15] suggest that one of the primary challenges facing
MRS is how efficiently define the utility of a given action in course. Especially
that most if not all coordination approaches rely on some form of utility, also
with different designations as seen in previous paragraphs. In addition, according
to Bastos [9] the greater majority of MRTA architectures use the non-variable
utility in task allocation problem, but in real world tasks have priorities and
time lifespan. Therefore, to better solutions, modeling of the problem should
contemplate variable utility. ALLIANCE addresses this issue by using a type
of variable utility, robot impatience and robot acquiescence, which are variables
inherently valued over time [6,7,9], as better defined in Sect. 3. In contrast,
MURDOCH fitness score bid depends on metrics forms, like simple or weighted
sums of variables (such as feedback sensors and robot states), but not always
taking into account the time.

With a view to formal taxonomy classification, ALLIANCE attempts to ST-
SR-IA and ST-SR-TA problems [1,8]. As defined [1], in the simpler case of instan-
taneous assignment, the architecture iterates task assignment in a greedy fashion
until completing the mission. In the time-extended assignment, the problem is a
variant MRTA problem called ALLIANCE efficiency problem (AEP) [1], which
consists of minimizing the time taken by a robot to accomplish its allocated
tasks but given each robot a subset of tasks making up the mission, not a sin-
gle task [16]. Still, MURDOCH is a variant of ST-SR-IA problem, defined as
on-line assignment since the architecture solve MRTA problems in which tasks
are randomly injected into the system, so when a new task is introduced, the
fittest robot will execute it [1]. Finally, M+ also addresses ST-SR-IA and ST-SR-
TA problems. In this case, as robots know a previous task execution ordering,

1 But if there is a fault, e.g., a robot suddenly turns off; the team must be able to
reassign tasks to complete the mission.
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ST-SR-IA problems iterates negotiation until there is no task to be negotiated
[1]. But, as robots can negotiate a task by anticipation, while executing a task, it
also addresses ST-SR-TA problems [13]. In summary, ALLIANCE is, basically, a
decentralized, fully distributed, behavior-based architecture addressing ST-SR-
IA and ST-SR-TA problems with no explicit task communication among robot
team members. Section 3 details it better.

2.2 Robot Operating System - ROS

Robot Operating System (ROS) is an open-source framework for robotic devel-
opment that aim to meet a specific set of challenges when developing large-scale
service robots [17]. According to the authors, the philosophies that guide the
framework are unique and derived from specific previous designs to manage
particular robotic systems. Among framework premises, one can highlight the
multi-lingual and tools-based characteristics. The first allows the code reuse and
coding in developer preference languages. The last allows the developer to decide
what tools use for a specific application.

Nodes, messages, topics, and services are the fundamental concepts of the
implementation [17]. Nodes are processes that perform computation. A ROS-
system is commonly comprised of many nodes. And nodes communicate each
other through messages, which are strictly typed data structure. Nodes publish
messages in topics and other nodes should subscribe a topic to receive a message.
ROS-topics follows the subject-based addressing concept and publish/subscribe
model. Besides that, there are also services, analogous to web services, with a
message of request and a message with response.

Arising from framework design philosophies, its main advantages are the
reuse of code, the multi-lingual nature, and its adaptability since it is free and
open-source. Kerr and Nickels describe in [18] a survey to determine the robotics
framework that best fits an undergraduate lab. To this end, five criteria are
established: easy to use, capable, adaptable, easy to install and maintain, and
developmental stage. ROS scored good ratings on the criteria of adaptability
and development stage. Nevertheless, it scored one of the lowest ratings on the
easy to use criteria. This work shows that, despite all the advantages, ROS
is not a user environment? And requires programing experience to developing.
Even the authors of [17] acknowledge that the ROS is not the best framework
for all robots. In addition, extend beyond, stating that they believe that this
framework does not exist [17]. However, it should be held that the platform is
in great development in recent years, adding increasingly features and robots.

3 Our ALLIANCE-Based Approach

Lynne E. Parker sets the premises for the ALLIANCE in [6]. Out of these, the
ALLIANCE-based approach premises are:
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– Robots of the team can detect the effect of their own actions, with probability
greater than 02.

– Team members do not lie and they are not intentional enemies.
– The overall environmental knowledge is not available on a centralized storage3.
– The means of communication is not guaranteed to be available and messages

may be lost.
– The robots do no possess perfect sensors and actuators4.
– If a robot fails, it does not necessarily communicate to others.

Based on architecture formal model, one defines a robot set R = [robot0,
robot1, robot2, ..., robotn] and a set of tasks T = [task1, task2, task3, ..., taskm].
In addition, each robot has a behavior set which is in charge of allocating tasks
through behavior sets activation. For instance, robot ri has the behavior sets or
high-level task-achieving functions Ai = [ai1, ai2, ...].

The ALLIANCE-based approach uses the same input variables of original
architecture in [6]. These variables are combined to calculate the motivation
level for each behavior. The specific motivation level that activates behavior
sets is the threshold of activation parameter, θ. Since behaviors impatience and
acquiescence vary throughout the behavior sets, a single threshold of activation
is sufficient. The main inputs are:

(1) sensory feedback: This entry defines when a behavior is applicable (1) or
not (0) from the information from the robot physical or virtual sensors at time t.
Each behavior set has proper sensory feedback function to determine when it is
applicable. Some function inputs, are messages received from ROS topics, others
are outputs from behavior sets.

(2) comm received: this entry is responsible for the inter-robot communi-
cation and (1) determines its value. The robot messaging rate is called ρi and
express the rate robot ri publishes its current activity on the specific ROS topic:
/TaskAllocation. There is also a time parameter which increases fault toler-
ance, τi, that determines how long robot ri allows to pass without receiving
message from another robot rk before deciding that rk has ceased its activity.
So, inter-robot communication function is

comm received(i, k, j, t1, t2) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1, if robot ri has received
message from robot rk
concerning task j in
the time span (t1, t2),
where t1 < t2

0, otherwise.

(1)

2 In this chapter, since all experiments are simulated, this probability is equal to 1.
Even if sensors and robot models includes deviation errors, they never fail completely.
But, the architecture covers the real robot case.

3 For the simulated experiments, robots previously know map limits and each of which
initial position.

4 Sensors models in the simulator include a standard deviation error.
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(3) activity suppression: When a behavior set is activated, it simultaneously
begins to inhibit the other robots behavior sets. On ALLIANCE-based approach,
the behavior set IDLE does not inhibit any other, wherein the robot waits
to activate a behavior set and execute a task. This entry receives value 1 for
behavior set not inhibited and 0 for inhibited behavior sets.

(4) impatience: robot impatience basically involves two parameters, δ(t),
and φ. The δ(t) parameter is the level of impatience which robot ri can range
if another robot rk executes a task. There are two distinguished levels of impa-
tience, δfast(t) and δslow(t). In the last case, the robot is more patient for a run-
ning task. The φ parameter is a value of time which determines how long robot’s
rk communication influences the motivation of robot ri. This brings, even more,
fault tolerance. After φ time units, rk’s communication messages does not affect
rk’s motivation. The parameter φ of impatience, unlike the original architecture,
does not vary with time, although the final motivation varies.

(5) impatience reset: this input resets the motivation of a certain behavior
when a robot sends for the first time a broadcast message to the selected task.
The limited influence aims to not let a slow robot delay system performance as
a whole.

(6) acquiescence: acquiescence indicates the ability of the robot to realize
that a certain behavior, shall read task, should be abandoned because it is not
being carried out satisfactorily. There are two parameters related to this entry:
ψ and λ. The ψ parameter indicates the time at which robot ri maintain the
behavior before allowing robot rk to activate it. The λ parameter indicates how
long ri keep an active behavior before attempting another behavior, i.e., another
task.

Finally, the motivational controller calculates each behavior set motivation
by (2):

mij(0) = 0,
mij(t) = [mij(t − 1) + impatienceij(t)]

× (sensory feedbackij) (2)
× (activity suppressionij)
× (impatience resetij)
× (acquiescenceij).

In the original task selection algorithm, a robot first separates tasks into two
categories: (a) those that he knows he can perform better than the other robots
and that no other is carrying out, and (b) such other tasks, as it can perform.
After splitting into two categories, firstly, robot selects at first task category until
there is no more idle tasks and then searches tasks in the second category. It
runs until the sensory feedback warn there is no more tasks. ALLIANCE-based
implementation in ROS, the priority of a given task was made from different
parameters, impatience and acquiescence values for each task and each robot.
Thus, the highest priority task has a higher level of impatience, causing the moti-
vation for this task reaching the threshold of activation before others. Still on
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the original work, robots have previous experience with its team, learning the
ability of each other in carrying out a task. The author of [6] and [7] shows the
L-ALLIANCE learning architecture [16] that is a learning tool in MRTA prob-
lems. Proving it simplicity, the parameters of ALLIANCE-based architecture,
such as impatience and acquiescence levels, waiting time, and communication
time were empirically set.

The architecture verification used the MobileSim simulator for robots that
use an open-source ARIA library [19]. This simulator was chosen to contain
the real robots to be used in the next steps of the research. In addition, using
real robots or this simulator along with ROS, it is necessary to use an interface
between ROS and ARIA, the RosAria package [20]. This package provides an
interface between ROS and Adept MobileRobots and ActivMedia robot bases.
The robots used in the simulation were Amigobots by Adept Mobile Robotics.
These robots are available in the robotics laboratory of the Federal University
of Itajubá. Amigobot, Fig. 1, is a small differential-drive robot assembled with
an array of eight sonars, wheel encoders, buzzer, bumpers and other sensors.

Fig. 1. Amigobot: differential-drive robot by Adept MobileRobots used in this work.

Additionally, Amigobots carry wireless access point for control and com-
munication. In their case, an off-board machine processes all data. To address
data exchanging and robot control, the motivational controller subscribe only
the needed sensors RosAria topics and publishes robots velocity commands in
the specific topic, besides using the same wireless mean to publish/subscribe
messages of task allocation.

There is an important comparison to make about the communication
between robots in the original work [6,7] and implementation on ROS. In the
original work, communication between robots takes place through an integrated
radio-based positioning system. This system consists of a transceiver coupled
to each robot and two sonar base stations for use in triangulating the robot
positions, reporting its position to itself and the other team members. For appli-
cations restricted to small environments without physical interference with com-
munication, such as walls, this system works well. Howbeit, the larger the area to
be covered by the robots, more critical it is communication, and more complex
will be using an external system. Thusly, ROS brings benefits to architecture,
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since communication among robots takes place through the TCP/IP protocol,
i.e., over wireless means. Robots can cooperate just kilometers away over the
internet. Indoors like office corridors, the already common use of routers solves
the problem. Furthermore, for more complex applications such as outdoors, the
location held by only one type of sensor can contain very large errors. While
on location, ROS has packages and various implementations of Simultaneous
Localization and Mapping (SLAM), as [21,22], which can improve the tracking
system of the robot team.

All in all, Fig. 2 shows the system communication scheme. Robots publishes
their current tasks with an identification, called robot id, at the /TaskAllocation
topic. Similarly, all robots are subscribers of this topic updating their motiva-
tion levels according to comm received input. The following topics [...]/cmd vel,
[...]/sonar, and [...]/odom are the interface between ROS nodes and ARIA nodes,
made by RosAria package. The ROS topics aforementioned are responsible for
the robot speed commands, range measurement and odometry measurement,
respectively. Each robot node, responsible for ALLIANCE-based architecture
processing, processes the data of subscribed topics and publishes control mes-
sages according the active behavior set.

For complex behaviors, RosAria also supports other topics that have not been
treated in this study because they are not used for the sensors. In addition, ROS
allows other devices are also used together with the robots, such as on-board
cameras and lasers scans.

Fig. 2. Graphical representation of communication among nodes (ellipses) and topics
(rectangles) of the implemented ALLIANCE-based architecture on ROS for a three
robots team. /Robot0, /Robot1, and /Robot2 are the ALLIANCE-based nodes.
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4 Behavior Sets Details and Simulations Results

We have simulated ALLIANCE-based approach numerous times under different
conditions. In this section, we describe the developed behaviors sets programmed
on robots nodes and detail three experiments and their results. We present the
results in simulation snapshots and robots motivation values during each sim-
ulation run. In addition to these preliminary definitions, the experiments map
has always the same length and the boxes do not change places. Tasks are geo-
graphically distributed around the map, so to speak. It will be defined next.

4.1 The Behavior Sets

In ALLIANCE-based architecture, the tasks are previously programmed on
robots as behavior sets. By activating a behavior set, a robot executes a task.
The following behavior sets were implemented:

(1) wander-right-side and wander-left-side: two low-level behaviors composed
these behavior sets: wander and side-keep. The first is responsible for making
the robot wander the environment by an obstacle avoidance algorithm, exploring
the environment. The second keeps the robot in the map correct side, either
left or right, from the initial position and odometry information. The behavior
set sensory feedback input variables are [...]/odom and covered-total-distance.
Likewise, the behavior set output variables are [..]/cmd vel, covered-distance, and
covered-total-distance. The covered-distance variable outputs the distance robot
has already covered with the behavior set activated. When it reaches a predefined
distance value, behavior set outputs the covered-total-distance variable and the
motivational controller takes the task as accomplished.

(2) boundary patrol: find-wall and follow-wall low-level behaviors form this
behavior set. The low-level behaviors are as simple as their names. But, once
robot safely detects the wall, its map position is saved. The meaning of it is to
robot surely patrol the perimeter, at least, a single time. The sensory feedback
input variables are [...]/odom and perimeter-round, and output variables are
[...]/cmd vel and perimeter-round. With boundary patrol behavior set activated,
when the robot gets back to the same point it found the wall, the behavior set
outputs perimeter-round variable and conclude the task.

(3) report: encloses go-to-report-area and publish-report low-level behaviors.
The reporting area is a predefined map location robots must achieve to report
the accomplishment of the mission. This low-level behavior is a simple go-to-goal
algorithm. As report behavior set is appropriate exclusively after the completion
of other tasks, sensory feedback input variables are covered-total-distance, for
both sides of the map, perimeter-round, and [...]/odom. And the output variables
are [...]/cmd vel and report-published. When the behavior set outputs the last
one, the mission is successfully over.

4.2 Simulations Results

The conducted experiments aim to demonstrate some of the architecture key
features supported by a patrolling mission. Therefore, the mission requires robots
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Fig. 3. Experiment 1: task allocation without robot failure or task reassignment.
Robots are enumerated r0 (black trails), r1 (gray trails), and r2 (light gray trails), from
top first position to bottom. In frame I, r0 has activated boundary patrol behavior set
and executes its task. In the second frame, we observe that all robots have activated
behavior sets. In frame III, r0 and r1 have already finished their tasks, however, report
behavior set is still inhibited by sensory feedback. Additionally, in the same frame, r2
still executes first allocated task. In frame IV, r2 complete its task and, for now on,
report behavior set motivation starts to grow over time. In frame V, r2 activates the
last behavior set available, report, and accomplishes the mission, in frame VI.

to patrol a room dividing the tasks into patroling the room border, patrolling
the left and the right sides of the room, and report tasks completion. So that,
the set of tasks for the specified mission request a single task of each behavior
set. The first experiment serves as a default for a normal system run, without
any robot failure or communication problems. The robots activities evolution
while executing the tasks is shown in Fig. 3, and robots motivation over time in
Fig. 4.
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At the simulation beginning, the motivation of robots grows according to the
fast level of impatience, since all tasks are idle. As shown in behavior sets, report
manifests only after receiving the applicable sensory feedback from the other
behavior sets of tasks completion. After the behavior set activation with regard
each robot, it inhibits other behaviors, throughout the time tasks are performed
satisfactorily. With the end of the three main tasks, one of the robots must
report the mission ending, heading to the location already specified in low-level
behaviors.

Fig. 4. Evolution of motivation values over time for the first experiment. As
sensory feedback for report behavior set, of all robots, inhibits itself, its motivation
only grows when other tasks are complete. The threshold value for all behavior sets is
2000. Each behavior evolves to a particular level, because of different levels of impa-
tience.

The second experiment examines architecture robustness of the point of view
of failure, namely the lack of progress and noisy communication, as Figs. 5 and
6 show. Here, we consider a lack of progress a non-critical robot failure, i.e.,
failures during the task execution, such as delays, that do not represent a total
collapse of a robot.

During the simulation, r0 and r2 could not avoid a collision and end up stuck
for a while. This lack of progress causes a delay in completing the task, which
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Fig. 5. Experiment 2: lack of progress and noisy communication. Robots are enumer-
ated as the previous simulation. In frame I and II, robots activate behavior sets and
start tasks execution. Still in the second frame, r0 gets stuck in r2, what harmed their
task execution time. In frame III, robots still executing the same tasks. But in frame
IV, r0 has activated wander-right-side and r1 has activated boundary-patrol behavior
sets. Frame V shows tasks evolution, after the task reassignment. In frame VI, robots
have finished their primary tasks, but due to noisy communication, report behavior set
could not be activated. Finally, r0 activates report behavior set in frame VII, and in
frame VIII, it finishes the mission.
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Fig. 6. Evolution of motivation over time for the second experiment. The threshold
value for all behavior sets is 2000. The delay in task execution by robots “stuck”
causes exchange in tasks, around 400 s. Because of the noisy communication, robots
motivation evolves but the behavior set REPORT could not be activated. The noisy
communication causes one robot inhibits another, but ate the same time. After a while,
robot0 activates REPORT and then finishes the mission.

is observed by all team members. Thus, the acquiescence level of r0 regard-
ing boundary-patrol grew and the robot left the task, turning off the respective
behavior set. Thus, the r1 activated the set of behaviors for boundary-patrol,
since their degree of impatience reached the threshold of activation value. Along
these lines, the mission carried out remained in execution even with a tasks
reassingment. Continuing with the experiment, the effects of noisy communica-
tion appear in the report activation since this behavior set requires the outputs
of the other sets. Thus, lost messages inhibit the activation of behavior sets.
After a period of conflict, a robot actives behavior set and ends the mission.

With a new team member the third experiment aims to verify architecture
robustness as regards to robot total failure, however with redundant resources.
Noisy communication still affects robots. With the resource redundancy, we
observe the task allocation of the failed robot is virtually instantaneous, not
causing harm to the mission, as we can see by robots motivation in Fig. 7. Dur-
ing the simulation, Fig. 8, robot r1 fails and immediately stops communicating
with other team members. We recognize that task reassignment in such case
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Fig. 7. Evolution of motivation over time for the third experiment. The threshold value
for all behavior sets is 2000. The crosses in graphs show the moment that robot1 fails.

occurs in a very quickly manner than when failed robot can not perceive its fail-
ure for a while. Thus, acquiescence parameter so important, to prevent a mission
to stops because of a team member.

5 Conclusions

This paper describes the implementation and simulation of a fully distributed,
behavior- based, decentralized, and fault-tolerant multi-robot task allocation
based on architecture proposed in [6] using ROS as development framework.

One of the advantages of the approach is the ease of implementation of com-
munication between robots that already have developed interface packages. As
ROS works with simple messages submission, another important advantage is
the possibility of increasing the number of robots with little change in the main
code. Despite having handicaps as the initial difficulty programming for begin-
ners, the volume of packages and applications development in ROS demonstrates
how the framework has gained ground among developers.

For the proposed experiments, the system worked properly, particularly
regarding the dynamically allocation and reallocation of tasks, adaptability, and
fault tolerance. Although only simulations validate the ALLIANCE-based app-
roach, unexpected failure can occur, such as robots crashing. Even so, it is pos-
sible to perceive system flexibility and adaptivity despite its runs variations.
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Fig. 8. Experiment 3: Introduction of a new team member and occurrence of a robot
total failure. With a new member, robots are enumerated r0 (black trails), r1 (gray
trails), r2 (light gray trails), and r3 (gray trails), from top first position to bottom. In
frame I, r0, r1, and r2 execute the available tasks. Frame II shows r2 failure. The new
team member, r3 activates the behaviors set in frame III. In frame IV, both wander-
side tasks are complete. So, r0 finishes its task in frame V. Also r0 activates REPORT
and finishes the mission, as showed in frame VI.
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Abstract. Climbing ramps is an important ability for humanoid robots:
ramps exist everywhere in the world, such as in accessibility ramps and
building entrances. This works proposes the use of Reinforcement Learn-
ing to learn the action policy that will make a robot walk in an upright
position, in a lightly sloped terrain. The proposed architecture of our
system is a two-layer combination of the traditional gait generation con-
trol loop with a reinforcement learning component. This allows the use
of an accelerometer to generate a correction for the gait, when the slope
of the floor where the robot is walking changes. Experiments performed
on a real robot showed that the proposed architecture is a good solution
for the stability problem.

Keywords: Humanoid robots · Gait pattern stabilization · Reinforce-
ment learning

1 Introduction

Analyzing the research related to the development of humanoid robot locomo-
tion, it can be noted that the vast majority of researchers are looking for the
stability of humanoid robots during walking on flat floors. However, in a real
environment, there is also the need to empower the walking of these robots
on inclined floors. What motivates the research in humanoid robots is the fact
that locomotion with legs is the best form of locomotion in environments with
discontinuities in the floor [1].

Climbing ramps is an important ability for humanoid robots: ramps exist
everywhere in the world, such as in accessibility ramps and building entrances.
Also, in the RoboCup Domain, ramps are used in the Rescue Robot League
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Fig. 1. Ramps in the world: accessibility ramps, building entrance ramps, RoboCup
Rescue Robots in their arenas.

arenas, which have 15◦ ramps to challenge localization and mapping implemen-
tations and to increase complexity. On other leagues, such as the Humanoid
Leagues, stability on slightly sloped floors is important, because the arenas are
not completely leveled. Some examples of ramps are presented in Fig. 1.

This work proposes the use of Reinforcement Learning [2] to learn the action
policy that will make a robot walk in an upright position, in a lightly sloped
terrain. We assume that the terrain has only variation perpendicular to the
frontal plane. In order to achieve that, we propose a system with 2 layers: one
that generate the gait of the robot, making use of a gyroscope in a closed feedback
loop to correct the robot’s gait; and a second layer – the RL component – that
makes use of an accelerometer to generate a correction for the gait, when the
slope of the floor where the robot is walking changes.
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Our robot uses a gait pattern generation based in coupled oscillators devel-
oped by Ha, Tamura and Asama [3] for the Darwin-OP robot [4], and they also
developed a closed loop control able to retrieve the robot from a possible fall,
which is done by reading the gyroscope data. The oscillators perform sinusoidal
trajectory of movement synchronized in time, so the robot is capable to perform
dynamically balanced gait.

The first humanoid robot developed by Centro Universitário FEI was named
Milton, and it was composed of 22 RX-28 Dynamixel motors. This robot has
evolved to Newton robot [5], in which the major difference was the use of an
Intel computer, named NUC, and the Cross Architecture software model that,
together, allowed the removal of the microcontroller. After having created the
Newton robot, our group evolved, once again, the original project and built
more four robots, named B1, B2, B3 and B4. These four robots were a mixture
between Newton robot’s software and unit of processing (that is an Intel NUC)
with the mechanical concepts of Darwin-OP robot [4].

Some humanoid robots have been developed in Brazil, most of them aiming
to participate in international robot soccer competitions such as the RoboCup
and the Latin American Robotics Competition (LARC). Among these robots,
we can highlight the Eva Robot [6], which has 20 degrees of freedom, composed
of MX-106R and EX-106R motors; and the Dimitri Robot [7], that uses elastic
actuators in its joints, being composed of 28 MX-106 and 3 MX-64R Dynamixel
motors with 1241.79 mm of height.

This work was motivated by changes in the rules of the humanoid league
for 2015: from this year onwards, the fields in which the robots will play will be
made of artificial grass, with the intent to make the game closer to the real soccer
environment. Artificial grass fields are not perfectly plain, and variations in the
turf cause small slopes, causing the robots to fall. The system proposed here
intends to address this problems, however, the experiments performed in this
article demonstrates the model efficiency to solving the more general problem of
walking on sloped floors.

The remaining of this paper is organized as follows: Sect. 2 presents theoret-
ical background, including Reinforcement Learning and Gait Generation tech-
niques. Section 3 reviews related work. Section 4 presents details of the proposed
system, and Sect. 5 shows the experiments and results obtained. Finally, Sect. 6
concludes this work.

2 Research Background

This section presents a brief description of the two main topics approached in
this paper: Reinforcement Learning and Robot Humanoid Walking. The rein-
forcement learning algorithm that will be presented is the Q-Learning [8]. The
subsection Robot Humanoid Walking describes about the gait pattern generate
developed by Ha, Tamura and Asama [3] to the Darwin-OP humanoid robot and
also used in our humanoid robot.
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2.1 Reinforcement Learning

Reinforcement Learning algorithm, broadly studied by Sutton and Barto in [2],
uses a scalar reinforcement signal r(s, a) that is received by the agent as a reward
or penalty in each state s update. Each action a taken by the agent is defined
in order to maximize the total reward it receives, using the knowledge obtained
until the present moment.

RL can be formalized by the Markov Decision Process (MDP), being the
learning modeled by a 4-tuple <S,A, T,R>, S: is a finite set of states; A: is
a finite set of possible actions; R: S × A → � is a Reinforcement function;
T: S × A → Π(S) is a state transition function, where Π(S) is the state tran-
sition function mapping probability. As the goal of the agent, in RL, is to learn
an optimal policy of actions that maximizes a function, MDP enables the math-
ematical modeling of a RL agent.

One of the most popular RL algorithms is the Q-Learning [8]. Q-Learning
aims to maximize the function Q for each state, in which Q represents the
expected return for taking action a when visiting state s and following policy π.
The Q-Learning rule is:

Q(st, at) = Q(st, at) + α[r(st, at) + γ max
at+1

Q(st+1, at+1) − Q(st, at)] (1)

Where st is the current state; at is the action performed in st; r(st, at) is
the reward received after taken at at st; st+1 is the new state; at+1 is the action
performed in st+1; γ is the discount factor (0 ≤ γ < 1); and α is the learning
rate (0 < α < 1).

A common strategy used to chose the actions during the exploration process is
known as ε–Greedy. This strategy pursues the action that results in the higher
value to Q with probability 1 − ε. The ε–Greedy action choice rule, can be
written as:

π(st) =

{
arandom if q � ε,
arg max

at

Q(st, at) otherwise. (2)

Where q and ε are parameters that define the exploration/exploitation trade-
off; and arandom is an action randomly chosen among those available in state st.
The complete Q-Learning is shown in Algorithm 1.

2.2 Robot Humanoid Walking

The humanoids robots development research consists of diverse interests, rang-
ing from the desire to replace humans in dangerous activities (mining, nuclear
energy, military interventions, dangerous activities in disaster environments), as
to assistance in daily activities (attendants, assist in domestic and repetitive
activities) [1]. Another advantage of humanoid robots is because of the locomo-
tion with legs be the best form of locomotion in environments with discontinuities
in the floor, such as steps and stones [1].
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Algorithm 1. Q-Learning
Ensure: Q(s, a) arbitrarily

repeat
Visit state st
Select an action at according to the action choice rule.
Execute the action at

Receive the reward r(st, at) and observe the next state st+1

Update the values of Q(st, at) according to the Q-Learning rule:
Q(st, at) ← Q(st, at) + α[r(st, at) + γ maxat+1 Q(st+1, at+1) − Q(st, at)]
Update the state s ← st+1

until s is terminal

Where st+1 is the next state and at+1 is the action performed in st+1

The work of Marder [9] presents studies showing that for the locomotion con-
trol in vertebrates and invertebrates animals, there are neuronal circuits respon-
sible for producing rhythmic motor patterns such as walking, breathing, flying,
and swimming. These biological neural networks are called Central Pattern Gen-
erators (CPG). Based on CPG, some researchers developed walking patterns
generators for humanoid robots.

Currently one of the most difficult problems to be solved in humanoid robots
is the walking ability. Many techniques have been developed over the years
[3,10–12], however the current humanoid robots still show instability in the
dynamic floor compared with the human walk.

The walking control of humanoid robots can be divided in two categories:
Passive Dynamics Walking (PDW), where the gravity executes the movement
[10], and the walk with active control (fully actuated biped robots), where the
idea is the walking control with energized joints, usually motors. And there
are two categories of control algorithms: time-dependent and time-invariant
algorithms [1].

The passive walk was motivated by energy saving and by the human walking,
where, in some periods, low level of muscle activities are found [10]. Although
it is important to investigate bipedal robots based on passive-dynamic walking
properties, in practice, any bipedal robot needs to have their joints energized,
even in a semi-passive mode.

Using the same concept PDW, there are the Virtual Slope walking [13],
where the robot walks as whether down a virtual incline ramp, using gravity to
shortening leg at each step, thus it is able to walk. However, the leg of the robot
can not be shortened infinitely. Then after an half oscillation phase (hip swing
phase), it is necessary that the shortened leg must be extended with an amount
of energy added to the system.

During the walk, two different situations happen in sequence: one phase of
double support, where the robot supports their feet in the floor and it is statically
stable (center of mass is inside the support polygon); and the phase where the
robot supports only one foot in the floor [1]. We also know that during a race, one
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can be often with no foot in contact with the ground. These characteristics should
be considered to develop advanced algorithms for humanoid robots control with
dynamically balanced locomotion.

One of most used criteria to solve the humanoid robot stability is the Zero
Moment Point (ZMP) [14]. ZMP is defined as the point on the ground where the
sum of all the moments of the active forces are equal to zero [11]. If the robot
keeps the ZMP over the convex hull of the foot polygon (support polygon), the
reaction force in the floor compensates the active forces caused by the robot
movement, keeping a dynamically balanced gait [11]. Considering a robot in a
slow walking, the ZMP coincide with the center of mass of the robot.

Some researchers have developed other Gait Generator models like the 3D
Linear Inverted Pendulum Model (3D-LIPM) developed by KAJITA et al. [12],
in order to reduces the complexity of dynamic calculations.

One other way to generate the gait pattern is the one used by the DARwIn-
OP (Dynamic Anthropomorphic Robot with Intelligence - Open Platform) robot,
developed by Ha, Tamura and Asama [3]. It is based on coupled oscillators, and
also developed as a control loop – using a gyroscope as sensor – capable of
stabilizing the robot during the walk.

In this gait generator, one for each foot OSCmove (movement oscillator) and
one for the center of mass OSCbal (balance oscillator). Each oscillator develops a
synchronized sinusoidal trajectory, allowing the robot to have a dynamically sta-
ble gait. The gait with oscillators does not perform the real time ZMP calculus,
however, our results show that this method perform a walk based on a dynamic
model of ZMP, with an advantage: low computational cost. We can express the
balance oscillator as in 3 and the movement oscillator as in 4:

OSCbal = ρbalsin(ωbalt + δbal) + μbal (3)

OSCmove =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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Where:

– ρ is the sinusoidal amplitude;
– ω is angular velocity;
– δ is a phase shift;
– μ is an offset;
– r is the Double Support Phase (DSP) ratio;
– T is the walking period.
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Ha, Tamura and Asama [3] assumed the dynamic model of the robot as a
inverted pendulum to develop the feedback model. The computed compensation
torque is provided to the balance oscillator parameter μbal. According to Ha,
Tamura and Asama, μbal was assumed to operate as a torque generator, so
OSCbal can be written according to Eq. 5:

OSCbal = ρbalsin(ωbalt + δbal) + kpθr + kdθ̇r (5)

Where:

– θ̇r is the gyroscope sensor data;
– θr is the joint angle sensor data;
– θr is the joint angle sensor data;
– kp and kd are found by the experimental method.

Fig. 2. Gait generator model.

The gait pattern generator can be configured by parameters. In Darwin-
OP the values of these parameters can be changed by the file config.ini. Our
humanoid robot is based on DARwIn-OP robot. The gait parameters are read
from config.ini file when initializing the control process. Then the gait generator
calculates the positions of coupled oscillators, and these values are passed to
inverse kinematics module, that calculates the position values of each of the 18
servo motors, and the gyro sensor reading is performed during the execution of
the gait, and if there is any fluctuation in the gyro sensor that can cause the
robot fall, the gait generator will perform a correction to try avoid falling, can
be seen in Fig. 2.

3 Related Work

As far as we know, the first work that specifically addressed the walk of an
humanoid, biped, robot walking on sloped terrain was published by Zheng and
Shen [15], who proposed a scheme to enable a biped robot to climb sloping
surfaces, by using position sensors on the joints and force sensors underneath
the heel and toe to detect the transition of the supporting terrain from a flat
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floor to a sloping surface. Their algorithm “for the biped robot control system
evaluate the inclination of the supporting foot and the unknown gradient, and a
compliant motion scheme is then used to enable the robot to transfer from level
walking to climbing the slope”.

While Zheng and Shen may be the first paper to address the problem, Chew,
Pratt and Pratt [16] is currently the most cited one: they proposed a control
strategies for walking dynamically and steadily over sloped terrain with unknown
slope gradients and transition locations. The proposed algorithm is based on
geometric considerations, being very simple, detecting the ground blindly using
foot contact switches. Whit this algorithm, they were able to make a simulated
7-link (six degree-of-freedom, the robot has two legs and a body) planar biped
to walk up and down slopes.

More recent work on this subject includes: Zhow et al. [17], that proposed a
dynamically stable gait planning algorithm that use zero-moment point (ZMP)
constraints for climbing a sloping surface; Hong et al. [18], that proposed a
command state (CS)-based modifiable walking pattern generator for modifiable
walking on an inclined plane in both pitch and roll directions; Huang et al.
[19], that computes the future ZMP locations taking into account a known slope
gradient. Literature about biped walking on uneven terrain – such as grass, sands
and rocks – is much larger, and unfortunately cannot be included in this work.

The system proposed in this paper differs from all the published research
because, as far as we know, we are the first combining Reinforcement Learning
techniques and Gait generation, in a two-layer architecture, to achieve the goal
of climbing up and down slopes.

4 Proposed System’s Architecture

The proposed architecture of our system, presented in Fig. 3, is a two-layer com-
bination of the traditional gait generation control loop with a reinforcement
learning component.

The low level layer implements Ha, Tamura and Asama [3] gait generation
system, where the control generates the sinusoidal commands for the servomo-
tors, and implements a closed feedback control loop using a gyroscope to correct
the robot’s gait.

The Reinforcement Learning layer uses an accelerometer to generate a cor-
rection for the gait, when the slope of the floor that the robot is walking changes.
To be able to correct the posture of the robot, this layer has to learn the optimal
action policy needed to stabilize the robot in the stand-up position.

The problem that the RL layers is trying to learn can be described as a
finite state MDP, where the states are the accelerometer values, discretized in
61 states, using the accelerometer values (the discretization created 30 states
where the robot tilts forward, 30 where it tilts backward, and one state that is
the central position, which means an upright robot). In this layer, the robot can
only perform two actions: increments or decrements the position of the ankle
joint. The transition function is not deterministic, because one action will make
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the robot move the ankle joint to the nearby servo positon angle, but that does
not mean that the action resulted in a transition to the next state. Finally the
reward given is a positive reinforcement when the robot reaches the upright
position and a negative one for all other states. We use only 61 states because as
learning was performed in a real robot, in this case there is the need to reduce
as much as possible the state space, thus reducing training time.

The algorithm in the RL layer acquires the measures of the accelerometer
in X and Z axis. The X axis indicates whether the robot is leaning forward or
backward in a qualitative way and the Z axis indicates quantitatively how much
the robot is inclined forward or backward. The accelerometer is positioned near
to the center of mass of the robot.

To combine the 2 layers of control, the RL layer is able to change the parame-
ter pitchOffset of the gait generation (pitchOffset is the angle offset around
the axis Y in the ankle joint). In this way, when the floor inclination changes, the
accelerometer perceives this change, and the RL layers defines a new pitchOffset
value to make the robot get in the upright position again. In this case the RL
must learn the accelerometer angle mapping to orientate the correct position of
the joints’ motor by the parameter value pitchOffset.

In the model presented in the Fig. 3, the layer that feeds the pitchOffset
could be used another technique as in the work Baltes, Iverach-Brereton,
Anderson [20], where they used fuzzy to make a system for enabling a humanoid
robot to balance on a bongo board (a simple apparatus consisting of a deck
resting on a free-rolling wheel) or using proportional-derivative (PD) controller
as the work of Iverach-Brereton et al. [21]. However, the advantage of using
reinforcement learning compared with the PID, the PID equations need not be
calculated in RL, because the reinforcement learning is seeking extracting a solu-
tion to the problem, a second advantage is that learning by strengthening even
after that there was a convergence of policy π, the RL still seeking the optimal
policy π∗. In the next Section we present the results of using this system on a
real humanoid robot.

Fig. 3. The two-layer architecture proposed.
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Fig. 4. The robot used to perform the experiments (left), with its’ feet tied to the
ground in order to prevent falls during the learning step (right).

5 Experiments

The experiment made to validate the proposed system is divided in three parts:
in the first one, the Q-Learning RL algorithm is used to learn how to make
a robot stay in the upright position; In the second one, the learned behavior
was used in a robot standing up, positioned over a board, which is inclined to
test if the robot could maintain its stability; Finally, the third part is to apply
the learned behavior as feedback in the loop control during walking in a sloped
terrain. All experiments were performed on a real robot.

The robot used in the experiments is based on DARwIn-OP [4] that consists
on a robot with open source hardware and software and it is widely used by the
teams in the RoboCup Humanoid KidSize League. The DARwIn-OP robot was
developed by three American universities: Virginia Tech (RoMeLa - Robots and
Mechanisms Laboratory), Pennsylvania University (GRASP - General Robotics,
Automation, Sensing and Perception) and Purdue University, and ROBOTIS.

The main difference between the robot used in this experiment and the
DARwIn-OP is that our robot is using the Intel NUC i5 processing board, instead
of FitPC (present in the original DARwIn-OP project) and a new electronics and
software architecture, that is presented in [22]. The robot, that have been devel-
oped by RoboFEI-HT team to participate in the RoboCup Humanoid KidSize
League, can be seen in Fig. 4.
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The robot has 20 DOF, being 6 per leg, 3 per arm, 2 on the head, height
490 mm, weight 3.0 Kg, walking speed 10 cm/s. Has an inertial measurement
unit (IMU) comprised of 3-axis gyroscope, 3-axis accelerometer and 3 axis-
magnetometer; a Logitech camera Full HD Pro C920 that is an USB-based
camera placed on the head of the robot; and the servo motors are RX-28, and
it has a running degree of 0◦ to 300◦. The IMU used on the robot is the UM6
ultra-miniature produced by CH Robotics.

The values that are extracted from the IMU is approximately −1 ≤ x ≤ 1,
−1 ≤ y ≤ 1 and −1 ≤ z ≤ 1. When the robot is standing perpendicular to the
ground z is −1, and z is 1 if the robot stand upside down. When the robot is
standing (axis z ≈ 1), the axes x and y are parallel to the ground presenting the
values of x ≈ 0 and y ≈ 0.

Considering the IMU ranges (−1 ≤ x ≤ 1, −1 ≤ y ≤ 1 and −1 ≤ z ≤ 1.)
and that during the walking we limited the inclination to a maximum of 20◦,
therefore, the useful IMU range required to use in this experiment on the z axis
was −0.77 to −1, so the discretization states was performed within this range
−0.77 to −1 divided into 30 parts (if the robot is tilted forward at 20◦ the value
of z axis is z ≈ −0.77, since if the robot is tilted backward at 20 the value of
z axis is the same value of z ≈ −0.77). And for the x-axis used the following
rule: if x ≤ 0, then the robot is tilted forward; if x < 0, then the robot is tilted
backwards.

If the robot tilt the body to 20◦, the robot will be in a position where its
Center of Mass is not inside in the support polygon, and it will take the fall, so
values above 20◦ are not interesting in this experiment.

5.1 Learning the Robot’s Upright Position Using Q-Learning

During the first step, the robot’s feet were tied to the ground to prevent falls, as
depicted in Fig. 4, and the robot would start with its inclination at an random
selected angle. The Q-Learning algorithm would then learn how to make the
robot stand up, using the accelerometer information.

In this step only the hips’ servomotors were used, so the robot could swing like
an inverted pendulum, tilting the chest forward and backward. The experiment
was conducted in a real robot, and due to the time that the algorithm needed
for the robot to finish each action, the duration of the complete learning was
around few hours.

In the beginning of learning the values of Q(s, a) were initialized with ran-
dom values between 0 and 1, the exploration rate ε was equal to 0.1 (10 % of
exploration) and the learning rate was 0.2. The reward given to the robot was
100 when it reached the goal state (with the robot standing up), and −1 in all
other states. A trial ends when the robot reach the goal state, and is restarted
with the robot at a random inclination. Figure 5 shows the evolution of this
learning phase, In this graph (Fig. 5) we can see that the number of steps to
reach the goal was decreasing every episode.

The graph of Fig. 6 shows that in the early episodes the standard deviation is
high, it means that there is great variation from the average of the values of the
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Fig. 5. Average steps to reach the goal state in function of the number of episodes,
during the learning phase (with moving average).

Fig. 6. Average steps to reach the goal state in function of the number of episodes,
during the learning phase (with mean and standard deviation).

number of steps up to the episode, as we will running more episodes the standard
deviation decreases, thus the Q(s, a) values are approaching to the convergence,
so the tendency is that the policy becomes increasingly stable.

In this experiment we noticed that the discretization size also affects learning.
The model of this MDP is not deterministic, so when the interval between a state
(the state is the axis position x and z IMU) and another is a high value (the
value of z between certain states by the applied discretization) the execution of
the action will increment or decrement the servant position but the state does
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not change (the action was executed but did not result in state transition), it
directly affects learning and therefore greatly increases the learning time.

5.2 Using the Learned Policy to Stabilize the Robot

After performing the learning, the learned policy was transferred from the
hips’ motors to the ankles’ motors. Hips’ motors were used during the learning
because the ankles’ motors require higher torque, making the learning impracti-
cal, because the motors overheated and turned off. However, after being trans-
ferred the learned policy to the ankles’ motors, let run a few more episodes to
fit the ankle behavior.

In order to test if the robot learned the correct policy, the robot was posi-
tioned over a board, and then the board was inclined. At this moment, the robot
needs to use its learned policy to maintain its stability, as show in Fig. 7. In this
experiment the robot’s feet were not tied to the board, so, if the inclination
was larger than 20◦, the robot would fall. We assume that the board has only
variation perpendicular to the frontal plane.

As shown in Fig. 7, independent of the slope direction board (the board tilted
to forward or backwards), the robot performed the correction motor position to
stay in the position to better stability, this is because if we check the values
of Q(s, a), we see that the highest values are in the state values near 30, and
these values are decremented in the states more far of this state (state 30), that
because the state’s near of the state 30 received positive reward, different from
state 0 and the state 60 that where the value of the IMU on the z axis are
z ≈ −0.77, and therefore received only negative reward, thus having the worst
Q(s, a) value.

The exchange hip servo motor to the servo motor of the ankle did not generate
any conflict in the RL performance because the states are the positions of IMU
and not the servo motor positions, the position of the servo motor is related to
the action. The action increases and decreases the servo motor position and that
consequently most often end up affecting the position of the IMU, so that the
MDP model is nondeterministic.

5.3 Combining the Gait Generator with the Learned Policy

This experiment was to apply the learned behavior as feedback in the loop control
during walking in a sloped terrain, this makes the robot to be able to walk in
a lightly sloped terrain and keeping a dynamically balanced gait. How in the
experiments we assume that the terrain has only variation perpendicular to the
frontal plane, the robot walked only forward (the robot is able to walk forward
and backward on slopes).

As already described, in order to use the policy learned by the Q-Learning
algorithm, the RL layer of or system adjusts the variable pitchOffset. This vari-
able modifies the pitch angle of the ankle, tilting the body of the robot forward
or backward. For stability control the Darwin-OP already uses the gyroscope
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Fig. 7. Robot using the policy learned during the first phase to maintain stability on
an inclined board.
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sensor as feedback in the closed loop, maintaining the walking stability of the
robot, as described in [3].

The pitchOffset was only adjusted by the RL when there was a high level
of certainty about a change on the ground slope. Therefore, to change the
pitchOffset, a moving average about 15 readings of accelerometer was calcu-
lated. The data were read every 10 ms (5 ms is the time that the accelerometer
spend to update the values), so a higher level of confidence about the ground
slope was achieved. The variable pitchOffset controls the angle in degrees.
Every time an action was selected in the RL, an increase or a decrease was per-
formed in pitchOffset. The angle was also limited in −20◦ ≤ pitchOffset ≤
20◦, because outside this range the robot’s feet slid.

Our humanoid robot performe an omnidirectional walk, setXAmplitude,
setYAmplitude e setAAmplitude.

– setXAmplitude is the forward footstep length, the maximum distance between
the two legs at the instant one leg is opposite to another during the walk (used
for walk forwards or walk backwards).

– setYAmplitude is the side length of the footstep (used to sidle).
– setAAmplitude is the angle of the gait that allows the robot to rotate during

the walk.

In this experiment the values of the variables were: setXAmplitude = 10,
setY Amplitude = 0 and setAAmplitude = 0, with these parameters the robot
performs a walk only forward.

Fig. 8. The ankles’ servomotors being adjusted according to the value of pitchOffset.
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The graph of Fig. 8 shows the ankles’ servo motors acting during the walking,
the axis x is the time in milliseconds and the axis y are the values of the servo
motor position (the servo motor ranges is 0–1024 related to the angle 0◦ to 300◦).
We can see the servo motors perform a movement of sinusoids composition.

The graph depicted in Fig. 8 shows the ankles’ servomotors being adjusted
according to the value of pitchOffset. It can be seen in this figure that there is a
sinusoid movement superimposed in a lower frequency one. The higher frequency
wave is the consequence of the gait movements, while the lower frequency is the
result of changing the inclination of the board.

Fig. 9. Robot climbing an accessibility ramp.
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To capture these graph values, the robot was positioned on a board, while
performing the gait movement in the same position. Then the board was inclined
and the robot sought the position of best stability by adjusting the pitchOffset.
When there is not inclination in the board (parallel to the ground), the value of
pitchOffset was zero. In this graph of the Fig. 8, 5000 samples were collected.
In the robot, the rate of writing in the servomotors is 8 ms, so was collected 125
samples per second.

In order to conclude this experiments, we finally took our robot outside the
laboratory and made it go up and down several ramps. Figure 9 shows the robot
climbing an accessibility ramp located in one street of our campus. It can be
seen that the robot is able to climb the ramp. This was no small feat, as the
robot is very small in relation to the size of the ramp, and the day was windy,
making the robot to lose its balance. A video showing this same movement can
be seen at https://youtu.be/JMT6tTcCaFQ.

As a matter of comparison, we tried to make the robot go up the ramp using
only Ha, Tamura and Asama [3] gait generation system: the result was that the
robot would fall instantaneously, every time.

Finally, we tried to detail our system in order to enable the repeatability of
this work. But sometimes details are still missing. In order to facilitate the use
of this system by other researchers, all the software is available for download at
http://fei.edu.br/∼rbianchi/software.html.

6 Conclusions

With the introduction of artificial grass fields in the RoboCup Humanoid League,
the study of new equilibrium methods for robot locomotion became a necessity.
The use of a gyroscope is not sufficient to maintain the stability of the robot
in this type of ground. The use of other sensors – such as an accelerometer –
combined with Reinforcement Learning techniques to help the robot to stabilize
itself during the walk seems very promising.

The proposed architecture of our system, a two-layer combination of the
traditional gait generation control loop with a reinforcement learning compo-
nent that adjusts the robot’s body inclination, improved the walking of the
robot, enabling it to walk in different situations of sloping floors (ascending and
descending floors).

All the presented experiments were performed in a real robot, this forces us
to make the MDP state of space has to be smaller compared to an experiment
performed in a simulator to keep the same time spent on the experiment, the
difference is that the simulator we can speed up the simulation.

Using the same architecture described in the article, other models of MDP
will be implemented in a future research, using a 3D simulator as was done
in some research applying reinforcement learning on the simulator [23,24]. The
advantage of using a simulator is that a large number of trials may be exe-
cuted. On the other hand, the learned behavior to the simulator is difficult to
be transferred to a real robot, as explained by Stone [23].

https://youtu.be/JMT6tTcCaFQ
http://fei.edu.br/~rbianchi/software.html
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One drawback of this system is that, during the walk process, the robot needs
to decrease the step size as the degree inclination increases. So, as a future works,
we propose to adapt the step height according the degree inclination to maintain
the same step size and use Reinforcement Learning to update other variables,
improving the stability of the robot during the walk.
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11. Vukobratović, M., Borovac, B.: Zero-moment point thirty five years of its life. Int.

J. Humanoid Rob. 1, 157–173 (2004). World Scientific
12. Kajita, S., Kanehiro, F., Kaneko, K., Yokoi, K., Hirukawa, H.: The 3D linear

inverted pendulum mode: a simple modeling for a biped walking pattern genera-
tion. In: IEEE/RSJ International Conference on Intelligent Robots and Systems,
vol. 1, pp. 239–246 (2001)

13. Zhao, M., Dong, H., Zhang, N.: The instantaneous leg extension model of virtual
slope walking. In: IEEE/RSJ International Conference on Intelligent Robots and
Systems, IROS, pp. 3220–3225 (2009)
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Université Paris Saclay, Control Department, 91192 Gif sur Yvette cedex, France
Didier.Dumur@centralesupelec.fr

Abstract. This contribution aims at introducing an optimal design
methodology for the Stewart Platform robot that considers structure
and control design variables simultaneously. This methodology intends
to maximize the positioning accuracy in order to optimize the overall
performance of the robot for a specific task. The structure design vari-
ables of the mechanism combined with the gains of the controller are the
structure-control design variables, this global set is considered simulta-
neously in the optimal design methodology. A position control scheme,
based on a PD controller, and the complete dynamics of the robot are
considered to compute the overall tracking position as function of the
structure-control design variables. A sensitivity analysis is performed to
evaluate the effect of the structure-control design variables on the track-
ing position accuracy of the robot. The associated optimization prob-
lem is solved by using metaheuristic optimization methods. Simulation
results demonstrate that the proposed design procedure is effective to
increase the positioning accuracy, as well as to improve the closed loop
dynamics performance of the robot.

Keywords: Optimal design · Optimization · Stewart-Gough platform ·
Position control · Tracking accuracy

1 Introduction

The optimal design of parallel robots aims at determining a set of design variables
to satisfy an optimal performance criterion. Several studies have encompassed
the optimal design of parallel robots by using different approaches that depend
on the characteristics to be optimized. In those works, the optimal design has
considered several optimum criteria.

The growing number of new applications of parallel robots demands to
increase the positioning accuracy. In order to reach this objective, the researchers
have worked in two main directions: optimal structural design and control sys-
tem design. The optimal structural design determines design variables of the
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mechanism to reach an optimal kinematic criterion, such design variables are:
the lengths of the links or kinematic chains. In addition, the control system
design applies advanced control techniques to motion control of the robot, and
thus to guarantee an adequate dynamic performance to execute a task. How-
ever, the optimal structure design and the design of the control system have
been addressed separately. In most cases, the complete design of the robot has
been executed sequentially: first, the structure design, and finally, the control
system design.

The structure design of the mechanism has been figured up to obtain high
kinematic performance, some works have addressed this problem by: maximizing
kinematic accuracy [1], maximizing the stiffness [2], minimizing position error
in the movable platform [14], and maximizing the required maximum workspace
[15]. Those works only consider kinematic aspects in the design procedure, nev-
ertheless, aspects related to the dynamics and control are not taken into account.

The design of the control system intends to improve the dynamic behavior to
perform a specific task regarding the tracking accuracy performance of the robot.
Thus, some works have applied advanced model-based controllers to enhance
the positioning accuracy of parallel robots: predictive control [5,6], adaptive
control [7], and iterative learning control [8], among others. However, additional
analyses are necessary in order to evaluate how the kinematic properties influence
the dynamic response of the controlled parallel robot, and thus, establishing
additional criteria to select the structure design variables of the mechanism.

The mechatronic design has been used as an alternative to optimal design
of parallel robots, this methodology takes into account structural-control design
variables of the system simultaneously during the design procedure. Mechatronic
design has been applied to parallel robots [9–11]. Villareal-Cervantes et al. (2009)
[9] proposed structure-control mechatronic design of the planar parallel robot.
Silva et al. (2013) [10] figured up the optimal design of a pick-and-place robotic
system by using mechatronic design concepts. Villareal-Cervantes et al. (2013)
[11] developed a robust formulation for the mechatronic design of planar parallel
robot. All the aforementioned works are concerned with planar parallel robots.
Nevertheless, some applications require high-performance positioning systems
with spatial parallel mechanism.

In this direction, this paper proposes an optimization of structure-control
design variables simultaneously to maximize position tracking accuracy of the
Stewart-Gough robot to enhance the overall performance. Based on the complete
model and control approach, the structure-control design variables are defined,
this global set consists of the design variables of the mechanism combined with
the gains of the controller. A PD controller is considered as position control
scheme and the tracking position error is evaluated as function of the structure
variables. A sensitivity analysis, based on variance decomposition method, is
performed to quantify the effect of structure and control variables on position
tracking accuracy. The optimization problem is solved by using Genetic Algo-
rithms. Simulation results show that the optimal design method aids to select
the structure-control that increases the positioning accuracy.
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The remain of this chapter is organized in several sections. Section 2 presents
the robot modeling to introduce the structure-control design variables and the
objective function. In Sect. 3, a sensitivity analysis is carried out to quantify
the effect of the design variables on the objective function. In Sect. 4, the opti-
mization problem to solve the optimal design is presented. Section 5 gives the
simulation results. Finally, Sect. 6 enumerates some conclusions.

2 Robot Modeling

The 6-UPS (Universal Prismatic Spherical) Stewart-Gough manipulator, shown
in Fig. 1 (a), has six identical legs (see Fig. 1 (b)) connecting the fixed base
to the movable platform by universal joints denoted by U at points Bi and
spherical joints denoted by S at points Pi (for i = 1, . . . , 6), respectively. Both
the universal and the spherical joints are passive. Each leg has an upper and a
lower member connected by an active prismatic joint denoted by P that extends
and retracts the leg. The movable platform has six degrees of freedom, three
translational and three rotational motions.

(a) Mechanism. (b) Leg.

Fig. 1. Stewart-Gough robot.

2.1 Structural Modeling

Two coordinate frames {P} and {B} are attached to the movable and fixed
base respectively. The vector bi =

[
bix biy biz

]T describes the position of the
reference point Bi with respect to the frame {B}; in the same way, the vector
pi =

[
pix piy piz

]T describes the position of the reference point Pi with respect
to the reference frame {P} (see Fig. 2).



250 F.A. Lara-Molina et al.

bi =
[
rb cos(ψi) rb sin(ψi) 0

]T =
[
bix biy biz

]T

pi =
[
rp cos(Ψ i) rp sin(Ψ i) 0

]T =
[
pix piy piz

]T (1)

where
ψi = iπ

3 − φb

2 Ψ i = iπ
3 − φp

2 i = 1, 3, 5
ψi = ψi−1 + φb Ψ i = Ψ i−1 + φp i = 2, 4, 6

(2)

Fig. 2. Fixed base and movable platform.

According to Eq. (1), the Stewart-Gough mechanism can be defined by four
structure design parameters: rb is the radius of the fixed base, rp is the radius
of the movable platform, φb is the spacing angle of the vectors bi, φp is the
spacing angle of the vectors pi. φb defines the spacing angle between ̂B2B3,
̂B4B5 and ̂B6B1, and φp defines the spacing angle between ̂P2P3, ̂P4P5 and
̂P6P1, as presented in Fig. 2. Finally, s sets the length of the lower member as
function of total length of the leg, thus the length of the upper member is defined
as hdi

= s.li and the length of the lower member is hui
= (1− s)li, with li being

the length of the leg.
The inertial properties of the movable platform and the six legs are defined as

function of the structure parameters: rp, φp, rb, φb and s. The geometric shape
of the rigid bodies of the Stewart-Gough mechanism is defined as cylinders (see
Figs. 1 (a) and (b)).

The inertia matrix of the lower and upper members of the legs is defined
with respect to the coordinate frames {U} and {D} (Fig. 1(b)) and the centers
of mass are ru =

[− 1
2hu 0 0

]T and rd =
[
1
2hd 0 0

]T , respectively. The following
parameters should be imposed in order to describe the inertia of all rigid bodies
as function of the structural parameters: thickness of the movable platform hp,
radius of the upper member au and lower member ad of the legs, density of the
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material of the movable platform ρp and legs ρd. The inertia tensor of the upper
and lower members of the legs are Mu and Md, respectively.

Iu =

⎡

⎣
1
2mu.a2

u 0 0
0 1

12mu.(3a2
u + 4h2

u) 0
0 0 1

12mu.(3a2
u + 4h2

u)

⎤

⎦ (3)

Id =

⎡

⎣
1
2md.a

2
d 0 0

0 1
12md.(3a2

d + 4h2
d) 0

0 0 1
12md.(3a2

d + 4h2
d)

⎤

⎦ (4)

where mu = ρuhua2
uπ and md = ρdhda

2
dπ.

The center of mass of the movable platform is attached to the coordinate
frame {P}. The inertia tensor of the movable platform Mp is:

Ip =

⎡

⎣
1
12mp.(3r2p + h2

p) 0 0
0 1

12mp.(3r2p + h2
p) 0

0 0 1
2mp.r

2
p

⎤

⎦ (5)

where mp = ρpπr2php.

2.2 Dynamic Model

The dynamic equation of the 6-UPS Stewart-Gough manipulator was derived
in closed form through the Newton-Euler approach by [3], written below in the
joint-space:

f = J−1M(q)J−T q̈ + J−1[η(q, q̇) − M(q)J−Tu] (6)

where

– f =
[
f1 . . . f6

]T ∈ R

6×1 is the actuator force vector.

– J =
[

n1 . . . n6

p1 × n1 . . . p6 × n6

]
∈ R

6×6 is the Jacobian matrix, where × denotes

cross product of vectors, and ni is the unit vector along each leg, for i =
1, . . . , 6 (see Fig. 1(b)).

– q =
[
l1 . . . l6

]T ∈ R

6×1 is the leg length vector.

– q̇ =
[
l̇1 . . . l̇6

]T ∈ R

6×1 is the leg velocity vector.

– q̈ =
[
l̈1 . . . l̈6

]T ∈ R

6×1 is the leg acceleration vector.
– M = Mp +

∑6
i=1 Mli ∈ R

6×6 is the total inertia matrix which considers the
inertia of the six legs, Mli, and the inertia of the movable platform, Mp. Both
terms, Mli and Mp, are defined with respect to fixed frame {B}. It is worth
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to mention that the inertia matrix of movable platform depends on Ip defined
in Eq. (5). Additionally, the inertia matrix of legs, Mli, depends on the inertia
of upper member, Iu, and lower member, Id, of the leg previously defined in
Eqs. (3) and (4).

– η = ηplat +
∑6

i=1 ηi ∈ R

6×1 is the Coriolis, gravitation, centrifuge force vector
of the movable platform and each leg, and viscous friction forces at the joints
for the 6-UPS.

– ηi =
[

vi

oi × vi − fi

]T

, where fi = cs(wi −ω), oi = Rpi and vi = (muni.u′
4i +

cp l̇i − muni.g)ni − 1
li
ni × u′

5i.
– wi is the angular velocity of the leg, ω is the angular velocity of the movable

platform, both vectors are expressed in cartesian coordinates.
– R is the orientation matrix of the movable platform and g is the acceleration

vector due the gravity.
– cu, cp, cs are the coefficients of viscous friction in the universal, prismatic and

spherical joints, respectively.
– u′

4i, u
′
5i and u ∈ R

6×1 is an expression related to the acceleration of the legs.

Additional details of the formulation of the dynamic equation can be obtained
in [3]. Equation (6) can be written in a simplified way:

A(q)q̈ + h(q, q̇) = f (7)

where A(q) = J−1M(q)J−T and h(q, q̇) = J−1[η(q, q̇) − M(q)J−Tu].
The geometric, inertial and dynamic properties of the dynamic model of the

parallel robot are completely defined by the vector of parameters λs ∈ R

5× 1

assuming that all parameters required to define the geometry, inertia and friction
are known and fixed, thus:

λs =
[
rp φp rb φb s

]T (8)

2.3 Tracking Position Control

As mentioned before, several advanced control techniques have been applied for
motion control of parallel robots. However, in this contribution, a PD joint-space
controller is considered, because it is straightforward to introduce the gains of
this controller as control design variables.

Six independent joint-space PD controllers are used to track a desired tra-
jectory as Fig. 3 shows.

Assuming that the desired trajectory for each actuator is specified with the
desired joint-space position qd and velocity q̇d meaning that this trajectory is
differentiable and smooth enough, the control law is:

fc = KP (qd − q) + KD(q̇d − q̇) (9)
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Fig. 3. Joint space PD controller of Stewart-Gough robot.

where KP = diag(kp1 , . . . , kp6), KD = diag(kd1 , ..., kd6). It is worth to men-
tion that the joint space position error is defined by e = [e1 . . . e6]T ∈ R

6× 1.
According to [4], the characteristic polynomial of one joint PD controller is
Δ(s) = s2 + kds/mi + kp/mi, where s is the Laplace variable, and mi is the
highest mass seen by the linear actuator of each leg which depends on A(q)
of Eq. (7). Thus, the highest mass is presented when mi = mp + mu, with mp

being the total mass of the movable platform, and mu being the mass of upper
member of the leg. In view of the fact that a parallel robot is being analyzed, mi

is equal for the six joints, consequently, one can assume that the proportional
and derivative gains of the six PD controllers are equal. Additionally, the gains
of the controller are defined as:

kp = miω
2
n

kd = mi2ξωn (10)

Where ωn is the natural frequency, and ξ is the critical damping. The tracking
position controller can be parametrized by the vector λc ∈ R

2× 1.

λc =
[
kp kd

]T (11)

Several methods to tune the PD controllers of robot manipulators have
concluded that positive gains stabilize robot [12]. In addition, the closed-loop
dynamics of the robot with the PD controller is formulated by using the state
space formalism.

ẋ = f(x,xd,λ, t) =
[

q̇
−A−1(q)h(q, q̇)

]
+

[
0

−A−1(q)

]
fc (12)

with ẋ =
[
q̇T q̈T

]T ∈ R

12×1, xd =
[
qd T q̇d T

]T ∈ R

12×1. And, λ ∈ R

7×1 is
the vector of the structure-control design variables formed by the parameters
described in Eqs. (8) and (11).

λ =
[
λT

s λT
c

]T
=

[
rp φp rb φb s kp kd

]T (13)

As seen in Eq. (12), the closed loop dynamics of the Stewart-Gough robot
depend on the structure-control design variables. Furthermore, the tracking posi-
tion error will also depends on the structure-control parameters, λ.

For the optimal design procedure of the robot, an objective function that
considers the structure-control design variables should be stablished as an opti-
mal design criteria in order to minimize the tracking position of the robot over
a desired trajectory.
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2.4 Objective Function

Performance criteria based on Jacobian matrix have been widely used in the
optimal design to improve the dexterity and accuracy of serial robots [13]. By
using Jacobian matrix analysis, it is possible to determine the singularity loci of
Stewart-Gough platform. The 6-UPS Stewart-Gough platform is a spatial mech-
anism. The conventional Jacobian matrix expresses a coupled relation of both
translational and rotational motions. The elements of the conventional Jacobian
matrix have nonhomogenous physical units. Therefore, the use of performance
indices such as the condition number of the Jacobian matrix may lead to a lack
of physical meaning [14].

Kinetostatic performance indices indicate when the parallel robot is closed to
a singular configuration as an alternative to indices based on the Jacobian matrix
[16]. The singularity zones in the workspace can be characterized with the aid of
kinetostatic performance indices. When the parallel manipulator is close to the
singularity zone, it loses its stiffness and its quality of motion transmission, this
affects the position accuracy of the robot.

Furthermore, it has been demonstrated that the motion through such sin-
gularity loci is feasible and the singularities can also be examined based on the
dynamics of the robot. Nevertheless, at this specific condition during motion the
position accuracy decreases significantly [17]. Consequently, performance crite-
rion based on the closed-loop dynamics are suitable for the optimal design of
the Stewart-Gough robot. The tracking position error of PD position controller
in Eq. (9) is selected since the objective of this contribution is to improve the
position tracking accuracy of the robot.

Integrating Eq. (12) over an imposed trajectory xd leads to the actual closed
loop position of the robot. Thus, the position tracking error of the six legs is
e(λ) = (qd − q) ∈ R

6×1. The objective function to be minimized J is the total
tracking error evaluated by means of the Root Mean Square Error (RMSE) of
the six legs:

J = RMSE(e(λ)) =
1
6

6∑

i=1

√
eT
i ei (14)

3 Sensitivity Analysis

The previous sections presented the robot modeling, the parametrization of the
structure-control design variables and the objective function for the optimal
design. It would be interesting to evaluate the effect of each variable indepen-
dently on the variation of the position accuracy of the robot. Additionally, the
sensitivity analysis allows to understand the effect of each design variable within
the search space to meet the optimum criterion.

The sensitivity analysis aims at determining the influence of each structure-
control variable of Eq. (13) on the dynamic response. Consequently, this analysis
allows to indicate the degree of influence of each variable on the variation of the
dynamic response, specifically on the position accuracy of the robot.
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Among the various methods used to analyze the sensitivity, the variance-
based sensitivity analysis decomposes the variance of the output of the model
into fractions which are associated with the variation of each variable [18]. This
method allows to quantify the effect of the variation of an individual variable on
the dynamic response of the robot by means of a probabilistic framework based
on the Monte Carlo Simulation method. Additionally, this method copes with
nonlinear models, which is suitable to quantify the sensitivity of the robot.

Considering the model under the form y = f(λ), where y is a scalar output
and λ =

[
λ1 . . . λ7

]T ∈ R

k × 1 is the vector of the design variables. These vari-
ables are considered as independently and uniformly distributed within the unit
hypercube, i.e., λi ∈ [0, 1] for i = 1, . . . , 7. f(λ) is decomposed as:

y = f(λ) = f0 +
7∑

i=1

fi(λi) +
7∑

i<j

fij(λi, λj) + · · · + f12...,7 (15)

The decomposition of the variance expression is [20]:

V (y) =
7∑

i=1

Vi +
7∑

i<j

Vij + · · · + V12...7 (16)

where Vi = Vλi
(Eλ∼i

(y|λi)), Vij = Vλij
(Eλ∼ij

(y|λij)), and so on; with λij being
a generic value for factor λi taken from row j of λi. A variance based first order
effect for a generic design variable λi is:

Vλi
(Eλ∼i

(y|λi)) (17)

where λi is the i-th variable and λ∼i denotes the matrix of all variable except λi.
The meaning of the inner expectation operation is that the mean of y is taken
over all possible values λ∼i while keeping λi fixed. The associated sensitivity
measure denominated first-order sensitivity index is defined as:

si =
Vλi

(Eλ∼i
(y|λi))

V (y)
(18)

si states the effect of the variation of λi only, however divided by the variation in
other variables. Nevertheless, the total effect-index sTi measures the contribution
to the output variance of λi, including all the effects of its interactions with any
other input variable.

sTi =
Eλ∼i

(Vλi
(y|λ∼i))

V (y)
= 1 − Vλ∼i

(Eλi
(y|λ∼i))

V (y)
(19)

sTi measures the total effect that takes into account the interactions of λi. Thus,
considering Vλ∼i

(Eλi
(y|λ∼i)) the first order effect of λ∼i, consequently, V (y)

minus Vλ∼i
(Eλi

(y|λ∼i)) expresses the contribution of all terms in the variance
decomposition which contain λi.
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The Monte Carlo Simulation combined with the Latin Hypercube sampling
[21] is used to calculate the total-effect indices. The Monte Carlo Simulation
demands producing a sequences of samples of λ contained into the unite Hyper-
cube, these sequence of random distributed samples are applied in the expres-
sions presented previously to compute the factors necessary to determine the
sensitivity indices. The total number of model evaluation necessary to compute
the total-sensitivity index is:

N = ns(k + 1) (20)

where k = 7 for this contribution, and ns is the number of the Monte Carlo
samples [18].

4 Optimization Problem

In this contribution, the optimal design aims at selecting the optimal structure-
control design variables according to dynamic and geometric constraints. The
optimization problem is solved to minimize position tracking error over a
required workspace trajectory. For practical purposes, a required workspace tra-
jectory is defined as a circular path that involves the motion of the movable
platform in the xyz axes. The related joint-space position reference trajectory
qd is obtained by means of the inverse kinematic model. The joint-space velocity
reference q̇d is proportional to the workspace velocity as stated by [3,19]. More-
over, based on the definition of the joint-space PD controller gain of Eq. (10),
an inequality constraint for the derivative gain kd is defined to guarantee a well
damped closed-loop response. The optimization problem to select the structure-
control design variables λ of the parallel robot is given by:

min
λ

{J = RMSE(e(λ))}
subject to
rp, rb ∈ [rmin, rmax]
φp ∈ [φminp

, φmaxp
], φb ∈ [φminb

, φmaxb
]

s ∈ [smin, smax]
kp ∈ [kpmin

, kpmax
], kd ∈ [kdmin

, kdmax
]

mi2ξmin

√
kp < kd < mi2ξmax

√
kp

fc ∈ [fminc
, fmaxc

]

∀q ∈ qd,∀q̇ ∈ q̇d (21)

Metaheuristic algorithms for optimization have been successfully applied to
nonlinear and constraint problems in order to find the global minima. Thus, this
optimization problem is solved by using Genetic Algorithm [22].
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4.1 Genetic Algorithm

Genetic Algorithms (GAs) are heuristic search algorithms based on the mecha-
nism of natural selection and natural genetics initially proposed by [22]. GAs are
high performance and robust optimization methods to solve engineering prob-
lems.

In general, a genetic algorithm has four basic characteristics: (i) A genetic
representation of solutions to the problem; (ii) A way to create an initial pop-
ulation of solutions; (iii) Selection of the population for next generation, an
evaluation function rating solutions in terms of their fitness; (iv) Genetic opera-
tors that alter the genetic ascendants during reproduction. The flowchart of GA
is shown in Fig. 4.

GAs start with an initial set of random solutions, this set of solutions are
called the population. Each individual of the population, which is a chromosome,
represents a potential solution to the problem. The encoding is a genetic repre-
sentation of the chromosome. In the evaluation, a measure of fitness is assigned to
each individual. Individuals called parents are selected, the parents contribute
to the population at the next generation. Some individuals of the population
suffer genetic operations to create new individuals through stochastic transfor-
mations. There are two types of genetic operations: crossover and mutation.
Crossover creates new individuals by combination of the parts of two parents;
and mutation creates new individuals by randomly altering chromosome char-
acteristics to guarantee genetic diversity in the population. New individuals of
the population are called offspring. A new population is formed by selecting the
more fit individuals from the present population and the offspring population.
After successive iterations called generations, the algorithm converges to the best
individual, which hopefully represents an optimal solution to the problem.

Fig. 4. Flowchart of Genetic Algorithm.
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5 Simulation Results

This section presents the results of the sensitivity analysis and the optimal
design. For the proposed optimization problem, the sensitivity analysis helps
to evaluate the effect of the design variables within the search space on the
objective function.

Table 1. Model parameters.

ρp ρl au ad hp cu cp cs

7874 kg/m3 2697 kg/m3 0.03m 0.03m 0.01m 1× 10−4 Ns/m 0.001Ns/m 2× 10−4 Ns/m

As presented in Sect. 2.2 the model parameters of Table 1 should be imposed
to define completely the parameters of dynamic equation of the robot as function
of the structure-control design variables λ. The simulations were implemented
using MATLAB.

5.1 Sensitivity Analysis

The sensitivity analysis is performed based on the model of the controlled
Stewart-Gough robot presented in Sect. 2. This analysis is performed over an
imposed circular workspace trajectory (see Fig. 6), nevertheless any other trajec-
tory could be considered. The total effect-indices of the structure-control design
variables λ of Eq. (13) are computed by using the variance-based sensitivity
analysis presented in Sect. 3.

The sensitivity analysis is performed within a specific bound of the structure-
control design variables λ. The bounds of the structure variables are defined in
order to cover a range in which the optimal structure variables are supposed to
be contained, additionally, physical, manufacturing and assembling limitations
should be taken into account to define these bounds. In the other hand, the
control design variables, of the PD controller, should be positive in order to
stabilize the robot [12]; however, the control gains should be bounded to restrict
the control effort. In this contribution and according to the modeling of the
robot, presented in Sect. 2 and the model parameters of Table 1, the limits of
the structure variables are defined. Additionally, according to the definition of
Eq. (10), the upper bound of the controller gains is defined for ωn = 100 rad/s,
ξ = 1.2, and mi = 15.2 kg; thus:

rp, rb ∈ [0.2m, 0.6m]
φp ∈ [60o, 120o], φb ∈ [0o, 60o]
s ∈ [0.3, 0.7]
kp ∈ [0, 152000], kd ∈ [0, 3648] (22)

In order to perform the sensitivity analysis, each design variable of λ is
modeled as a normal distributed random variable. The mean, λi, and standard
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deviation, σi, of each normal random variable presented in Table 2, N (λi, σ
2
i ),

are selected in order to generate random values of the variables contained into
the limits defined by the bounds of Eq. (22).

Table 2. Parameters of normal random variables.

rp[m] φp[
o] rb[m] φb[

o] s kp kd

λi 0.4 90 0.4 30 0.5 75000 1824

σi 0.0667 10 0.0667 10 0.0667 50666 1216

The number of computation of the Monte Carlo samples required to perform
the sensitivity analysis was fixed at ns = 100 to ensure an accurate solution as
stated by the convergence analysis carried out previously, in which was veri-
fied that increasing the number of samples ns, it was not obtained a numerical
improvement in the solution [21]. Considering k = 7 design variables, the total
number of model evaluations is N = 800 according to Eq. (20).

The total effect-indices of the design variables λ for the circular trajectory
are shown in Fig. 5(a). As seen, the position accuracy is more sensitive to the
proportional gain kp of PD position controller than the other variables. This is
expected since the position error is inverse proportional to this gain. However,
among the structure variables the radius of the movable platform rp exhibits a
significant sensitivity (see Fig. 5(b)).
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Fig. 5. Total effect-indices over the reference trajectory.

In order to determine the sensitivity of the structure variables for the same
circular trajectory of the previous analysis, the control variables are considered
as constant. The constant values of control are their means kp and kd of Table 2.
Figure 6 shows the circular reference trajectory and the trajectories obtained by
using the structure variables of the Monte Carlo samples. This indicates that,
even with constant controller gains, the position accuracy is very sensitive to the
structural design variables.
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Fig. 6. Sensitivity analysis with kp and kd fixed to their mean value: reference and
actual trajectory.

The total effect-indices of structure design variables for the circular trajectory
are shown in Fig. 7 while kp and kd are fixed. This demonstrates that the position
accuracy is highly sensitive to the radius of the movable platform, rp, as seen in
the sensitivity analysis of Fig. 5 (b), because rp directly increases the positioning
error of movable platform more than the other structure design variables. The
radius of the fixed base, the spacing angles of the movable platform and fixed
base show a unimportant sensitivity in view of the fact that the Jacobian matrix
depends on these design variables. The length of the upper and lower members
of the legs is less sensitive, hence the variations in the length of member have
minor effects on position accuracy.
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5.2 Optimization

The structure-control design variables of vector λ of Eq. (13) are optimized for
obtaining the minimum RMS error over an imposed workspace trajectory (see
Fig. 6), i.e. to maximize the position accuracy. The constraints of the design
variables are limited by manufacturing tolerances and the maximum power of
the actuators. The optimization problem is formulated as follows:

min
λ

{J = RMSE(e(λ))}
subject to
rp, rb ∈ [0.2m, 0.6m]
φp ∈ [60o, 120o], φb ∈ [0o, 60o]
s ∈ [0.3, 0.7]
kp ∈ [0, 152000], kd ∈ [0, 3648]

24.32
√

kp < kd < 36.48
√

kp

fc ∈ [−50N, 50N]

∀q ∈ qd,∀q̇ ∈ q̇d (23)

The constraints of λ for this optimization problem are equal to the bounds
defined in Eq. (22). Additionally, ξmin = 0.8 and ξmax = 1.2 is defined for
the inequality constraint of kd. The parameters of GA optimization algorithm
were derived from previous contributions [1]. These parameters are presented in
Table 3.

Table 3. Parameters used in the GA algorithms.

Parameter GA

Max. Generation number 100

Population size 70

Crossover probability 0.5

Mutation rate 0.08

In order to evaluate the solution of the optimization problem of Eq. (23),
the evolution of the objective function along the generations using the GA
optimization algorithm is presented in Fig. 8. When GA optimization method
is used, the objective function converges after 55 generations and its value is
RMSE(e)= 0.2436× 10−3 m, the objective function was computed 3920 times
among which 394 exhibited a singularity condition.

In the results of Table 4, one can observe that the gains of the PD controller,
specially kp does not reach the upper bound value due to the constraint imposed
to the control action fc. The structure design variables over the circular reference
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Fig. 8. Objective function evolution using GA.

Table 4. Optimization results: optimal structure-control design variables

rp[m] φp[
o] rb[m] φb[

o] s kp kd

GA 0.2188 90.1067 0.2642 1.4077 0.6560 99864 2800.3

trajectory were selected by the optimization algorithm to avoid configurations
closed to singularity zones taking into account the closed-loop dynamics of the
robot. Consequently, the optimized structure variables minimize the degradation
of position accuracy during the motion.

Based on the sensitivity analysis, one can consider the most sensitive design
variables in the vector Λ =

[
rp kp kd

]T with the purpose of performing the
optimization only with the most sensitive design variables. It is considered that
the other design variables assume their mean value shown in Table 2, thus, φp =
90o, rb = 0.4m, φb = 30o and s = 0.5. In this way, the optimization problem is
simplified to:

min
Λ

{J = RMSE(e(Λ))}
subject to
rp ∈ [0.2m, 0.6m]
kp ∈ [0, 152000], kd ∈ [0, 3648]

24.32
√

kp < kd < 36.48
√

kp

fc ∈ [−50N, 50N]

∀q ∈ qd,∀q̇ ∈ q̇d (24)

The optimization problem of Eq. (24) is solved by using GA.
The objective function converges after 51 generations and its value is
RMSE(e)= 0.3010× 10−3m, the objective function was computed 1560 times
among which 40 exhibited a singularity condition. The resulting optimal design
variables are given by Λopt =

[
0.2710m 98388 2888

]T . It is observed that the
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suboptimal solution, Λopt, is acceptable when compared with the optimal solu-
tion of Table 4 that consider all the design parameters; although, the subop-
timal RMSE(Λopt) is greater than RMSE(λopt), the objective function was
computed fewer times during the optimization solution, i.e., the solution of the
optimization problem with the most sensitive design variables reduces the com-
putation intensity.

Additional simulations are considered to evaluate the performance of the
robot with the initial λ0, the optimized λopt structure-control variables that
were obtained with GA (see Table 4), and the suboptimal solution Λopt. In these
simulations, the circular reference trajectory of Fig. 6 is considered to assess: the
workspace error, joint-space error and the force in the legs.

As expected, Fig. 9 shows that the joint-space error is minimized by using the
optimal structure-control design variables, λopt, obtained by GA optimization
when compared with the initial design variables, λ0. This result shows that the
optimization problem of Eq. (23), is properly solved. Moreover, the optimal λopt

and suboptimal Λopt designs variables exhibits a similar performance.

Fig. 9. Joint-space error with λopt.

Figure 10 shows that the workspace error over the circular trajectory is min-
imized by using the optimal structure-control design variables λopt. As seen in
Fig. 10 the reduction in the workspace error is predominant in the orientation of
the movable platform. However, the minimization of workspace error is smaller
than the joint-space error (see Fig. 9), since the workspace reference trajectory
is close to singular configurations.

Finally, the actuator force is also evaluated with the obtained optimal control-
structure design variables, λopt. The actuator force is the control of the robot.
Figure 11 shows that the amplitude of the force of each actuator is also reduced
over the motion. In addition, it is verified that the force of each actuator is con-
tained within the constrains imposed in the optimization of problem of Eq. (23).
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Fig. 10. Workspace error with λopt.

Fig. 11. Actuator force with λopt.

6 Conclusion

This contribution presented an optimal design procedure to maximize the track-
ing accuracy over an imposed trajectory. In this way, the structure-control design
variables of a Stewart-Gough robot are found simultaneously. By using this
methodology, the optimal performance of the robot considering dynamic and
kinematic properties simultaneously was achieved maximizing the positioning
accuracy.

The sensitivity analysis demonstrated the influence in the variation of
structure-control design variables on the position accuracy of robot. Specially, it
was observed a great sensitivity of the structure variables of the mechanism in
position accuracy of the robot.

Metaheuristic optimization algorithms have shown to be a straightforward
optimization tool to find optimal structure-control design variables for this opti-
mal design problem.
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Further works will encompass the optimization of parallel robots considering
advanced controllers such as predictive control.
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Abstract. On the one hand the container loading problem has been
widely studied in an effort to reduce logistical costs. On the other hand,
automated planning research has as an objective assisting industrial
processes by processing a system model and providing a list of actions
that will enable the system to get from a given initial state to an objec-
tive. This works proposes an approach that combines CLP solving and
automated planners to create a system that can execute the entire load-
ing process. The CLP is solved by an improved genetic algorithm and
its resulting packing pattern is converted to a format accepted by exist-
ing automated planners, whose output is a set of actions which can be
executed to carry out the loading of the container.

Keywords: Genetic algorithm · Container loading problem · Auto-
mated system

1 Introduction

The container loading problem (CLP) as an optimization problem has been thor-
oughly studied in order to reduce costs and improve space utilization. Through-
out the last decade a broad set of techniques have been developed to address
such a complex and multivariate problem. The CLP is said to a NP complete
problem, which means that an optimal solution cannot be achieved in a reason-
able time, except for some particular problems. Such an optimal solution can
only be estimated. For that reason, this estimation process has been addressed
with several different technologies, such as, ant colony algorithms [1], bee colony
algorithms [2], linear programming [3–7], tower building [8], tree search [9–12],
genetic algorithms (GA) [13–18] and Branch and Bound technique [19].

The main concern of the previously mentioned techniques is almost always
the packing pattern alone, leaving some of the practical aspects like packing
procedure/technology aside. In previous works [20,21] the authors explored a
hybrid approach between CLP techniques and Automated Planning (AP) aiming
to include some of these missing practical aspects into the final CLP’s solution.
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Toward the goal of building a fully functional and robust algorithm, a few
modifications were proposed to the ongoing study in order to overcome some
of the limitations that were faced during the previous developments. On both
[20,21] the Linear Programming (LP) technique has been solely used to obtain
the packing pattern, but as observed the LP suffered with the excessive growth
on the number of variables when increasing the container size and/or the type of
boxes, which led the authors to work with smaller size problems. With that on
mind, within this works is proposed a new approach based on genetic algorithms
to solve the CLP.

The GA technique has been used for several authors in different attempts to
solve the CLP. Most of those approaches use the hybrid paradigm, combining
some of the GA features along with various techniques. [13] were one of the
precursive works on using GA for solving the CLP, in their development the GA
is used to assist a tower building technique to place the generated towers on the
container floor. [15] combined a heuristic to guide the GA searching process in
a one-by-one box placement methodology. A more recent approach proposed by
[16] used the global search features of GA to generate a decent individual used as
input to an Ant Colony Optimization refinement algorithm. [17] have proposed
a mixture of Greedy search and GA to solve the CLP by means of subdivision
of the problem into three sub problems. A fewer works were actually relying on
a pure GA, as shown by [18], but his results are yet to be refined.

In the next section, the CLP is briefly described, and its main features is
given. The third section discusses on GA. In the fourth section, the automated
system proposal is presented. The fifth section shows the results on the presented
proposal.

2 Container Loading Problem

2.1 Characterization

The CLP describes the problem of packing a given set of three-dimensional
rectangular boxes into a larger three-dimensional rectangular container [17] such
that a given objective function is maximized or minimized.

The CLP belongs to a more general category of optimization problems called
Cutting and Packing problems (C&P problems). The C&P problems consist of
a combinatory optimization of small items into large objects.

The C&P problems can be defined by two sets of elements: the set of large
objects, that correspond to the problem resource and the set of small items,
which is the problem’s demand. The C&P problems can be evaluated on one,
two, three or even larger number of geometric dimensions. In order to obtain a
solution one has to select a subset of small items, group them into one or more
collections and assign each of the resulting collections to one of the large objects
such that all small items of the subset lie entirely within the large object and
the small items do not overlap. [22]

A typology for classifying the many variants that derive from the C&P con-
cept is presented by [22]. According to the previously mentioned reference, in
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the present work, the authors focused on the tridimensional rectangular single
large object placing problem (3D-R-SLOPP). The 3D-R-SLOPP states that a
subset of a few types of boxes must be selected for packing, in order to max-
imize the usable volume of a single container. This problem was particularly
addressed because it attends the development of a single machine able to carry
out the entire loading process. In this problem, the container dimensions and
the characteristics of the boxes are set before the optimization can start.

2.2 Problem Constraints

Before addressing the CLP it’s necessary to evaluate the constraints which are
used to guide the solution according to logistical demands. [23] was one of the
first assessments that proposed a set of constraints to be used as guidelines to
distinguish be-tween the different instances of CLP. More recently [24] proposed
an update to [23] as to include newer logistical practices, technological particu-
larities and those constraints that were already present in the literature but was
not prescribed by the former set.

In [24] the prior restrictions were discretized into five categories. The first one
relates to the container device itself. In this context, the container weight limit
and weight distribution are stated. The second category discuss on the items,
whether there are priority constrains, due to delivery deadlines and expiration
dates, orientation constraints and pilling constraints. The third category is inter-
ested on the packing of the subset items. As a subset of items, it is possible to
understand the composing parts of a machine or a set of products that have to
be delivered to the same costumer or destination. The fourth category explains
about the product positioning. The aim of this constraint is to facilitate the
loading and unloading process of large products, multiple customers and multi-
ple destinations. The fifth category regards on the packing pattern and considers
the pattern stability when transporting the products, and pattern complexity as
to the technology available for the loading and unloading processes.

In order to simplify the development of the fully automated system, this work
is only focused on the stability or partial stability of the cargo.

3 Genetic Algorithm

The basic guidelines for evolutionary algorithms such as GA were presented by
[25]. It’s based on the natural selection (NS) mechanism proposed by Darwin
in Origin of Species. In this mechanism the individuals are subjected to envi-
ronmental pressure which ultimately select those who are best suited to survive.
In nature every creature competes with the other species to meet their needs,
through natural resources. The higher chance of survival means that an individ-
ual is more adapted to the environmental conditions and also are able to keep
improving giving said conditions.

The GA methodology aims to simulate this NS in a computerized environ-
ment. In this environment the individual is defined as chromosome or a collection
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of genes, which is formulated according to the problem’s needs, and compre-
hends one of the problem’s solution. Each gene represents a parameter that will
be adjusted in the course of the algorithm in order to improve the chance of
survival. The measure of this environmental adjustment is given by a fitness
function that, in turn, is evaluated through an expression whose variables are
the individuals genes. The NS process is based on two natural events, which are
the following: the reproductive process and spontaneous mutation. Both events
have their own parallel on the simulated environment. The reproductive phase
is comprised by two distinct steps: selection and crossing-over. The selection
phase can be computationally implemented by means of different techniques,
such as: roulette wheel, ranking selection, tournament selection, among others.
The crossing-over phase can also be implement used techniques like: one point
cross over, PMX, cyclic crossover, among others. At last the mutation algorithm
is simulated by a random gene modification.

4 Automated Planning

Planning is the reasoning side of acting. It is an abstract, explicit deliberation
process that chooses and organizes actions by anticipating their expected out-
come. This deliberation aims at achieving as best as possible some pre-stated
objectives. Automated planning is an area of artificial intelligence (AI) that
studies this deliberation process computationally [26].

By using computers, AP aims to speed up the process of making choices,
where there is no evident solution. Through tree search, AP tries to find a
reasonably good route to the solution, optionally trying to minimize a given
metric variable [21].

The AP consists on, given an initial state of the considered system, S0,
a final state Sf , it is possible to discover a group of action sequences Ai =
{a1, ..., an}, n ∈ N , where ai is a subset of actions, such that

S0
a1−→ S1

a2−→ ...
an−−→ Sn [27]. (1)

According to [26] the variety of applications for automated planning is becom-
ing quite significant. For example, the web repository of PLANET, the European
network on automated planning, refers to about 20 applications in aeronautics
and space, agricultural, industrial, commercial and military domains, and this
list is doubtless incomplete.

As previously said on the introduction section, this work aims to use auto-
mated planners, in particularly, domain independent planners. For using such
planners, there is an entire paradigm for expressing the problem domain, the
initial and final states, which is accomplished by using PDDL language.

The basic idea of the PDDL representation is that we have a domain and
a problem. The domain contains the description of the manipulated objects,
their features (computed as variables) and all the possible actions. The actions,
which are parameterized according to the objects they need, are composed of
preconditions for the action to take place and post conditions (results). The
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problem, on the other hand, specifies the initial and final states. It addresses
all the variables and relations that are valid on the beginning of the planning
procedure and on the desired state.

5 System’s Proposal

This work’s proposal is an attempt of developing an automated system to carry
out the container loading process, by means of the integration between CLP
solving techniques and automated planning. It’s worth mentioning that the cur-
rent approach is an update on previous attempts. Figure 1 shows the proposed
architecture.

Fig. 1. Automated system’s architecture.

The first part, represented by the container loading problem, is responsible
for acquiring the information on the container and boxes, solving the stated
problem by means of the GA and finally translating the solution into the PDDL
language.

The second part takes the solution obtained with the GA and generates the
steps to be sent to the controller which actuates over the physical system. In
this work, particularly, the authors are focused on the systems intelligence rather
than the controller and the physical plant.



272 R.N. Cardoso et al.

5.1 Problem Generator

The problem generator module is a function that interacts with the user as to
obtain all the information to feed the CLP. The steps carried out by this module
is shown below.

1 - Obtain information about the containers dimensions and save
into a structure called Container.
2 - Obtain the number of box types and verify the numbers validity.
3 - Obtain information about the boxes dimensions and verify their
integrity.
4 - Save the box dimensions into a structure called Box.
5 - Print the generated problem.
6 - Return the Box and Container structures.

5.2 Genetic Algorithm

In this work the authors proposed a GA-based approach to solve the CLP.
Genetic algorithms usually implement a few basic operators, such as the
crossover, which takes individuals and generate descendants mixing their char-
acteristics, and the mutation, which randomly changes a generated individual.
The proposed approach implements these basic operators and another set of
custom ones, aiming to improve the quality of obtained solutions and shorten
the necessary execution time. The GA structure is described in the following
sections.

Individual Representation and Fitness. In the proposed algorithm, the
individual is represented by a vector of boxes. This vector is ordered according
to the type of the box, and this is not altered within the algorithm. Each box
in the vector is associated with the following parameters, which is also shown in
Fig. 2:

– Position: its position in the XY plane from which it will be allocated at the
lowest possible position regarding the Z axis.

– Rotation: a number from 1 to 6 representing how the box is rotated when
being allocated.

– Index: the boxes are organized as a queue representing the order in which they
are allocated in the container; the index parameter represents a boxs position
in the queue.

– Type: a parameter that indicates the boxs type - at the beginning of the
program the user must inform a set of box types describing their dimensions.

For an individual to be evaluated the first thing that needs to be done is
the allocation process. First a tridimensional boolean matrix, called grid, is cre-
ated matching the size of the container, and each element is initialized as false.
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Fig. 2. Representation of a set of individuals.

Then, in the order specified by the index parameter, each box is allocated to the
lowest Z position that fits two criteria: the submatrix of the grid representing
all the places the box will occupy should have all elements set to false; and the
submatrix representing the plane directly below the box should have at least a
predetermined percentage of its elements set to true. Once a suitable position
has been found, the calculated Z position for the box is stored and the respective
submatrix of the grid is set to true. That way, if an element is set to false it rep-
resents empty spaces if not it represents occupied space. If no suitable position
is found for a certain box, it is considered that the box could not be allocated
and thus is out of the container.

Once all the boxes are allocated calculating the fitness consists on counting
the number of empty spaces on the container and using that as the fitness value.
There-fore, when the container is completely filled the fitness value is 0 and if
it does reach that value the algorithm will terminate immediately as an optimal
solution has been found.

Initial Population: The initial population is mostly generated by setting the
boxes to random positions and rotations, and then randomizing the order of allo-
cation. There are four individuals that are generated using a seeding technique.
The seeds are generated by filling layers sequentially with boxes either in the
order they were given to the algorithm, as to allow users to choose the priority
in which they will be allocated in those individuals, or sorted by volume with
three seeded individuals filling layers on the XY plane and the other on the XZ
plane. This filling method is very simplistic, simply allocating boxes one after
another, respecting the geometric constraints, until filling the layer. This process
is repeated until no more boxes can be allocated without exceeding the contain-
ers dimensions, with no special treatment for rows and layers with mismatched
boxes.

Parents Selection: Possible parents for the crossover operator are selected
through a tournament-based approach. A set of individuals are randomly sam-
pled from the population and the one with the lowest fitness value is chosen. This
ensures that more suitable individuals have a greater probability of propagating
their genes, while preserving variability.
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Fig. 3. Push back operator.

Crossover Operator: The crossover operator starts by generating a random
crossover point based on the index parameter. The first child is generated by
replicating all the boxes from the first parent whose index attribute is less or
equal than the generated point, and the other boxes are taken from the second
parent, and their indexes are recalculated so that these boxes are allocated after
the ones from the first parent. The second child is generated analogously by
reversing the rule for the parents genes.

Mutation Operator: The mutation operator in the proposed algorithm is
biased towards moving boxes to XY positions related to vertical grid columns
with more empty spaces. This is done by calculating a bidimentional matrix in
which each elements position represents a XY position on the container, and
their value is the number of vacant spaces in the grid column. The probability
that a certain XY point will be selected is proportional to its respective value in
the aforementioned matrix. A randomly chosen box is then set to the selected
XY position.

“Push Back” Operator: This is a simple operator which selects a random
box and swaps its index attribute with the box which has the highest index value
in the individual.

“Improve” Operator: The improve operator chooses a random number of
boxes and try to improve their positioning. For each of these boxes the algorithm
evaluates if moving it one space along the X and Y axis or changing the rotation
would improve the fitness of the individual. If it does, the algorithm commits
the change, if not, the possible changes are discarded.

“Compact” Operator: This operator evaluates the individual after the occu-
pation grid is generated and moves all boxes towards the origin of the X and Y
axis until any geometric constraints are violated. After all boxes are evaluated,
this process is repeated until no boxes can be moved further.

“Immigration/Emigration” Operator: This operator aims to improve vari-
ability whenever the algorithm detects the population isnt evolving after a prede-
termined number of generations. Whenever this condition is satisfied a percent-
age of the population is discarded. The individuals to be removed are selected
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Fig. 4. Improve operator.

Fig. 5. Compact operator.

according to their fitness values, preserving the fitter part of the population.
New elements are then randomly generated to replace those that were discarded
and the algorithm resumes its normal operation.

5.3 PDDL Generator

After solving the CLP, the information on the problem’s solution has to be passed
on to the automated planner. The automated planner in turn is responsible
for generating the list of actions, the so called plan, to achieve the previously
obtained packing pattern. To this end the PDDL generator creates both problem
and domain files to be run by the automated planners. The AP model is shown
below by means of the UML standard.

Figure 6 represents the use case diagram for the system.
In order to achieve a reasonable performance with the automated planners,

the resultant PDDL model had to be a very simplistic approach, in which there
are only two possible actions: the moveFloor action that picks an unloaded
product and places it on the container floor, and the stack action that picks an
unloaded product and places it on top of a box or a group of boxes.

The class diagram provides a more detailed description on the PDDL model,
as shown in Fig. 7.

For this problem, we have two classes: the products and places. The prod-
uct represents the boxes to be packed in the container. It has a pFree boolean
attribute which tells if a specific product is at the loading dock. The actions
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Fig. 6. Use case diagram.

Fig. 7. Class diagram.

moveFloor and stack were already addressed previously. Connecting both prod-
uct and place classes there is a relation called isAt, which can be null if the
product is at the loading dock, or it can tell in which place a certain box is
packed. The place class has two boolean at-tributes: free and floor. The free
attribute tells if a certain place has been occupied or not, and the floor attribute
tells if a certain place is located on the floor. The relations left, behind and below
are responsible for organizing a set of places into a 3d manner.

6 Testing Methodology

In order to assess the algorithms ability to solve different CLP scenarios sev-
eral tests were performed. For those tests the following values were assigned to
different parameters of the algorithm:

– Population size: 30;
– Number of generations: 50;
– Crossover rate: 80 %;
– Mutation rate: 10 %;
– Improve rate: 5 %;
– Push back rate: 10 %;
– Compact rate: 10 %;
– Number of individuals in the tournament-based selection: 3;
– Number of generations without improvements for immigration/emigration: 5.
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Table 1. Configurations used for testing.
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1 35 10 10 100 3 3 3 200 3 2 2 - - - -
2 50 15 15 300 4 4 1 300 3 3 3 - - - -
3 30 15 20 97 3 3 3 167 2 2 2 67 1 2 3
4 25 25 15 200 4 4 4 300 4 2 2 200 3 3 1
5 10 10 10 50 3 3 3 50 2 2 2 200 2 1 1
6 100 40 30 300 8 4 4 200 10 2 3 200 8 8 6

Keeping these parameters constant, ten different configuration of boxes were
defined as described in Table 1, with up to three different types of boxes each.
The algorithm was then executed five times for each of these setups and the
results were used for statistical analysis.

In order to evaluate the algorithms performance under adverse conditions,
one extra setup (problem 7) was proposed containing 10 different boxs types.

All test scenarios were devised so that the combined volume of available boxes
would exceed the containers own volume and the boxes geometry would not allow
an optimum scenario to be achieved by the seeding in the initial population.

Both the occupancy rate of the best element and the algorithms execution
time were measured in each run. Execution time is heavily dependent of the
computer setup in which it was run, and the machine used for testing has the
following relevant specifications:

– Processor: Intel Core i7 4790 K operating at 4 GHz, raising up to 4.4 GHz on
demand;

– Memory: 16 GB of DDR3 RAM operating at 1866 MHz;
– Operating system: Windows 10 Professional 64-bits
– Software: MATLAB 2012a

During all tests no heavy background tasks were allowed to run so as to not
impair the processing power available to the algorithm.

7 Results

The results for the previously stated problems are shown in Table 2. For each
problem the statistical analysis consists of finding the mean and the confidence
interval of the occupied volume and execution time. It was adopted 0.05 as
a significance level and the confidence interval was calculated by Students t-
distribution.
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Table 2. Results for the configurations.

Problem Occupied volume (%) Execution time (s)

1 79.39 ± 0.63 84.01 ± 10.32

2 90.29 ± 0.84 207.75 ± 15.38

3 93.39 ± 0.51 102.06 ± 11.55

4 93.20 ± 0.17 269.60 ± 24.89

5 94.44 ± 0.92 82.94 ± 6.79

6 92.23 ± 0.34 399.15 ± 65.22

7 75.43 ± 0.06 997.15 ± 122.75

Fig. 8. Problem 6’s result.

According to the results obtained its was observed that the algorithm man-
ages to achieve a decent volume occupation for most of the problems analyzed.
When analysing problem 1 no obvious reasons were found as to explain the
obtained occupation. The algorithm was primarily intended to solve problems
with only a few different types of boxes which was successfully accomplished
regarding the results. The growth on execution time is directly related with the
problems dimensions, which can still be increased once the maximum execution
time was almost seven minutes (except for problem 7). Concerning to problem
7, it was observed that the algorithm was not robust enough to deal with so
many different types of boxes as it wasnt capable of correctly assigning the box
in order to obtain a compact and stable pattern. Its the authors opinion that a
problem with such quantity of box types requires a greater population, so that
diversity related to different box arrangements can be achieved.
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8 Conclusions

This works is an attempt to improve the previous approaches on developing a
fully automated system to carry out the entire container loading process. Despite
the fact that, in this work, the authors focused only on the CLP part of the
proposal, there was already a considerable advance on the capabilities to solve
the CLP and to move forward to a more realistic approach. The results obtained
with the GA revealed a reasonable performance when compared to the linear
programming technique that was been used. In terms of dimensionality the GA
approach allowed the authors to work with greater dimensions, meaning greater
packing possibilities and the results were still obtained in a matter of minutes.
It is worth noting that the entire work was developed using MATLAB, which is
not a development environment that can be optimized for the specific problem
that was hereby addressed.

While implementing the genetic algorithm it was noticed that a pure imple-
mentation yielded poor results. The addition of the seeding process and the
additional operators greatly improved the obtained results, by applying domain-
specific knowledge to the algorithm.

Still, its necessary to invest some time in optimizing the algorithm so that
even larger problems can be addressed. After the tests were carried out the
authors were able to identify certain difficulties towards solving the problem by
means of the GA. It still lacks some guidance in order to correctly fill some void
spaces that were generated in the course of the algorithms execution.
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Abstract. Path planning and autonomous navigation are the important
challenges in mobile robotics. These are difficult tasks because the robot
has to accurately and safely perform autonomous maneuverings. This
work presents a methodology to plan the trajectory of a robot in dynamic
and complex environments. Also, the changing lanes of one simulated car,
which it traverse autonomously. A planner based in the AD* algorithm
is used to plan a less costly trajectory to the destination for the task of
automatic parking. For the changing lanes, we use the clothoid creation
method, which is useful for avoid a vehicle in front of it. The methodology
enables the robot to reach the goal, which is applied to determine the
speed and steering of the robot. The results show that the methodology
can create smooth clothoid trajectories to the vehicle follow.

Keywords: Path planning · UGV · clothoids

1 Introduction

Autonomous Intelligent Vehicles (Unmanned Ground Vehicle - UGV) are grow-
ing with several auto companies (Mercedes, Audi, Ford, Toyota) aiming the
reduction of the number of accidents on streets and highways, reduction in the
spending on accidents, increased efficiency in traffic of big capital and decrease
in fuel consumption. Furthermore, allow mobility for the disabled and elderly.

Changing lanes is fundamental for UGV on streets, roads and highways all
around the world. An interesting and relevant aspect of the lane change is that it
can allow a vehicle to move from an unsafe lane for a safe lane while the vehicle
is traveling along the path [5]. Consequently, the lane change being carried out
in real time with UGV is an important issue for the researchers today.

In this paper we developed a methodology based on trajectory planning for
UGV using Clothoids, AMCL (Adaptive Monte Carlo Localization) and Anytime
Dynamic A* (AD*). The robots (Pioneer 3-AT - Fig. 1a and CaRINA 2 - Fig. 1b)
are able to plan and follow a trajectory, avoiding obstacles and updating the
trajectory when necessary. One of the problems found in the path planning
is the reaction speed, because the planner should behave appropriately when
c© Springer International Publishing AG 2016

F. Santos Osório and R. Sales Gonçalves (Eds.): LARS 2015/SBR 2015, CCIS 619, pp. 281–298, 2016.
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obstacles appear blocking the robot’s course. Furthermore, outdoor environments
are dynamic, and can change quickly. The planner should be prepared to find a
new path to achieve the goal and to avoid possible obstacles in the robots way.

(a) Pioneer 3-AT (b) CaRINA2

Fig. 1. The test platforms used in this work.

Our goal is the environment understanding, while keeping the safe robot. We
employ a methodology to accomplish automatic path planning, reaching a goal
and avoiding obstacles in the trajectory of the robot. Also, the methodology
generates a clothoid from one UGV for performing the change of lanes.

The proposed methodology is applied for solving two relevant issues, which
are automatic parking and changing lanes. Automatic parking consists of two
steps. First, the robot localizes itself in an unknown environment and creates a
map of the area. Secondly, a trajectory is generated using the AD* path planning
algorithm that trades off automatically between the final goal and the obstacles
visible to the robot. For problem with changing lanes, a mathematical formula-
tion is presented for generation of a clothoid in order to move an autonomous
vehicle of unsafe lanes into safe lanes while keeping the vehicle on the road.

The main contribution of this work is the integration of localization, mapping
and planning in a full robotic application (Fig. 1a). This helps in tasks such as
avoiding obstacles and autonomous parking. Furthermore, other contribution
is the generation of clothoids, which are used for performing the trajectory of
autonomous vehicles (Fig. 1b) in order to the vehicles changing lanes with safe.

The remainder of this book chapter is organized as follows. Section 2 reviews
the state of the art in motion planning and automatic parking. Section 3 presents
the proposed methodology, detailing the approaches to solve the two relevant
issues of this work. Experimental setup, results and analysis are shown in Sect. 4.
Finally, Sect. 5 discusses conclusions and suggestions for the future works.

2 Related Work

2.1 Motion Planning

A path planning algorithm [2] suggests directions for a vehicle to move in
unknown environments using data from 3D LIDAR. In this surrounding, the



Trajectory Planning for UGV Using Clothoids 283

vehicle should be following some traffic conventions and generate maps of the
area. MRF (Markov Random Field) is used to estimate the probabilities that the
vehicle is moving in different directions, and those probabilities are passed to a
planner. This updates the trajectories over time. Lastly, it is possible to observe
that the MRF is useful to determine the direction of the vehicle and planning
trajectories.

A real-time planning [10] is employed for on-road autonomous driving. This
method is divided in two steps, which are on-road behavior planning and online
path generation to traverse appropriate paths in dynamic environment using
UGV. The method is successfully applied in several on-road traffic scenarios.

In [12], an anytime method is built for interval path planning, which is a vari-
ation of the A* algorithm for dynamic environments. This method uses intervals
instead of goal points to achieve a solution. Results demonstrate that the method
is fast to find a solution and is able to execute in real-time for several applica-
tions. However, the experiments in this study were simulated.

A path planning system based on modified potential field is proposed in [15].
This system combines artificial neural networks and potential fields to generate
the appropriate trajectory of the vehicle. The planning method finds a global
solution for the simulated experiment. The results demonstrate that the system
is efficient in finding a solution quickly, but the vehicle has not been tested in a
real environment to verify its effectiveness.

2.2 Autonomous Car Parking

A path planning [3] for semi-structured outdoor environments is presented. First,
a map based on static objects of the surrounding is constructed. Secondly, a topo-
logical lane-network of the best fit of the map is created. The path planning is
based on the A* algorithm, the solution yielded being optimized to create a non-
linear trajectory. Results show that using topological graphs is a good option,
because they incur in lower computational cost and respect the car restrictions.

A methodology is proposed in [8] for autonomous navigation of vehicles in
parking garages. This methodology uses maps and laser sensors data to calculate
the trajectory of the vehicle and to localize it when the GPS data is not available.
The trajectory is created using a planner based on the A* algorithm, which sends
the commands of speed and steering for the vehicle to accomplish this trajectory.
The results prove that the car performed the parking without problems.

An autonomous parking system [7] considers the free parking spaces and the
cars receives this information. The car gets close to a parking space and verifies if
fits a vehicle. Having found the parking space, the system uses a implementation
of the Rapidly-exploring Random Trees (RRT*) algorithm to correctly park the
vehicle. In the results presented, the driver left the car and the system could find
a parking space and park the vehicle in this free space. When the driver called
back the car using a wireless application, the car went back to the driver.

A parking structure with connected intelligent vehicles is proposed in [4].
The author explains that the current parking structure is inefficient because too
much space is used. The work shows a new parking structure looking to minimize
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the space used in parking lots. Using intelligent vehicles, such as a vehicular ad
hoc networking, the results shows that the current space used in parking lots
could be reduced to nearly half with the vehicles working in collaborative ways.

3 Proposed Methodology

Our goal is to solve two issues, which are automatic parking and changing lanes.
For automatic parking, we propose an approach (Fig. 2) to plan a trajectory for
the robot in simulated and real (indoor and outdoor) environments. For changing
lanes, we develop a method using simple clothoids as shown in Fig. 4.

3.1 Automatic Parking

We propose a methodology (Fig. 2) composed of two steps described below:

Fig. 2. Methodology to solve automatic parking and obstacles avoidance.

– Localization and Mapping: Localizes the robot in an unknown environment
and creates a map of the region. Localization is used by the planning step
to plan the robot. We used an Adaptive Monte Carlo Localization (AMCL)1

package built in ROS2 to localize a robot moving in a 2D space. Also, we used a
Simultaneous Localization and Mapping (SLAM) package built in ROS called
Gmapping3 to create a 2D occupancy grid map.

– Planning: AD* planner is employed to plan the trajectory to be traversed,
where a user defines the goal in the ROS framework and the planner provides
the lower cost trajectory given the obstacles in front of the robot. After that,
the mobile robot is able to follow the trajectory built properly.

1 AMCL http://wiki.ros.org/amcl.
2 Robot Operating System http://wiki.ros.org/.
3 Gmapping http://wiki.ros.org/gmapping.

http://wiki.ros.org/amcl
http://wiki.ros.org/
http://wiki.ros.org/gmapping
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Localization and Mapping. To know where to go, the robot needs knowl-
edge about the place it is in. ROS framework provides an AMCL package that
estimates the self-localization of a mobile robot. More specifically, AMCL [14] is
a probabilistic localization system that allows a robot moving in the 2D space.
It uses a particle filter to estimate the pose of a robot based on wheel odometry
and LIDAR sensor data. Also, AMCL needs a known map of the environment.

Using the SICK laser positioned on the robot, the ROS framework and the
MORSE4 simulator, we control the robot through a simulated environment built
in the Blender5. Using the Gmapping package from ROS we built a map with
the SICK laser sensor data. As the robot moves, data acquired from laser is
integrated to the map. Thus, the map is built during the robot’s navigation.
In the simulation, the robot was driven through the environment and the map
was built. This map is used by the AD* planner to plan the trajectory that the
robot will follow to the given destination. The map built has information about
obstacles on the environment. It shows where the robot can move unimpeded and
where there are obstacles that the robot must avoid. The map of the environment
is shown in Fig. 3, built by the SICK laser sensor data.

Fig. 3. Map generated using SICK laser sensor data and ROS packages, built by driving
the robot through the simulated environment.

Planning. The planning algorithm is divided into two parts, which are the
global and local planners. Global planner uses the map of the environment to
plan the trajectory that the robot has to follow. The local planner is responsible
to use the sensor data and the path given by the global planner to decide what
is the less costly movement to perform, sending the movement command to the
robot.

To make the global planning, we use the SBPL (Search-Based Planning
Library) [1], which uses the AD* algorithm [9] to find the best path (less costly).
AD* is a combination of A* that finds a solution quickly, and D* that improves
the first solution found. AD* finds a fast solution, and improves on the solution
found. To reach the solution the global planner uses cost function where the
4 MORSE https://www.openrobots.org/wiki/morse/.
5 Blender https://www.blender.org/.

https://www.openrobots.org/wiki/morse/
https://www.blender.org/
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costm is the cost to use the motion founded, costa is the actual position, costn
is the next position and dist is the distance from initial and final position:

costm = max(costa, costn) (1)

cost = (1 + costm) ∗ dist (2)

For the path calculation, we provide a goal point and its orientation. Using
the given goal, the planner tries to compute the best solution to this point
considering the limitations of the robot. These physical limitations are given to
the planner as parameters. These parameters are primitive motions of the robot.
Based on these primitive motions, the robot calculates a path that is possible for
it to follow. As the robot moves along the path, the planner periodically checks
if the robot moves away from the trajectory. If the path followed diverges from
the planned path, the global planner recalculates a new lowest cost trajectory
to update the trajectory. To visualize the computed path and the robot’s sensor
data through the environment, we use the Rviz6, which presents the analyzed
environment and the robot movements from of the robot’s perspective.

The local planner used is the provided by ROS, Base Local Planner (BLP)7.
This planner receives the path given by the SBPL and the data received from the
laser. This information is passed to a cost function that calculates the movement
searching the lower cost where pscale is how the robot needs to keep in the path
planned, gscale how the robots needs to reach the goal, oscale how the robot
needs to keep away from obstacles, pdist is the distance from the path, gdist is
the distance from goal and odist is the distance from an obstacle.

cost = (pscale ∗ pdist) + (gscale ∗ gdist) + (oscale ∗ odist) (3)

The solution is computed according the proximity to the route, proximity to
the goal and proximity to an obstacle. These three variables of proximity are
passed to the planner as parameters. This solution is passed to the robot as the
speed and steering commands. Local planner takes charge of avoiding obstacles
while the robot navigates, trying to follow the path passed by global planner,
but always being careful with obstacles along the way. The robot can not find a
viable solution to avoid obstacles in the way, the local planner makes the robot
stop moving, to prevent a collision.

3.2 Changing Lanes

We develop a methodology (Fig. 4) composed of three steps described below:
Clothoid Creation, Clothoid Division and Trajectory Creation.

We developed a method to changing lanes, which uses clothoids to create a
trajectory between two points and it’s orientation. For creating the trajectory, we
first develop a code which create one clothoid between two points. In this case,

6 3D visualization tool for ROS http://wiki.ros.org/rviz.
7 Base Local Planner http://wiki.ros.org/base local planner.

http://wiki.ros.org/rviz
http://wiki.ros.org/base_local_planner
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Fig. 4. Proposed methodology to solve changing lanes.

we estimate a regular clothoid with the maximum orientation variation of π
2 . To

create a complete trajectory we set the initial point and the goal point, we look
the orientation and distance between points and calculate intermediate points
between the setting points, if necessary. With intermediate points we created
clothoids in every couple of points and linking the created clothoids, so we can
describe a trajectory from the initial point to the destination point.

Clothoid Creation. Each clothoid segment is defined by a s, which is the
distance along the segment and a k that is the curvature in every point in the
segment. A clothoid is defined by a linear variation curvature along the segment,
k(s) = σs, and the σ is the rate of change of the curvature. In each s in the path,
the state (x, y, ψ) is provided by the equations below:

ψ(s) =
∫ s

0

k(z)dz + ψ0 (4)

x(s) =
∫ s

0

cos ψ(z)dz + x0 (5)

y(s) =
∫ s

0

sin ψ(z)dz + y0 (6)

where s is defined by the interval [0, L] and L is the length of the segment.

Clothoid Division. A clothoid can be divided by three parts, which are an
entry clothoid, an arc and an exit clothoid equal to the entry clothoid [13]. On the
entry clothoid the curvature is increased, the arc can give an degree of freedom
of the path and the exit clothoid start with the final curvature of the entry
clothoid and end with zero curvature. To add an arc, we have the λ parameter
which define the length of the arc as a fraction of the total length of the path.

λ =
Larc

L
(7)
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The curvature k is calculated as follow:

k(s) =

⎧
⎪⎨

⎪⎩

σs ∀s ∈ [0, L1−λ
2 ] Entry Clothoid

σL 1−λ
2 ∀s ∈ (L1−λ

2 , L1+λ
2 ) Arc

σ(L − s) ∀s ∈ [L1+λ
2 , L] Exit Clothoid

(8)

In the Eq. 5 it’s easy to see that the curvature k is defined by sharpness σ,
length of the path L and λ parameter. To calculate σ and L, we used the initial
and final state. We start at the initial state q1 = (x1, y1, ψ1) and goes to the final
state q2 = (x2, y2, ψ2). The clothoid can be calculated for any two state q1 and
q2, where the angle α between ψ1 and a line created connecting the two points
(x1, y1) and (x2, y2) has less than π

2 degrees. Then, we used the absolute value
of the angle α of the orientation variation along the path:

α = 2 tan−1(
y2 − y1
x2 − x1

) = ψ2 − ψ1 (9)

From substituting the Eq. 5 in Eq. 1 we have the equation

α = ψ2 − ψ1 =
∫ L

0

k(z)dz =
σL2

4
(1 − λ2) (10)

The D(α, λ) is the ratio of the euclidean distance d and the length L from
the path connecting them, D(α, λ) = d

L . From the Eq. 7 and the definition of D
we can reach the equations of L and σ

L =
d

D(α, λ)
(11)

σ =
4α

L2(1 − λ2)
(12)

where d is the euclidean distance between the two points and α is given by Eq. 6.
D(α, λ) can be found from a the geometry of a symmetric path given by α and
λ. We followed the approach given by Kanayama and Hartman [6], and for our
case D(α, λ) is calculated by

D(α, λ) = 2
∫ 0.5

0

cos ψ(z)dz (13)

where ψ(z) is calculated by.
{

2α
1+γ z ∀z ∈ [0, γ

2 ]
2α

1−γ2 (−z2 + z − γ2

4 ) ∀z ∈ (γ
2 , 1

2 ]
(14)

In [5], Eq. 11 considers a lane change creating two connected clothoids, in
this work we proposed to create only one clothoid and use this method to create
many clothoids as necessary. The γ parameter is the fraction of distance between
the two clothoids created divided by an third state qi, in our case we have only
one clothoid and γ = 0.5 always once the qi is at the middle of the clothoid.
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Trajectory Creation. To create a safe trajectory we use the clothoid creation
method and many points as necessary. With the points the planner create the
clothoids for each couple of points and connect them. With a fast clothoid cre-
ation method it’s easy to create trajectories and pass them to the vehicle follow.
To create a lane change trajectory we set three points, with these points we cre-
ate one clothoid connecting the first and the second point and another clothoid
connecting the second and the third point, as shown in Fig. 4.

4 Experimental Results

To evaluate the capabilities and performance of the methodology, we imple-
mented the described system (Sect. 3) and tested its performance on a simulated
wheeled vehicle (Fig. 8), Pioneer 3-AT robot (Fig. 1a) and an autonomous vehi-
cle (CaRINA 2 - Fig. 1b). The robots are equipped with a laser scanner and
odometry, and were deployed in the simulated (the tasks of automatic parking
and changing lanes) and real (automatic parking task) scenarios.

Our methodology runs on a low end PC and is implemented in C++. We
use ROS to interface with the robot and our method, to provide localization, to
sensor data processing and send commands of speed and steering of the robot.

4.1 Obstacle Avoidance

This task was made in two distinct scenarios. First, indoor environment (Fig. 5),
more specifically a hallway of a building. Secondly, outside area of the university
library. We used a pioneer 3-AT robot with a HOKUYO laser sensor at the front
of the robot and a laptop above it for controlling it. The laser sensor received
the same range of the SICK laser used in the simulated experiments.

Fig. 5. Indoor environment adapted to make the tests with the robot.

The indoor scenario was built with some boxes for the robot to execute the
obstacle avoidance. The goal was the robot to traverse the environment avoiding
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the obstacles. Using laser data and odometry, the planner created a trajectory
and could cross the environment avoiding obstacles and trying make the trajec-
tory with the most proximity to make the less costly trajectory. We have a video
achieved with the our methodology employed in the obstacle avoidance on the
real indoor environment. VIDEO: Obstacle Avoidance Indoor8.

We built an outdoor scenario (Fig. 6) with some boxes on the floor close of
an university library. In this outdoor experiment, we tried to make the robot to
traverse the environment avoiding the obstacles using the path planner. First, we
built the map of the environment, then using this map we set a goal in the map
that the robot need to reach. Using some maneuvers, the robot could reach the
goal avoiding the obstacles (Fig. 7). This test was repeated five times, in the five
tests the robot reached the goal. In some of these tests the robot took more time
to reach the proposed goal, but also reached it. We have a video showing the
robot traversing the environment. VIDEO: Obstacle Avoidance Outdoor9.

Fig. 6. Outdoor scenario adapted to make the obstacle avoidance using robot.

4.2 Automatic Parking

The local planner had a limitation, the simulated vehicle could not navigate
backwards. BLP was developed to holonomic vehicles that can move to any
direction on the 2D plane rotating on its center. Because of this, the BLP can
not send the negative speed commands, this makes the vehicle can not navigate
backwards, because the lower speed sent to the robot (zero). A solution found
was change the source code of the BLP to look backwards too, so the planner
can keep navigating even when a reverse movement is needed. Originally, BLP
search for best forward solutions only, therefore, only positive speed commands
are calculated. In the source code, we changed the code and made the planner to

8 Obstacle Avoidance Indoor https://youtu.be/D4ayQQOwNr4.
9 Obstacle Avoidance Outdoorhttps://youtu.be/FsBoip6NwJQ.

https://youtu.be/D4ayQQOwNr4
https://youtu.be/FsBoip6NwJQ


Trajectory Planning for UGV Using Clothoids 291

Fig. 7. At the left side, in green, we have the path calculated by the global planner, in
the right side we have the path that the robot made. (Color figure online)

look for forward solutions, after that, the planner searched for backward solutions
keeping with best of these solutions sending its commands for the robot to follow.

Before we start to test the simulated on the vehicle, we made some evaluations
on the simulator to verify how the planners would work. After that, some tests
and parameters adjustments, the planner on the simulation could plan a good
trajectory with the lower cost (Fig. 8) and following the trajectory appropriate,
always looking to the obstacles on the way and avoiding them when necessary.

Fig. 8. The car model on the MORSE simulator and path calculated by the SBPL
(global planner), this path will be followed by the car and, if necessary, the SBPL will
find a better path and pass it to the local planner to follow.

The results obtained (Fig. 9) were good for the simulated environment,
because the planning system can to plan a trajectory and to follow it, approach-
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ing the obstacles without hit them. If the vehicle navigates away from the tra-
jectory, the planner recalculates a new trajectory for the vehicle to follow, so,
the vehicle always will be looking for a way to keep navigating to the destination
(goal) and, in the worst case, the robot will stop and not move to any direction.

Fig. 9. The car model on the MORSE simulator in the final trajectory performed. The
green line presents the trajectory provided by the AD* planning algorithm and the red
line shows the path followed by the vehicle. (Color figure online)

We have a video achieved with our methodology applied in the automatic
parking on the MORSE. We propose here a parking system with only a forward
sensor, so the planner avoid making backwards movements since it can not look
the obstacles that are behind it. The planner sends the steering and speed com-
mands to the vehicle, which instantly set these commands making the wheels of
simulated car turn quickly. VIDEO: Simulation CaRINA Parking10.

We also performed the real experiments, which is shown in Fig. 10.
We proposed a perpendicular parking, which the planner needs to calculate

some maneuver to try to park the properly robot (Fig. 11). The AD* plan-
ning algorithm successfully completed the trajectory autonomously and appro-
priately.

We also made five times this experiment, the robot performed the parking
correctly. Sometimes, the robot took a time to park it, but in all the demon-
strated tests the planner made the parking successfully. We made a video of the
robot parking in this scenario. VIDEO: Real Pioneer Parking11.

10 Simulation CaRINA Parking https://youtu.be/WySNAvHiG10.
11 Real Pioneer Parking https://youtu.be/XZTgjl59EJU.

https://youtu.be/WySNAvHiG10
https://youtu.be/XZTgjl59EJU
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Fig. 10. Outdoor environment adapted to make the parking tests with the robot.

Fig. 11. At the left side, in green, we have the path calculated by the global planner,
in the right side we have the path that the robot made.

4.3 Changing Lanes

To test the clothoid creation and changing lanes method, we use the MORSE
simulator to validate the clothoid created. We used a model of the CaRINA
on the simulation, the CaRINA so in the work of Massera [11] is proposed a
controller to the vehicle, which will follow the points passed trying minimize the
error as the vehicle follow the points. In the simulation, we passed the clothoid to
the controller and it follow the passed points (as shown in Fig. 12). We started
the vehicle in the origin point and setted the goal point at the point (−25,
−5). The initial state of the vehicle was q1 = (0, 0, 0) and the final state was
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q2 = (−25,−5, 0). To create this trajectory, we calculated the intermediate point
between the two states creating an intermediate state qi = (−12.5,−2.5, π/6).
We created two clothoids, which can be seen all the points from the Table 1.

Table 1. Clothoid creation results.

X Y Curvature Psi Length Velocity

0.0 0.0 0.0 0.0 0.0 0.0

−1.4687720 −0.0058950 0.00817571 3.152950 0.025617 1.00000

−2.9235300 −0.043871 0.01635143 3.185205 0.051235 1.00000

−4.3752020 −0.144330 0.02452714 3.238357 0.076852 1.00000

−5.8173290 −0.337306 0.03270285 3.312406 0.102469 1.00000

−7.2377120 −0.651733 0.04087857 3.407353 0.128086 1.00000

−8.6202080 −1.104586 0.03270285 3.502532 0.153704 1.00000

−9.9597330 −1.672612 0.02452714 3.576813 0.179321 1.00000

−11.260647 −2.324589 0.01635143 3.630198 0.204938 1.00000

−12.532709 −3.031429 0.00817571 3.662686 0.230555 1.00000

−13.789207 −3.765690 0.00000000 3.674276 0.256173 1.00000

−15.390137 −4.415179 −0.0093993 3.662601 0.022669 1.00000

−16.700126 −5.044748 −0.0187987 3.629667 0.045338 1.00000

−17.965523 −5.618262 −0.0281980 3.575473 0.068007 1.00000

−19.273008 −6.115198 −0.0375973 3.500018 0.090676 1.00000

−20.503277 −6.507356 −0.0469967 3.403304 0.113345 1.00000

−21.762572 −6.774535 −0.0375973 3.306353 0.136014 1.00000

−22.988701 −6.928396 −0.0284591 3.231476 0.158683 1.00000

−24.176451 −7.012948 −0.0190598 3.177457 0.181352 1.00000

−25.329343 −7.027786 −0.0096604 3.143255 0.204021 1.00000

−26.466373 −7.025806 −0.0002611 3.131195 0.226690 1.00000

Table 1 shows the results of the clothoid creation method, this tries to reach
the final state but obeying the geometric limitations. According with the varia-
tion of the orientation during the trajectory, the vehicle will increase more the
x or y in the path created. Despite of the difference between the goal point and
the final calculated point, the method approximates to reach the final state
and in the simulation the vehicle could follow the created clothoid without
problem. Figure 13 presents the trajectory created in green by the clothoid cre-
ation method and the trajectory executed in red by the controller of the vehicle
(Massera [11]).

Figures 15 and 14 shows the results of the orientation and lateral error from
the vehicle while it tried to follow the trajectory created. The controller tries to
keep in the trajectory reducing the orientation (psi) and the lateral (x, y) error.
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Fig. 12. The two clothoids created from the clothoid creation method. The first
clothoid is shown in blue and the second clothoid is presented in red. (Color figure
online)

Fig. 13. The trajectory created in green and the executed by controller in red. (Color
figure online)

The lateral error is pretty small and it does not affect the trajectory. The
orientation error seems big but does not inflict any considerable change on the
distance of the vehicle and the proposed trajectory. The method created shows
a smooth clothoid trajectory, which has no trouble to the vehicle follow. We
recorded the vehicle following the trajectory created. The video shows the path
executed by the car guided by the clothoid trajectory only to test if the trajectory
is able to be followed by the vehicle. VIDEO: Simulated Lane Change12.

12 Simulated Lane Change https://goo.gl/9svDgL.

https://goo.gl/9svDgL
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Fig. 14. The range of the orientation error.

Fig. 15. The range of the lateral error.

5 Conclusions

We propose a methodology to solve the tasks of automatic parking and changing
lanes using robots in simulated, indoor and outdoor scenarios. The methodology
uses the map of the place, the LIDAR data and robot’s odometry. The area map
is built, which the global planner calculates a trajectory to the goal and the local
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planner sends the speed and steering commands for the vehicle to follow. Also,
we implement a method to create clothoids for the task of changing lanes.

We demonstrate four tests on the scenarios. Two of them were evaluated qual-
itatively (obstacle avoidance indoor and simulation CaRINA parking). Other two
(obstacle avoidance outdoor and real pioneer parking) were analyzed quantita-
tively, all the executions the robot successfully navigated autonomously. The
planner calculated a path through the environment avoiding the obstacles, while
the vehicle follows the path trying to reach the goal. If it distanced the path,
the planner calculates a new route to the goal. A limitation on the local planner
was found, it was not developed for Ackermann robots, so, when the vehicle
needed to go backwards on the simulated environment, the planners made the
vehicle just stop. This limitation can be solved by changing the source code of
the local planner, making the planner consider the negative speed commands.
Furthermore, we tested the clothoid creation method and execute the trajectory
in the simulation tests, which tried to approximate to the goal state respect-
ing the geometric limitations. With the clothoid created was possible to pass
the trajectory points to the vehicle controller execute the lane change without
issues.

As future work, we will perform overtaking tests on Brazilian highways to
verify if the global and local planners will work appropriately using CaRINA 2.

Acknowledgment. The authors would like to acknowledge the support by CNPq,
USP and UFU. Also, would like to acknowledge to Carlos Massera by support with
the controller of the vehicle that makes possible the tests with the clothoid creation
method.
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