Chapter 3
Temporal Relations

The habit of looking to the future and thinking that the whole
meaning of the present lies in what it will bring forth is a
pernicious one. There can be no value in the whole unless there
is value in the parts.
Congquest of Happiness
BERTRAND RUSSELL

3.1 Introduction

Having discussed timex and events in the previous chapter, we move on to discuss the
temporal relations that exist between them. This chapter briefly describes temporal
relations and surveys the state of the art in automatic temporal relation annotation.
Extra attention is given to prior work on temporal relation typing. We will discover
that temporal link typing remains a difficult problem, despite multiple sophisticated
approaches. The overall picture highlights persistent difficulties in temporal relation
typing and suggests that to understand how to temporally order events described in
text, we need to draw upon multiple heterogeneous information sources.

Time can be described as a constantly progressing sequence of events. This
sequential attribute is critical to the concept of a timeline, on which one may place
events. Absolute locations upon the timeline are described using timexes. Conversely,
event positions are not be absolute and sometimes can be temporally situated only in
terms of their relation to other events or to timexes. This means that correctly iden-
tifying the temporal relations between pairs made up of events or timexes is critical
to automatic processing of time in language.

In terms of information extraction, we are interested in either assigning an absolute
temporal value to the start and end points of temporal entities, or describing these
points in terms of other entities. It is helpful to have at least one value firmly anchored
—normalised — to a timeline. If we have a specific distance between two events and
the position of one has already been normalised, it is trivial to also normalise the
other; for example, in “John was born on the 24th April, 1942. His mother left the
hospital nine days later.”, we have a “born” event which is already anchored and a
“left” event which we can attach to 3nd May, 1942 with some inference.
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In cases where normalisation is not immediately possible, however, we may mark
a relation between two events using a temporal link. This allows the representation
of non-absolute temporal information. A network of events, times and relations help
one to determine the temporal arrangement of events described in discourse.

While events and times are overt, the temporal relations that exist between them
are abstract. Events and times in a text have lexicalised representations, but the
ordering of them is not always made explicit. This contributes to the difficulty of
temporal relation identification and typing.

The problem of reasoning about and of representing temporal information has
been addressed in the fields of knowledge representation and artificial intelligence.
Once a representation has been defined, we may formally describe certain temporal
structures within a discourse and start to make inferences about temporal relations.
Temporal relation types expressed in language do not necessarily match the classes
available in an annotation schema. However, to perform automatic temporal relation
extraction, it is important to decide a set of temporal relations. Part of the purpose of
fixing this relation set is to aid inference; another is to provide a stable framework
for human annotation.

In this chapter, we will first define the concept of temporal relations. This is
followed by an exploration of different sets of temporal relation types applicable to
linguistic annotation. After this, we discuss ways of annotating temporal relations
over discourse, and the concepts of relation folding, temporal closure and temporal
annotation as a graph are introduced. Next, the chapter introduces the general problem
of automatic temporal relation annotation. This is followed by a literature review,
coming up to the state of the art in automatic temporal relation typing. Finally, the
chapter concludes with an analysis of the state of the art and the automatic relation
typing problem.

3.2 Temporal Relation Types

Temporal algebras and logics allow one to deduce relationships between events
based on their connection to other times and events, using a set of rules. These
rules depend on the specific set of event relationship types and a set of relation
types. Interval, point and semi-interval logics are all available. Building on STAG
(Sheffield Temporal Annotation Guidelines, [1, 2]), TimeML (Sect.2.3.2.1) defines
its own set of interval relations, based on Allen’s interval algebra [3]; point-based
algebra can be useful for rapid reasoning; semi-interval reasoning relaxes the burden
of specification required when both points of an interval need to be found, in order
to avoid over-specification when working with events described by natural language
and are discussed in Sect. 3.2.3.

For the context of this book, interval algebrae are considered to be those that
define types of relation between intervals and a set of axioms for operating with
these relations; an interval has a start and an end point. Some temporal logics use
points instead of intervals. For interval logics, a point event may be represented by an
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interval whose start and end occur simultaneously; a proper interval is an interval
where the end occurs after the start [4].

Temporal logics deal with reasoning about the relations that hold between inter-
vals. Early examples of temporal logics include Prior’s calculus for a modal tense
logic calculus [5] and Bruce’s model [6], which also includes axioms for event rea-
soning withing a temporal system.

This section first presents a few temporal interval algebrae, each with a specific
purpose; finally, we will introduce the concept of temporal closure.

Applications of temporal logics can be found in multiple areas of computer sci-
ence, including the verifying and testing time-sensitive parts of computer programs,
in providing a temporal data representation for artificial intelligence systems and for
representing temporal semantics in natural language processing. This section does
not comprehensively discuss the full range of temporal logics, rather just those that
deal with intervals and that have been previously applied to (or designed for) natural
language processing. Other work has examined temporal logics in detail [7-9].

This section discusses some temporal interval algebras and their use in represent-
ing and reasoning over time as part of temporal information extraction. Firstly, there
is a very minimal algebra, including just three relationship types. The limited num-
ber of potential relationship types makes it easier to visualise the relations between
events and simpler to implement and troubleshoot problems that arise while reason-
ing. Secondly, we cover Allen’s interval logic, which defines enough relations to
cover all possible relations between a pair of temporal intervals. Finally is Freksa’s
logic based on semi-intervals, which tries to better capture and reason with the event
relations pres in natural language discourse.

3.2.1 A Simple Temporal Logic

One can describe many basic relations between intervals using just three relations -
BEFORE, INCLUDES and SIMULTANEOUS. If we encounter something such as I washed
after cleaning the sewer, if events are denoted as E we can have simply reverse argu-
ment order to have Egeqning BEFORE E, 4. As part of a larger investigation into
temporal reasoning on information found in discourse, [10] introduces a minimal
logic based on three simple relations than only requires ten rules for temporal infer-
ence. The simplicity of this system makes it both easy to implement and easy to
think about. However, the set of just three relations is small and the temporal rela-
tions expressed in natural languages can be more precisely represented using a wider
set of temporal relation types. For example, if two intervals overlap but do not share
any start or end points (such as winter in the northern hemisphere, which may begin
in a November, and a calendar year), neither before, includes or simultaneous is
precise enough to describe their temporal relation.
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3.2.2 Temporal Interval Logic

Allen’s interval logic [3] describes a set of temporal relations that may exist between
any event pair. Allen introduces the concept of events (represented as intervals) as
nodes in a graph, where the edges connecting nodes represent a relationship between
two intervals. Where it is not clear that a single type of relation should exist between
a pair of events, a disjunction of all possible relationship types is used to label the
connection edge. Further, Allen provides an algorithm for deducing relationships
between previously unconnected nodes.

The relations are listed in Table 3.1. Each of these gives a specific configuration of
interval start and end points. Based on this, a transitivity table is provided for inferring
new relations between intervals that hold common events. A full transitivity table is
given in Table A.9.

A story typically describes more than one event, with some temporal ordering.
Example 4 describes two events, setting out (E1) and living happily (E2).

Example 4 Little Red Riding Hood set out to town. She lived happily ever after.

The temporal link here is that she lived happily after setting out, signalled by both
the textual order and also the use of the word after. Now, we can define a temporal
link that says E2 AFTER E1 and label it L1.

It is improper to adventure without a cloak; perhaps we could introduce a new
sentence in our text. See Example 5.

Table 3.1 Allen’s temporal

; 3 Relation Explanation of A-relation-B
interval relations -

BEFORE Where A finishes before B starts

AFTER Where A starts after B ends

DURING Where A starts and ends while B is
ongoing

CONTAINS Inverse of DURING

OVERLAPS Where A starts before B and ends
during B

OVERLAPPED- BY | Inverse of OVERLAPS

MEETS Where A ends at the point B begins

MET- BY Inverse of MEETS

STARTS Where A and B share their start point,
but A ends before B does

STARTED- BY As starts, but B ends first

FINISHES Where A and B share their end point,
but A begins later (and is thus shorter)

FINISHED- BY As finishes, but B is the shorter/younger
interval

EQUAL Where A and B start and end at the

same time
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Example 5 Little Red Riding Hood set out to town. She put on her cape before
leaving. She lived happily ever after.

This suggests a new dressing event, E3, signified by putting on. We also know the
link between our new event and E1, setting out; E3 BEFORE E1. We’ll call this L2.
The story can now be represented by 3-node graph (events E1, E2 and E3), with two
labelled edges (L1 and L2).

El: setting out
E2: living happily
E3: put on cape
L1: E2 AFTER El
L2: E3 BEFORE E1

A visual representation of the temporal graph of these events and links is given
in Fig.3.1. This current graph leaves the relation between E3 and E2 unspecified.
Narrative convention and human intuition tell us that we should use a linear model
of time and suggest that anything that happens before the girl sets out must also
happen before her living happily ever after. In this case, we can formally describe
that knowledge with rules:

Vx,y : x AFTER y — y BEFORE x

Vx,y,z : X BEFORE y, y BEFORE 7 — X BEFORE

Thus, Little Red Riding Hood puts on her cape before living happily ever after
and we can now introduce L3 as E3 BEFORE E2, completing the graph. This also
describes BEFORE as a transitive relation.

Allen’s logic was considered exciting because it was implementable at the time,
unlike other temporal logics (e.g. [11]), and was also expressive; it has since been
adopted by logicians, the verification and testing community and those interested in
time in language. For a further review of temporal interval logics, one should see [8]
and [12].

3.2.3 Reasoning with Semi-intervals

Temporal interval logic is not perfect. Determining consistency in any but the small-
est scenarios quickly becomes intractable and is NP-hard [13, 14]. Problems arise
when dealing with instantaneous events (e.g. “improper” intervals — Sect. 2.3); incon-
sistencies appear when events are allowed to have a duration of zero and the system
is explicitly not structured to deal with these [15]. Semi-intervals are intervals where
only one bound needs to be described (e.g. the start point or end point). It is contended
that such relaxed definitions, when compared to fully-described intervals, can better
represent the relations expressed in natural language. In this section, we discuss the
shortcomings of temporal interval algebra and introduce a system for reasoning with
semi-intervals.
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Fig. 3.1 Temporal graph of
a simple story

L2 BEFORE

L1 AFTER

Some common relation typing tasks are difficult to perform with interval relations.
For example, newswire articles usually have a document creation time (DCT) or a
publication date, which appears in document metadata and as a timex in the main body
of discourse. They often contain at least a few events whose initiation is described in
the past tense. In these cases, it is hard to determine whether an event’s final bound
stops at or continues past DCT, especially for states.

Example 6 contains an excerpt from a news report, uttered mid-way through a day.
The timex Today has a specific meaning of a 24-h period. The start of the control event
is unclear, but contextually we might assume that it begins before Today. Regardless
of the arrangements of starting points of these two intervals, which could perhaps
be discovered with further investigation, the arrangements of the endpoints of Today
and control are unknowable at the time of utterance. Control could be relinquished
before the day is over, at the precise end of the day, or later. This uncertainty makes it
difficult to assign a relation from Allen’s set to the two intervals. Without knowledge
about the endpoints of these intervals, we can only say that the time-event relationship
is one of Today {(overlapinverse, finishes, during) control.

Example 6 Today, rebels still control the airfield and surrounding area.

To this end, [16] suggests a temporal algebra targeted at those dealing with natural
language. It builds upon previous seminal work on logics that handle the uncertainties
of time as described in language [17]. As long as we know that intervals begin before
they end, we can start to describe relations between semi-intervals as disjunctions of
Allen relations. It is quickly observed that particular Allen relations occur together,
when dealing with incomplete knowledge about events. Freksa summarises these,
defining terms for conceptual neighbours — “two relations between pairs of events
are conceptual neighbours if they can be directly transformed into one another by
continuously deforming (i.e. shortening, lengthening, moving) the events (in a topo-
logical sense)”. For example, BEFORE and MEETS neighbour, as one can change the
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relation between two events from one of these to the other by adjusting the endpoint
of the interval that starts earliest. We then also have conceptual neighbourhoods,
which are sequences of relations which are conceptual neighbours.

Freksa’s system tackles uncertainty about knowledge linking two events and
allows us to capture information from text that may not describe all intervals com-
pletely. Using groups of relations that commonly co-occur during inference, Freksa
describes a temporal algebra, labelling certain groups of Allen relations as relations
in their own right. The algebra specifies a transitivity table. The table is based on
commonly co-occurring groups of relations.

For example, from Freksa’s set, the relation A older B applies whenever A’s
start point happens before B’s start point; no attention is paid to their endpoints and
so any of A [BEFORE, IBEFORE, ENDED_BY, INCLUDES] B apply. From this exam-
ple at least one instance in English where a semi-interval logic would be useful is
immediately clear. Further examples are provided in Freksa’s paper. Additionally,
Sect.6.4.2 investigates semi-interval logic in the context of tense-based temporal
relation typing.

3.2.4 Point-Based Reasoning

As their name suggests, point-based temporal logics work only with the ordering of
individual points and do not cater for the concept of an interval. They are less prone
to the over-specification problem that full interval algebras have (see above). It is
possible to decompose intervals to their beginning and end points. Only equality and
precedence operators are needed to described binary relations between these points.
Point-based algebrae can be very fast to process, a feature which tools such as Sput-
Link [18] and CAVaT [19] exploit. They also better lend themselves to graph-based
reasoning about temporal structures in text [20]. However, it is more complicated for
humans to annotate using points instead of intervals and the semantics of temporal
relations in text are better represented with interval or semi-interval labels. Because
of these reasons and because temporal annotation is already a difficult and exhausting
task for human annotators, point-based reasoning and temporal logics are generally
restricted to the domain of fully automated reasoning [8].

3.2.5 Summary

We have outlined the requirements for temporal logic in the context of language and
detailed examples; a simple 3-relation logic, Allen’s interval logic, Freksa’s semi-
interval logic, and point-based reasoning. In the next section, we will see how using
these logics with an existing document can tell us about temporal links that have not
yet been annotated.
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Table 3.2 TimeML temporal

3 Temporal Relations

. Relation Explanation of A-relation-B

relations -
BEFORE A finishes before B starts
AFTER A starts after B ends
INCLUDES A start before and finishes after B
IS_INCLUDED A happens between B’s start and finish
DURING A occurs within duration B
DURING_INV A is a duration in which B occurs

SIMULTANEOUS

A and B happen at the same time

IAFTER

A happens immediately after B

IBEFORE A happens immediately before B

IDENTITY A and B are the same event/time

BEGINS A starts at the same time as B, but
finishes first

ENDS A starts after B, but they finish at the
same time

BEGUN_BY A starts at the same time as B, but goes
on for longer

ENDED_BY A starts before B, but they finish at the

same time

3.3 Temporal Relation Annotation

The work in this book primarily concerns temporal relation annotation using inter-
vals, as opposed to points or semi-intervals. This section is about turning the abstract
idea of temporal ordering into something well-defined that we can reason with
directly — the process of annotation.

Temporal relations obtain between two endpoints. They describe the natural of a
temporal relation between those endpoints. Those endpoints my be either times or
events, and needn’t be of the same type. Therefore, a temporal relation annotation
must at the minimum specify two endpoints and a relation (or label describing the
relation) that exists from the first to the second. Optionally, additional information
may be included, such as pointers to phrases that help characterise the relation.

There are three sets of temporal relations commonly used for linguistic annotation:
Allen’s original set (Table3.1), the TimeML interval relations (Table3.2), and the
TempEval-1 and TempEval-2 simplified set (Table 3.3).

The TimeML relations are intended to be interpreted slightly less strictly than the
Allen set. As language is imprecise and there is often some uncertainty around the
precise location of endpoints, a little variance is permitted; actual events need not
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Table 3.3 The relation set

- Relation Explanation of A-relation-B

used in TempEval and -

TempEval-2 BEFORE Where A finishes before B starts
AFTER Where A starts after B ends
OVERLAP Where any parts of A and B co-occur
BEFORE- OR- A disjunction of BEFORE and OVERLAP
OVERLAP
OVERLAP- OR- A disjunction of OVERLAP and AFTER
AFTER
VAGUE For completely underspecified relations

start and end at the exact same (e.g.) millisecond! — instead, interpretation is left to
the annotator.

TimeML describes realis, non-aspectual temporal relations using the TLINK
element. The TLINK element’s relType attribute’s value is that of the temporal
relation’s type.

3.3.1 Relation Folding

Many of the relations used in both TimeML and Allen’s interval algebra have an
inverse relation, which they can be mapped on to by simply substituting the relation
type and switching over the argument order. For example, BEFORE(monday, tuesday)
is equivalent to AFTER(tuesday, monday). Automatic classification is easier with a
smaller number of classes. We can simplify the task of classifying temporal relations
by reducing the set of relation types used.

The procedure of removing inverse relations requires the definition of a set of
mappings from relations with their complements. Using this, one removes inverse
relationship types by changing them to their original form and flipping argument
order. We have named this procedure folding.

Various relation folding mappings are available. MITRE specifies one (for
example, those used by [21]) and there are mappings to the simple SIMULTANE-
OUS/BEFORE/INCLUDES relations specified by [10]. To be able to accurately repro-
duce results, one requires a dataset where the set of relation types has been reduced
(folded) in the same way.

Although it may at first seem that folding relations in a document will alter the
distribution of relationship classes, it must be pointed out that the exact balance
between BEFORE and AFTER relations — indeed between any relation and its inverse
— is entirely arbitrary and down to the annotator’s personal preference. Folding in

! Although scale plays a part here; for some events, starting within the same week or even millennium
can be considered synchronous, for others, picoseconds can be considered apart. The final choice
is left to the annotator, who should interpret discourse accordingly.
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fact removes any influence that annotator preference may have and presents data in
a uniform manner.

Based on Table 3.1 from [21], MITRE have opted for the following mappings: (an
asterisk indicates that the arguments should be reversed as part of the relation type
change)

IAFTER — IBEFORE*
BEGUN_BY — BEGINS*
ENDED_BY — ENDS*
IS_INCLUDED — INCLUDES*
AFTER — BEFORE*
IDENTITY — SIMULTANEOUS
DURING — INCLUDES*
DURING_INV — INCLUDES

This gives us a smaller set of six relations, from the original fourteen. The mapping
suggested by [10], from [13], is reproduced in the same format here:

AFTER — BEFORE*
IS_INCLUDED — INCLUDES*
IDENTITY — SIMULTANEOUS
DURING — INCLUDES*
IBEFORE — BEFORE

IAFTER — BEFORE*

BEGINS — INCLUDES*

ENDS — INCLUDES*
BEGUN_BY — INCLUDES
ENDED_BY — INCLUDES

There has been ambiguity over how best to fold DURING relations. After some dis-
cussion [22], the TimeML DURING relation can be said to specify a relation between
two proper intervals that share the same start and endpoints (cf. “for the duration
of””) and that DURING is formally equivalent to SSIMULTANEOUS; as SIMULTANEOUS is

Table 3.4 Relation folding

’ R Original relation Folded to

mappings used in this book -
AFTER BEFORE*
IS_INCLUDED INCLUDES*
IAFTER IBEFORE*
BEGUN_BY BEGINS*
ENDED_BY ENDS*
DURING_INV SIMULTANEOUS
DURING SIMULTANEOUS
IDENTITY SIMULTANEOUS
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the inverse of itself, nothing unusual need be done for DURING_INV, which resolves
to the same type. After this clarification, the fold used in experiments detailed by the
rest of this document is shown in Table 3.4.

The effect that folding has on the distribution of link types in the TimeBank corpus
can be observed by comparing Tables 3.5 and 3.6.

Table 3.5 Distribution of TLINK relation types in TimeBank 1.2

Relationship type Count Percentage (%)
AFTER 897 14.0
BEFORE 1408 21.9
BEGINS 61 1.0
BEGUN_BY 70 1.1
DURING 302 4.7
DURING_INV 1 0.0
ENDED_BY 177 2.8
ENDS 76 1.2
IAFTER 39 0.6
IBEFORE 34 0.5
IDENTITY 743 11.6
INCLUDES 582 9.1
IS_INCLUDED 1357 21.1
SIMULTANEOUS 671 10.5
Total 6418

Table 3.6 Distribution of relation types over TimeBank 1.2, as per Table 3.5 and folded using the
mappings in Table 3.4

Relationship type | Unclosed Closed
Count Percentage (%) Count Percentage (%)

BEFORE 2305 359 22033 73.2

BEGINS 131 2.0 226 0.8

ENDS 253 39 479 1.6
IBEFORE 73 1.1 169 0.6
INCLUDES 1939 30.2 4368 14.5
SIMULTANEOUS | 1717 26.8 2822 9.4

Total 6418 30097
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3.3.1.1 Problems with Folding

While folding reduces the number of possible relation classes and increases the
amount of training data available in each class, it introduces some system implemen-
tation issues. In controlled evaluation exercises, it is possible to reverse the order
of arguments in the evaluation set such that the set only contains relations that the
classifier has seen before from folded training data. However, this is not possible in
cases where the relation type is never known. One does not have control over the
argument order of unlabelled examples that are to labeled. If for example we have
removed all AFTER relations from our training data by swapping their arguments and
changing the relation to BEFORE, when faced with the previously-unseen relation of
(e.g.) “C AFTER D”, the classifier will not be able to assign the correct label. One
solution is to attempt to classify the intervals twice — A rel B as well as B rel A —
and use classifier confidence or the addition of an “unknown” relation type to signify
which of the reduced label set should be applied with which arrangement.

Another approach for building applications that can cope with non-synthetic data
is as follows. Maintain the normal set of relations and increase training data size by
using folding to create a new training instance (instead of folding to alter a training
instance) and add that to the set. That is, if we have a training example “A AFTER B”,
we automatically add an example of “B BEFORE A” and leave both examples in
the training set. This technique can be called relation doubling. When performing
doubling in this manner, it is even more important to partition training and testing
data at document and not example level.

In summary: classifiers trained on folded data may not be able to cope with real-
world data; classifiers learning from data created by doubling do not have such a
disadvantage; folding works by simplifying the training data; doubling works by
increasing its volume.

For the sake of comparability, the work in this book is uses training data with
folded relations. Investigation of temporal relation doubling as a replacement for
temporal relation folding is left for future work.

3.3.2 Temporal Closure

Humans tend to first classify the links where they find the type most obvious, de-
prioritising other more tenuous or remote links [23]. Thus, out of all possible links
between each event and temporal expression, usually only a subset of links are
classified by a human annotator. It is possible, however, to determine a canonical
version of the temporal structure of a document.

Smaller datasets are problematic for automated approaches to relation typing
because they may not contain sufficient information to form generalisations about
relations. Further, temporally annotating documents in order to enlarge datasets is
a complex and costly procedure. Therefore, any automated aids to increasing the
amount of temporal relations annotated are welcome. Fortunately, it is usually possi-
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ble to automatically perform some inference over an incomplete annotation, labelling
extra edges with relations and thus reducing data sparsity. One may use a temporal
algebra to infer relationship types.

Let times and events be nodes on a temporal graph and edges in the graph represent
relations between them. Given a partially connected temporal graph (for example,
a human temporal annotation of a document), one can iteratively label previously
unlabelled edges using an algebra’s inference rules. When no more unlabelled edges
can be labelled, the resulting graph represents the temporal closure. This graph
explicitly conveys the maximum amount of information that one is able to deduce
from a partial annotation. Once the maximum number of interval pairs have been
linked in this manner, we are said to have computed the temporal closure of a docu-
ment. For an example, see Fig. 3.1. Graph-based representations lead to sophisticated
reasoning [20] and evaluation measures (Sect. 3.4.4.3).

There is often more than one way of temporally annotating a document’s temporal
structure. Because there is often more than one way to annotate a document that can
be computed to the same temporal closure, when comparing documents, the closure
is used rather than the original annotation. Closure also provides extra training exam-
ples for supervised learning, which has been explored by many authors, particularly
investigated by [24] (see Sect.3.4.1). We fully investigate comparison of temporal
annotations in Sect. 3.4.4.

3.3.3 Open Temporal Relation Annotation Problems

Within temporal relation annotation, there remain open problems in a number of
areas. This book contributes towards the solution of one — temporal relation typing.
Others are detailed here.

Temporal Relation Identification

This is the task of determining which pairs of events or timexes should be linked.
While one may link almost every time and event annotation in a document by means
of inference (perhaps through closure), is this the best option? Adding structure to
the relation identification task often leaves out some links that are otherwise clear to
readers. For example, the TempEval exercises focus on intra-sentence links between
the head event and other events, and then on head events between adjacent sentences
— but this says nothing about the relation between non-head events in the same
sentence. Determining a definition of what constitutes a temporal relation and then
finding these in text remain open.

Modality

The majority of research has focused on links between events and times in the same
modality and in the same frame of reference. Dealing with modals seems important;
they occur frequently, and indeed there is a strong argument that the future tense is
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entirely modal. The problem of temporal annotation between non-concrete modalities
is open.

Annotation Completeness

How do we know that we’ve finished annotating? Even given oracles for event anno-
tation, timex annotation, and temporal relation identification and typing, there exists
no firm description of what constitutes a complete annotation. Is it when every event
and timex is connected? Is it just when those links based upon explicit temporal
words and inflections in the text have been annotated? Neither TimeML nor other
temporal relation schemas tackle the problem of annotation completeness. As tem-
poral relation annotation in particular is a difficult and time-consuming task, it would
be very helpful to establish at least recommended minimum and maximum bounds
for relation annotation.

For a really good guide to annotation in general, [ recommend “Natural language
annotation for machine learning” [25].

3.4 Automatic Temporal Relation Typing

Over the past decade or so, there have been many machine learning approaches to
temporal relation typing — the task of determining the relative order (or relation type)
between two temporal intervals (which are times or events). Most of these approaches
have focused on using a set of relations derived from the 13 labels proposed by Allen
(Table3.1) or a reduced set thereof (e.g. TempEval relations, Table 3.3). The most
commonly used datasets are TimeBank and TempEval-2 (Section A.2).

Generally, earlier relation typing systems are accurate in around 60 % of cases and
more recent systems reach about 70 % accuracy. This level is only ever exceeded in
cases where a subset of all temporal links is examined; never for the general problem.

This chapter describing related work first summarises some concepts particularly
useful to temporal relation typing (Sect. 3.4). After this, a set of previous approaches
are described, in terms of their dataset, features and performance (Sect.3.5). The
progress in the field so far is then summarised and an analysis presented (Sect.3.5.6).

3.4.1 Closure for Training Data

In order to provide extra training data, temporal closure [26] can be performed
over human-annotated data. This provides a varying number of additional examples,
depending on the completeness of the initial annotation (perhaps symptomatic of the
lack of a formal definition describing how much should be annotated) and also the
text itself.?

2Examined in greater detail in Sect.3.3.2.
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3.4.2 Global Constraints

In linked groups, temporal relations co-constrain. For example, given:
Example 7

A BEFORE B
B BEFORE C

The set of valid types for an A—C relation is constrained. It is important that automatic
labellers take this knowledge into account. The production of an overall inconsistent
annotation is a simple thing to check for. In all but the simplest of documents, global
co-constraint violates the independence of training examples. In order to preserve
separation between training and test data, [24] propose only allowing document-level
splits in data.

3.4.2.1 Event Sequence Resources

As we annotate text, it becomes possible to build some discourse-independent record
of common event relations. This is essentially a restricted model of world knowledge.
For example, we might often see that travel happens before arrive, or that sunrise is
included in the day. Such records could be used to aid future annotation of unlabelled
temporal relation data.

VerbOcean

One such resource that specifies a simple relation between token pairs is VerbO-
cean [27, 28]. The data comes from mining Google results using templates [29] and
then establishing mutual information between mined verb pairs. Different relation
types each have their own set of templates. The relations that are useful in tempo-
ral information extraction are [happens-before] and [can-result-in],
reflecting causation and enablement.

Narrative Chains

Chambers and Jurafsky [30] suggest a way of building event chains. These look
for common actors in events (either as subject or object) and catalogue the events
that the actor participates in. Actors do not need to be people in this context. Event
chains are provided in a number of different story types. An example is given where
a criminal robs, and then is arrested, and is tried; this sees the “criminal” actor fulfil
multiple roles. When a particular chain of events can be seen to occur in the same
sequence (with similar actors) over many documents, we can have higher confidence
in its accuracy. While this work does not suggest any kind of temporal ordering, it
is easy to see how one can build catalogues of temporally sequential stories, which
may later be of use when ordering events.
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3.4.3 Task Description

The task of determining which times/events to relate is “temporal relation identifica-
tion”. The task of determining the type of relation that holds between a given timex or
event pair is “temporal relation typing”. This chapter concerns the temporal relation
typing task: that is, of assigning on of a set of relation types to a given interval pair,
where an interval may be an event or timex.

Consider the sentence in Example 8.

Example 8 The president’s son met, with Sununu last week; .

It contains an event ¢ and timex . We are told by an external source, e.g. our
annotators, that has already performed temporal relation identification, that e and ¢
are temporally related. The task at hand is to choose a relation type from a set of
options that best describes the temporal relation between e and . A list of these
options in TimeML is in Table 3.2.

In this scenario, the met e seems to occur in its entirety at some time between the
beginning and end of last week t. So, the suitable relation type is inverse inclusion;
that is to say, e IS_INCLUDED ¢. Or, the other way round, last week INCLUDES met.

3.4.4 Evaluation

In many tasks related to temporal processing of text, there is a need to compare
annotations. One may want to compare two human annotations, or measure how
favourably an automatic annotation compares to an existing gold standard. Devel-
oping an automated temporal information extraction tool in any kind of scientific
way requires formal evaluation. Comparing two human annotations will give val-
ues for inter-annotator agreement (used as a rough cap for automatic annotation
performance) and the ability to evaluate automatic systems is essential.

Human annotation of temporal relations is difficult [10, 31]. This is some-
times caused by a lack of context during annotation. For example, some systems
show only two event sentences, omitting surrounding discourse which may contain
clues [32]. Humans, for example, have trouble distinguishing some relations such
as IS_INCLUDED and DURING [33]. The temporal relation annotation task is com-
plex enough to have a large number of idiosyncratic difficulties, which we can only
identify through annotation comparison.

In the rest of this section, we introduce general issues with temporal relation eval-
uation and then discuss the application of traditional precision and recall measures to
this task, as well as two graph-based methods for comparing temporally-annotated
documents.
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3.4.4.1 General Issues

Temporal relation annotation evaluation involves the assessment of relation type
assignments between an agreed set of nodes. Because of the complex nature of the
interactions between relations that share nodes, the following issues need to be taken
into consideration when evaluating temporal relation typings.

Firstly, with most relation sets there is more than one way of annotating a single
relation between two events or times. One may say “A BEFORE B” or “B AFTER A”,
both describing the same temporal relation between A and B.

Secondly, the transitive, commutative and co-constraining nature of temporal rela-
tions in a network mean that there are many different ways of representing the same
information [10, 26, 34] in the form of a temporal closure. As a result, missing links
are not always a problem, as long as the information required to infer them is present
somewhere in a document. As a general approach, one should only evaluate over the
closure of a document’s annotation.

Finally, when evaluating it is important to take account of which document an
instance of a relation comes from. Mutual co-constraint means that relations within
a single document or temporal graph are not independent. When partitioning data into
training and test sets, one must be careful to split at document level; that is, all links
from any document should be in the same set. When performing cross-validation,
all of each document’s links should be found only in one single fold [24].

3.4.4.2 Precision and Recall

Annotations can be compared in different ways. When evaluating automated TIMEX
identification or relation classification against a gold standard, we can measure pre-
cision and recall. For example, one can use these metrics to describe the amount
of TLINKS correctly found in a candidate annotation versus a reference annotation.
TimeBank is often used as a gold standard for training and evaluation of systems
using TimeML. Evaluating TIMEX normalisation needs a different measure, as there
are varying degrees of correctness available; one has to take granularity into account,
as well as potentially overlapping answer intervals, which should not automatically
be granted zero score.

Sometimes important links will be missed by annotators; sometimes multiple
unclosed annotations of the same closed graph can differ. The latter can be compen-
sated for by only comparing closures; in fact, precision and recall should only be
measured between closed graphs, otherwise there is misleading ambiguity between
different representations of the same information. Measuring the presence of rela-
tions only affects recall; unlabelled edges are equivalent to missing information, as
opposed to incorrect information.
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3.4.43 Graph-Based Evaluation

While precision and recall provide an indication of the closeness of two annotations,
they are imperfect in the context of temporal annotation. Flaws exist in relation type
matching and evaluating interval boundary point assignment. For relations, some
temporal link types are more closely related than others. If we guess INCLUDES when
the real answer is ENDED_BY, we have done much better than if we guess BEFORE.
For intervals, working at interval level requires both endpoints to be correct before
awarding a full entity match. However, it is rational to issue a partial reward if one
endpoint has been found correctly, when compared to cases where neither are correct.
Precision and recall based systems cannot directly cater for these features of these
problems. This section discusses a graph-based evaluation metric that attempts to
address these issues.

As mentioned in the chapter introduction above, a discourse’s temporal informa-
tion can be imagined as a graph (see Sect. 3.2.2). Temporal closure of the graph can
be computed, leading to a more consistent representation of the annotated data [3,
10, 13]. It is possible to measure agreement between graphs [32].

Not all relations have the same importance; some entail more information — some
may lie on something akin to a critical path [35], and conversely some may only be
dead ends that do not affect the rest of the graph. Resolving certain relations provides
more information than others. Thus, a metric that rewards the labelling of the most
important edges is required.

One can use a graph algebra to build a metric for graph similarity. One method of
achieving this, proposed by Tannier and Muller [34], involves the following steps:

e Graphs between events are converted into graphs between points
e Each event is split into a beginning and end point

e Only equality (=) and precedence (<) relations are needed

e Two nodes linked by equality relations are merged

This produces an acyclic directed graph, of arcs which represent precedence rela-
tions, and nodes that represent collections of temporally simultaneous points. An edge
between time points x and y implies that x is equal to or less than y. The transitive
reduction of a directed acyclic graph, which is unique, is calculated. After this, Allen
relations are converted into ‘=" and ‘<’ (equality and precedence) relations between
endpoints. At this point, we have a linear directed graph, with one or more points
(each representing an interval start or end point) at each node. From the directed
graph, multiple candidate graphs can be compared by the number of manoeuvers
required to reach one graph from the other, in a similar fashion to establishing a
Levenshtein edit distance [36].

Manoeuvers are of two types. A split is where a node is broken and a merge is
the addition of a point to a node.

The similarity between graphs is measured based on the number of merges and
splits required to transform them, over the total number of relations. One can then
calculate a revised version of ‘temporal’ recall and precision, based on features in
the graphs. Graph value, representing the size and complexity of a graph, is key to
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these measures. It is also possible to evaluate graphs that include temporal relations
of the form ‘before or equal” (‘after or equal” is reduced to this form by reversing
arguments). Half-splits and half-merges can be introduced, with an initial weighting
of 0.5 for the move, where a half-split would be the removal of a point related with
such a disjunction.

To see how useful this evaluation metric is, its authors used it to examine graphs
where selections of temporal relations had been removed from minimal graphs and a
linear decrease in the standard recall measure was observed (as expected). However,
while recall harshly penalises graphs that lack some critical information, this metric
still rewards the remaining partial information, leading to a convex graph curve,
which can be seen in Fig. 16 of [34]. Thus, this measure provides an intuitive metric
for temporal annotation comparison which offers partial rewards for partially correct
information, unlike precision and recall measures.

Although an improvement upon earlier metrics, graph-based evaluation is used
little in the literature and so experiments measured using can be difficult to compare
to previous work; e.g. [37].

3.44.4 TempEval

The TempEval semantic annotation evaluation exercises are shared tasks focusing
primarily on temporal relation annotation. They have also served to advance the state
of the art in temporal annotation [38]. TempEval and TempEval-2 both use a sim-
plified set of relations and a purpose-created corpus. Systems in TempEval-2 [39]
showed some incremental relation typing performance improvements over the previ-
ous exercise. While the first TempEval focused on the temporal relation typing task,
TempEval-2 added event and timex annotation, and TempEval-3 [40] also required
participants to perform temporal relation identification. These three establishing eval-
uation challenges led to us seeing a proliferation of temporal evaluation challenges; in
2015 we saw not one but four different temporal shared challenges at SemEval, cov-
ering cross-document coreference and ordering, question answering, clinical data,
and document data [41-44]. Clearly temporal semantic annotation is an area full of
tough and fundamental challenges.

TempEval has generally contributed extra data and served to advance the state of
the art, not only by stimulating research as many different sites contribute systems
but also by providing empirical, comparable results for many different approaches
to temporal annotation.

3.5 Prior Relation Annotation Approaches

This section presents an overview of automatic temporal relation typing efforts. It
aims to be comprehensive, especially to include work done after the introduction
of TimeML. It is broken into the discussion of machine learning-based systems,
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rule-based systems and hybrid systems. Several techniques for boosting training
data size and feature effectiveness are discussed. Finally, an analysis is presented in
which successful parts of an approach are identified and future work is outlined.

3.5.1 Feature and Classifier Engineering

Many approaches have relied on using example relations to train a classifier, i.e.
are supervised learning approaches. These relations are represented as a vector of
features. It is critical to select the right features and classifier, and these have been
topics of many prior approaches.

Machine learning approaches do not require an intimate and accurate human
understanding of all linguistic relations within a document. Rather, a classifier learns
rules or models from training data and uses these to attempt to predict the label of
future relations given their feature vector representation.

Classifier performance generally improves as more training data becomes avail-
able. This has the benefit of being able to directly boost performance through data
collection. However, insufficient training data can lead to poor performance, and in
the context of temporal annotation, collecting more data is expensive. In the case of
temporal information extraction, relatively small amounts of ground truth data are
available.

With linguistic datasets, it is important to choose a classifier that can resist some
noise in its training data. Natural language is robust and many utterances can be
understood despite some minor mangling. Further, the diverse range of words that
may be used in any situation are prone to inducing overfitting if not handled correctly.
We shall see this later, in for example Sect.5.6.3.5.

One of the earliest approaches [45], shortly after the release of TimeBank 1.1
(which included timex, event and relation annotations), attempted to both determine
which intervals to link (the relation identification task) and then also to determine
the nature of the TimeML relation between detected pairs (the relation typing task).
It used an RRM classifier [46] to jointly detect and label TLINKs based on fea-
tures derived from a finite state parser. These were based on the gold-standard event
and timex annotations in that corpus. Only event-timex links were considered. A
proximity threshold for intervals classified as being temporally linked or not was
set. This proximity threshold was varied in an attempt to discover its impact on the
complexity of the task. The baseline for pairing was that only if an event and timex
were the closest of their kind to each other would a link be said to exist, and the
baseline for typing was most-common-class (IS_INCLUDED). Features are based on
part-of-speech tags, word shapes, syntactic chunk information and n-grams.

Only looking for TLINK argument pairs within 4 tokens provided the strongest
results at the pairing task (F-measure 81.8). When the authors have to both find the
TLINK and then assign a relationship type (a harder task than we address in this
book), the F-measure dropped to 58.8. This indicates a typing accuracy of around
70% in this small subset of TLINKs. Adding FS grammar information (see also
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Sect.2.3.3.1) to the feature set consistently provides a small absolute performance
boost (0.7-1.8 %). They found that automatic detection and typing was easier for
relations between intervals the closer that they were in discourse, reaching 58.8 %
accuracy on the joint TLINK-finding/relationship assignment task for interval pairs
within four tokens of each other (which accounts for 12 % of TimeBank’s relations).
This accuracy decreased with larger token window sizes (see Fig. 3.2, which is derived
from data tables in their paper). Considering EVENT/TIMEX3 pairings in the largest
window size — 64 tokens — yields a low baseline performance of 21.8 %; the classifier
improves on this to reach 53.1 % at this joint relation identification/typing task.

It is possible to determine the performance of [45]’s joint relation identification/
approach at just the relation typing task. Dividing joint pairing/typing performance
by typing performance gives the typing accuracy over correctly identified relations.
In this case, for 4-, 16- and 64-token windows respectively, TLINK typing using
the features above including FS grammar information reached 71.9, 71.0 and 71.0 %
accuracy respectively. These figures apply to event-timex links between intervals that
appear relatively close to each other in discourse.

As part of TempEval 2007, [47] experimented with a range of classifiers and the
basic event/timex attributes as features, attempting to gather information on which
attributes were helpful in relation typing. Among other things, they found that tense
and aspect features were of less use in event-timex relation typing than in event-event,
and that SVM and K* classifiers performed best.

After the release of TimeBank v1.2, upon which the majority of recent temporal
relation extraction work is based, [21] proposed a supervised learning approach to
event-event and event-time relation typing, using the interval pairings specified in
the corpus. This was refined and presented later [24] as an approach that provides a
useful baseline for other supervised approaches, as it relied only upon information
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annotated with TimeML (e.g. no n-gram or syntactic features). The features used for
each link were the text and TimeML element attributes of the intervals comprising
the link, as well as a few simple Boolean features describing whether or not the
tenses and aspects of both participants in an event-event relation were the same. The
authors experimented with using temporal closure to increase the number of relations
available (see Sect.3.3.2).

The corpus used is a merging of a custom version of TimeBank [48] (v1.2a —
not publicly available) and the Aquaint TimeML Corpus (ATC) [49]. Applying a
maximum entropy classifier (from Carafe®) reaches an accuracy of 82.5% when
classifying event-to-time relations, better than the most-common-class baseline of
65.5 % (this class is the INCLUDES relation). Event-event relations were labelled with
59.7% accuracy, which improved on the most-common-class baseline of 51.7 %
(BEFORE). Other classifiers — namely SVM and naive Bayes — performed similarly.
As for using data from temporal closures of the annotations in the source corpus,
event-time typing was better than baseline but overall worse (71.2 % accuracy, 51.3 %
baseline) but event-event typing did worse than most-common-class baseline (51.1 %
accuracy, 54.1 % baseline). Generally, classifiers trained on unclosed data performed
better when predicting labels for TLINKSs from unclosed data than did classifiers
trained on closed data (at predicting TLINKSs from closed data). This suggests that
simply generating extra feature instances via temporal closure of source data data is
not an effective method for learning better classifiers.

Later approaches have adopted the method used by [24] — that is, using a com-
bined TimeBank/AQUAINT corpus plus the TimeML element attributes as features.
Using support vector machines, [50] achieved performance gains in TimeML tem-
poral relation typing using syntactic tree kernels. Their approach reached 80.04 %
accuracy on event-time links in ATC using a polynomial composite kernel (compared
to 82.47 % from [24]) and 67.03 % for event-event relations on the same (compared
to 70.4 % from [51], detailed below).

Vasilakopoulos [52] use a K* approach to temporal relation typing. They deter-
mine the most useful features for the typing task and discard the least useful, as well
as experimenting with new semantic features. This leads to strong performance on
the earlier TimeBank 1.1 corpus.

3.5.2 Rule Engineering

As opposed to supervised machine-learning approaches, some approaches to auto-
matic temporal relation typing use a human-engineered set of rules to determine how
to assign a relation label. These rules are typically based on information about the
relation and its arguments. These approaches can be simple and intuitive and quickly
achieve above-baseline performance with a minimal ruleset. However, to reach com-

3 Available at http://sourceforge.net/projects/carafe/.


http://sourceforge.net/projects/carafe/

3.5 Prior Relation Annotation Approaches 47

petitive accuracy levels, the rule set generally becomes more complex and harder to
understand.

Rule based approaches tend to be more fragile than generic learned approaches.
Extrapolation can be a particularly difficult task, which can occur when coping with
unseen data that does not match patterns previously seen. Further, performance is
not dependant on the amount of training data, but instead the quality of the rule set.
Therefore, one cannot directly turn extra data into better accuracy.

That said, there are still some rule-based approaches that have met with success.
Initial work on the relation typing task was conducted by [53], using a rule-based
technique to anchor events to times. This rule-based technique draws on principles
from Reichenbach’s model of tense and aspect [54]. They achieve an 84.6 % accuracy,
though the work is hard to compare to later approaches based on TimeML because
the relation set is simplified and the event and time definitions are not the same.

It is possible to add rules to a system which support incorrect decisions in
some cases. Such rules will damage performance. However, including only high-
performance rules becomes increasingly difficult as more rules are added to a system,
and can constrain the scope of new rules to only cover a few cases. Kolya et al. [S5]
describe a rule-based approach that includes rules which have known contradictions
in the training dataset. This approach has intentionally capped its maximum perfor-
mance. Despite this, is it still able to achieve reasonable accuracy on its evaluation
set.

The sentiment that neither rule-based nor statistical methods alone can satisfacto-
rily solve a qualitatively described real-world problem is not a new one [56]. Hybrid
approaches can overcome problems with both rule-based and machine learning-
based options. Rule based systems have problems with rigidity and with their high
construction cost; machine learning systems can quickly make inferences over data,
but rely on having both accurate data and enough data. With a hybrid system one
can incorporate rules to quickly achieve a base performance level and a machine
learning component can “weight” rules to avoiding some of the fragility of complex
rule bases. Further, one can quickly and simply prototype a machine learning system
and then provide expert knowledge in the form of rules, allowing a rapid way of
building new information into an automatic labeller. As a result, rule engineering has
been used in combination with machine learning by many approaches to the relation
typing task.

Kolya et al. [57] augment a CRF-based event-time relation typing system with a
set of hand-crafted rules that encode observations about the dataset, leading to strong
performance for event-event and event-time relation typing. In later work they take a
similar approach [58], using event head information to achieve reasonable TempEval-
2 scores.
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3.5.3 Syntactic and Semantic Information

Syntax is often used alongside lexemes to convey the meaning of an utterance. It is
therefore reasonable to investigate the effect of syntactic and semantic information
on the temporal relation typing task, as many prior approaches have.

Following [24, 59] add features describing temporal signals, syntactic and seman-
tic roles, and perform reasoning about the context events and timexs appear in to see
if they are within one context. They participated in the TempEval challenge, which
was not based upon TimeBank but a smaller dataset with a smaller set of potential
relation types. They obtain 0.55 accuracy on TempEval’s E-E relation typing task
using an SVM, which matched the best performance in this task and beat the baseline
of 0.47.

During TempEval-1, top performance at event-event relation typing was given by
a rule-based system, XRCE-T [60], which relied on deep parsing using a custom
parser, XIP. This performance was later matched by a system based on machine
learning and notably more complex information sources [61].

Syntactic relations can also play a role in determining temporal relation types. For
example, Bethard et al. [62] combine event and syntax features to train an SVM kernel
that reaches 89.2 % accuracy on a selected set of event-event relations in TimeBank
using a simplified set of three temporal relations. Their feature set includes values
that depend upon particular types of syntactic relation between the arguments of a
temporal link. Their dataset is constrained to only those event pairs where one event
syntactically dominates another.

From TempEval [32], it was observed that performance on tasks that required rela-
tion identification between two events or times within the body of the document was
low (as opposed to links to the document creation timestamp). One could hypothesise
from this that the syntactic structures that connect this pair of lexicalised intervals
have some impact on their temporal relation type. To test this hypothesis, [33] created
a custom corpus of verb-clause event pairs, using TANGO (see Section A.3.1) and the
TimeBank guidelines, with additional annotation rules covering modal/conditional
events, aspectual links and permissive verbs (such as ‘allow’, ‘permit’ and ‘require’).
After this, relation identification was modelled using two sets of features; a linguistic
set based on event verbs, including things such as tense and aspect and another set
based on connecting words (such as signals). This connecting word set included some
string features, as well as information about syntactic path and two features based
on bags of interconnecting words. Top features were mostly related to target-path
(syntactic node path from a clause to its head) or to the subordinated event. Increased
word-distance between events decreased relation typing performance, just as was the
case in [45].

Cheng et al. [63] use dependency parsing to generate features for relation typing,
coupled with a sequence labelling model for events. They assume that, since time is
linear, events occur in order, and therefore the events in a document can be treated as
a sequence. This leads to an interesting HMM model for inter-event relation typing.
Similarly, UzZamana and Allen [64] use a rich, in-depth parser to support their
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features for a Markov logic network when typing temporal relations. This lead to the
best score for event-time labelling in TempEval-2.

As part of a syntacto-semantic approach to temporal information extraction,
including timex and event annotation, [65] built on their earlier approach [66] and
used syntactic analysis for the event-time relation typing task, also post-correcting
classifier output using a system of hand-crafter rules. The approach placed special
focus on clause graphs, and achieved moderate success at event-time relation typing.

Ha [67] used a set of lexico-syntactic features for events and times to learn a
Markov logic network as a model for temporal relations with a given document. The
approach draws additional information from VerbOcean and WordNet. This intuitive
approach performs well at event annotation, but extra analysis is required to improve
relation typing performance.

Semantic roles have been found to play a useful role in both interval (i.e. event
and timex) annotation and temporal relation typing [68]. The concepts are further
explored in [69], finding that tense information can be misleading, but still achieving
a performance increase over TempEval-2 systems.

3.5.4 Linguistic Context

Some prior approaches rely on discourse information not annotated with TimeML,
which typically only applies to a small proportion of tokens in any given text. Looking
at the document as a whole, and the linguistic context in which events and timexes
lie, may lead to improved relation typing performance (Table 3.7).

VerbOcean is a resource detailing semantic relations between verbs, mined from
large corpora. One of these relation types is temporal: “happens-before”. Ref. [21]’s
system includes experiments which perform VerbOcean (Sect.3.4.2.1) and GTag*
rule lookups and use the results as features for machine learning. The data spar-
sity of VerbOcean leaves it contributing only very slightly to results, to the point
where it is hard to tell if performance increases are statistically significant. Out of
24 instances where VerbOcean matches could be made, 19 correctly suggested the
final relationship type; 5 incorrect results were found.

The best results are when the scope of TLINKSs studied is heavily constrained
and situation-specific features used [62, 70]. However, when the features that help
in these specific situations are applied generally, they lead to a performance drop in
typing of other TLINKS. This suggests that it may be best to apply different typing
techniques to particular subsets of TLINKSs, instead of trying a “one size fits all”
approach.

4“GTag takes a document with TimeML tags, along with syntactic information from part-of-speech
tagging and chunking from Carafe and then uses 187 syntactic and lexical rules to infer and label
TLINKSs between tagged events and other tagged events or times.” [21].
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Of the mechanisms that play a part in conveying temporal relational information,
one that has been under-investigated is the use of expressions, typically adverbials
or conjunctions, which overtly signal temporal relations — words or phrases such
as after, during and as soon as. Very few of the teams participating in the recent
TempEval challenges [38—40] exploited these words as features in their automated
temporal relation classification systems. Certainly no detailed study of these words
and their potential contribution to the task of temporal relation detection has been
carried out to date; this is the subject of Chap.5.

As part of a TempEval system, [71] attempted to find temporal “signal” words
— those word which act in a temporal sense to make explicit the nature of a tempo-
ral relation, such as “simultaneously” — and use these to augment a MaxEnt-based
relation labelling system. The approach yielded a mild improvement. Further inves-
tigation was given into the impact these signal words can have on the relation typing
task [70], showing them to be capable of giving an error reduction of over 50 %
for TLINKS that are associated with one. Temporal signals are the focus of a later
chapter in this these (Chap. 5).

This has continued through to recent TempEval tasks, such as Clinical
TempEval [43, 72], which implements narrative containers as a temporal structuring
device [73]. These are defined as “the default interval containing the events being
discussed”, and implemented in order to increase the informativeness of temporal
annotation [74].

Finally, [75] experiment with the addition of event participant and event co-
reference features, using an SVM to label relations. This achieves a modest per-
formance level on the event-event relation typing task.

3.5.5 Global Constraint Satisfaction

As temporal relations co-constrain, it can be said that the type of one relation may
have a bearing on the types of other relations between which an endpoint is shared.
Therefore, considering these global relation type constraints is important to achiev-
ing a correct overall relation typing solution, and may lead to improvements in the
assignment of individual label types.

Chambers and Jurafsky [51] manually add links to TimeBank v1.2 in cases where
events subordinate other events in the same clause (as per [62]) and links between
calendar times. They then perform closure and folding over this extended dataset in
order to generate extra training examples for an SVM classifier. The output from this
classifier is then processed through a model that ensures that temporal relations are
globally consistent, correcting relation labels where necessary. No overall accuracy
is gained, though after the problem is reduced to just before/after relations, this
post-classifier-typing correction yields a 3.6 % accuracy improvement.

Later, [61] use a Markov logic network to model constraints and obtain top accu-
racy on TempEval’s relation typing task. They find that using Markov logic allows
better capture of non-absolute rules between relation pairs and that a model need only
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be built once instead of per-document, which moves focus onto temporal relations
instead of the mechanics of machine learning.

3.5.6 Summary

Although event-time relation typing accuracies can reach as high as 80 % (as in e.g.
TempEval), overall temporal relation typing performance has stalled around 70 %
accuracy, leaving temporal relation extraction an open research challenge. Appli-
cations require higher performance, but it is not available. Current accuracy is too
low to support NLP tasks such as question answering [76], forensic analysis [77] or
temporal slot filling [78, 79].

From the above, we can see that classifier choice affects relation typing perfor-
mance, even for different relation argument types. Including data on global temporal
constraints, on syntactic structure and on tense modelling can all help. Further, we
see that generic approaches obtain quite different performance in different TLINK
settings (such as in TempEval).

Hand-engineering and machine learning methods are effective, even when rule
bases have built-in failings. Machine learning methods have reached a performance
cap. Improving temporal relation typing accuracy becomes increasingly hard and
performance appears to have almost levelled off. Extra effort and sophistication in
relation typing approaches yield diminishing returns.

3.5.6.1 TimeML Features

Relying on only the TimeML attribute values as features is not sufficient. Machine
learning approaches that use this set of features seem unable to break through the
70 % event-event relation type accuracy barrier, even on folded data [80] or after
attempts with a sophisticated array of cutting-edge classifier kernels [81, 82]. Even
the introduction of some syntactic information such as argument ancestor path dis-
tance and is not sufficient to overcome this barrier [50, 83]. Taking care of other
information sources, such as global constraints, yields an immediate but small per-
formance increase over the base feature set [51, 61].

Despite almost a decade of work, relation typing accuracies over even 80 % are a
rare event. This is suggestive of some greater difficulty that has not yet been identified.
It is possible that there is simply not enough training data, and that generating more
through closure is somehow not sufficient (this does not yield performance improve-
ments); this is investigated in Sect.3.6.1. It could also be the case that TimeML is
structurally insufficient somehow, e.g. the markup’s attributes and values may be
insufficient for capturing all the information required to type a temporal relation.
Also, as the highest performance levels are seen on subsets of links from a whole
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corpus, there may be merit in subsetting relations somehow and working to under-
stand each group. Finally, other problems could arise from the task being insuf-
ficiently well-defined, which may manifest in poor inter-annotator agreement. We
discuss how well-defined the task is in the rest of this section and relation subsetting
in the next chapter.

3.5.6.2 Task Definition Issues

Regarding the definition of the task, there is some data available to describe how
well it is understood. In temporal link annotation, separate inter-annotator agreement
(IAA) figures are given for relation identification and relation typing. For TimeBank
1.2, relation identification IAA (i.e. the extent to which annotators agreed which
pairs of intervals should be related) was low — around 0.55 — though is attributable
to the fact that a single temporal relation structure of a document can be described in
multiple ways, all equivalent after closure. Unfortunately, IAA figures are not given
post-closure, but only pre-closure, and so this 0.55 is a minimum.

Critically, relation type annotation agreement is 0.77 — not absurdly low but below
the recommended 0.90 [84]. State-of-the-art in performance overall performance is
around 72 % accuracy, which is below IAA, though current performances are nearer
to IAA than they are to baseline performance.

There are multiple relationship sets available, and the Allen set used by Time-
Bank has faced some criticism (e.g. [16]). TempEval-1 and TempEval-2 involved the
annotation of data with an alternative (and simpler) relation set. IAA these annotation
tasks may be compared to that from TimeBank’s to see the impact of reducing the
relationship set’s complexity on annotator agreement. For TempEval-1, event-time
IAA was 0.72 and event-event IAA 0.65. Agreement scores are not readily available
for TempEval-2.

When measuring the task difficulty using IAA, it is important to note that not
all annotator disagreements are equal. Some relations are temporally equivalent.
Disagreeing between SIMULTANEOUS and IDENTITY reduces IAA but the final anno-
tations describe events happening at similar times. Other relations are very close.
For example, IBEFORE and BEFORE describe almost the same relationship and tempo-
ral ordering. Many relationships place intervals in arrangements where one interval
bound is in the same place, but the other is not. When one compares A INCLUDES B
with A ENDS B, the start point of interval A is positioned between the start and end
points of B — it is only the arrangement of A’s end point that these relations disagree
upon. TimeML’s use of an interval algebra means that the position of both points
of both intervals in a relation must be specified. Therefore, it only takes the start or
end bound of either of the intervals to be slightly vague for the relationship type to
become ambiguous to annotators, fostering annotation disagreement (for details, see
the TimeBank corpus notes, e.g. Table A.1).
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Table 3.7 Prior work on automatic temporal relation classification. As event-event (E-E) linking is
generally a harder task than event-time (E-T) linking, results are in ascending order of event-event
relation typing performance. In the case of TempEval results, event-event linking is measured as
performance at linking main events in consequent sentences and event-time link is matched to the
task of linking events and timexes in the same sentence. Therefore, for TempEval-1, the last two
columns correspond to tasks C and A respectively. For TempEval-2, the last two columns correspond
to tasks E and C respectively. All TempEval results are for “strict” evaluation

System Notes Method E-E E-T
Lapata 2006 [85] BLLIP corpus Decision tree 70.7
Gaizauskas 2006 [86] Clinical corpus Rule-based 65
Bramsen 2006 [87] Medical discharge Graph based 78.3
summaries
TempEval-1 corpus
Baseline Most common class 47 57
Cheng 2007 [63] Uses dependency parsing HMM SVM 49 61
Hepple 2007 [47] Includes text order features | SVM/K* 54 59
Bethard 2007a [88] Uses syntactic tree features | SVM 54 61
Marsic 2011 [65] Rule-based 65
Kolya 2011 [55] CRF + rules 75.9
Puscasu 2011 [66] Syntactico-semantic rule-based 54 80
features
Min 2007 [59] Focus on rules for marginal | SVM 55 58
cases
Kolya 2010 [57] CRF 55.1 73.8
Hagege 2007 [60] Based on XIP deep parse rule-based 57 34
data
Yoshikawa 2009 [61] Models global TLINK MLN 57 65
constraints
Bethard 2007b [33] Same-sentence links only SVM + rules 89.2
Costa 2013 [89] Tense, aspect and interval Various WEKA | 77.9 68.0
relation rules
TempEval-2 corpus
Baseline Most common class 48.63 | 55.07
Derczynski 2010a [71] Includes signal information | MaxEnt + rules |45 63
Ha 2010 [67] Lexico-syntactic feat. + MLN 51 63
VerbOcean
Llorens 2010 [68] Includes semantic features | CRF 55 55
Kolya 2010 [58] Includes event head CRF 56 63
information
UzZaman 2010 [64] Based on TRIPS parse data | MLN 58 65
Hovy 2012 [90] Tree kernel with bags of SVM - 64.5
[words, PoS tags]
Laokulrat 2014 [91] Timegraphs, pairwise entity | Stacked learning | 59.7 65.9
similarity

(continued)
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Table 3.7 (continued)
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System | Notes Method EE |ET
TimeBank 1.1 corpus
Baseline Most common class 33.38
Boguraev 2005 [45] Token windows, FS-grammar | RRM 53.1
features
Vasilakopoulos 2005 [52] Not using folded relations K* 53.14
Chambers 2007 [80] Segregates intra-sent. SVM 67.57
relations
TimeBank 1.2 corpus
Baseline Most common class 38.35 | 584
Puscasu 2007 [92] Maps to TempEval relations | rule-based 53 65
Tatu 2008 [75] With actor and co-ref features | SVM 58.2
Mirroshandel 2010 [83] Bootstrapped kernel w/ SVM 66.18
AAPD
Chambers 2008 [51] Models global TLINK SVM + rules | 70.4
constraints
Combined TimeBank 1.2 and AQUAINT TimeML corpus
Baseline Most common class 51.57 653
Mani 2007 [24] Uses TimeBank 1.2a MaxEnt (59.68) | (82.47)
Mirroshandel 2010a [50] LICT Polynomial kernel SVM 67.03 | 80.04
Mirroshandel 2010b [83] Bootstrapped kernel w/ SVM 68.07
AAPD
Derczynski 2010b [70] Signalled TLINKSs only MaxEnt 82.19

3.6 Analysis

So far, we have shown that general temporal relation typing performance is limited
to around the 70 % level (and often not far from the baseline), and that the state of
the art isn’t moving. This section discusses possible causes, and identifies what does
seem to work based on prior efforts.

3.6.1 Data Sparsity

There is not enough annotated data to cover all the combinations of values available
through TimeML. This means that there is a chance of seeing new sets of data values
that do not exist in any prior labeled dataset. TimeBank has about 6 000 TLINK
annotations. Each of these constitutes two arguments (each either a timex or event
annotation), a relation type and optionally a reference to text supporting the relation
type. Aside from the text that they annotate, events have a class attribute (that has one
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of seven values), a part-of-speech tag (five choices), a tense (seven choices), an aspect
(four choices), and a polarity (two choices) plus cardinality and modality which are
free choice (there are 25 values of modality and 15 of cardinality shown in Time-
Bank). This gives up to 7*5*%7#4*2*%25%15 =735 000 possible event configurations
(ignoring the free-form lexicalisation of the event). In the simplest case, ignoring
event text and text supporting relation types, this makes about 5.4 % 10! possible
attribute configurations for an event-event temporal relation. The sparseness with
which event attribute space and temporal relation attribute are populated by human-
annotated corpora means that we are almost certain to encounter previously-unseen
combinations of attribute values when attempting the relation typing task on new
data. Further, it constrains our ability to make accurate generalisations based on the
data that has already been seen.

3.6.2 Moving Beyond the State of the Art

To improve performance in the relation typing task, it is important to understand
where the problems are and to determine promising directions for further investiga-
tion. Some parts of TempEval-1 have been analysed and there are some trends visible
even in our small dataset of temporal typing approaches.

Lee [93] provides an error analysis of TempEval-1. Failures are broken down
in terms of relation features, such as relation type, argument PoS and tense. It is
found that relations of nominalised events are particularly difficult to predict, as are
relations where at least one argument is part of reported speech. Data sparsity is
a constant problem, with the less-frequent relation types often failing. This error
analysis, while enlightening, does not include any attempt to explain or characterise
the harder links or to determine if there is a common difficult set.

As for specific tools, Markov logic networks are likely a useful tool for simply
modelling global temporal constraints without placing too much restriction or depen-
dency between individual relation labels. They could also help capture knowledge
embodied in successful rule-based approaches while being flexible on the known-
imperfect rules.

The problem could also lie with representation. The Clinical TempEval series uses
narrative containers instead of interval relations; while comparable machine learn-
ing performance can be achieved over this representation [94], the inter-annotator
agreement issues still stand. It is a hard task [95]. Empirical evaluation suggests
that the more expressive representations are harder for statistical learning [96],
though insights into human annotation are certainly needed if we are to develop
solid temporally-annotated resources.

It is apparent that no single approach has been able to classify a complete set of
links; in fact, usually at least a third are mistyped. It would be prudent to conduct an
error analysis, in an attempt to characterise the kind of information that one could
use to label mislabelled relations. It may be that there is a consistently mislabelled set
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of “difficult” links within the datasets. Examining these may provide insights in to
how to improve temporal relation typing accuracy.

3.7 Chapter Summary

This chapter discussed how we may represent temporal orderings between times and
events (temporal intervals). It introduced ideas of point-based, interval-based and
semi-interval based temporal relations. A literature review is also included, describ-
ing historical and modern systems for automatic annotation of temporal relations.
The finding is that general-purpose temporal relation annotation systems have hit a
performance ceiling at only modest accuracy. Among other tools, the case is made
for a failure analysis of current temporal relation labeling systems.

Descriptions of the concept of a temporal relation, were included offering formal
definitions, reasoning algebrae and annotation schemas for temporal relations. These
foundations were followed by a review of previous work in automatic temporal
relation extraction. It has outlined many sets of approaches, drawing upon statistical
methods and rule-based methods; using machine learning and human-engineering
systems.

As part of the literature review, evidence was presented that current approaches
to the temporal relation typing problem are insufficient and more information than
available in the TimeML features may be needed. Further, it is noted that the most
successful approaches are those that have focused on a subset of temporal relations
that have particular properties. This supports our hypothesis that to understand how
to temporally order events described in text, we need to draw upon multiple hetero-
geneous information sources.

The next chapter will conduct an empirical failure analysis of the link typing task,
examining particular subsets of temporal relations and how they may be automatically
labelled. Along with a baseline method, these are proposed as avenues of investigation
for the later parts of this book.
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