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Foreword

Imparting intelligence has become the focus of various computational paradigms.
Thanks to the evolving soft computing and artificial intelligent methodologies,
scientists have been able to explain and understand real-life processes and practices,
which formerly remained unexplored by dint of their underlying imprecision,
uncertainties and redundancies, as well as the unavailability of appropriate methods
for describing the inexactness, incompleteness, and vagueness of information
representation.

Image segmentation is no exception in this regard, when it comes to the man-
ifestation of uncertainty and imprecision in varied forms. The situation becomes
more severe when images become corrupt with noise artifacts. Adding to it, the
time complexity involved in processing images exhibiting the different color
gamuts is also a challenging thoroughfare. A plethora of literature exists involving
the classical domains for coping with the complex task of image segmentation,
particularly for handling uncertainty and imprecision prevalent in image processing.
Soft computing has been applied to deal with these unanswered uncertainties to a
great and appreciable extent. However, as we know that the notable soft computing
methodologies often fall short of deriving at a robust solution to the problem of
image segmentation.

The present treatise is targeted at introducing to the readers the evolving hybrid
soft computing paradigm, which is a confluence of the existing soft computing tools
and techniques aimed at achieving more efficient and robust solutions to uncertain
real-life problems with a special regard to image segmentation. An in-depth anal-
ysis of the different facets of the hybrid soft computing models has been discussed.
Illustrative examples (with case studies) of the applications of the hybrid soft
computing techniques for the purpose of handling uncertainty in image segmen-
tation has been presented for the sake of understanding of the subject under
consideration.

The edited volume comprises a total of 12 well-versed chapters focused on the
varied aspects of image segmentation using the hybrid soft computing paradigms.
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Chapter “Hybrid Swarms Optimization Based Image Segmentation” explores the
application of an admixture of Firefly Algorithm (FA) and Social Spider
Optimization (SSO) for handling multilevel thresholding in image segmentation.
The authors have shown the superiority of their proposed technique in terms of
lower time complexity.

Chapter “Grayscale Image Segmentation Using Multilevel Thresholding and
Nature-Inspired Algorithms” deals with another hybridization approach named
GSA-GA, which is a fusion of Gravitational Search Algorithm (GSA) and Genetic
Algorithm (GA). The authors demonstrate the usage of the hybrid algorithm on
multilevel image thresholding.

The objective of Chapter “A Novel Hybrid CS-BFO Algorithm for Optimal
Multilevel Image Thresholding Using Edge Magnitude Information” is to use the
optimal edge magnitude information of an image to obtain multilevel threshold
values on the basis of the Gray-Level Co-occurrence Matrix (GLCM) of the image.
Here, the authors have used a novel hybrid algorithm comprising cuckoo search and
bacterial foraging optimization in the form of CS-BFO algorithm for obtaining the
optimal threshold values.

In Chapter “REFII Model and Fuzzy Logic as a Tool for Image Classification
Based on Image Example”, the author demonstrates the effectiveness of REFII
model coupled with fuzzy logic on image classification tasks.

Chapter “Microscopic Image Segmentation Using Hybrid Technique for Dengue
Prediction” offers a hybrid methodology capable of providing an automated platelet
counting system for the efficient, easy, and fast detection of dengue infection. This
is achieved by segmentation of platelets from microscopic images of a blood smear.

Chapter “Extraction of Knowledge Rules for the Retrieval of Mesoscale Oceanic
Structures in Ocean Satellite Images” focuses on the extraction of the rules for the
oceanic structures of mesoscale dimension, where the imaging modality used are
ocean satellite images.

Chapter “Hybrid Uncertainty Based Techniques for Segmentation of Satellite
Imagery and Applications” presents an approach to establish the effectiveness of
hybridization of soft computing techniques for achieving segmentation of satellite
image applications.

Chapter “Improved Human Skin Segmentation Using Fuzzy Fusion Based on
Optimized Thresholds by Genetic Algorithms” uses genetic algorithm for obtaining
the optimal thresholding of images. These optimal thresholds, in turn, are used with
fuzzy in fusion for segmentation of human skin image information.

In Chapter “Uncertainty Based Spatial Data Clustering Algorithms for Image
Segmentation”, the authors have discussed about various clustering approaches
used in image segmentation. In addition, they have established the efficiency of
hybridization in overcoming the limitations in crisp as well as fuzzy-based clus-
tering techniques.

The authors of Chapter “Coronary Artery Segmentation and Width Estimation
Using Gabor Filters and Evolutionary Computation Techniques” have shown the
efficacy of hybridization of Gabor filtering with evolutionary approach for
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achieving the very important task of estimation of the width of coronary artery after
its appropriate segmentation.

In Chapter “Hybrid Intelligent Techniques for Segmentation of Breast
Thermograms”, the authors use hybridization techniques to identify and classify
affected regions (out of abnormal growth) due to breast carcinoma.

Finally, Chapter “Modeling of High-Dimensional Data for Applications of
Image Segmentation in Image Retrieval and Recognition Tasks” illustrates a
hybridization approach in the form of Probabilistic Features Combination
(PCF) method for multidimensional data modeling, extrapolation, and interpolation
using the set of high-dimensional feature vectors.

The design of different hybrid soft computing algorithms might evolve over the
years, and more and more efficient algorithms are likely to come. But one issue
must be mentioned at this point. This book will be one of the stepping-stones in the
forward direction enticing the readers to develop and apply indigenous and robust
hybrid soft computing algorithms for image segmentation.

I herewith would like to invite the readers to enjoy the book and take most of its
benefits. One could join the team of hybrid soft computing algorithm designers and
bring new insights into this developing and challenging enterprise.

Finland Xiao-Zhi Gao
July 2016
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Preface

The field of image segmentation has assumed paramount importance in the
computer vision research community given the vast amount of uncertainty involved
therein. Proper segmentation of real-life images plays a key role in many real-life
applications. Traditional applications include image processing, image mining,
video surveillance, intelligent transportation systems, to name a few.

With the shortcomings and limitations of classical platforms of computation,
particularly for handling uncertainty and imprecision prevalent in the challenging
thoroughfare of image processing, soft computing as an alternative along with
extended computation paradigm has been making its presence felt. Accordingly,
a phenomenal growth of research initiative in this field is being witnessed. Soft
computing techniques include (i) the elements of fuzzy mathematics, primarily used
for handling various real-life problems engrossed with uncertainty, (ii) the ingre-
dients of artificial neural networks, usually applied for cognition, learning and
subsequent recognition by machine inducing thereby the flavor of intelligence in a
machine through the process of its learning and (iii) components of evolutionary
computation mainly used for search, exploration, efficient exploitation of contextual
information and knowledge useful for optimization.

There has been ample research reporting based on such soft computing tech-
niques applied effectively to solve various real-life problems. The spectrum of
applications is practically all pervading. These techniques individually have their
points of strength as well as of limitation. On the several real-life contexts, it is
being observed that they play supplementary role to one another. Naturally, this has
given rise to a serious research initiative for exploring avenues of hybridization
of the above-mentioned soft computing techniques. Present day research initiative
finds more orientation towards hybridization as an alternative to individual soft
computing methods. Moreover, it is observed that hybrid approaches in the form of
neuro-fuzzy, fuzzy genetic, rough-neuro, rough-fuzzy, neuro-fuzzy-genetic,
neuro-fuzzy-rough, quantum neuro-fuzzy architectures usually offer more robust
and intelligent solutions. Interestingly the scope of such hybridization is gradually
being found all encompassing.
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In this backdrop, the editors, in the present scope, became motivated to invite
people from research community to share their latest findings. As a result, the
present edited volume may be viewed as a formidable platform particularly aimed at
accommodating problems pertaining to image segmentation. There are 12 chapters
reported with each representing a self-contained and complete individual
contribution.

In the chapter entitled “Hybrid SwarmsOptimizationBased Image Segmentation”,
Mohamed Abd El Aziz, Ahmed A. Ewees, Aboul Ella Hassanien have demonstrated
as to how an efficient admixture of Firefly Algorithm (FA) and Social Spider
Optimization (SSO) could achieve multilevel thresholding in image segmentation.
The authors could justify their finding in terms of less CPU time consumption.

The chapter entitled “Grayscale Image Segmentation Using Multilevel
Thresholding and Nature-Inspired Algorithms” by Genyun Sun, Aizhu Zhang
and Zhenjie Wang demonstrates how an effective hybridization, namely GSA-GA,
of Gravitational Search Algorithm (GSA) with Genetic Algorithm (GA) could be
used for achieving multilevel image thresholding. The authors also substantiated
results through extensive numerical means.

The focal point of the chapter entitled “A Novel Hybrid CS-BFO Algorithm for
Optimal Multilevel Image Thresholding Using Edge Magnitude Information” is
utilization of optimal edge magnitude information (second-order statistics) of an
image to obtain multilevel threshold values on the basis of the Gray-Level
Co-occurrence Matrix (GLCM) of the image. Sanjay Agrawal, Leena Samantaray,
and Rutuparna Panda use a novel hybrid cuckoo search bacterial foraging opti-
mization (CS-BFO) algorithm, which plays a very crucial role for obtaining optimal
threshold values.

The chapter entitled “REFII Model and Fuzzy Logic as a Tool for Image
Classification Based on Image Example” by Goran Klepac is a very informative
article where he tries to establish the effectiveness of REFII model coupled with
fuzzy logic for the purpose of image classification.

In the chapter entitled “Microscopic Image Segmentation Using Hybrid
Technique for Dengue Prediction”, Pramit Ghosh, Ratnadeep Dey, Kaushiki
Roy, Debotosh Bhattacharjee and Mita Nashipuri take up an important practical
problem. They offer a hybrid methodology capable of providing an automated
platelet counting system for efficient, easy, and fast detection of dengue infection as
well as treatment through segmentation of platelets from microscopic images of a
blood smear.

The chapter entitled “Extraction of Knowledge Rules for the Retrieval of
Mesoscale Oceanic Structures in Ocean Satellite Images” deals with rule extraction
for the oceanic structures of mesoscale dimension where the imaging modality is
ocean satellite. The authors Eva Vidal-Fernández, Jesús M. Almendros-Jiménez,
José A. Piedra, and Manuel Cantón also propose a comprehensive tool for this.

B.K. Tripathy and P. Swarnalatha, in the chapter entitled “Hybrid Uncertainty
Based Techniques for Segmentation of Satellite Imagery and Applications”, try to
establish the effectiveness of hybridization in comparison to the earlier techniques,
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both classical and fuzzy, towards achieving segmentation of satellite image
applications

In the chapter entitled “Improved Human Skin Segmentation Using Fuzzy
Fusion based on Optimized Thresholds by Genetic Algorithms” Anderson Santos,
Jônatas Paiva, Claudio Toledo, and Helio Pedrini consider genetic algorithm for
ensuring optimal thresholding. These thresholds, in turn, are used in fuzzy fusion
for achieving segmentation of human skin image information.

Chapter “Uncertainty Based Spatial Data Clustering Algorithms for Image
Segmentation” happens to be of enormous importance from the survey point of
view. It will be particularly useful for young researchers. The authors Deepthi
P. Hudedagaddi and B.K. Tripathy in this work discuss the pros and cons of various
clustering approaches used in image segmentation and try to establish as to how
hybridization is capable in overcoming the limitations inherent in crisp as well as
fuzzy-based clustering techniques.

Fernando Cervantes-Sanchez, Ivan Cruz-Aceves, and Arturo Hernandez-Aguirre
in their Chapter “Coronary Artery Segmentation and Width Estimation Using
Gabor Filters and Evolutionary Computation Techniques” try to establish as to how
effective it could be to hybridize Gabor filtering with evolutionary approach for
achieving the very important task of estimation of the width of coronary artery after
its appropriate segmentation.

In Chapter “Segmentation and Analysis of Breast Thermograms for Abnormality
Prediction Using Hybrid Intelligent Techniques”, Sourav Pramanik, Mrinal Kanti
Bhowmik, Debotosh Bhattacharjee, and Mita Nasipuri through their contribution
entitled “Segmentation and Analysis of Breast Thermograms for Abnormality
Prediction Using Hybrid Intelligent Techniques” try to demonstrate and thereby
establish the effectiveness of thermal imaging modality and technique towards the
identification of abnormal growth, possibly due to breast carcinoma, by classifying
the affected region.

Dariusz Jakóbczak in Chapter “Modeling of High-Dimensional Data for
Applications of Image Segmentation in Image Retrieval and Recognition Tasks”
offers a hybridized approach called Probabilistic Features Combination
(PCF) method for multidimensional data modeling, extrapolation, and interpolation
using the set of high-dimensional feature vectors.

The editors of the present treatise aimed to bring out some of the latest findings
in the field of hybrid soft computing applied to proper segmentation of images.
Their mission has met success with a number of quality chapters reported. The
editors want to make use of this opportunity to express their sincere gratitude to the
authors of the chapters for extending their wholehearted support in sharing some
of their latest findings. Without their significant contribution, this volume could not
have fulfilled its mission. The editors also extend their heartiest congratulations to
the specific team members who took the trouble to make the present endeavor a
success, not to mention Springer for providing the editors with an opportunity to
work with them. The editors would also like to take this opportunity to extend their
heartfelt thanks to Mr. Ronan Nugent, Senior Editor, Springer, for his constructive
support during the tenure of the book project. The editors feel encouraged to make
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further efforts to explore and address other areas of research significance in the days
to come. The editors would also like to thank, in anticipation, graduate students and
researchers in computer science, electronics communication engineering, electrical
engineering, and information technology who will read this as a reference book and
as an advanced textbook for their active feedback; their suggestions will be of
utmost academic importance to the editors.

Kolkata, India Siddhartha Bhattacharyya
Santiniketan, India Paramartha Dutta
Cooch Behar, India Sourav De
Zagreb, Croatia Goran Klepac
July 2016
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Hybrid Swarms Optimization Based Image
Segmentation

Mohamed Abd El Aziz, Ahmed A. Ewees and Aboul Ella Hassanien

Abstract This chapter proposed multilevel thresholding hybrid swarms optimiza-
tion algorithm for image segmentation. The proposed algorithm is inspired by the
behavior of fireflies and real spider. It uses Firefly Algorithm (FA) and Social Spider
Optimization (SSO) algorithm (FASSO). The objective function used for achieving
multilevel thresholding is the maximum between class variance criterion. The pro-
posed algorithm uses the FA to optimize threshold, and then uses this thresholding
value to partition the images through SSO algorithm of a powerful global search
capability. Experimental results demonstrate the effectiveness of the FASSO algo-
rithm of image segmentation and provide faster convergence with relatively lower
CPU time.

Keywords Swarms optimization · Firefly Algorithm · Social Spider Optimization ·
Multilevel thresholding · Image segmentation

1 Introduction

Image segmentation is an elementary and essential phase in digital image analysis.
It is defined as the process of splitting an image into homogeneous areas (segments)
with comparable features (i.e., color, contrast, brightness, texture, and gray level)
based on a predefined criterion. It is also a method used to distinguish between
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2 M.A. El Aziz et al.

foreground and background [1]. It is a necessary issue since it is the initial phase for
image recognition and understanding [2]. In recent years, the image segmentation
has more attention in many applications such as face recognition [3], medical diag-
nosis [4], optical character recognition [5], and satellite image [6]. The images in
different applications can be corrupted by noise from equipment or environment and
the variability of the background, these challenges make the image segmentation a
complex problem. There are several techniques for image segmentation such as edge
detection [7], region extraction [8], histogram thresholding, clustering algorithms
[9], and threshold segmentation [10].

Thresholding is considered as one of the popularmethods for image segmentation,
which is essentially a pixel classification problem; it can be divided into two cate-
gories: bi-level and multilevel [1, 11]. From a grayscale image, bi-level thresholding
can be applied to produce two classes of objects and backgrounds, while multilevel
thresholding is required to segment complex images. Also, the multilevel threshold-
ing determines multiple thresholds such as tri-level or quad-level, which separates
pixels into multiple homogeneous classes (regions) based on intensity. The main
purpose of using bi-level or multilevel thresholding is to locate the best threshold
value [12, 13]. Bi-level thresholding techniques has an advantage, it can produce
adequate outcomes in cases where the image includes two gray levels only, but the
foremost restriction is that the time-consuming computation is often high when these
techniques are used to determine the optimal multilevel thresholding [14].

The thresholds also can be obtained at a global or local level. In a local level,
different thresholds are allocated for each segment of the image, whereas in a global
level, a single threshold is given to the entire image [15]. The reason to use global
thresholding is that foreground and background areas in an image can be calculated
by taking its histogram with probabilities for each gray scale. The results of bi-
level thresholding are not suitable to real application images. So, there is a robust
requirement of multilevel thresholding [11]. The essential purpose of multilevel
thresholding is to locate threshold values which split pixels into various classes that
can be determined by the Eq. (1) [16].

C0 = {(i, j) ε I | 0 ≤ g (i, j) ≤ t1 − 1}
C1 = {(i, j) ε I | t1 ≤ g (i, j) ≤ t2 − 1} , . . .

Cn = {(i, j) ε I | tk ≤ g (i, j) ≤ L − 1}
(1)

where Cn are the classes of multilevel thresholding, g(i, j) is the gray level of the
pixel (i, j), tk (k = 1, …, n) is the kth threshold value, n is the number of thresholds,
and L is the gray level in image I .

Multilevel thresholding segmentation may have some inconveniences such as
[1, 2, 14, 16]:

• Selection of the threshold number corresponding to the number of the segments
in the image.
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• It shows a slow convergence and requires significantly large computational time
since computational complexity of the deterministic techniques increases with the
number of thresholds.

• There is no analytic solutionwhen the number of segments to be detected increases.

In addition, usually, the optimal thresholding techniques search for the thresholds
by optimizing some criterion functions that are determined from images and they
use the chosen thresholds as parameters. So, the selection of optimal thresholds in
multilevel thresholding is an NP-hard problem [17], and it has been considered as a
challenge over decades. To define the optimal thresholds, most techniques analyze
the histogram of the image through either maximizing or minimizing an objective
function with regard to the thresholds values.

Classical techniques are suitable when the number of thresholds is small; so, in
order to avoid these drawbacks, many swarm intelligence (SI) techniques, inspired
by the behaviors of natural systems, have been applied. These techniques include
particle swarm optimization (PSO), Gray Wolf Optimization (GWO), genetic algo-
rithm (GA) and ant colony optimization (ACO). There are several SI techniques for
image segmentation combined with thresholding algorithm to improve the cluster
centers [17, 18].

Jie et al. (2013) [19] presented multi-threshold segmentation based on firefly
optimization algorithm (FA) and k-means. It could effectively overcome the prob-
lem that K-means algorithm is sensitive to the initial center. It is compared with
the K-means algorithm; the results show that the proposed technique achieved a
higher performance, low run-time, and better segmentation result; also, it gets a bet-
ter peak signal-to-noise ratio (PSNR) than the traditional fast FCM algorithm and
PSO-FFCM.Whereas, Chaojie et al. (2013) [20] applied a proposed technique based
on FA to solve multi-threshold searching when applying to image segmentation. The
results of this technique are better than GA.

Li Fang et al. (2014) [21] presented an algorithm called FA based onOtsusmethod
and applied it to segmentation of mineral belt image of shaking table. The results
demonstrate that the proposed algorithm can accurately segment different mineral.
Whereas, Vishwakarma et al. (2014) [22] presented a new meta-heuristic technique
for image segmentation using FA. The results show that this technique produces
higher results than the traditional K-means clustering algorithm. On the other hand,
Zhou et al. (2015) [10] presented a method for image segmentation that integrates
FA with two-dimensional Otsu to overcome the problems of low accuracy, time
consuming, and giving false segmentation image.

Rajinikanth et al. (2015) [23] presented multilevel segmentation techniques based
on RGB histogram using classic FA, Lvy search based FA (LFA), and Brownian
search based FA (BFA). The results show that the FA and LFA techniques represent
a faster convergence than BFA.

Erdmann et al. [24] presented an application of FA for multilevel thresholding
segmentation. The experiments show that the results of FA are close to the exhaustive
search. In [25] kai et al. presented a multilevel image thresholding model based on
the improved FA (IFA). The IFA used Cauchymutation and neighborhood strategy to
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increase the global search ability and accelerate the convergence. Also, IFA is applied
to search multilevel global best thresholds. Seven images are used to verify the IFA.
The results show that the IFA based model can efficiently search the multilevel
thresholds and segment images into background and objects.

The PSO and its variant [26–31] are used to determine the multilevel thresholding
for image segmentation. Also, the spider algorithm is used for image segmentation
as proposed by Richard [32].

However, each of SI techniques has its own drawbacks; to solve this problem, they
should be hybridizedwith other swarm techniques. The aimof using the hybridization
concept is to combine different SI techniques to avoid the drawbacks of the individual
swarm. Also, the hybrid techniques achieve global solution with short time.

In this chapter, we present a new segmentation technique based on combining two
swarm techniques the Firefly Algorithm (FA) and Social Spider Optimization (SSO)
called FASSO to solve the problem of thresholding for image segmentation. Where,
the characteristics of these two algorithms are used to improve the performance of
thresholding. The properties of the FAare the ability of local search, fast convergence.
Where the population of FA algorithm is divided into multiple subgroups and each
group searches its own local best value. There is a global best solution over all the
local values. Unlike FA, the SSO is characterized by global search ability, but its
convergence is poor and lack of local search ability. To achieve the global solution,
the SSO algorithm uses randomwalk scheme. To determine the next position of food
source, each spider receives the vibration that propagates over the web (the search
space of optimization problems). Also, this new hybrid technique is used to avoid
the problem of time complexity in other swarm techniques such as PSO.

2 Preliminaries

In this section, a brief review of Firefly and Social Spider Optimization algorithms
is presented, which are used in the proposed approach.

2.1 Firefly Algorithm (FA)

Firefly algorithm (FA)was presented byYang [33]. FAhas been implemented inmany
areas of optimization problems such as continuous, dynamic, combinatorial, noisy,
and constrained optimization. It has been applied in clustering and classification
problems in neural networks, machine learning and data mining, image processing,
industrial optimization, semantic web, civil engineering, robotics, business optimiza-
tion, chemistry, [16, 34–39], image compression [40, 41], feature selection, classi-
fications, and clustering [35, 42]. The FA uses three rules as follows [43, 44]:
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• Fireflies will be attracted to each other regardless of their type because all of them
are unisex.

• Attractiveness is proportional to their brightness, thus, the less bright one will
move to the brighter one. If there is no brighter one than a specific firefly, it will
move randomly.

• The brightness of a firefly is determined and affected by the landscape of the cost
function.

The two factors in FA are the brightness and attractiveness and these factors will
be constantly updated. The attractiveness β between i and j is defined as [45, 46]:

β = β0 × e(−γm2) (2)

where β0 indicates the attractiveness atm = 0 that can be set as 1 for many problems,
γ is the coefficient of the light absorption that can be used as a constant, and m is a
space distance between individual i and j, as follows:

mij = ||ui − uj|| =
√
√
√
√

d
∑

t=1

(ui,k − uj,t)2 (3)

where u(i,t) is the tth component of the spatial coordinate di of ith firefly.
The movement of a firefly i is attracted to another attractive firefly j, and is cal-

culated by:
ui = ui + β × (ui − uj) + α × εi (4)

where α ∈ [0, 1] is a random parameter and εi ∈ N(μ, σ ) is a random number in a
vector.

The basic structure of the FA is shown inAlgorithm 1 [43, 47]. For amaximization
problem, the brightness is proportional to the value of cost function. Other forms of
the brightness could be determined as GA fitness function [47].

2.2 Social Spider Optimization Algorithm (SSO)

The Social Spider Optimization (SSO) algorithm is a new swarm technique provided
by Cuevas [48]. This algorithm emulates the behavior of social spiders to perform
optimization. There are many applications that use SSO such as automatic text [49],
image segmentation [32], and wireless sensor networks [50]. Where the solution
of an optimization problem is the position of spiders through a spider web that
is responsible for translating the information between spiders. The communication
between the spiders is performed using vibration transmitted when the spiders move
to a new position. The vibration between spider i and j is generated as [48]:
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Algorithm 1 Firefly Algorithm
1: Cost function f (u), u = (u1, u2, ud)t

2: Generation a population of fireflies ui(i = 1, 2, . . . ,N)

3: Light intensity Ii at ui is calculated by f (ui)
4: Define light absorption coefficient γ
5: while ( t < MaximumGenerations)
6: for i = 1 : n(allnfireflies) do
7: for j = 1 : i do
8: if Ii < Ij then
9: Move firefly i to j in d− dimensions
10: end if
11: Attractiveness changes with distance r by exp[−γ r]
12: Evaluate new solutions and update light intensity
13: end for
14: end for
15: Sort the fireflies based on light intensity and locate the current best
16: end while
17: Post process results

V ibij =wje
−d2ij , dij =

∥
∥xi−xj

∥
∥ (5)

where wj is the weight spider j which is defined as:

wj = F
(

xj
) − worstx

bestx−worstx
,

bestx = max
k=1,...,N

F (xk),worstx = min
k=1,...,N

F (xk) (6)

where F(xj) is the cost function value. There are two strategies to update the position
of spiders depending on their gender. Where there are two types of gender males
and females (The females represent 60–90% from the total number of spiders). The
female spider updates its position as follows:

xk+1
Fi

=

⎧

⎪
⎪
⎨

⎪
⎪
⎩

xkFi+α×V ibci×
(

xc−xkFi

)

+β ×V ibbi×
(

xb−xkFi

)

+δ× (r−.5) , PF

xkFi−α×V ibci×
(

xc−xkFi

)

−β × V ibbi×
(

xb−xkFi

)

+δ× (r−.5) , 1−PF (7)

where α, β, δ, and r are random numbers in the range [0, 1], while k denotes the
repetition number. The xc represents the nearest member to i that holds a higher
values and xb is the best individual. V ibbi is the vibration transmitted by the best
spider b,

V ibbi =wbe
−d2ib , wb = max

k=1,..,N
wk (8)
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V ibci =wce
−d2ic wc >wi (9)

In Eq. (7),PF represents the probability ofmovement of the female toward the source
of vibrations. Unlike the female strategy, the males update their position as follows
[48]:

xk+1
mi

=
{

xkmi
+α×V ibf i×

(

xf −xkmi

)+δ× (r−.5) ,

xkmi
+α

(

η−xkmi

)

,
(10)

where η = ∑Nm
j=1 x

k
mi

.wNf +j/
∑Nm

j=1 wNf +j and V ibf i =wf e
−d2if . If male is dominated

the first branch of Eq. (10) is used otherwise (nondominated) the second branch is
used.

The final step is the offspring generation by mating between the dominant males,
and females laying in the neighbor with mating radius defined as:

r=
∑n

j=1

(

xhighj −xlowj

)

2n
(11)

The cost function of offspring is computed and compared with the worst solutions.
If any offspring is better a spider, it is replaced with this spider. The SSO steps are
shown in Algorithm 2.

Algorithm 2 Social-Spider (SSO)
1: Output: xbest Best Position.
2: Initial value to N; // number of spider,
3: Generate an initial population of n spiders xi, i= 1, 2, . . . ,n
4: G= 1 //generation number
5: repeat
6: for all xi do // parallel techniques do
7: Compute the Fitness function
8: if (Fi < Fbest) then
9: xbest = xi, Fbest = Fi
10: xbest = xi such that i = mini Fi
11: Break;
12: end if
13: end for
14: Determine the best and worst value of the fitness Fi
15: Determine wi = F(xi) _ worstx

bestx−worstx
16: Determine the index of the max wi, where index=arg max wi
17: Update female position using Eq. (7)
18: Update male position using Eq. (10)
19: Perform the mating operation using Eq. (11) to generate offspring’s
20: Compute the Fitness function for offspring (xoffSp)
21: Replace the offspring (xoffSp) with the worst spider.
22: G=G+1
23: until G < itern
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3 The Proposed Hybrid Segmentation Algorithm

According to the analysis above, FA behavior improves the search for an optimal
solution, while SSO is better at reaching a global region. Therefore, the new hybrid
algorithm called FASSO is proposed. It employs FA for generation jumping to avoid
SSO getting stuck in the local optima problem. FASSO integrates SSO global opti-
mization and FA fast convergence. The FASSO steps are illustrated in Algorithm 3.

Algorithm 3 FASSO
1: Population-based initializing (pop, size N), Parameters of SSO and FA algorithms.
2: repeat
3: Pass the agents to the Algorithm 1
4: Evaluating fitness of each agent in FA.
5: Find the best solution using the Algorithm 1.
6: Pass the new solution to the Algorithm 2.
7: Find the best solution using SSO.
8: until iter < maxiter

4 Experiments and Discussion

The FASSO algorithm was programmed in MATLAB and run in Windows environ-
ment with 64-bit support. The proposed algorithm is tested on a six common images
from the Berkeley University database [51] as in Fig. 1. The parameters of the pro-
posed algorithm were: the maximum iterative time was 100, the size of the swarm
was 20, Vmax = 3, and c1 = c2 = 1.49.

We evaluate the proposed algorithm’s performance by computing the time, fit-
ness function value, Jaccard and then comparing its results with other algorithms,
including SSO, FA, PSO [30], FPSO, and DPSO [27]. The results are illustrated in
Tables1, 2, 3 and 4.

In Table1, the fitness values are computed at thresholds 2, 3, and 4. However,
there are small differences; all algorithms find the optimal solution. The FA, PSO,
DPSO, and FPSO algorithms have higher fitness value than the SSO and FASSO
algorithms.

Tables2 and 3 give the selected thresholds and the computation times of algo-
rithms, respectively. The results in Table3 and Fig. 2 show that the FASSO method
is better in term convergence speed. Where the computation time of the FASSO is
less than computation times of the other algorithms.

Figures3, 4, 5, 6, 7 and8 show the results of theFASSOalgorithm for segmentation
using six images and the segmented images with different threshold levels. We can
conclude from these figures that images with higher level contain more detail than
the other.

To evaluate the quality of techniques to select multi-thresholds, the Jaccard mea-
sure is used,
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Fig. 1 The original six images

Jac = |Iorginalimage ⋂

Jsegmentedimage|
|Iorginalimage ⋃

Jsegmentedimage| (12)

where the value of Jac ∈ [0, 1]. The best technique is the one that has higher value
of Jac Obviously, From Table4, we can conclude that the results of the proposed
technique have higher Jaccard than those of the other techniques.

From all previous results, we concluded that the threshold value determined by
the FASSO technique is the best value. Also, our technique FASSO is better than
others in terms of execution time.
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Table 1 Average of fitness values of algorithms using six images

Images Thresholds FASSO SSO PSO DPSO FPSO FA

Image A 2 3023.63 3023.90 3036.23 3030.56 3029.19 3042.09

3 3600.27 3620.50 3680.15 3639.59 3630.55 3634.17

4 3815.70 3844.18 3851.14 3845.91 3846.49 3846.81

Image B 2 691.64 696.16 715.24 697.34 691.64 700.91

3 887.13 900.83 932.21 901.71 902.10 889.74

4 962.11 971.80 998.82 974.17 971.27 999.70

Image C 2 1143.81 1149.38 1167.81 1148.64 1145.61 1152.11

3 1370.89 1377.43 1392.37 1374.50 1372.05 1374.12

4 1448.12 1459.21 1570.85 1510.01 1510.56 1506.94

Image D 2 1826.56 1829.63 1834.83 1828.96 1829.65 1829.62

3 2010.13 2013.23 2043.50 2019.45 2021.50 2014.05

4 2111.45 2136.86 2148.75 2140.72 2142.34 2141.05

Image E 2 3153.34 3154.84 3167.11 3155.93 3154.21 3158.37

3 3633.59 3637.29 3645.72 3637.61 3635.02 3631.35

4 3855.98 3873.02 3893.97 3873.19 3863.14 3875.55

Image F 2 3820.70 3830.67 3852.72 3836.18 3829.89 3825.23

3 4160.50 4161.47 4171.59 4162.78 4161.04 4163.57

4 4340.90 4360.70 4367.40 4361.34 4357.95 4358.48

Table 2 Selected thresholds of techniques

Images Thresholds SSO FASSO PSO DPSO FPSO FA

Image A 2 55 146 76 163 73 150 74 151 75 158 110 198

3 71 115
181

73 140
205

72 138
197

70 137
195

73 120
182

74 142
207

4 66 107
171 229

67 119
156 225

63 121
158 220

64 122
181 230

63 112
158 209

82 98 144
207

Image B 2 104 145 108 158 101 146 101 144 100 143 79 157

3 90 121
182

103 136
175

89 122
159

95 113
160

90 123
160

70 147
213

4 90 111
134 176

79 120
152 173

82 109
135 169

83 111
137 171

83 110
136 170

69 116
160 196

Image C 2 143 194 147 201 145 196 146 197 151 201 103 143

3 132 155
218

95 149
212

101 151
223

126 168
230

116 161
203

81 118
153

4 99 140
179 215

104 153
167 210

108 147
177 208

110 149
179 210

109 148
178 209

91 126
170 211

Image D 2 105 145 102 158 97 148 108 158 98 149 140 190

3 70 97 140 53 111
153

67 117
155

61 101
154

68 107
153

118 144
210

(continued)
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Table 2 (continued)

Images Thresholds SSO FASSO PSO DPSO FPSO FA

4 28 81 125
154

4 4 51
103

58 97 134
165

60 98 135
167

59 108
145 201

133 169
196 227

Image E 2 113 198 116 195 114 193 115 194 112 186 103 155

3 80 138
182

69 141
203

75 132
197

76 133
198

79 145
209

47 115
150

4 68 124
168 204

66 122
176 199

71 117
158 203

72 118
159 204

71 117
158 202

64 91 131
165

Image F 2 111 182 109 185 108 181 109 182 109 182 82 164

3 85 132
182

79 127
181

73 122
186

74 123
187

74 123
187

76 131
182

4 74 112
126 184

72 87 124
203

71 108
146 195

71 108
146 195

72 109
147 196

65 118
168 209

Table 3 The average CPU process time of different segmentation techniques

Images Thresholds SSO FASSO PSO DPSO FPSO FA

Image A 2 2.57 3.46 4.11 3.48 3.90 2.63

3 3.17 3.08 5.61 5.60 5.91 3.87

4 4.43 3.89 6.01 6.33 6.28 3.34

Image B 2 2.24 2.46 3.15 3.26 3.89 2.60

3 3.63 3.65 5.93 4.42 5.10 3.28

4 3.86 3.76 5.94 6.11 6.47 3.93

Image C 2 2.22 2.26 3.20 2.19 2.82 2.45

3 3.01 3.06 4.64 5.12 5.88 3.27

4 4.59 4.29 7.95 6.72 5.64 3.97

Image D 2 3.01 2.24 3.24 2.27 2.87 3.10

3 3.01 2.97 4.52 3.80 4.71 3.26

4 3.73 3.72 5.89 5.75 6.06 5.46

Image E 2 2.25 2.23 3.40 2.98 4.08 2.55

3 3.10 3.01 5.28 5.53 5.49 3.18

4 4.78 4.72 7.24 6.38 5.83 4.99

Image F 2 2.18 2.22 3.37 3.11 2.45 2.68

3 2.98 3.04 4.54 4.10 5.79 3.16

4 3.76 3.71 5.83 5.24 6.69 4.13
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Table 4 The average Jaccard measures of different segmentation techniques

Images Thresholds SSO FASSO PSO DPSO FPSO FA

Image A 2 0.49 0.53 0.47 0.45 0.46 0.51

3 0.76 0.79 0.73 0.74 0.74 0.73

4 0.80 0.84 0.75 0.75 0.79 0.79

Image B 2 0.66 0.67 0.46 0.59 0.60 0.65

3 0.79 0.81 0.80 0.79 0.79 0.72

4 0.85 0.86 0.79 0.76 0.69 0.82

Image C 2 0.65 0.69 0.66 0.65 0.67 0.65

3 0.73 0.78 0.75 0.72 0.76 0.76

4 0.80 0.94 0.88 0.92 0.89 0.89

Image D 2 0.55 0.59 0.56 0.52 0.54 0.57

3 0.56 0.63 0.61 0.58 0.59 0.62

4 0.87 0.92 0.90 0.91 0.89 0.89

Image E 2 0.49 0.54 0.51 0.53 0.49 0.53

3 0.54 0.59 0.57 0.55 0.53 0.56

4 0.71 0.75 0.73 0.72 0.72 0.74

Image F 2 0.67 0.68 0.63 0.67 0.67 0.67

3 0.75 0.76 0.74 0.72 0.76 0.75

4 0.81 0.87 0.82 0.84 0.87 0.85

Fig. 2 Average of time for each image
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Fig. 3 The result of segmentation on Image A with 2 (at left), 3 (at center), and 4 (at right)
thresholds
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Fig. 4 The result of segmentation on Image B with 2 (at left), 3 (at center), and 4 (at right)
thresholds
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Fig. 5 The result of segmentation on Image C with 2 (at left), 3 (at center), and 4 (at right)
thresholds
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Fig. 6 The result of segmentation on Image D with 2 (at left), 3 (at center), and 4 (at right)
thresholds
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Fig. 7 The result of segmentation on Image E with 2 (at left), 3 (at center), and 4 (at right)
thresholds
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Fig. 8 The result of segmentation on ImageFwith 2 (at left), 3 (at center), and 4 (at right) thresholds
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5 Conclusion and Future Work

Image segmentation is an essential part of image processing. In this chapter, a new
hybrid Firefly Algorithm (FA) and Social Spider Optimization (SSO) algorithm
(FASSO) is proposed formulti-thresholding image segmentation. The proposed algo-
rithmemploys the FAalgorithm to optimize threshold, and then uses this thresholding
value to partition the images through SSO. So, the FASSO integrates SSO global
optimization andFA fast convergence. The experiment resultswere compared against
four algorithms, namely, SSO, PSO, DPSO, and FPSO. The FASSO achieved better
results than SSO, PSO, DPSO, and FPSO; also, the FASSO provided a faster conver-
gence with relatively lower CPU time. In future, the FASSO can be applied to other
complex image segmentation problems.
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Grayscale Image Segmentation Using
Multilevel Thresholding and Nature-Inspired
Algorithms

Genyun Sun, Aizhu Zhang and Zhenjie Wang

Abstract Multilevel image thresholding plays a crucial role in analyzing and
interpreting the digital images. Previous studies revealed that classical exhaustive
search techniques are time consuming as the number of thresholds increased. To
solve the problem, many nature-inspired algorithms (NAs) which can produce high-
quality solutions in reasonable time have been utilized for multilevel thresholding.
This chapter discusses three typical kinds of NAs and their hybridizations in solving
multilevel image thresholding. Accordingly, a novel hybrid algorithm of gravitational
search algorithm (GSA) with genetic algorithm (GA), named GSA-GA, is proposed
to explore optimal threshold values efficiently. The chosen objective functions in this
chapter are Kapur’s entropy and Otsu criteria. This chapter conducted experiments
on two well-known test images and two real satellite images using various numbers
of thresholds to evaluate the performance of different NAs.

Keywords Image segmentation · Multilevel thresholding · Nature-inspired algo-
rithms (NAs) · Gravitational search algorithm (GSA) · Genetic algorithm (GA) ·
Kapur’s entropy · Otsu

1 Introduction

For the analysis, interpretation, and understanding of digital images, image segmen-
tation is one of the most essential and fundamental technologies [1]. It is useful for
partitioning a digital image into multiple regions/objects with distinct gray-levels [2].
Over the several decades, three main categories in image segmentation have been
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exploited in the literatures: (1) edge-based image segmentation, (2) region-based
image segmentation, and (3) special theory-based image segmentation. Detailed
introduction of their properties are presented in [3]. Particularly, thresholding tech-
nique of the region-based segmentation is regard as the most popular one out of others
[4]. The main purpose of image thresholding is to determine one (bi-level thresh-
olding) or m (multilevel thresholding) appropriate threshold values for an image to
divide pixels of the image into different groups [5, 6]. In the recent years, increas-
ing complexity of digital images, such as intensity inhomogeneity, makes multilevel
thresholding approaches drawn much more attention. This is mainly due to its easy
implementation and low storage memory characteristic [7].

Generally, the multilevel thresholding transforms the image segmentation to an
optimization problem where the appropriate threshold values are found by maxi-
mizing or minimizing a criterion. For example, in the popular Otsu’s method [8],
thresholds are determined by maximizing the between-class variance. In the Kapur’s
entropy [9], the optimum thresholds are achieved by maximizing the entropy of dif-
ferent classes. A fuzzy entropy measure is applied for picking the optimum thresholds
in [10] while Qiao et al. [11] formulated the thresholding criterion by exploring the
knowledge in terms of intensity contrast. Researches have also developed some other
preferable criteria, including fuzzy similarity measure [12], Bayesian error [13], cross
entropy [14], Tsallis entropy [15], and so on.

Exhaustive search algorithms achieved optimization of the aforementioned cri-
teria. However, the methods will become quiet time consuming if the number of
desired thresholds is increased [16]. Moreover, the exhaustive search algorithms
prone to premature convergence when dealing with complex real life images [17–
19]. Nature-inspired algorithms (NAs) possess the ability for searching the optimal
solutions on the basis of any objective function [7]. Furthermore, the population-
based nature of NAs allows the generation of several candidate thresholds in a single
run [20]. The population-based nature of NAs thus remarkably reduces the computa-
tional time of multilevel thresholding. Consequently, many NAs have been preferred
in finding optimum thresholds for image thresholding.

The NAs can be categorized into three typical kinds: swarm intelligence algo-
rithms (SIAs), evolutionary algorithms (EAs), and physics-based algorithms (PAs)
in accordance with their original inspirations. Popular NAs chosen for multilevel
thresholding include genetic algorithm (GA) [8, 21–24], differential evolution (DE)
[18, 25–27], simulated annealing (SA) [16, 28], ant colony optimization (ACO) [29,
30], artificial bee colony optimization (ABC) [17, 31], differential search algorithm
(DS) [16, 32], particle swarm optimization (PSO) [17, 33–35], and so on. Gener-
ally speaking, all these algorithms have achieved certain successes and have showed
different advantages. For example, DE achieves higher quality of the optimal thresh-
olds than GA, PSO, ACO, and SA whereas PSO converges the most quickly when
comparing with ACO, GA, DE, and SA [21]. Besides, the DS consumes the shortest
running time for multilevel color image thresholding when comparing with DE, GA,
PSO, ABC, etc. [16].

Moreover, to further improve the optimization ability of these NAs, large amounts
of variants, such as hybrid algorithms have been proposed. Many of the hybrid
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algorithms have been utilized in solving multilevel thresholding problems, including
GAPSO (hybrid GA with PSO) [36, 37], ACO/PSO (hybrid ACO with PSO) [38],
SA/PSO (hybrid SA with PSO) [39], BBO-DE (hybrid DE with biogeography-based
optimization (BBO)) [40] etc. It is demonstrated that these hybrid algorithms can
always perform more effective search ability than the original ones. But simple hybrid
model easily causes high-computational complexity.

Therefore, in this chapter, we developed a novel hybrid algorithm of GSA with
GA (GSA-GA) for multilevel thresholding. The proposed GSA-GA is expected to
rapidly obtain the high-quality optimal thresholds. In GSA-GA, the discrete mutation
operator [41] is introduced to promote the population diversity when premature
convergence occurred. Moreover, for selecting the particles for mutation, the roulette
selection [42] is also introduced. The introduction of these operators therefore could
promote GSA-GA to perform faster and more accurate multilevel image thresholding.
Both Kapur’s entropy and Otsu are considered as evaluation criteria for GSA-GA.

Section 2 formulates the multilevel thresholding problem as an optimization prob-
lem first and then introduces two criteria briefly. In Sect. 3, typical NAs and hybrid
NAs based multilevel image thresholding are overviewed. Section 4 describes the
proposed GSA-GA algorithm and states its application in multilevel thresholding.
In Sect. 5, experiments are conducted over two standard test images and two real
satellite images to evaluate the effectiveness of the GSA-GA. Finally, the chapter is
concluded in Sect. 6.

2 Formulation of Multilevel Thresholding Problem

Optimal thresholding methods search for the optimum thresholds by minimizing
or maximizing an objective function. Parameters in the utilized objective function
are made up by the selected thresholds in each iteration. Specially, the purpose of
multilevel thresholding is to classify the Num pixels of an image into K classes using
a set of thresholds Th = (td1, td2, . . . , tdm) where m = K − 1. Obviously, different
sets of thresholds will produce different image segmentation results. Researchers
have formulated some criteria for constructing efficient objective functions [8, 9, 12,
13, 43, 44]. Two most preferred criteria are Kapur’s entropy and Otsu methods as
they are relatively easy to use. They are also chosen as criteria in this chapter.

2.1 Kapur’s Entropy Criterion

The Kapur’s entropy criterion, proposed by Kapur et al. [9], is originally developed
for bi-level image thresholding. In this method, proper segmentation of an image is
achieved by maximizing the Kapur’s entropy. For a bi-level thresholding, the Kapur’s
entropy can be described as follows:
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HE0 = −∑td0−1
i=0

probi
ω0

ln probi
ω0

, ω0 = ∑td0−1
i=0 probi

HE1 = −∑L−1
i=td0

probi
ω1

ln probi
ω1

, ω1 = ∑L−1
i=td0

probi
(1)

where HEi is the entropy of class i (i ∈ 0, 1) and ωi is the probability of class i,
td0 is the optimum threshold of the bi-level thresholding. Assume that there are L
gray-levels in a given image, the probability of the gray-level i can be defined as
follows:

probi = histi
∑L−1

i=0 histi
, (2)

where histi denotes the number of pixels with gray-level i.
As shown in (1) and (2), td0 is the selected threshold. To obtain the optimum

threshold td0, the fitness function (3) needs to be maximized as follows:

f (td0) = HE0 + HE1, (3)

To solve complex multilevel thresholding problems, the Kapur’s entropy has been
extended to determine m thresholds for a given image, i.e., [td1, td2, . . . , tdm]. The
objective of the Kapur’s entropy-based multilevel thresholding is to maximize the
fitness function (4) as follows:

f ([td1, td2, . . . , tdm]) = HE0 + HE1 + HE2 + · · · + HEm, (4)

where
HE0 = −∑td1−1

i=0
probi
ω0

ln probi
ω0

, ω0 = ∑td1−1
i=0 probi

HE1 = −∑td2−1
i=td1

probi
ω1

ln probi
ω1

, ω1 = ∑td2−1
i=td1

probi

HE2 = −∑td3−1
i=td2

probi
ω2

ln probi
ω2

, ω2 = ∑td3−1
i=td2

probi

HEm = −∑L−1
i=tdm

probi
ωm

ln probi
ωm

, ωm = ∑L−1
i=tdm

probi.

(5)

2.2 Otsu Criterion

The Otsu criterion [8] is another histogram-based multilevel image thresholding
algorithm. The method divides the given image intom classes so that the total variance
of different classes is maximized. The object function of Otsu is defined as the sum
of sigma functions of each class as follows:

f (td0) = σ0 + σ1, (6)
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The sigma functions are as follows:

σ0 = ω0(μ0 − μT )2, μ0 =
∑td0−1

i=0 i·probi
ω0

,

σ1 = ω1(μ1 − μT )2, μ1 =
∑L−1

i=td0
i·probi

ω1
,

(7)

where μi is the mean gray-level of class i (i ∈ 0, 1) and μT is the mean intensity of
the original image.

Similar to the entropy method, the Otsu criterion has already been extent to multi-
level thresholding problems. The objective in the Otsu-based multilevel thresholding
is to maximize the following function:

f ([td1, td2, . . . , tdm]) = σ0 + σ1 + σ2 + · · · + σm, (8)

where
σ0 = ω0(μ0 − μT )2, μ0 =

∑td1−1
i=0 i·probi

ω0
,

σ1 = ω1(μ1 − μT )2, μ1 =
∑td2−1

i=td1
i·probi

ω1
,

σ2 = ω2(μ2 − μT )2, μ2 =
∑td3−1

i=td2
i·probi

ω2
,

σm = ωm(μm − μT )2, μm =
∑L−1

i=tdm
i·probi

ωm
.

(9)

3 Nature-Inspired Algorithms Based Multilevel
Thresholding

In this chapter, we categorized the NAs utilized for multilevel thresholding into
three kinds: SIAs, EAs, and PAs based on their original inspirations. Since different
kinds of NAs possess unique information sharing mechanisms, certain successes
have been produced by each kind of NA. Sections 3.1–3.3 give a detailed review of
the three aforementioned kinds of NAs based multilevel thresholding, respectively.
In Sect. 3.4, we briefly reviewed the hybrid NAs based multilevel thresholding.

3.1 Swarm Intelligence-Based Optimization Algorithms
Based Multilevel Thresholding

SIAs are mainly proposed by mimicking the foraging or hunting behaviors of dif-
ferent species like ants, bees, birds, cuckoos, bats, wolf, and so on [45]. Well-known
SIAs include ACO [29], ABC [31], PSO [46], cuckoo search algorithm (CS) [47],
Bat Algorithm (BA) [48], and Gray Wolf Optimizer (GWO) [49], etc. In these algo-
rithms, one special particle/individual with the best performance is usually chosen
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as exemplar/leader for others. The guidance of the exemplar ensures the population
evolves directionally in each iteration. The directional search property equips the
SIAs with the fast convergence performance [50].

Application of swarm intelligence thereby makes a success in decreasing the
computational complexity problem of multilevel thresholding. For example, in
[30], Tao et al. utilized ACO to optimize the fuzzy entropy criterion while Zhang
et al. search for the optimum multilevel thresholding on the basis of the maximum
Tsallis entropy [51]. Similarly, ABC, BA, and GWO also obtained certain successes
in multilevel thresholding [6, 17, 51–54]. Besides, as one of the most popular swarm
intelligence-based optimization algorithm, PSO and its various variants have con-
tributed to multilevel thresholding a lot [2, 17, 33–35, 55]. Moreover, Hammouche
et al. have found that PSO converges more quickly than ACO, ABC, and SA because
of all particles can directly learn from the global best particle [21].

Although SIAs contribute a lot to image thresholding, their fast convergence
property caused rapid decrease of population diversity. That is, exploration of SIAs
is insufficient. This defective exploration of SIAs may result in temperature conver-
gence of multilevel thresholding.

3.2 Evolutionary Algorithms Based Multilevel Thresholding

EAs are motivated by the principle of evolution through selection and mutation.
In the past decade, many EAs, such as GA [8], DE [27], and DS [32], have been
widely applied. In conventional EAs, evolutionary processes are conducted through
reproduction, crossover, mutation, and selection operators. Particularly, only two
individuals are randomly selected to exchange information in a single crossover
operation [50]. Similarly, in a traditional mutation operator, only two genes in the
individuals are randomly varied [50]. Obviously, evolutionary performance of EAs
is not as directional as SIAs do. It is omnidirectional to some extent. Thereby EAs
have better exploration than SIAs.

Naturally, a number of researchers have paid close attention to obtain optimal
thresholds by EAs, especially the GA [21–24] and DE [18, 25, 26]. The favorable
exploration ability of EAs makes them achieve remarkable progress in the research
area of multilevel thresholding. However, the omnidirectional characteristic of EAs
leads to their slow convergence. Moreover, the success of some EAs in solving
specific problems highly rely on the user set trial vector generation strategies and
control parameters [16].

3.3 Physics-Based Algorithms Based Multilevel Thresholding

The PAs, as the name suggested, are constructed by simulating the phenomenon
of physics. For instance, SA [28] imitates the annealing process of melted iron;
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gravitational search algorithm (GSA) [56] inspired by the gravitational kinematics;
electromagnetism-like algorithm (EM) [57] and charged search system (CSS) algo-
rithm [58] are proposed on the basis of electrodynamics. More detailed survey of the
PAs can be found in [59]. Individuals in PAs explore the search space follows several
exemplars. Accordingly, interactions among individuals result in iterative improve-
ment of solutions quality over time. Search diversity of PAs is better than that of
SIAs and thus PAs usually perform better exploration. On the other hand, their more
directional search property keep higher convergence speed of them. Nevertheless,
none of the PAs can solve all the optimization problems in accordance with the “No
Free Lunch Theorems” [60].

Comparing with the SIAs and EAs, few researchers have focused on their appli-
cation on multilevel thresholding. GSA, which possesses simple concept, high-
computational efficiency, and few parameters, has proven its promising efficiency in
solving complex problems [56, 61]. Furthermore, numerical experiments has con-
firmed the superiority of GSA with respect to search ability and speed over many
other NAs, such as PSO, GA, ACO etc. [56, 62–64]. These advantages make GSA
a potential choice for solving multilevel thresholding.

3.4 Hybrid NAs Based Multilevel Thresholding

As discussed in Sects. 3.1–3.3, each kind of NAs has separate and unique advantages
and disadvantages. To incorporate different advantages of various NAs and improve
the optimization ability of them, large amounts of hybrid algorithms have been pro-
posed over the past decades. For instance, in GAPSO [9], the mutation operator of
GA is introduced to PSO to tackle the premature convergence problem while the
memory property of PSO is preserved. BBO-DE [40] incorporate both the crossover
operator and the selection operator of DE algorithm to BBO to promote exploration
ability of BBO while the exploitation ability of BBO is kept. Experiments reported
in the literatures demonstrated that these hybrid algorithms can always perform more
effective search ability than the original ones.

Many of the hybrid algorithms have already been utilized to solving multilevel
thresholding problems, including GAPSO [9], ACO/PSO [38], SA/PSO [39], and
BBO-DE [40], etc. The hybrid algorithms usually possess advantages of each com-
posed algorithm. Due to simple hybrid model easily causes high-computational com-
plexity, new NAs, or efficient hybrid NAs are desirable.

4 GSA-GA Based Multilevel Image Thresholding

This chapter introduces a novel hybrid GSA-GA for multilevel image thresholding
[65]. Although many researches have paid close attention to the improvement of
GSA and presented some GSA variants in the past few years [1, 61, 66, 67], very
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few of the algorithms have focused on the application on multilevel thresholding.
When applying GSA into multilevel image thresholding, especially when the desired
number of thresholds is large, the premature convergence and high time-consuming
problems become more serious.

The lack of diversity is one important reason for the premature convergence [68].
In GSA-GA, the discrete mutation operator of GA was introduced to promote the
population diversity when premature convergence occurred. Moreover, for decreas-
ing computational time, adaptive method is utilized to judge whether the hybridiza-
tion of GSA and GA are performed. The details of GSA-GA and its application for
multilevel image thresholding are given in Sects. 4.1 and 4.2, respectively.

Fig. 1 The GSA-GA principle
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4.1 GSA-GA

In GSA-GA, to adaptively identify whether the hybridization of GSA and GA is
necessary, the standard deviations of objective functions and the ratio of the current
iteration t to the maximum iterations maxiterations are calculated before conducting
the selection and mutation operators of GA. More specifically, when particles are
trapped (judging by rand < std(fit) or rand < t/maxiterations), the roulette selec-
tion and discrete mutation operators are carried out to update position of each particle
and thus to diversify the population. Due to the population diversity is crucial for a

Fig. 2 Pseudocode of the GSA-GA algorithm for multilevel image thresholding
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health search, combination of GA, and GSA can help the algorithm escape from local
optima. Besides, because of satisfaction of the condition ‘rand < t/maxiterations’
becomes easier by the lapse of time, GSA-GA can utilize selection and mutation
operators to accelerate convergence in the last iterations. The principle of GSA-GA
is shown in Fig. 1. The detailed introduction of the method can be found in [65].

4.2 Implementation of GSA-GA for Multilevel Thresholding

The application of GSA-GA approach to the multilevel image thresholding problem
depends on the criterion used for optimization. In this chapter, the Kapur’s entropy
and Otsu criteria were implemented. To start the GSA-GA for multilevel threshold-
ing, initial population X = [X1,X2, . . . ,X i, . . . ,XN ] where Xi = [xi1, xi2, . . . , xiD]
should be randomly generated first. Each particle Xi is comprised of a set of gray
values, which stands for a candidate solution of the required threshold values. The
size of the population is N (can be set by users), and dimension of each particle is
D, which is also the number of desired thresholds: D = m. In the iteration process,
the fitness value of each particle is calculated from the Kapur’s entropy or Otsu cri-
terion using Eqs. (4)–(5) and (8)–(9), respectively. The pseudocode of the GSA-GA
algorithm for multilevel image thresholding is shown in Fig. 2.

5 Experimental Results and Discussion

In this section, the experimental results are presented. The performance of GSA-GA
has been evaluated and compared with the other 6 NAs: the standard GSA [56],
GGSA (Adaptive gbest-guided GSA) [67], PSOGSA (hybrid PSO and GSA) [66],
DS (Differential Search algorithm) [32], BBO-DE [40], and GAPSO [36] by con-
ducting experiments on two benchmark images that has been tested in many related
literatures. Furthermore, to evaluate the ability of GSA-GA based thresholding on
more complex and difficulty images, we conducted experiments on two real satel-
lite images adopted from NASA (http://earthobservatory.nasa.gov/Images/?eocn=
topnav046eoci=images). The obtained experimental results of the 7 algorithms are
also compared. For the satellite images, the low spectral and spatial resolution usually
makes objects hard to be segmented, while the high resolution always leads to highly
computational complexity during the image segmentation. The four experimental
images and corresponding histogram of each image are given in Fig. 3 as shown in
Sect. 5.1.

http://earthobservatory.nasa.gov/Images/?eocn=topnav046eoci=images
http://earthobservatory.nasa.gov/Images/?eocn=topnav046eoci=images
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Fig. 3 Test images used in the experiments

5.1 Test Images

The two standard benchmark test images are two widely utilized images: House and
pepper, as shown in Fig. 3a and b, respectively. Size of every tested benchmark images
is 256×256. The two tested satellite images are named SFB and NR respectively
as shown in Fig. 3c and d. The image SFB is acquired by the Thematic Mapper
on Landsat 5 on September 9, 2002 while image NR is an astronaut photograph
taken by Kodak 760 C digital camera on November 8, 2006. Size of the image
SFB and NR are 512×512 and 539×539, respectively. Due to the two satellite
images are multi-spectral images, we transformed the two images using a famous
orthogonal transformation method, i.e., principal component analysis (PCA). As the
most informative component, the first principal component is selected for multilevel
image thresholding in this chapter.

5.2 Experimental Settings

The relative parameter settings of algorithms utilized in this chapter are shown in
Table 1. As illustrated in Table 1, to perform a fair experiment, in all of the seven
algorithms, the population size (N) and maximum number of fitness evaluations (FEs)
were set to 30 and 3000, respectively. For GSA-GA, GSA, PSOGSA, and GGSA,
the initial gravitational constant G0 and decrease coefficient β were set to 100 and
20 as the default values in original GSA [56]. For PSOGSA, the two acceleration
coefficients (c1 and c2) were set to 0.5 and 1.5, respectively as suggested in [66]. For
GGSA, the two acceleration coefficients (c1 and c2) were set to −2t3/Iter3

max + 2 and
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Table 1 Parameter settings of the compared algorithms in this chapter

Parameters GSA-GA GSA PSOGSA GGSA DS BBO-DE GAPSO

FEs 300 300 300 300 300 300 300

N 30 30 30 30 30 30 30

pm 0.1 – – – – DE/rand/1 0.1

pc/CR – – – – – 0.9 1

F – – – – – 0.5 –

G0 100 100 100 100 – – –

β 20 20 20 20 – – –

c1 – – 0.5 −2t3/
Iter3

max + 2
– – 2

c2 – – 1.5 2t3/Iter3
max – – 2

p1 – – – – 0.3*rand – –

p2 – – – – 0.3*rand – –

nelit – – – – – 2 –

2t3/Iter3
max, respectively as recommended in [67]. The other parameters in DS, BBO-

DE, and GAPSO were all adopted as the suggested values in the original papers. To be
specific, in DS, the two control parameters (i.e., p1 and p2) were both set to 0.3*rand;
in BBO-DE, the mutation scheme was the DE/rand/1, the crossover probability (CR),
the scaling factor (F), and the elitism parameter (nelit) were set to 0.9, 0.5, and 2 [40];
in GAPSO, the mutation probability (pm) was set to 0.1, the crossover probability
(denoted by pc) was set to 1, and the two acceleration coefficients were both set to 2
[36]. For GSA-GA, the mutation probability pm was set to 0.1 as it is recommended
in many GA based algorithms [23, 37, 40].

5.3 Performance Metrics

In this chapter, the uniformity measure [69] is adopted to qualitatively judge the
segmentation results based on different thresholds. The uniformity measure (u) is
calculated as follows:

u = 1 − 2 × m ×
∑m+1

j=1

∑

i∈Rej (fi − gj)2

Num × (fmax − fmin)2
, (10)

where m is the number of desired thresholds, Rej is the j-th segmented region,
Num is the total number of pixels in the given image IMG, fi is the gray-level of
pixel i, gj is the mean gray-level of pixels in j-th region, fmax and fmin are the maxi-
mum and minimum gray-level of pixels in the given image, respectively. Typically,
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u ∈[0, 1] and a higher value of uniformity indicates that there is better uniformity in
the thresholding image.

5.4 Experiment 1: Maximizing Kapur’s Entropy

The Kapur’s entropy criterion was first maximized to construct an optimally seg-
mented image for all the seven NAs. Table 2 presented the best uniformity (u) and the
corresponding threshold values (Th) on all the test images produced by the algorithms
after 30 independent runs. Moreover, to test the stability of thresholding methods,
average uniformity of 30 independent runs are reported in Table 3. Besides, to test
the computation complexity, the mean of CPU times are reported in Table 4.

As shown in Table 2, for image House, GSA-GA outperformed GSA, PSOGSA,
GGSA, DS, and GAPSO on all the different number of thresholds. Although BBO-
DE gained the best uniformity when m = 4, GSA-GA has a better mean uniformity
as illustrated in Table 3. For image Pepper, SFB and NR, GSA-GA performed as
well as or was better than the other GSA-based segmentation methods on the best
uniformity reported in Table 2. Meanwhile, mean uniformity of the three images
shown in Table 3 also confirmed the superiority of GSA-GA in most cases. This may
be due to that the introduced mutation operator prevents GSA from getting stuck to
local optima. Furthermore, when comparing with DS, BBO-DE, and GAPSO, GSA-
GA displayed the best on both the best and mean uniformity as presented in Tables 2
and 3. That is to say, GSA variant-based multilevel image thresholding methods are
more efficient than other NAs based techniques. That is because particles in GSA
variants can learn from other particles fuller than other NAs. Besides, it is worth
noting that the mean CPU times of GSA-GA are visible smaller than the comparison
algorithms as reported in Table 4.

For a visual interpretation of the segmentation results, the segmented images of
the two satellite images obtained based on the optimum thresholds shown in Table 2
were presented in Figs. 4 and 5 with m = 2 − 5. For the two images, it is hard to
say which number of thresholds is more suitable for due to the complexity of these
images. Their inherent uncertainty and ambiguity make it a challenging task for these
tested algorithms to determine the proper number of classes in a given image.

5.5 Experiment 2: Maximizing Otsu

This section devotes to maximize the Otsu criterion to construct an optimally seg-
mented image for all of the seven algorithms. Experiments were performed on all the
test images shown in Fig. 3. The best uniformity (u) and the corresponding threshold
values (Th) produced by the algorithms were given in Table 5 after 30 independent
runs. Similar to Sect. 5.4, to test the stability of the algorithms, Table 6 presented the
mean of uniformity. In addition, Table 7 provided the mean of CPU times.
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Table 3 Comparison of algorithms taking the Kapur’s entropy as evaluation criterion in terms of
the mean of uniformity

Image m GSA PSOGSA GGSA DS BBO-DE GAPSO GSA-GA

House 2 0.9185 0.9265 0.9267 0.9109 0.9103 0.9162 0.9300
3 0.9084 0.9109 0.9108 0.8882 0.9366 0.9084 0.9370
4 0.9064 0.8869 0.9129 0.9306 0.9218 0.9288 0.9311
5 0.9870 0.9366 0.9846 0.9322 0.9191 0.9805 0.9877

Pepper 2 0.9783 0.9783 0.9783 0.9764 0.9757 0.9778 0.9783
3 0.9816 0.9700 0.9817 0.9755 0.9779 0.9782 0.9816

4 0.9793 0.9643 0.9707 0.9748 0.9740 0.9769 0.9809
5 0.9769 0.9669 0.9694 0.9768 0.9786 0.9718 0.9803

SFB 2 0.9719 0.9719 0.9718 0.9692 0.9700 0.9682 0.9719
3 0.9757 0.9652 0.9751 0.9688 0.9709 0.9703 0.9760
4 0.9773 0.9556 0.9704 0.9716 0.9737 0.9689 0.9785
5 0.9740 0.9648 0.9658 0.9717 0.9732 0.9731 0.9766

NR 2 0.9865 0.9865 0.9864 0.9859 0.9845 0.9845 0.9865
3 0.9885 0.9749 0.9877 0.9838 0.9818 0.9835 0.9886
4 0.9891 0.9752 0.9732 0.9824 0.9827 0.9823 0.9869

5 0.9860 0.9833 0.9771 0.9857 0.9817 0.9808 0.9862

Table 4 Comparison of algorithms taking the Kapur’s entropy as evaluation criterion in terms of
the mean of CPU times (in seconds)

Image m GSA PSOGSA GGSA DS BBO-DE GAPSO GSA-GA

House 2 1.0488 1.0765 1.0323 1.1322 2.3825 1.0707 0.9144
3 1.1113 1.0908 1.1569 1.1852 2.5713 1.1439 0.9246
4 1.0932 1.1090 1.1449 2.0981 2.8502 1.1865 0.9645
5 1.2845 1.1854 1.1890 1.9882 2.9229 1.2625 1.0268

Pepper 2 0.7239 0.7881 0.7153 0.6398 1.5238 1.7950 0.4939
3 0.7545 0.7495 0.7318 0.6501 1.5997 0.7175 0.5024
4 0.7661 0.7739 0.7559 0.6829 1.6234 0.6883 0.5288
5 0.7680 0.7942 0.7950 0.6981 1.7266 0.7097 0.5375

SFB 2 1.4644 1.4473 1.4620 1.4138 2.9996 1.4216 1.0782
3 1.4855 1.4803 1.4838 1.4334 3.0790 1.5437 1.0633
4 1.4879 1.4911 1.5245 1.4626 3.7202 1.4634 1.0861
5 1.5132 1.5120 1.5095 1.4603 3.2803 1.6632 1.0911

NR 2 1.5570 1.5690 1.5323 1.5154 3.2308 1.5084 1.1575
3 1.5604 1.5729 1.5594 1.5209 3.2722 1.5922 1.2417
4 1.5937 1.5997 1.5696 1.5484 3.3852 1.5545 1.1933
5 1.5952 1.5852 1.6206 1.5784 3.4412 1.5969 1.2306
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Fig. 4 Segmented images
for the SFB image by
Kapur’s entropy with
different optimization
techniques

(a) GSA based thresholding results with m=2, 3, 4 and 5

(b) PSOGSA based thresholding results with m=2, 3, 4 and 5

(c) GGSA based thresholding results with m=2, 3, 4 and 5

(d) DS based thresholding results with m=2, 3, 4 and 5

(e) BBODE based thresholding results with m=2, 3, 4 and 5

(f) GAPSO based thresholding results with m=2, 3, 4 and 5

(g) GSA-GA based segmented images with m=2, 3, 4 and 5
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Fig. 5 Segmented images
for the NR image by Kapur’s
entropy with different
optimization techniques

(a) GSA based thresholding results with m=2, 3, 4 and 5

(b) PSOGSA based thresholding results with m=2, 3, 4 and 5

(c) GGSA based thresholding results with m=2, 3, 4 and 5

(d) DS based thresholding results with m=2, 3, 4 and 5

(e) BBODE based thresholding results with m=2, 3, 4 and 5

(f) GAPSO based thresholding results with m=2, 3, 4 and 5

(g) GSA-GA based thresholding results with m=2, 3, 4 and 5
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Table 6 Comparison of algorithms taking the Otsu as evaluation criterion in terms of the mean of
uniformity

Image m GSA PSOGSA GGSA DS BBO-DE GAPSO GSA-GA

House 2 0.9875 0.9875 0.9875 0.9830 0.9864 0.9867 0.9875
3 0.9848 0.9758 0.9837 0.9849 0.9843 0.9847 0.9863
4 0.9811 0.9695 0.9791 0.9840 0.9837 0.9839 0.9866
5 0.9812 0.9757 0.9802 0.9834 0.9859 0.9833 0.9853

Pepper 2 0.9768 0.9768 0.9772 0.9714 0.9722 0.9728 0.9772
3 0.9808 0.9809 0.9809 0.9723 0.9723 0.9775 0.9809
4 0.9803 0.9830 0.9838 0.9752 0.9750 0.9769 0.9839
5 0.9820 0.9836 0.9824 0.9750 0.9699 0.9753 0.9814

SFB 2 0.9657 0.9653 0.9653 0.9634 0.9628 0.9683 0.9664
3 0.9753 0.9755 0.9754 0.9701 0.9717 0.9580 0.9746

4 0.9760 0.9726 0.9761 0.9675 0.9656 0.9594 0.9763
5 0.9765 0.9768 0.9765 0.9621 0.9738 0.9661 0.9792

NR 2 0.9682 0.9681 0.9681 0.9657 0.9685 0.9756 0.9679

3 0.9818 0.9813 0.9817 0.9763 0.9755 0.9748 0.9818
4 0.9752 0.9770 0.9762 0.9754 0.9763 0.9733 0.9775
5 0.9768 0.9803 0.9802 0.9666 0.9710 0.9745 0.9809

Table 7 Comparison of algorithms taking the Otsu as evaluation criterion in terms of the mean of
CPU times (in seconds)

Image m GSA PSOGSA GGSA DS BBO-DE GAPSO GSA-GA

House 2 1.1504 0.9398 0.8722 1.0113 2.2981 0.9848 0.7026
3 0.9435 0.9785 0.8744 0.9876 2.3724 1.0608 0.7657
4 1.0936 1.0273 1.1108 1.1089 2.5155 1.0065 0.7762
5 1.0838 1.0335 1.0464 1.2391 2.6006 1.0453 0.7325

Pepper 2 0.7789 0.7764 0.7861 0.7115 1.5719 0.6825 0.6266
3 0.8076 0.8006 0.8307 0.7262 1.8429 0.7527 0.6437
4 0.9038 0.8315 0.9399 0.7397 2.0726 0.7486 0.6428
5 0.8507 0.8810 0.8743 0.7648 1.8911 0.7573 0.6644

SFB 2 1.5234 1.4966 1.4985 1.5176 3.5485 1.4641 1.3279
3 1.5384 1.5032 1.5652 1.5036 3.2132 1.4819 1.2740
4 1.5683 1.5484 1.6148 1.6120 3.6203 1.5370 1.3008
5 1.5844 1.5753 1.6248 1.5562 3.3839 1.4967 1.1065

NR 2 1.5666 1.5938 1.6228 1.5742 3.2607 1.6392 1.4363
3 1.5838 1.6257 1.6352 1.6902 4.0370 1.6036 1.4148
4 1.6289 1.7799 1.6631 1.6329 3.4892 1.7265 1.4367
5 1.6597 1.6547 1.7577 1.6487 3.6371 1.6850 1.4455
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Generally speaking, with the Otsu criterion, GSA-GA yielded better results than
the other six comparison algorithms as illustrated in Table 5. Moreover, similar to
the results given in Table 4, the mean uniformity reported in Table 6 also confirms
the superiority of GSA-based methods comparing with other NAs. Mean CPU times
illustrated in Table 7 showed that the computational time of GSA-GA is also the
lowest. Especially, time consuming of GSA-GA is much lower than that of DS. In
Figs. 6 and 7, the segmentation images of SFB and NR by all the seven NAs used
the Otsu criterion are presented.

Furthermore, comparing the mean uniformity shown in Tables 3 and 6, we can
concluded that for a given image, thresholds determined based on different criteria
can be different. For images Pepper, SFB, and NR, the thresholding results using
Otsu criterion is better than the results on the basis of Kapur’s entropy. While for the
image House, we observed completely opposite conclusions. Thereby, comprehen-
sive analysis for choosing the most appropriate objective function are desired in the
future real-world application.

5.6 Running Time Analysis Using Student’s t-test

To statistically analyze the time-consuming shown in Tables 4 and 7, a parametric
significance proof known as the Student’s t-test was conducted in this section [55].
This test allows assessing result differences between two related methods (one of the
methods is chosen as control method). In this chapter, the control algorithm is GSA-
GA. Results of GSA-GA were compared with other six comparison NAs in terms of
the mean CPU times. The null hypothesis in this chapter is that there is no significance
difference between the mean CPU times achieved by two compared algorithms for a
test image over 30 independent runs. The significance level is α = 0.05. Accordingly,
if the produced t-value of a test is smaller than or equal to the critical value “−2.045”,
the null hypothesis for the paired t-test should be rejected [70, 71].

Tables 8 and 9 reported the t-values produced by Student’s t-test for the pairwise
comparison of six groups. These groups were formed by GSA-GA (with Kapur’s
entropy and Otsu, respectively) versus other comparison algorithms. In Tables 8 and
9, if the null hypothesis is rejected, we define a symbol “h = 0” which means the dif-
ference between the results obtained by two algorithms are not different. By contrast,
“h = 1” indicates that the difference between GSA-GA and the compared algorithm
is significant.

As illustrated in Tables 8 and 9, for all the test images, the produced t-values
for the experiments on the Kapur’s entropy and Otsu criteria were smaller than the
critical value. The results indicated that GSA-GA performed significantly fast image
segmentation compared with the other six algorithms.
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Fig. 6 Segmented images
for the SFB image by Otsu
with different optimization
techniques

(a) GSA based thresholding results with m=2, 3, 4 and 5

(b) PSOGSA based thresholding results with m=2, 3, 4 and 5

(c) GGSA based thresholding results with m=2, 3, 4 and 5

(d) DS based thresholding results with m=2, 3, 4 and 5

(e) BBO-DE based thresholding results with m=2, 3, 4 and 5

(f) GAPSO based thresholding results with m=2, 3, 4 and 5

(g) GSA-GA based segmented images with m=2, 3, 4 and 5
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Fig. 7 Segmented images
for the NR image by Otsu
with different optimization
techniques

(a) GSA based thresholding results with m=2, 3, 4 and 5

(b) PSOGSA based thresholding results with m=2, 3, 4 and 5

(c) GGSA based thresholding results with m=2, 3, 4 and 5

(d) DS based thresholding results with m=2, 3, 4 and 5

(e) BBO-DE based thresholding results with m=2, 3, 4 and 5

(f) GAPSO based thresholding results with m=2, 3, 4 and 5

(g) GSA-GA based segmented images with m=2, 3, 4 and 5
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6 Conclusion

Multilevel thresholding is a fundamental and important technology for image seg-
mentation and a fundamental process in image interpretation. An overview of the
grayscale image segmentation using multilevel thresholding and nature-inspired
algorithms is discussed in this chapter. On one hand, the NAs based multilevel image
thresholding can reduce the computational consuming of exhaustive search algo-
rithms based techniques. On the other hand, the global optimization property of
NAs makes them as preferable choices for multilevel thresholding. Although some
drawbacks of the NAs limited their application, hybrid algorithms can promote their
performances. Therefore, a novel multilevel thresholding algorithm for image seg-
mentation by employing an improved GSA variant, called GSA-GA is proposed in
this chapter. In GSA-GA, the roulette selection and discrete mutation operators of
GA were introduced into GSA to improve the search accuracy and speed of GSA.
Experiments on benchmark images and real-word satellite images confirmed the
superiority of GSA-GA compared with GSA, PSOGSA, GGSA, DS, BBO-DE, and
GAPSO. Potential future investigation can be on the analysis of different criteria.
By comprehensive analysis, the most appropriate criterion for constructing objective
function can be selected or developed.
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A Novel Hybrid CS-BFO Algorithm
for Optimal Multilevel Image Thresholding
Using Edge Magnitude Information
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Abstract Thresholding is the key to simplify image classification. It becomes
challenging when the number of thresholds is more than two. Most of the exist-
ing multilevel thresholding techniques use image histogram information (first-order
statistics). This chapter utilizes optimal edge magnitude information (second-order
statistics) of an image to obtain multilevel threshold values. We compute the edge
magnitude information from the gray-level co-occurrence matrix (GLCM) of the
image. The second-order statistics uses the correlation among the pixels for improved
results. Maximization of edge magnitude is vital for obtaining optimal threshold val-
ues. The edge magnitude is maximized by introducing a novel hybrid cuckoo search-
bacterial foraging optimization (CS-BFO) algorithm. The novelty of our proposed
CS-BFO algorithm lies in its ability to provide improved chemotaxis in BFO algo-
rithm, which is achieved by supplementing levy flight feature of CS. Social foraging
models are relatively efficient for determining optimum multilevel threshold values.
Hence, CS-BFO is used for improved thresholding performance and highlighting the
novelty of this contribution. We have also implemented other soft computing tools
cuckoo search (CS), particle swarm optimization (PSO), and genetic algorithm (GA)
for a comparison. In addition, we have incorporated constraint handling in all the
above-mentioned techniques so that optimal threshold values do not cross the bounds.
This study reveals the fact that CS technique provides us improved speed while the
CS-BFO method shows improved results both qualitatively and quantitatively.
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1 Introduction

Image segmentation is considered a vital step in image processing. Over the years,
many techniques of segmentation are reported in literature [1–4]. Thresholding is
used as one of the most preferred techniques for image segmentation. Most of the
approaches to image thresholding are based on histogram analysis [5, 6]. For images
with clearly identifiable objects and background, a single threshold value easily
divides pixels of an image into two distinct classes. However, for complex images,
multilevel thresholding is needed to distribute pixels intomany distinct groups,where
pixels belonging to a group have gray levels within a specified range. In recent
times, with an increase in the number of required threshold levels, the complexity
and the computation time required to solve thresholding problems have emerged
as a notable challenge in this field. Due to this, many thresholding techniques are
proposed. Comprehensive reviews and comparative studies on various thresholding
techniques are found in literature [5–9].

Sahoo et al. [7] presented a comprehensive survey of various thresholding tech-
niques. They used uniformity and shape measures information for automatic global
thresholding. They pointed out the dependence of such techniques on first-order sta-
tistics, i.e., histogram of an image, as one of its major drawbacks. They ranked the
co-occurrence matrix based method first according to the shape measure.

A comparative study of many global thresholding techniques for segmentation
is presented in [10]. The authors focused on five different global thresholding tech-
niques used for segmentation. They evaluated five different algorithms using criterion
functions such as probability of error, shape, and uniformitymeasures. They observed
that most of the techniques are well suited for images possessing bimodal histogram.
They suggested for a more refined and consistent technique to obtain better threshold
values that can be used for segmentation.

Sankur and Sezgin [11] presented a comprehensive survey of many thresholding
techniques and their quantitative performance evaluation. The authors in their study
categorized thresholding algorithms on the basis of the type of information used such
as entropy, shape of the histogram, attributes of the objects under consideration, spa-
tial correlation, and surface of the gray level. But they mainly focused on document
imaging applications.

Chang et al. [12] conducted a survey and comparative analysis of threshold-
ing techniques based on Shannons entropy and relative entropy. They investigated
eight different entropy based methods and evaluated them by shape and uniformity
measures. They also explored the relationship between entropy and relative entropy
thresholding methods. However, they concluded that information conveyed by his-
tograms is not sufficient to get a proper threshold value, as it does not take into account
spatial correlation among the pixels of an image. Due to this reason, different images
with similar histogram may result in the same threshold value.

Aforementioned methods are based on first-order statistics in the sense that they
are using gray-level histogram of an image. However, they do not take into account
the spatial correlation between pixels of an image. This has motivated us to exploit
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this spatial correlation for achieving multilevel thresholding. In this chapter, to solve
the problem ofmultilevel thresholding, edgemagnitude information from theGLCM
of a given image is used to determine multiple threshold values.

Several researchers have tried using evolutionary computing techniques to solve
multilevel thresholding problem. Optimal threshold values are one which is obtained
by either minimizing or maximizing an objective function. Yin [13] used GA for
optimal thresholding.

Cheng et al. [14] used fuzzy entropy andGA for image segmentation. Zahara et al.
[15] proposed a hybrid optimization algorithm formultilevel thresholdingwhich used
theOtsus approachwithNelder–Mead simplex search technique combinedwithPSO.
Sathya and Kayalvizhi [16] presented bacterial foraging optimization (BFO) based
multilevel thresholding. They used BFO algorithm to obtain optimal thresholds by
maximizing the Kapurs and Otsus fitness functions. Sarkar et al. [17] emphasized on
obtaining the optimal multiple threshold values from a LISS III near-infrared (NIR)
band using Renyis entropy function. They used differential evolution technique to
obtain the optimal threshold values. Further, Sarkar et al. [18] presented a differ-
ential evolution based method for multilevel thresholding employing the minimum
cross-entropy method. Zhang andWu [19] proposed a global multilevel thresholding
scheme for image segmentation. They employed the Tsallis entropy function. They
further used artificial bee colony (ABC) approach for obtaining the optimal thresh-
old values. Horng [20] used honey bee mating optimization technique for multilevel
thresholding.

As stated above, a wide variety of algorithms are proposed for multilevel image
thresholding. Bhandari et al. [21] used Kapurs entropy for multilevel thresholding
of satellite images. They used wind-driven algorithm and cuckoo search optimiza-
tion to optimize the Kapurs entropy function. Raja et al. [22] used Otsus function
for multilevel thresholding of thermal images of breast infected with cancer [22].
They implemented an improved PSO for optimizing the Otsus function. Further,
Bhandari et al. [23] presented a computationally efficient modified artificial bee
colony algorithm for satellite image segmentation. They used Tsallis as well as
Kapurs and Otsus criteria as fitness function. Nabizadeh et al. [24] focussed on
automatic lesion detection in MR brain image using a gravitational optimization
algorithm based on the histogram. Liu et al. [25] presented a modified PSO to over-
come the computationally expensive component of conventional approaches to mul-
tilevel thresholding. They used the adaptive population and adaptive inertia strategy
to improvise PSO. Brajevic and Tuba [26] investigated the performance of firefly and
cuckoo search algorithms for multilevel thresholding. They used Kapurs entropy and
Otsus criteria as the objective function. Roy et al. [27] focused on demonstrating the
image segmentation scheme using cross-entropy based thresholding optimized by
cuckoo search algorithm.

Use of such methods is justified for obtaining optimal threshold values as the
dimension of the problem is large. Most of the above-mentioned methods optimize
Otsus function or Kapurs function using various non-hybridized evolutionary com-
puting algorithms. They mainly emphasize on entropy feature. Each evolutionary
computing technique can be used separately, but a powerful advantage of it is the
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complementary nature of the techniques. Used together they can produce improved
solutions to various problems. However, this chapter focuses on edge magnitude
information which utilizes correlation among pixels giving improved thresholding
performance. A new hybrid CS-BFO algorithm is proposed to maximize the edge
magnitude.With increase in threshold levels, the computational complexity increases
and accuracy decreases. As the search space dimension increases it is required to
utilize some soft computing techniques. Hybrid approaches produce better results
as compared to non-hybrid approaches. So CS-BFO is proposed. Further the fitness
function defines the accuracy of the results. Hence, edge magnitude information is
used for improved accuracy as it utilizes correlation among pixels in an image. Inter-
estingly, optimal threshold values correspond to maximal edge magnitudes only. In
this chapter, edge magnitude is maximized using a novel hybrid CS-BFO algorithm
to get optimal threshold values. The complexity of such problem increases with
increase in number of thresholds. Usually, a fixed step size for chemotaxis in BFO is
considered. This does not yield accurate thresholding results. Moreover, a bacterium
starts searching from the same location. Due to which, some missing nutrients do
not add value to the healthy bacteria. This is improved by supplementing the levy
flight feature of the CS algorithm to improvise global optimumvalues of the objective
functions. In the context of present problem, themain feature of our proposedmethod
is that it combines the Levy flight feature of CS algorithm with the chemotaxis prop-
erty of BFO to efficiently explore the search space resulting in better fitness function
value with more accurate multilevel image thresholding. Note that CS, PSO, and
GA are implemented to maximize the edge magnitude for a comparison. The results
obtained are compared qualitatively and quantitatively. New findings are discussed
in the result section to make our idea explicitly clear.

The chapter is structured as follows: the theory of gray-level co-occurrencematrix
and computation of edge magnitude is presented in Sect. 2. Section3 provides the
brief concept of evolutionary computing techniques. Section4 presents the proposed
methodology. Results and discussions are presented in Sect. 5. Finally, Sect. 6 is the
conclusion.

2 Edge Magnitude Computation

Gray-level co-occurrence matrix (GLCM) has been extensively used in the area of
texture segmentation [28]. Now, it has also been used in thresholding as well [29].
Let Q be an operator that defines the location of two pixels relative to each other.
Let I be an image with L possible intensity levels. We can define G as a matrix,
having dimension LxL whose element gi j is the number of times a pixel pair with
intensities zi and z j occur in I in the position indicated by Q, where 1 ≤ i, j ≤ L .
Now G is referred to as gray-level co-occurrence matrix [30]. A GLCM includes
conditional joint probabilities Pi j of all pair-wise combinations of gray levels using
two parameters, interpixel orientation θ and interpixel distance d. A different GLCM
is generated for each (d, θ) pair. It is usually defined to be symmetric with respect to
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orientation, i.e., intensities (zi , z j ) oriented at 0◦ is also considered as being oriented
at 180◦. Figure1 describes the calculation of GLCM. The interpixel distance d is
taken as one and interpixel orientation is taken as 0◦. For the pair (1, 1), there are
two instances, when pixel 1 is followed at its right, i.e., (θ = 0◦) by pixel 1. Hence,
the GLCM for (θ = 0◦) is having a value of two in the position corresponding to
zi = z j = 1. Figure1c shows the symmetric nature of GLCM for (θ = 180◦).

The GLCM is calculated for eight directions around a central pixel Ii j as shown in
Fig. 2. However, simple relation exists among certain pair of (d, θ). Note that d = 1.
Let PT (d, θ) represent the transpose of P(d, θ). Then

P(d, 0◦) = PT (d, 180◦)

P(d, 45◦) = PT (d, 225◦)

P(d, 90◦) = PT (d, 270◦)

P(d, 135◦) = PT (d, 315◦)

Thus, the evaluation of P(d, 180◦), P(d, 225◦), P(d, 270◦), P(d, 315◦) adds
nothing more to the calculation of GLCM. For a given interpixel distance, d, we
consider four angular GLCM only. Therefore, to avoid dependency on directions,
we calculate an averagematrix out of four matrices for θ = 0◦, 45◦, 90◦, 135◦ as [31]

G = [G1(d, 0◦) + G2(d, 45◦) + G3(d, 90◦) + G4(d, 135◦)]
4

(1)

Let I be an image of size M × N with L gray levels 0, 1, . . . , L − 1. Let hi be
the frequency of gray level i and pi = hi/(M × N ) be the probability of occurrence
of gray level i . A single threshold value t divides the image into two regions, namely
object having gray levels from [0, t] and background having gray levels from [t +

Fig. 1 Description of
GLCM. a Sample Image, b
GLCM of (a) for
d = 1, θ = 0◦, c GLCM of
(a) for d = 1, θ = 180◦

1 4 3 2 1

2 1 1 2 2

1 4 4 2 1

1 2 1 1 2

3 4 3 2 1

1 2 3 4
1 2 3 0 2
2 5 1 0 0
3 0 2 0 1
4 3 1 2 1

1 2 3 4
1 2 5 0 3
2 3 1 2 1
3 0 0 0 2
4 2 0 1 1

(a) (b) (c)

Fig. 2 Directions used for
calculating GLCM 135◦ 90◦ 45◦

180◦ Ii j 0◦

225◦ 270◦ 315◦
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1, L − 1]. An optimum threshold topt is obtained by maximizing or minimizing an
objective function

topt = argmax or arg min { f (·)} (2)

Haralick and Shapiro [32] identified fourteen features from GLCM and then sug-
gested six of them to be most relevant for image processing applications. However,
information from GLCM known as edge magnitude q is used for computation of
some features. It is usually described as a difference in the gray value of the pixel
pair and is defined by the position of a pixel pair in theGLCM. The contrast definition
in GLCM carries the edge magnitude information defined as,

CON =
L−1
∑

q=0

q2

{
L−1
∑

m=0

L−1
∑

n=0

G(m, n)

}

where |m − n| = q (3)

In this chapter, edge magnitude information as defined above is used for determining
the multiple threshold values. A single threshold value t is computed as [33],

t = 1

η

L−1−q
∑

m=0

L−1
∑

n=m+q

m + n

2
G(m, n) (4)

where

η =
L−1−q
∑

m=0

L−1
∑

n=m+q

G(m, n) (5)

The edge component q is characterized as the range in the summation operation. This
range forces the equation to calculate the threshold value in an area in the GLCM
restricted by n − m ≥ q. Here, η represents the total number of pixel pairs within the
GLCM with edge magnitudes greater than or equal to q. Further, the symmetrical
feature of GLCM is exploited to compute the equation in the upper part of the matrix
only. Based on the definition of optimum threshold as presented in Eq. (2), here it is
obtained as,

topt = arg max

{

∑

q

f (·)
}

(6)

Anoptimum threshold value is obtainedwhen the summationover edgemagnitude
is maximized. The derivation of optimal threshold values for multilevel thresholding
of an image is presented in Sect. 4. Four different evolutionary computing techniques
used for maximizing edge information of an image are briefly discussed in Sect. 3.



A Novel Hybrid CS-BFO Algorithm … 59

3 Evolutionary Computing Techniques

This section presents evolutionary computing techniques used to optimize the objec-
tive function for obtaining optimal threshold values. We have defined and imple-
mented here hybrid CS-BFO for maximizing edge magnitude. CS, PSO, and GA are
also implemented for a comparison.

3.1 Cuckoo Search Technique

Cuckoo search technique has been proposed by Yang and Deb [34, 35] which is
inspired by the parasitic behavior of the cuckoo bird. The characteristic of CS algo-
rithm is that it uses fewer parameters for tuning. Besides, its performance is improved
by Levy flights rather than randomwalk. Themost attractive feature is its inbuilt con-
straint handling that helps us for rescaling of pixel values. Usually, the cuckoo birds
lay their eggs in the nests of other host birds. Sometimes, they may even cleverly
remove the host bird’s egg to improve the hatching probability of their own eggs. As
mentioned by Yang and Deb, CS is designed on the basis of three ideal rules:

1. Each of the cuckoo birds lays one egg at a time and places it in a randomly chosen
nest.

2. The nests containing high quality of eggs are considered best nests and are selected
for the next generation.

3. The number of available host nests is fixed. The host bird may recognize the
cuckoo’s egg. In such case, it may either throw the egg or discard the nest and
make a new nest at a new location. This assumption is represented by a probability
pa ∈ [0, 1], where a fraction of the total number of host nests is replaced by new
nests (with new random solutions).

3.2 Genetic Algorithm

Genetic algorithm(GA) is a search algorithm inspired by the concepts of natural
selection [36]. A chromosome in the form of string represents a solution to a given
problem. It consists of a set of elements called genes that carry the value of optimizing
variables. GA searches among a population of chromosomes andworkswith a coding
of parameter set. It uses the information of the objective functionwithout any gradient
information. It is applied to a variety of function optimization, parameter estimation,
and machine learning applications. A brief framework ofgenetic algorithm is given
below.
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begin

1. A random population of n chromosomes (which represents assumed solutions for
the given problem) is generated.

2. The objective function f (x) for each of the chromosomes x in the population is
computed.

3. A new population is generated by repeating the steps mentioned below until the
new population size is same as the original population.

a. Selection: Two parent chromosomes are chosen from a population as per
their fitness values (higher is the fitness value, more is the probability to be
selected).

b. Crossover: The parent chromosomes selected from the above step are crossed
to form new offspring (children). This is performed with a predefined
crossover probability. If no crossover operation is done, the offspring will
be simply copy of parents.

c. Mutation: This step is performed to come out of local optima. A predefined
mutation probability is used tomutate new offspring at each location (position
in chromosome).

4. The newly created population is used for the next run of the algorithm.
5. If the terminating condition is met, stop. Then the best solution in the current

population is returned.
6. loop repeat from Step 2.

end
A set of solutions (characterized by chromosomes) coined as population is created

using random numbers. Results from one population are selected and employed to
make anewpopulation following threemain steps; selection, crossover, andmutation.
It is anticipated that the new population will be improved as compared to the old one.
Results (parents) which are chosen to form new solutions (offspring) are selected
as per their fitness—higher the fitness, the more chances they will get to reproduce.
This process is reiterated until some termination condition (for example number of
population or may be an improvement over the best solution) is not met.

Iterative application of these steps on the current population creates new pop-
ulations, producing solutions that are nearer to the optimum solution. The fitness
function values for the individuals of the new population are again computed. These
values represent the fitness of the solutions of the new generations. In each genera-
tion, if the solution is improved, it is retained as the best solution. This is repeated
till a termination criterion is met.

3.3 Particle Swarm Optimization

Particle swarm optimization (PSO) is a soft computing method developed by
Kennedy and Eberhart [37]. It is based on the swarming behavior of species such as
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fish and birds. An individual is represented as a particle in PSO with a pre-owned
position.Note that the search space has a dimensionDwhich denotes the search space
of the problem. The algorithm basically involves throwing a population of particles
into the search space, retaining the best (most fit) solution came across. It uses the
particle’s position and computes a fitness value. The position of the particles with the
highest objective function value in the entire run is termed global best (gbest). It is
noteworthy to mention here that each particle also remembers its individual highest
fitness value. Further, this location is called its personal best (pbest). At the end of
each iteration step, every particle updates its velocity vector. The updating depends
on its momentum and the effect of both its best solution and the neighbor’s best
solution. Then a new point is computed to examine. The velocity and the position of
each particle are updated as,

vt+1 = w ∗ vt + c1 ∗ rand ∗ (pbest − xt ) + c2 ∗ rand ∗ (gbest − xt ) (7)

xt+1 = xt + vt+1 (8)

where c1 and c2 represent acceleration constant, rand is the random function,w is the
inertia weight, vt+1 is the updated velocity, and xt+1 is the updated current location
of a particle.

3.4 Hybrid CS-BFO Algorithm

Bacteria foraging optimization (BFO) is a popular evolutionary optimization tech-
nique based on the foraging behavior of the E. Coli bacteria developed by Passino
[38]. It is designed to solve non-gradient optimization problems. The hyperspace
is searched using three main processes: chemotaxis, reproduction, and elimination-
dispersal events. The chemotaxis process is carried out in two different ways; swim-
ming (running) and tumbling. The bacterium in its lifetime alternates between these
two ways of motion. In BFO, a tumble is characterized by a unit length in a random
direction φ( j) which is used to define the direction of movement after a tumble.
Usually, the size of the step taken in the random direction specified by the tumble
is represented as C(i). This step size is modified by using the Levy flight feature of
cuckoo search algorithm. Here, we introduce a random walk via Levy flights as it is
more efficient in exploring the search space. The reason being the step size becomes
much longer in the long run. The bacteria will move to a new location by performing
a Levy flight operation and the step size is now defined as,

C(i) = C(i) + α · ∗Levy(λ)

where α > 0 is the factor contributing to step size. In most of the cases α = 1
is considered [35]. Levy flights provide a random walk while their random steps
are derived from a levy distribution, Levy ∼ u = i−λ, (1 < λ ≤ 3) which has an
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infinite variance with infinite mean. The successive jumps/steps form a random walk
process which follows a power law step length distribution with a heavy tail. In
fact, BFO supplements Levy flight feature of CS to produce better fitness function
values. With a population of S bacteria, the position of the i th bacterium of the
j th chemotactic step, kth reproduction step and the lth elimination/dispersal event
is represented by Pi ( j, k, l) ∈ �p. At this position, the fitness function also known
as nutrient function is denoted by J (i, j, k, l). After a tumble, the location of the
i th bacterium is represented as Pi ( j + 1, k, l) = Pi ( j, k, l) + C(i)φ( j). Now if at
Pi ( j + 1, k, l), the fitness function J (i, j + 1, k, l) is better (lower) than J (i, j, k, l),
another step of size C(i) is taken in the same direction. This swimming operation
is continued till a lower cost is obtained, but is limited to a maximum predefined
number of steps Ns . The fitness function of each bacterium in the population may
also change by a type of swarming that is implemented by cell-to-cell signaling via
an attractant released by the bacteria group to form swarm patterns. The cell also
repels a nearby cell assuming that two cells cannot be physically present at the same
location. The combined cell-to-cell attraction and repelling effects is expressed as
follows:

Jcc(P, Q( j, k, l)) = ∑S
i=1 Jcci (P, Pi ( j, k, l))

= ∑S
i=1

[

−dattract exp
(

−wattract
∑Q

m=1(Pm − Pmi )
2
)]

+∑S
i=1

[

−hrepellant exp
(

−wrepellant
∑Q

m=1(Pm − Pmi )
2
)]

where dattract ,wattract , hrepellant ,wrepellant are coefficients that represent the charac-
teristics of the attractant and repellent signals released by the cell and Pmi is the m

th

component of i th bacterium position Pi . Q( j, k, l) is the position of each member in
the population of the Sbacteria and is defined as,

Q( j, k, l) = Pi ( j, k, l) f or i = 1, 2, . . . , S

The cell-to-cell signaling effect can be added to the cost function as,

J (i, j, k, l) + Jcc(P, Q)

A reproduction step is taken after executing a maximum number of chemotac-
tic steps Nc. The population S is divided in two halves, which form the popula-
tion members to reproduce. Out of these population members, the least healthy
half bacterium perishes and the other healthiest half splits into two bacteria, which
are placed at the same position. More characteristics of chemotactic and swarming
behavior of bacteria are reported in [38]. The idea of using Levy flights in CS-BFO
is to explore the search space more efficiently. After Nre reproduction steps, an
elimination-dispersal event takes place for Ned number of events. In this process,
each bacterium could be dispersed to explore the other domain of the search space.
For each elimination-dispersal event, each bacterium in the population experiences
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Fig. 3 Flow chart for
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the elimination-dispersal with a predefined probability ped . For better clarity, the
flow chart of the proposed CS-BFO algorithm is presented in Fig. 3.

4 Proposed Methodology

The block diagram for our proposed scheme is shown in Fig. 4 where the GLCM of
the given image is computed as per Eq.1. The edgemagnitude information is obtained
from the GLCM. Here, we have used a novel hybrid CS-BFO algorithm to maximize
the edgemagnitude information. Other evolutionary computing techniques CS, PSO,
and GA are used for a comparison. The optimal threshold values are obtained from
the edge magnitude information. Finally, the thresholded image is obtained by using
optimal threshold values. Results obtained with different evolutionary computing
techniques are compared. Here, we present theoretical formulations for obtaining
optimal threshold values. Constraint handling mechanism is introduced in CS-BFO,
PSO, and GA for preventing constraint violation and for violation repair. Different
images fromBerkley Segmentation Database [39] are considered here to experiment.
It is evident from their histograms that they are all multimodal in nature. Hence,
multilevel thresholding is considered here for obtaining a thresholded image. The
gray levels from 0 to L − 1 of the given image are divided into K classes by setting
thresholds t1, t2, . . . , tk−1 where t0 = 0 and tk = L − 1. The objective function for
obtaining optimal multiple threshold values is expressed as,

[topt1, topt2, . . . , topt (k−1)] = arg max

{

∑

q1,q2,...,qk−1

f (·)
}

(9)

INPUT 
IMAGE

COMPUTE 
GLCM OF 

THE IMAGE

OBTAIN 
EDGE 

MAGNITUDE

MAXIMIZE EDGE 
MAGNITUDE 

USING 
EVOLUTIONARY 

COMPUTING 
TECHNIQUES

GET OPTIMAL 
THRESHOLD 

VALUES

THRESHOLDED 
IMAGE

Fig. 4 Block diagram of the proposed scheme
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subject to
0 < topt1 < topt2 < · · · < topt (k−1) < L − 1 (10)

Here, q1, q2, . . . , qk−1 represent edge magnitude. The optimal threshold values are
one that maximizes Eq. (9). The optimal threshold values are computed as,

topt1 = arg max

⎛

⎝
1

η1

q1∑

m=0

q2∑

n=q1+1

(
m + n

2

)

G(m, n)

⎞

⎠

topt2 = arg max

⎛

⎝
1

η2

q2∑

m=q1+1

q3∑

n=q2+1

(
m + n

2

)

G(m, n)

⎞

⎠ (11)

...

topt (k−1) = arg max

⎛

⎝
1

ηk−1

qk−1∑

m=qk−2+1

L−1
∑

n=qk−1+1

(
m + n

2

)

G(m, n)

⎞

⎠

where

η1 =
q1∑

m=0

q2∑

n=q1+1
G(m, n)

η2 =
q2∑

m=q1+1

q3∑

n=q2+1
G(m, n) (12)

...

ηk−1 =
qk−1∑

m=qk−2+1

L−1∑

n=qk−1+1
G(m, n)

Here, the multiple threshold values obtained are optimal when the summation over
q is maximized. The multiple edge magnitude calculation area is presented in Fig. 5.
The dotted line represents the symmetrical area where the edge magnitude is zero.
The upper portion of the GLCM is only utilized due to its symmetrical behavior.
After obtaining optimal threshold values, the given image is thresholded using the
scheme as mentioned below. Let the thresholding level be 2. Then there will be two
optimum threshold values. In this chapter, for a given image with gray levels, the
thresholded image has gray values,

t, 0 < t ≤ topt1
topt1, topt1 < t ≤ topt2 (13)

topt2, topt2 < t < L − 1
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Fig. 5 Multiple edge
magnitude calculation area
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Figure6 shows the proposed scheme for thresholding an image at level 2. For
higher levels of thresholding, similar scheme is used to obtain the thresholded image.
The following section presents the results obtained by using four different evolution-
ary computing techniques for multilevel thresholding.

5 Results and Discussions

The proposed methodology is tested with standard Berkley segmentation database.
Nine different images from Berkley database are considered to validate our claim.
Test Images and thresholded images are displayed from Figs. 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25 and 26. One synthetic image (square
image) with six different gray levels is considered in this experiment in order to
justify the use of our method for 5-level thresholding problems. Some of the images
(e.g., image 5096, 118072) are having poor illumination condition while some other
images (e.g., image 48017, 69007) are having good edge information. Some images
have good textural information. Some images (e.g., image 289011) have a very low
gray-level variation which makes it difficult to threshold at lower levels. However,
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Fig. 7 a Original 2018 image, b Histogram of (a)

Fig. 8 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

the thresholded image is expressive at levels 4 and above. Under the reconstruction
rule in equation explained in this chapter, it is obvious that we need to consider 4
or higher level thresholding for obtaining good quality results for the square image.
Here, we emphasize on the point that multilevel thresholding is very much essential
for square image, which is considered to be typical having six gray-level variations.
This particular synthetic square image ismostly used for validatingmultilevel thresh-
olding algorithms. For 2-level thresholding, the number of classes should be 3. We
can assign only two optimum threshold values (topt1 , topt2) for two classes while
value t is assigned to the other class. The fact that t refers to the original pixel value
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Fig. 9 a Original 5096 image, b Histogram of (a)

Fig. 10 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

may be reiterated. Therefore, pixels with gray values less than topt1will retain their
original values in the output. To be precise, all gray values less than topt1will appear
in the thresholded image, causing ambiguity. But this problem can be avoided by
using higher thresholding levels (4 or higher), which is clearly observed in thresh-
olded square image. This should convince the readers that multilevel thresholding is
a worthwhile subject of study. In this sense, this contribution is quite significant for
the subject. Note that m number of thresholds lead to m + 1 classes here. Results
are presented in the form of figures and tables. Experiments are carried out on Intel
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Fig. 11 a Original 35049 image, b Histogram of (a)

Fig. 12 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

core i-3 processor with 4 GB RAM running under Windows 7.0 operating system.
The algorithms are implemented usingMATLAB. Best objective function values and
optimum threshold values for test images are displayed in Table1. Comparison of
evaluation parameters, Structured Similarity Index (SSIM) and Featured Similarity
Index (FSIM), for measuring thresholding performance is shown in Table2. Com-
parison of evaluation parameters, Inverse Difference Moment (IDM) and Contrast
(CON), for measuring thresholding performance is shown in Table3. Peak signal-
to-noise ratio (PSNR) values and CPU Time (sec) are displayed in Tables4 and 5.
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Fig. 13 a Original 48017 image, b Histogram of (a)

Fig. 14 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

Test Images

The common parameter setting chosen for all techniques is: Lower Bound (LB) =
2, Upper Bound (UB) = 255, Population Size (NP) = 30, Iterations (Iter) = 30, and
Image size = 256 × 256. Here we have implemented GA using OPTIM toolbox of
MATLAB. The CPU time required with GA is much more than the other methods.
This is the reason why we have not included it in Table4.

The parameters chosen for cuckoo search are: mutation probability = 0.25, scale
factor = 1.5.
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Fig. 15 a Original 69000 image, b Histogram of (a)

Fig. 16 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

The parameters chosen for hybrid CS-BFO are: Number of chemotactic steps =
10, Swimming length= 10, HereC(i) = 0.1,α = 1, λ = 1.5, Number of reproduction
steps= 4, Number of elimination and dispersal events= 2, Probability of elimination
and dispersal = 0.02, Depth of attractant = 0.1, Width of attractant = 0.2, Height of
repellent = 0.1, Width of repellent = 10. The parameters chosen for particle swarm
optimization are: Weight of velocity = 0.9–0.5, Coefficient of personal and social
cognition = 2.
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Fig. 17 a Original 118072 image, b Histogram of (a)

Fig. 18 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

The parameters chosen forgenetic algorithm are: Crossover probability = 0.9,
mutation probability = 0.1, Selection operator = Roulette wheel.

FromTable1 it is observed that best objective functionvalues are obtainedbyusing
CS-BFO method. Here, we consider many parameters to measure the performance
of our method. Structured Similarity Index (SSIM) computes the visual similarity
between the original image and the thresholded image at a particular threshold level. It
is always less than1 and ahigher value of SSIMcloser to 1 exhibits better thresholding
[40]. Similarly, Feature Similarity Index (FSIM) also represents the visual similarity
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Fig. 19 a Original 69007 image, b Histogram of (a)

Fig. 20 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

between the original image and the thresholded image at a particular threshold level.
A higher value of FSIM closer to 1 represents a better thresholding performance
[41]. This parameter is added here to strengthen our claim.

The SSIM index is calculated as:

SSI M(I, Ĩ ) = (2μIμ Ĩ + C1)(2σI Ĩ + C2)

(μ2
I + μ2

Ĩ + C1)(σ 2
I + σ 2

Ĩ + C2)
(14)
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Fig. 21 a Original 268074 image, b Histogram of (a)

Fig. 22 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

Here ‘I’ denote the original image and ‘Ĩ’ represent the thresholded image at a
particular level. Note that μI is the average of I, μ∼

I
is the average of Ĩ , σ 2

I is the

variance of I, σ 2
Ĩ
is the variance of Ĩ , σI Ĩ is the variance of I and Ĩ . Here C1 and C2

are constants and are chosen as 0.065. It is seen from Table2 that SSIM is higher
for CS-BFOmethod. In this sense, the proposed CS-BFO technique produces results
which are visually better than other techniques. The FSIM index is calculated as:
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Fig. 23 a Original 289011 image, b Histogram of (a)

Fig. 24 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

FSI M =
∑

X∈Ω SL(X) · PCm(X)
∑

X∈Ω PCm(X)
(15)

where Ω is the whole image in spatial domain. Here SL(X) is the overall similarity
of two images, PCm(X) is the maximum phase congruence between two images.
Interestingly, FSIM is also higher for CS-BFO (as depicted in Table2). It is worthy
to claim here that improved SSIM and FSIM are obtained for CS-BFO. Hence, CS-
BFO performs better than other methods. While considering SSIM and FSIM, CS is
the second contestant and shows better indices than PSO and GA.



76 S. Agrawal et al.

Fig. 25 a Original square image, b Histogram of (a)

Fig. 26 Thresholded images. a Thresholded at level 2 with CS-BFO. b Thresholded at level 3
with CS-BFO. c Thresholded at level 4 with CS-BFO. d Thresholded at level 5 with CS-BFO. e
Thresholded at level 2 with CS. f Thresholded at level 3 with CS. g Thresholded at level 4 with CS.
h Thresholded at level 5 with CS

Contrast (CON) and Inverse Difference Moment (IDM) [28] are also used to
describe the GLCM parameters. The contrast is defined in Eq.3. Here, C(m, n)

represents the normalizedGLCM.A high value of contrast implies better thresholded
image, which is higher for CS-BFO method (as shown in Table3).
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Table 1 Best objective function values

Test images m Best objective function values

CS-BFO CS PSO GA

2018 2 257.84 250.00 247.52 244.09

3 336.41 315.25 312.50 303.47

4 890950.00 7408.50 1005.90 862.16

5 1175200.00 78849.00 13950.72 1030.90

5096 2 164.48 157.91 156.25 81.33

3 210.47 192.16 188.68 84.25

4 1375500.00 1319400.00 523670.00 434782.60

5 1388700.00 1343200.00 1245700.00 465246.11

35049 2 266.96 260.45 243.90 118.15

3 329.21 306.87 285.71 238.82

4 1079644.00 943140.00 91709.46 20378.00

5 1220600.00 973910.00 624765.71 180790.00

48017 2 230.36 222.22 220.81 114.91

3 285.98 277.48 232.55 191.54

4 3203100.00 2459300.00 156150.00 31609.55

5 3266500.00 3242400.00 697934.11 407990.00

69000 2 267.52 263.15 255.49 162.88

3 340.71 311.88 303.03 253.28

4 1220800.00 891030.00 197667.52 145025.00

5 1482900.00 1398200.00 817995.91 283480.00

69007 2 267.61 263.16 257.97 247.02

3 334.77 303.03 267.98 265.72

4 1936500.00 1188600.00 193020.00 3333.33

5 2837700.00 2776100.00 344827.58 290860.00

118072 2 217.85 200.10 192.30 102.78

3 260.58 223.25 217.39 106.39

4 2858500.00 2778900.00 1758462.00 52845.73

5 3212300.00 2864300.00 2545948.00 375869.19

268074 2 212.23 208.33 200.99 103.68

3 268.31 232.89 212.76 208.32

4 1469100.00 885440.00 235144.73 1971.60

5 2361700.00 1562500.00 996160.00 23714.00

289011 2 276.40 270.27 266.86 99.75

3 339.15 269.06 263.15 87.09

4 2476500.00 2465591.00 1251063.40 378.73

5 3978900.00 3123900.00 2132400.00 80901.00

Square 2 123.55 101.55 96.15 10.09

3 152.25 118.52 88.49 80.27

4 1025300.00 1025300.00 845220.00 798722.04

5 1056694.00 1003200.00 905387.05 845320.00
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Table 2 Optimum threshold values

Test
images

m Optimum threshold values

CS-BFO CS PSO GA

2018 2 101, 141 59, 125 106, 155 86, 225

3 58, 82, 164 45, 132, 225 69, 91, 171 35, 158, 244

4 69, 95, 163, 214 30, 79, 137, 234 171, 212, 228, 242 37, 98, 156, 181

5 46, 58, 64, 91, 161 107, 142, 161,
179, 185

44, 103, 150, 187,
233

75, 114, 150, 211,
238

5096 2 68, 85 113, 207 52, 98 52, 133

3 38, 48, 90 135, 226, 248 37, 56, 96 99, 119, 139

4 51, 95, 152, 187 117, 147, 176, 202 43, 92, 140, 230 12, 61, 78, 117

5 41, 93, 140, 171,
209

67, 80, 89, 135,
210

42, 52, 94, 142,
164

61, 138, 170, 223,
240

35049 2 81, 150 116, 208 85, 157 27, 137

3 33, 79, 153 50, 73, 112 49, 90, 140 87, 115, 208

4 86, 130, 204, 255 61, 100, 138, 168 57, 87, 147, 222 61, 71, 195, 248

5 43, 63, 100, 125,
216

96, 149, 180, 212,
222

27, 59, 85, 114,
189

90, 118, 178, 205,
246

48017 2 76, 133 130, 244 75, 140 41, 73

3 54, 75, 142 35, 115, 193 50, 80, 146 79, 141, 207

4 36, 51, 63, 150 135, 195, 227, 246 22, 62, 149, 202 47, 108, 207, 232

5 43, 135, 182, 213,
240

16, 39, 54, 101,
230

15, 26, 40, 166,
251

33, 76, 115, 143,
223

69000 2 81, 156 50, 195 93, 164 65, 91

3 60, 81, 159 39, 127, 229 70, 96, 167 28, 74, 160

4 51, 122, 184, 234 110, 160, 202, 215 73, 131, 198, 221 97, 177, 200, 226

5 73, 88, 95, 110,
156

83, 107, 118, 134,
158

38, 117, 158, 179,
213

32, 33, 44, 222,
237

69007 2 83, 157 94, 182 90, 165 65, 202

3 26, 67, 158 56, 83, 102 71, 92, 166 159, 213, 242

4 47, 55, 88, 169 116, 170, 208, 232 17, 57, 87, 168 87, 104, 150, 228

5 27, 71, 104, 140,
215

116, 169, 204,
215, 231

51, 110, 161, 197,
213

70, 107, 149, 194,
218

118072 2 64, 123 116, 199 88, 114 52, 66

3 53, 67, 121 135, 205, 230 39, 70, 131 72, 106, 161

4 48, 65, 135, 255 40, 53, 63, 156 39, 59, 139, 200 49, 61, 105, 216

5 66, 132, 215, 235,
255

23, 76, 97, 139,
220

53, 71, 134, 206,
222

22, 68, 111, 138,
209

268074 2 55, 147 149, 200 88, 115 34, 154

3 22, 57, 143 47, 138, 229 41, 80, 120 56, 74, 122

4 25, 76, 102, 150 58, 89, 166, 230 51, 80, 121, 140 103, 124, 149, 186

5 34, 101, 136, 167,
255

16, 31, 53, 93, 195 43, 76, 107, 180,
203

7, 22, 52, 78, 118

(continued)
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Table 2 (continued)

Test
images

m Optimum threshold values

CS-BFO CS PSO GA

289011 2 80, 155 118, 225 86, 162 90, 156

3 79, 159, 247 103, 214, 237 62, 91, 161 185, 222, 239

4 73, 102, 180, 226 107, 116, 123, 227 76, 109, 184, 219 126, 147, 224, 250

5 97, 144, 187, 211,
243

83, 147, 170, 195,
211

104, 155, 172,
197, 213

75, 95, 119, 153,
230

Square 2 33, 56 37, 140 45, 73 151, 243

3 31, 67, 245 58, 73, 155 24, 43, 70 68, 80, 231

4 64, 139, 159, 236 19, 25, 158, 203 64, 121, 158, 191 65, 76, 181, 236

5 34, 65, 137, 148,
245

54, 159, 190, 206,
237

27, 37, 64, 140,
150

25, 138, 146, 183,
214

The IDM measures the homogeneity of the image and is calculated as:

I DM =
L−1
∑

m=0

L−1
∑

n=0

[

1/(1 + (m − n)2)
]

C(m, n) (16)

It is inversely correlated to contrast. IDM is low for inhomogeneous images and
relatively higher for homogenous images. It is lower for CS-BFO technique (as
displayed in Table3), which is desirable.

Peak signal-to-noise ratio (PSNR) is used as the quality measure between the
original image I and the thresholded image Ĩ of size M × N . Higher the PSNR
better is the thresholded image. Table4 displays the variation of PSNR with all the
methods. It is defined as [42]

PSN R = 20 log 10

(
1

RMSE

)

(17)

where RMSE is the root mean square error and is defined as

RMSE =
√
√
√
√

1

M × N

M
∑

i=1

N
∑

j=1

(I (i, j) − Ĩ (i, j))
2

From Table4, it is observed that CS-BFO provides us better PSNR values as
compared to other methods. In summary, the proposed CS-BFO method has shown
improved results with respect to different measures but computationally expensive.
Note that CS is the second contestant in this respect. However, CS shows improved
speed compared to other methods. Variations of CPU time (sec) are displayed in
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Table 3 Comparison of evaluation parameters for measuring thresholding performance

Test
images

m SSIM FSIM

CS-
BFO

CS PSO GA CS-
BFO

CS PSO GA

2018 2 0.8882 0.8401 0.8002 0.7745 0.9743 0.9674 0.8273 0.5055

3 0.9330 0.9210 0.8812 0.8338 0.9750 0.9723 0.9693 0.7147

4 0.9954 0.9338 0.9050 0.8627 0.9793 0.9754 0.9706 0.9635

5 0.9795 0.9781 0.9777 0.9484 0.9890 0.9843 0.9803 0.9801

5096 2 0.9714 0.9451 0.9412 0.7893 0.9982 0.9820 0.9751 0.5817

3 0.9949 0.9588 0.9500 0.8565 0.9974 0.9894 0.9818 0.9558

4 0.9971 0.9594 0.9548 0.8534 0.9914 0.9855 0.9724 0.9656

5 0.9999 0.9962 0.9619 0.9570 0.9998 0.9979 0.9875 0.9830

35049 2 0.9870 0.9750 0.9729 0.9294 0.9977 0.9786 0.9718 0.9447

3 0.9891 0.9749 0.9721 0.8520 0.9980 0.9914 0.9908 0.9181

4 0.9916 0.9889 0.9798 0.9604 0.9985 0.9960 0.9666 0.9558

5 0.9901 0.9865 0.9783 0.9368 0.9973 0.9859 0.9826 0.9826

48017 2 0.9728 0.9296 0.9261 0.9191 0.9945 0.9863 0.9862 0.9776

3 0.9745 0.9328 0.8636 0.8205 0.9955 0.9898 0.9821 0.9532

4 0.9568 0.9532 0.9505 0.9463 0.9955 0.9943 0.9927 0.9213

5 0.9784 0.9549 0.9509 0.9054 0.9976 0.9942 0.9941 0.9862

69000 2 0.9458 0.9082 0.8440 0.7342 0.9938 0.9879 0.9504 0.9486

3 0.9389 0.9379 0.9088 0.7901 0.9900 0.9865 0.9846 0.9542

4 0.9859 0.9686 0.9454 0.9388 0.9956 0.9858 0.9825 0.9685

5 0.9619 0.9616 0.9540 0.9479 0.9962 0.9949 0.9844 0.9819

69007 2 0.9906 0.9451 0.8937 0.8579 0.9977 0.9859 0.9769 0.9702

3 0.9412 0.9406 0.9298 0.8139 0.9857 0.9849 0.9834 0.9552

4 0.9848 0.9663 0.9362 0.9352 0.9951 0.9921 0.9801 0.9792

5 0.9854 0.9720 0.9533 0.9319 0.9952 0.9909 0.9834 0.9800

118072 2 0.9185 0.8908 0.8435 0.7065 0.9724 0.9662 0.9633 0.9414

3 0.9841 0.9555 0.9359 0.9270 0.9925 0.9775 0.9762 0.9724

4 0.9623 0.9361 0.9346 0.8726 0.9908 0.9792 0.9775 0.9651

5 0.9868 0.9531 0.9413 0.8316 0.9838 0.9824 0.9753 0.9617

268074 2 0.9560 0.8941 0.8800 0.7896 0.9906 0.9627 0.9547 0.9399

3 0.9660 0.9503 0.9021 0.8005 0.9926 0.9897 0.9705 0.9455

4 0.9746 0.9704 0.9677 0.9061 0.9947 0.9931 0.9924 0.9711

5 0.9990 0.9974 0.9870 0.9232 0.9996 0.9993 0.9956 0.9801

289011 2 0.9516 0.9459 0.9372 0.9243 0.9595 0.9551 0.9498 0.9313

3 0.9824 0.9650 0.9410 0.9254 0.9832 0.9647 0.9529 0.9501

4 0.9931 0.9792 0.9661 0.9644 0.9964 0.9813 0.9607 0.9603

5 0.9993 0.9844 0.9823 0.9775 0.9997 0.9887 0.9772 0.9720

Square 2 0.8173 0.7388 0.5215 0.4206 0.9206 0.9056 0.8850 0.8798

3 0.9117 0.8410 0.5386 0.5198 0.9329 0.9321 0.9308 0.8872

4 0.9139 0.8976 0.8950 0.8821 0.9508 0.9472 0.9385 0.9333

5 0.9622 0.9342 0.9181 0.8972 0.9546 0.9499 0.9486 0.9406
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Table 4 Comparison of evaluation parameters for measuring thresholding performance

Test
images

m IDM Contrast

CS-
BFO

CS PSO GA CS-BFO CS PSO GA

2018 2 0.0638 0.0509 0.0501 0.0501 917.987 859.2759 526.4093 325.13

3 0.0739 0.0726 0.0626 0.0584 775.8469 659.848 459.7879 428.8619

4 0.0952 0.0623 0.0584 0.0494 1677.50 885.8352 761.4023 542.3399

5 0.0768 0.0741 0.0657 0.0486 32513.0 1156.20 632.9395 599.6979

5096 2 0.0661 0.0642 0.0551 0.0490 671.113 522.2733 477.2119 366.524

3 0.0779 0.0762 0.0499 0.0494 703.3805 700.4217 478.60 431.0529

4 0.3333 0.0732 0.0653 0.0488 4335.0 693.8393 479.9729 434.7964

5 0.0758 0.0713 0.0595 0.0543 584.5217 481.8288 435.2423 427.472

35049 2 0.3014 0.0640 0.0621 0.0546 663.5106 503.2428 486.6353 484.2353

3 0.1960 0.1037 0.0973 0.0599 496.1946 427.7809 369.5752 363.9202

4 0.0864 0.0796 0.0792 0.0610 558.592 531.883 473.3847 311.223

5 0.2418 0.1160 0.0581 0.0573 1747.10 683.9374 646.1041 625.9706

48017 2 0.1615 0.0555 0.0553 0.0501 1295.80 706.6496 704.9634 91.3132

3 0.0990 0.0681 0.0640 0.0541 959.2491 628.1549 626.2626 442.6567

4 0.1479 0.1395 0.0879 0.0491 1410.90 661.40 492.6044 469.6297

5 0.1772 0.1707 0.0888 0.0811 782.1527 675.129 581.4051 445.6095

69000 2 0.0759 0.0607 0.0578 0.0578 747.6221 747.4594 657.3651 461.0289

3 0.0894 0.0865 0.0673 0.0629 698.1237 621.4993 454.8236 420.5664

4 0.0777 0.0737 0.0626 0.0534 1250.40 926.9654 703.5219 663.333

5 0.0871 0.0830 0.0594 0.0574 783.9952 757.1032 738.7755 690.8482

69007 2 0.0811 0.0645 0.0607 0.0592 839.7689 809.0918 763.0727 478.5779

3 0.1607 0.0845 0.0710 0.0424 1863.10 775.7666 683.9459 567.2135

4 0.2023 0.0958 0.0597 0.0504 1361.30 1106.20 949.1574 709.617

5 0.1455 0.0932 0.0708 0.0502 1391.50 1350.20 1083.90 1019.50

118072 2 0.0690 0.0620 0.0556 0.0513 789.8287 679.7502 500.2609 471.2185

3 0.1125 0.0791 0.0666 0.0490 826.5215 468.6492 440.3889 422.9089

4 0.1199 0.1138 0.1036 0.0887 373.6271 354.2937 351.6347 277.7735

5 0.1883 0.0802 0.0676 0.0517 1001.20 842.9632 505.8959 439.4412

268074 2 0.0939 0.0606 0.0420 0.0365 1216.50 897.7303 488.3368 194.6519

3 0.1278 0.0741 0.0696 0.0562 659.1204 629.246 409.6018 400.3235

4 0.1110 0.0612 0.0564 0.0382 1100.60 928.9911 729.4232 594.0642

5 0.3333 0.1265 0.0901 0.0710 43350.0 970.3669 685.6124 659.8917

289011 2 0.0823 0.0758 0.0731 0.0601 440.5301 324.2832 302.3166 261.3164

3 0.0841 0.0788 0.0645 0.0602 511.9059 406.2852 315.2156 283.0846

4 0.0905 0.0862 0.061 0.0591 474.4105 446.9834 317.6874 294.237

5 0.0869 0.0791 0.0676 0.0639 441.4006 421.5285 334.7603 326.6067

Square 2 0.1011 0.1005 0.0936 0.0736 269.2862 180.634 153.6706 146.818

3 0.1175 0.1078 0.0885 0.0113 271.7993 237.1794 211.9535 146.2412

4 0.1384 0.0861 0.0861 0.0835 289.9187 262.3659 262.2745 254.2363

5 0.1243 0.1108 0.1039 0.0927 247.6694 220.8571 191.0518 184.7975
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Table 5 Comparison of evaluation parameters for measuring thresholding performance

Test
images

m PSNR CPU time (s)

CS-BFO CS PSO GA CS-BFO CS PSO

2018 2 14.7160 13.2521 11.5661 7.1470 3.0090 9.8773 4.2049

3 16.1385 15.8885 15.1324 13.3272 3.4220 10.5943 4.4860

4 20.8578 20.7641 16.2783 15.2391 3.7435 13.0737 4.5539

5 41.9637 28.2329 21.3175 17.9136 3.8827 15.8542 5.1767

5096 2 24.9249 21.6819 21.3482 17.9107 3.0462 7.7884 4.0613

3 32.4229 23.0494 22.1345 17.9841 3.2818 8.7753 4.3500

4 34.8917 33.625 23.0567 22.8694 3.8286 10.3581 5.4076

5 48.420 35.4676 23.2134 23.0032 3.8869 10.5507 5.6245

35049 2 26.2584 23.4688 21.2816 18.023 3.0960 8.1157 3.6424

3 28.9645 26.5104 25.7788 22.6047 3.5031 10.0742 3.8158

4 30.0235 29.3525 26.8906 26.0806 3.7044 11.9178 4.3633

5 31.2111 30.509 30.1184 26.9561 3.8649 11.9899 4.7576

48017 2 18.9589 16.250 14.8221 10.4003 3.1511 1.6480 4.0862

3 19.046 18.5127 18.0122 17.6767 3.5472 9.0756 4.1865

4 23.1233 20.9672 20.5879 20.2799 3.5518 12.491 4.4676

5 24.0408 23.1994 20.9006 20.5773 3.9654 12.7387 4.9443

69000 2 19.9516 18.4032 14.6965 13.5498 3.4985 7.8022 3.8457

3 20.1936 20.1329 18.4869 15.7891 3.6838 10.6096 4.1081

4 21.1112 20.8614 20.6949 20.3911 4.5515 11.8391 4.4282

5 26.3043 22.6392 22.2657 21.6605 5.1357 15.4206 4.9353

69007 2 18.5367 17.0011 16.6326 15.0781 3.7593 7.4937 3.4841

3 22.8099 20.7025 19.4319 18.9173 3.9878 9.8087 3.8619

4 26.7693 23.0368 20.5901 19.6393 4.1118 11.0772 3.9145

5 29.0884 26.9551 20.6237 20.0269 4.2310 13.3077 4.2014

118072 2 18.7568 17.4245 16.0303 13.1227 3.6736 8.8937 3.9905

3 20.8283 19.6379 19.3115 16.0583 3.8248 12.025 4.0065

4 22.6482 19.8089 19.7858 17.0145 3.8832 12.0978 4.5911

5 27.2132 26.1549 21.5627 20.2257 4.9355 12.7215 5.2503

268074 2 22.7577 18.8758 18.8543 16.1552 3.5815 8.7488 4.2904

3 25.0733 23.9331 22.1895 19.2213 4.4056 9.6852 5.2114

4 34.8661 25.4174 24.7281 20.0167 4.9122 11.2692 5.2492

5 40.0495 35.9001 29.0207 20.1271 5.0607 13.0562 5.4428

289011 2 22.4462 21.3519 21.3423 19.784 3.8884 8.0483 4.3764

3 25.9696 24.6733 21.3856 19.9522 4.5956 8.4168 4.6670

4 32.0684 27.296 23.1338 22.8942 5.6149 8.7743 4.7512

5 41.9406 27.960 27.9035 25.946 5.6944 9.8128 5.0630

Square 2 12.114 11.5281 8.9266 7.9905 3.2944 7.9257 4.7972

3 15.7409 13.140 9.1422 8.8001 4.2276 8.5026 5.6522

4 16.0313 15.2728 15.1664 14.6658 5.4875 9.1629 5.8700

5 19.2617 17.2478 16.920 14.997 5.6785 10.1280 6.1083
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Fig. 27 Variation of CPU
time for image 2018

Fig. 27. Note that CPU time for GA is not shown in Table4. Here GA takes more
time compared to all other three methods since we use OPTIM toolbox ofMATLAB.

From Fig. 27, it is observed that CS-BFO takes more time as compared to CS and
PSO techniques. Note that CS takes least CPU time.

6 Conclusion

The chapter presented the idea of multilevel thresholding using a novel hybrid CS-
BFO algorithm based on edge magnitude information. Evolutionary computational
techniques have been successfully deployed for maximizing edge magnitude of an
image. Fidelity- and contrast-relatedmeasures are used to compare these evolutionary
computational techniques judiciously. From the results, we observe that performance
of CS-BFO is better as compared to other three techniques. In addition, the inherent
constraint handling capability makes it attractive for multilevel image thresholding
applications. From Table4, it is seen that CS is faster than other methods. The reason
is the fact that CS needs few parameter settings. Our proposedCS-BFO algorithm has
potential and can be used for solving optimization problems, where social foraging
model works.
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REFII Model and Fuzzy Logic as a Tool
for Image Classification Based on Image
Example

Goran Klepac

Abstract Image segmentation as a concept has great potential for practical
implementation. Image segmentation is complex concept, which can be focused
on object recognition within images, or content similarity oriented concept, or some
other concept which in general try to recognize similar elements within images. This
chapter will introduce novel concept based on picture content similarity, which can
be used as a tool for recommendation systems in situation where we operate with
unknown image data sets. Simple example for that can be travel agencies web pages,
where potential users are seeking for future travel destinations. Based on experience
regarding previously visited locations, system calculates content similarity between
mostly visited locations represented by pictures and offers new locations upon calcu-
lated preference. Generally speaking, this process can be declared as image segmen-
tation, because segmentation is based on example picture content, and all locations
similar to the chosen picture content are declared as segment. Visitor gets recommen-
dation for his next travel destination based on previously seen locations within one
web session, or more than one web session if visitor can be uniquely recognized by
login and password. Method presented in this chapter should be a good solution for
online systems which demands fastness and efficiency for recommendation systems.
Existing methods are much precise, but demands longest computing processing.
Proposed method does not demand exhaustive training to be efficient in image clas-
sification. Partially it cause with less precision in comparison with methods such as
histogram-based methods, compression-based methods, algorithms based on edge
detection, region growing, partial differential equation-based methods, and others,
but speed up process of image classification.
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1 Introduction

The solution of image classification problem based on example image is interesting
in situation where we try to find similar images to selected image. It is not task
of object recognition which demands certain degree of accuracy regarding object
recognition; it is task for finding images with similar content. Main advantage of that
methodology could be finding all images which have mutual themes like night sky,
forest landscape in the autumn, sea landscapes buildings.

For these purposes elements of REFII model in combination with fuzzy logic will
be used. REFII model is used for time series analysis purposes, but in this case it will
be used in combination with fuzzy logic as a tool for image classification. Basic idea
is to decompose each pixel RGB value from the picture into time series spans, where
each pixel will be represented as a time span of RGB values as well as with area under
the transformedREFII time span. Fuzzy logic has a role to define similarity criteria by
rules. Picture similarity is defined as a similarity ratio between correspondent pixels
of selected and observed picture. Similarity on pixel level is defined as a similarity
between slopes between selected andobserved correspondent pixelwithin picture and
similarity between area under curve between selected and observed correspondent
pixel within picture. Similarity criteria will be defined through fuzzy logic on pixel
and picture level. As an auxiliary tool for similarity evaluation fuzzy logic concept
will be used.Thepower of presentedmethodology is that it does not demand indexing,
tagging and previous classification for similarity recognition.

Hybridization is achieved in integration of REFII model which is time series ori-
ented analytical tool, fuzzy logic and distance metrics commonly used for clustering
and similarity calculation.

Presentedmethodology canhave application in area of big data analytic, especially
for image searching purposes, and have potential for image clustering upon defined
image examples.

Integral part of the chapter is practical example for image similarity recognition
and classification based on presented model. Within practical example an illustration
on empirical data about how changes in similarity criteria based on fuzzy logic have
influence on output results will be presented. This chapter will also give direction
on future research regarding described methodology for object recognition purposes
within images and for automated image tagging and indexing.

2 Background

Automatic image classification, image clustering, image recognition and all auto-
matic image related algorithms are nontrivial tasks. First reason lies in fact that
images are complex data structures with variety of information which can vary in
complexity regarding used data format and additional image features [1, 2].
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Processing on pixel level methodology, which is must for many methods is con-
suming processwhich demands taking care of optimization processes. In those condi-
tions, challenging task is to find efficient and relatively robust and quickmethodology
for image classification by example. It is evident that we cannot expect perfect accu-
racy, but plausible accuracy which will show acceptable performance for solving
practical problems from business practice [3–5]. Recommendation systems can be
improved by inclusion of additional information regarding image sources, and that
additional information can be one of the most important factors which determine
some actions within recommendation system.

In a situation when we are trying to recognize specific object, Harris corner detec-
tor, scale invariant feature transform (SIFT) or similar algorithm can be used as an
integral part of solution. Problem is in extension of processing time, and additional
knowledge base which should be defined good enough to be operative and useful
[6, 7]. Additional problem is when we are faced with new unknown case within
image, then knowledge database should be extended. In situation when knowledge
base should be updated very often, system efficiency drops. Additional problem in
domain of image processing are matching tagged images, clustering images, index-
ing images [8–10]. Accuracy demands more processing time and often maintenance
of those systems can be complex depending on system dynamic [11–13]. Challenge
is to find solution, which will be acceptable from the perspective of accuracy and
adequate processing time, adequate maintenance requirements. Significant number
of solutions for image similarity, image clustering, and image object recognition
are concentrated on RGB pixel values and pixel environment. Euclidean distance,
K-means clustering, support vector machines, deep learning methodology with
neural network usage, Bayesian networks are referent methods which are mostly
used for solving described problems [14–20]. Main aim of proposed method will be
solution that will be robust enough to provide results within adequate period of time,
and for which there is no need for additional maintenance in condition of increas-
ing system dynamic. Recommendation system and customer profiling/preferences
can increase their performances using additional information extracted from images.
Sometimes that information can be very tangible, like green landscape or sea. Some-
times information can be intangible and abstract and could not be described by exact
terms, and mostly can describe appearance of some specific feelings in association
with specific group of pictures regarding appearance of specific color spectra within
image. That leads us to new level of image processing with intention for specific
application in systems like recommendation systems or profiling, which can be a
good starting point for deeper customer understanding [21–24]. Image segmentation
algorithms such as histogram-based methods, compression-based methods, algo-
rithms based on edge detection, region growing, partial differential equation-based
methods, graph partitioningmethods,watershed transformation,multi-scale segmen-
tation, semi-automatic segmentation, trainable segmentation could be demanding
regarding computing [19, 25–33] Usage of K-mean clustering, hierarchical cluster-
ing, spectral clustering, graph cuts are computation demanding process. It could be
the problem in systems like recommendation systems which demands fast reaction
based on previously unknown image. References [28–32] To develop light method
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which will give fast reaction based on previously unknown image the following
method is developed. This method has an inspiration in REFII model, model which
is developed for time series analysis purposes. Basic postulates of REFII model in
combination with fuzzy logic was used for creating image classification tool.

3 REFII Model and Introduction

The main purpose of REFII model is to automate time series analysis, through a
unique transformation model of time series. An advantage of this approach of time
series analysis is the linkage of different methods for time series analysis, linking
traditional data mining tools in time series, and constructing new algorithms for
analyzing time series REFII model is not a closed system, which means that we
have a finite set of methods. First, this is a model for transformation of values of
time series, which prepares data used by different sets of methods based on the same
model of transformation in a domain of problem space. REFII model gives a new
approach in time series analysis based on a unique model of transformation, which
is a base for all kind of time series analysis [34, 35].

The algorithm for time series transformation into the REFII model is done in
several steps. A time series can be defined as a series of values S(s1, sn) where S
represents a time series and (s1, sn) represents the elements of series S.

1. Step 1 Time interpolation
Format of an independent time series Vi(vi1, vin) on the interval < 1..n > (days,
weeks, months, quarters, years) with values of 0. It is necessary to implement the
interpolation of values missing from S(s1, sn) based on the series Vi. The result
of this process is the series S(s1, sn)with interpolated values from the Vi(vi1, vin)
series.

2. Step 2 Time granulation
In this step we define the degree of summarization of the time series S(s1, sn) that
is located within a basic unit of time (day, week, month...). Time series elements
are summarized by using statistical functions like sum, mean or mode on the
level of granular slot. That way, the granulation degree of the time series can be
increased (days to weeks, weeks to months) and the result is a time series S(s1, sn)
with a greater degree of granulation. We can return to this step during the analysis
process to fulfil the analysis goals, and that includes the mandatory repetition of
this process in the following steps.

3. Step 3 Normalization
The normalization procedure implies the transformation of a time series S(s1, sn)
into a time series T(t1, tn)where each element of the array is subject to a min-max
normalization procedure to the < 0, 1 > interval. Time series T is made up of
elements (t1, tn) where ti is calculated as:
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ti = si − min(s)

max(s) − min(s)
,

where min(s) and max(s) are the minimum and maximum values of time series
T. The time shift between basic patterns (a measure of time complexity) in a time
slot on the X axis is defined as d(ti, ti + 1) = a.

4. Step 4 Transformation to REF notation

According to the formula

Tr = ti+1 − ti,Tr > 0 ⇒ “R”,Tr = 0 ⇒ “E”,Tr < 0 ⇒ “F”,

where the Yi elements are members of the Ns series.
5. Step 5 Slope calculation based on the angle angular deflection coefficient:

Tr > 0 ⇒ R Coefficient = ti+1 − ti
Tr < 0 ⇒ F Coefficient = ti − ti+1

Tr = 0 ⇒ F Coefficient = 0

6. Step 6 Calculation of the area below the curve numerical integration by the rec-
tangle theory:

p = (ti ∗ a) + (ti ∗ a)

2

7. Step 7 Creating time indices
Creating a hierarchical index tree depends on the nature of the analysis, where
the element of the structured index can be located and an attribute such as the
clients code.

8. Step 8 Category creation
Creating derived attribute values based on the area below the curve and the deflec-
tion angles. It is possible to create categories by applying crisp and fuzzy logic.

9. Step 9 Connecting the REFII model’s transformation tables with the relational
tables that contain attributes with no time dimension.

These nine basic steps are the foundation of the algorithmic procedure under-
lying the REFII model whose ultimate goal is the formation of the transformation
matrix. The transformation matrix is the foundation for performing future analytical
procedures whose goal is time series analysis.

The REFII model combines the trends of discrete functions and the area on the
time segment level and creates a basic pattern. The basic pattern is represented with
three core values:

1. Growth trend code (REF)
2. Angular deflection coefficient that can be classified into categories with the aid

of the classical crisp or fuzzy logic
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3. The time segment area can be classified into categories with the aid of the classical
crisp or fuzzy logic

Basic patterns can form complex structures of series of samples, and as such can
be part of the analysis process. The basic pattern defined through the REFII model
is its fundamental part. Time series transformed with REFII model can be used for
dynamic Bayesian network construction.

4 Conceptual Solution Proposal

For image segmentation purposes REFII model is revised and adopted. Focus is
on RGB values as elements for transformation purposes. Taking into consideration
image file structure, RGB element will be observed as time spans. Focus will be
on angle deflection represented through RGB values and area beneath curve also
expressed through RGB values. Normalization as a step in REFII model will be
skipped, based on the fact that RGB values have standard range of values. Elemental
REF transformation will also be skipped due to fact that direction as a piece of
information is not relevant as well for this problem domain. Instead of direction
we are interesting on absolute value calculation, as information about differences
between two data sources.

REFII model is inspiration for image similarity/segmentation solution. Formally
we can express methodology for image data transformation as:

AdRi = |AsRi − AtRi|
255

∗ 100 (1)

where,
AdRi is angular difference in percentage of Red values between selected image

(source image) and image for which we try to determine similarity (target image) for
i-th pixel.

AsRi is value on RGB scale for Red value for i-th pixel in selected image (source
image).

AtRi is value on RGB scale for Red value for i-th pixel image for which we try to
determine similarity (target image).

AdGi = |AsGi − AtGi|
255

∗ 100 (2)

where,
AdGi is angular difference in percentage of Green values between selected image

(source image) and image for which we try to determine similarity (target image) for
i-th pixel.

AsGi is value onRGB scale for Green value for i-th pixel in selected image (source
image).



REFII Model and Fuzzy Logic as a Tool for Image … 93

AtGi is value on RGB scale for Green value for i-th pixel image for which we try
to determine similarity (target image).

AdBi = |AsBi − AtBi|
255

∗ 100 (3)

where,
AdBi is angular difference in percentage of Blue values between selected image

(source image) and image for which we try to determine similarity (target image) for
i-th pixel.

AsBi is value on RGB scale for Blue value for i-th pixel in selected image (source
image).

AtBi is value on RGB scale for Blue value for i-th pixel image for which we try
to determine similarity (target image).

Areai = |(AsRi ∗ AsGi ∗ AsBi) − (AtRi ∗ AtGi ∗ AtBi)|
16581375

∗ 100 (4)

where,
Areai is difference in volume percentage of RGB values between selected image

(source image) and image for which we try to determine similarity (target image).
AsRi is value on RGB scale for Red value for i-th pixel in selected image (source

image).
AsGi is value onRGB scale for Green value for i-th pixel in selected image (source

image).
AsBi is value on RGB scale for Blue value for i-th pixel in selected image (source

image).
AtRi is value on RGB scale for Red value for i-th pixel image for which we try to

determine similarity (target image).
AtGi is value on RGB scale for Green value for i-th pixel image for which we try

to determine similarity (target image).
AtBi is value on RGB scale for Blue value for i-th pixel image for which we try

to determine similarity (target image
Next step is similarity determination, based on fuzzy logic as follows:

µ(AsRi,AsGi,AsBi)(ASi) = max(µ(AsRi), µ(AsGi), µ(AsBi)) (5)

µ(ASi,Areai)(Similarityi) = max(µ(ASi), µ(Areai)) (6)

Fuzzy logic is used as similarity calculation engine on pixel level.
Calculated values on pixel level become linguistic variables which are part of rule

blocks for segmentation purposes.
For image content similarity search, this approach gives a frameworkwhich can be

extended on pixel area similarity search, and creating additional environmental sim-
ilarity index. Basic idea is that correspondent pixel values should not vary extremely
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for similar images. Example for that can be forest or sea figures. Two figures with
meadows or forests should have similar correspondent pixel values. Similaritymeans
acceptable differences on RBG scale. This can be starting point for recommenda-
tion systems, or for tagging. Regarding tagging, and recommendation system fuzzy
model could be strengthened with additional linguistic variables which can be used
for determination regarding action within expert system.

5 Realization of Proposed Solution

Proposed solution is realized through Python program and Fuzzy expert system.
Following example in Python

1. Opens two images
2. Read images using PIL (Python Imaging Library) library
3. Transfer Red, Green, Blue values for each pixel into list for each color
4. Calculate differences between Red, Green, Blue values
5. Calculate differences on pixel level for consolidated Red, Green, Blue values
6. Write calculated lists into external file.

Following code in Python shows automation of proposed algorithmic solution for
difference calculation between two images on pixel level.

from PIL import Image
import csv
from numpy import array
img=Image.open("c:\Goran\C.jpg")
img1=Image.open("c:\Goran\D.jpg")
arr = array(img)
arr1 = array(img1)

listRs = []
listGs = []
listBs = []

listRt = []
listGt = []
listBt = []

listCubeDiff=[]

for n in arr:listRs.append(n[0][0]) #R
for n in arr:listGs.append(n[0][1]) #G
for n in arr:listBs.append(n[0][2]) #B

for n in arr1:listRt.append(n[0][0]) #R
for n in arr1:listGt.append(n[0][1]) #G
for n in arr1:listBt.append(n[0][2]) #B
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listAngleDiff_R = []
listAngleDiff_G = []
listAngleDiff_B = []

listAreaDiff_R=[]
listAreaDiff_G=[]
listAreaDiff_B=[]

csv_out = open(’mycsv.csv’, ’wb’)

mywriter = csv.writer(csv_out)

listAngleDiff_R.append(’Diff_Angle_R’)
listAngleDiff_G.append(’Diff_Angle_G’)
listAngleDiff_B.append(’Diff_Angle_B’)
listAreaDiff_R.append(’Diff_Area_R’)
listAreaDiff_G.append(’Diff_Area_G’)
listAreaDiff_B.append(’Diff_Area_B’)
listCubeDiff.append(’Diff_Cube’)

for i in range(len(listRs)):
listAngleDiff_R.append(abs(float(listRs[i]- listRt[i])/255 *100))
listAngleDiff_G.append(abs(float(listGs[i]- listGt[i])/255 *100))
listAngleDiff_B.append(abs(float(listBs[i]- listBt[i])/255 *100))

A_R=float((listRs[i]*255)-(listRt[i]*255))
listAreaDiff_R.append(abs(A_R/65025*100))

A_G=float((listGs[i]*255)-(listGt[i]*255))
listAreaDiff_G.append(abs(A_G/65025*100))

A_B=float((listBs[i]*255)-(listBt[i]*255))
listAreaDiff_B.append(abs(A_B/65025*100))

Cube_s=float(listRs[i]*listGs[i]*listBs[i])
Cube_t=float(listRt[i]*listGt[i]*listBt[i])
Diff_cube=abs(float(Cube_s-Cube_t))
print Diff_cube
listCubeDiff.append((Diff_cube/16581375)*100)

for row in zip(listAreaDiff_R, listAreaDiff_G,
listAreaDiff_B, listCubeDiff ):
mywriter.writerow(row)
csv_out.close()
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Presented example taking in considers two pictures for comparison. For processing
more than two pictures, existing code could be extended with following code:

for figures in range(1,n):
image = Image.open("folder\\{0}.jpg".format(figures))
a = array(image)

Presented code was applied on following pictures (A,B,C), to prove proposed algo-
rithm efficiency (Figs. 1, 2 and 3).

As a result we have following RGB distributions for presented pictures (Fig. 4):

Fig. 1 Figure A
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Fig. 2 Figure B

Figure shows distribution of pixel differences calculated for red channels between
image A and image B in range from 0 to 100. It is left leaning distribution, with value
concentration in zones of low differences. Regarding this frequency distribution
which represents pixel differences in area of red channels between image A and
image B, hypothesis is that these two images are similar (Fig. 5).

Figure shows distribution of pixel differences calculated for green channels
between image A and image B in range from 0 to 100. It is left leaning distribu-
tion, with value concentration in zones of low differences. Regarding this frequency
distribution which represents pixel differences in area of green channels between
image A and image B, hypothesis is that these two images are similar (Fig. 6).
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Fig. 3 Figure C

Figure showsdistributionof pixel differences calculated for blue channels between
image A and image B in range from 0 to 100. It is left leaning distribution, with value
concentration in zones of low differences. Regarding this frequency distribution
which represents pixel differences in area of blue channels between image A and
image B, hypothesis is that these two images are similar.

Distribution of pixel differences calculated for all channels (presented as cube
area) between image A and image B in range from 0 to 100. It is left leaning distribu-
tion, with value concentration in zones of low differences. Regarding this frequency
distribution which represents pixel differences for all channels (presented as cube
area) between image A and image B, hypothesis is that these two images are similar
(Fig. 7).
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Fig. 4 Difference between
red values for figures
A and B

Fig. 5 Difference between
green values for figures A
and B

Fig. 6 Difference between
blue values for figures
A and B
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Fig. 7 Difference between
red values for figures
A and C

Fig. 8 Difference between
green values for figures A
and C

Figure shows distribution of pixel differences calculated for red channels between
image A and image C in range from 0 to 100. It is distributions which do not have
concentration in area of low differences. Regarding this frequency distribution which
represents pixel differences in area of red channels between image A and image B
hypothesis is that these two images are not similar (Fig. 8).

Figure shows distribution of pixel differences calculated for green channels
between image A and image C in range from 0 to 100. It is distributions which
do not have concentration in area of low differences. Regarding this frequency dis-
tribution which represents pixel differences in area of green channels between image
A and image B hypothesis is that these two images are not similar (Fig. 9).

Figure showsdistributionof pixel differences calculated for blue channels between
image A and image C in range from 0 to 100. It is distributions which do not have
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Fig. 9 Difference between
blue values for figures A and
C

Fig. 10 Difference between
cube values for figures
A and C

concentration in area of low differences. Regarding this frequency distribution which
represents pixel differences in area of blue channels between image A and image B,
hypothesis is that these two images are not similar (Fig. 10).

Distribution of pixel differences calculated for all channels (presented as cube
area) between image A and image C in range from 0 to 100. It is distributions
which do not have concentration in area of low differences. Regarding this frequency
distribution which represents pixel differences for all channels (presented as cube
area) between image A and image C, hypothesis is that these two images are not
similar.

Following figure shows fuzzy expert system for similarity evaluation between two
images on pixel level. Similarity threshold can be determined in way which similar-
ity rate is acceptable for making hypothesis about similarity between two images.
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Similarity rate is defined as ratio between similar pixels between twoobserved images
and number of pixels in image (Fig. 11).

Created expert system compares similarity for red, green and blue channel, as
well as for all channels on consolidated level. Based on rule blocks, as a result expert
system on pixel level makes judgement about similarity on image level. At the end,
similarity threshold on image level can be expressed as a ration between similar and
non-similar pixels, and that determine is two images are similar or not.

Figure shows linguistic variable definition for similarity evaluation on red channel.
In presented case study, thresholds within linguistic variables are the same for all
channels. As it is visible from given example, similarity redefinition is very flexible,
and depending on problem space area regarding image subject, borders for similarity
evaluation in linguistic variables can be quickly redefined (Fig. 12).

Integral part of fuzzy expert system is rule definition, which determines output
from fuzzy system. In this case, fuzzy expert systemmakes decision about similarity
on pixel level. Following table shows rule definition within fuzzy expert system for
similarity evaluation on channel level (Table1).

Fig. 11 Fuzzy expert system for evaluation similarity on pixel level

Fig. 12 Linguistic variable definition
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Table 1 Rule block
definition for similarity on
channel level

Difference B Difference G Difference R Calculated
difference
RGB

Low Low Low Low

Low Low Medium Low

Low Low High High

Low Medium Low Medium

Low Medium Medium Medium

Low Medium High High

Low High Low High

Low High Medium High

Low High High High

Medium Low Low Low

Medium Low Medium Medium

Medium Low High High

Medium Medium Low Medium

Medium Medium Medium Medium

Medium Medium High High

Medium High Low High

Medium High Medium High

Medium High High High

High Low Low High

High Low Medium High

High Low High High

High Medium Low High

High Medium Medium High

High Medium High High

High High Low High

High High Medium High

High High High High

Table2 shows rule definition within fuzzy expert system for similarity evaluation
on pixel level. It is final definition from fuzzy expert systemwhich determines overall
similarity between two pixels from observed images.

As a result, final instance in fuzzy expert system makes evaluation about pixel
similarity between two images. Flexibility of the system is visible through fact that
border definition in linguistic variables can be easily changed, and similarity thresh-
old can be changed on image level (Table3). This mechanism gives opportunity for
customization of image similarity evaluation. This functionality can be usable in
situation where we are dealing with different expected images subjects. Images for
which we are evaluating similarity can be most similar to one another than in some
other situation. That depends on problem space area.
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Table 2 Rule block
definition for overall
similarity on pixel level

Difference RGB Difference cube Overall difference

Low High High

Medium Low Medium

Medium Medium Medium

Medium High High

High Low High

High Medium High

High High High

Table 3 Test results Categories Number of images
in category

Correct selection
percentage

Horse 91 83

Roses 83 79

Elephants 32 85

Landscape 72 78

Images A and B are similar and image C is not similar with A and B. Presented
algorithm should recognize similarity/dissimilarity between images. As we are deal-
ing with content similarity search, without intention for object recognition, focus
will be on RGB values for content similarity.

Additional test was performed on image samples from: www.vision.caltech.edu
image_datasets/caltech256.

Basic idea was to perform test on image dataset which contains images of horses,
roses, elephants and landscapes in way that model should select appropriate image
from bunch of selected images based on previously selected random image from the
one of mentioned categories. Fully created dataset contained 278 images. One of the
images was randomly selected during each iteration and model had task to recognize
most similar image from dataset. Criteria for correct selection were selection of
image from the same category. Test results are given in the following table:

As it is visible from the table, obtained results show good performance for single
picture selection. Instead of single picture selection, it is possible to adopt algorithm
to unite all similar images to centroid image which represent some specific category.

6 Model Application

Image content retrieval is concentrated on content as a subject of examination, not
on specific object. There are numerous advantages and disadvantages regarding
that concept, and proposed model. Advantage is quick analysis with instant results.

www.vision.caltech.edu
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Disadvantages are generalization and imprecision. However this concept could be
efficient and useful in situation where we would like to find similar content between
figures in way where we would like to generalize content. Example for that is travel
agency, where this concept can be used for their web pages as an integral part of rec-
ommendation system. Anonymous visitor can try to find its destination, by clicking
images of some destinations. Hypothesis is that he has some idea about his destitution
inway that is it sea, mountains or desert. Each clique gives to system new information
regarding preferences and system suggest destinations regarding previous visits, by
image content retrieval using proposed model. Image content retrieval should not
be only mechanism for recommendation; it can include other methods like Bayesian
networks, logistic regression or neural networks, and all that methods could be based
on click streams and similar data sources. Proposed model could be used for tagging
purposes in way not only to put obvious tags like: sea, desert, mountains. Tagging
could be oriented on other term definition like: green environment, blue environment,
and gray buildings.

In situation where visitor identify himself by login and password usage, it is
much easier situation for recommendation. Based on his past activities it is possible
to develop recommendation system. Proposed model which recognize image content
retrieval, can be additional tool for recommendation.

Proposedmodel can be useful in recommendation systems like retail oriented web
shop, or tour operator sites where is a great dynamic of new items or locations pub-
lishing in portfolio of company. In such conditions it is not appropriate to tag each
item image separately. Proposed model gave instant solution for recommendation
systems based on image content, even we are talking about new images. Proposed
method should have power to recognize most similar item/items from the images as
well as image category. That can be solution for recommendation systems on web
based on image content. Proposed method is not such precise in comparison with
existing models/methodology for image segmentation based on K-Nearest neigh-
borhood, Bayes classifier, support vector machines, graph cuts, but it is faster in
data processing, and provides instant quick solution. It is important when we are
talking about online systems in situation where we do not have privilege to classify
newcomer images frequently. It is light solution from perspective of data processing
which can be used for online shops, which has frequent image inputs of new items.
Existing model can be improved in way to concentrate on localized shapes within
images, or to make some rules regarding prioritization in recommendation system
taking in consideration visitors preferences upon his previous activities.

7 Future Research

Presented model as it was previously emphasized is relatively simple and efficient
for quick similarity analysis. Situations which demands a quick response regarding
similarity between two or many images is application area for proposed model. This
concept gives general evaluation regarding similarity. Precision could be improved
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by introducing neighborhood pixel similarity index. That is the existing model could
be extendedwith additional evaluation. Basic idea is that diversity in RGB scale is not
very high in near pixel neighborhood if we are talking about content. It is especially
evident in situation between images with similar content like seashore, meadow, and
other environments. User can vary radius of pixel neighborhood as parameter like
in self-organizing maps and learning vector quantization 1, 2 and 3 algorithms. In
this way presented algorithm could give on accuracy. We have to have in mind that
presented method are not object recognition oriented, and primary aim of proposed
method is content recognition. It means that content could be declared in many dif-
ferent ways with focus on scenery, ambient, associations and other categories. That
can be base for tagging. Tags can be used not only for selling purposes, but also for
therapeutic purposes. For example users in bad mood can be faced with peaceful and
encouraging image content and it can be combined with selling activities regarding
their preferences. For that, recommendation is usage of traditional predictive mod-
eling along with proposed model. Understanding the models and client behavior,
gaining insight into their profiles by using proposed methods enabled a very dif-
ferent, defensive approach to be taken towards the market segment at strengthening
customer loyalty.

8 Conclusion

Proposed method is ambitious to be useful in situation where we do not have trained
models based on supervised learning. This approach has some advantages and some
disadvantages. Advantage is that each new case (image) could be categorized, tagged,
classified without additional learning process relatively quickly. Disadvantage of
proposed method is that it is hard to expect high accuracy and reliability from that
method. Reason for that also lies in fact that images for which we would like to find
similar images are not precisely defined, and we are not seeking specific object or
precisely defined clusters or image content. Algorithm seeks for similarity in way of
comparison differences on pixel level. This method can be improved by introducing
neighborhood pixel similarity index within model as additional element. Consump-
tion is that diversity in RGB scale is not very high in near pixel neighborhood if we
are talking about content for correspondent image. Presented model has uses in vari-
ety of situations like in traveling agencies as a part of recommendation system, web
shops as a part of recommendation system as well and for solving similar problems.
Generally speaking appropriate classification of images is done by their dominant
characteristics on RGB scale. Precise classification could be done by considering
many different aspects, as some other methods do. The main purpose is to introduce
simple and efficient method which shows plausible results, and which can be applied
quickly and efficiency in conditions wherewe do not have room for supervisedmodel
usage.
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Microscopic Image Segmentation Using
Hybrid Technique for Dengue Prediction

Pramit Ghosh, Ratnadeep Dey, Kaushiki Roy,
Debotosh Bhattacharjee and Mita Nashipuri

Abstract An application of hybrid soft computing technique for early detection
and treatment of a most common mosquito-borne viral disease Dengue, is discussed
thoroughly in this chapter. The global pictures of dengue endemics are shown clearly.
The structure of dengue virus and the infection procedure of the virus are also dis-
cussed. A detailed analysis of dengue illness, diagnosis methods, and treatments has
been done to conclude that platelet counting is needful for early diagnosis of Dengue
illness and for monitoring the health status of the patients. The main challenge in
developing an automated platelet counting system for efficient, easy, and fast detec-
tion of dengue infection as well as treatment, is in the segmentation of platelets
from microscopic images of a blood smear. This chapter shows how the challenges
can be overcome. Color-based segmentation and k-means clustering cannot pro-
vide desired outputs in all possible situations. A hybrid soft computing technique
efficiently segments platelet and overcomes the shortcomings of the other two seg-
mentation techniques. This technique is the combination of fuzzy c-means technique
and adaptive network-based fuzzy interference system (ANFIS). We have applied
three different segmentation techniques namely color-based segmentation, k-means,
and the hybrid soft computing technique on poor intensity images. However, only
the hybrid soft computing technique detects the platelets correctly.
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1 Introduction

Dengue fever is a vector-borne viral disease, caused by the mosquito species named
AedesAegypti. The denguevirus (DENV) isRNAbased. It spreads all over theworld,
especially in tropical regions. The name Dengue comes from a Swahili word which
means Bone breaking fever. The dengue fever was first reported in China during
the Jin Dynasty (265–420 AD). In 2012, the dengue fever was the most common
mosquito-borne viral disease in the world [1]. As per World Health Organization,
each year 50–100 million dengue infected cases are reported all over the world. India
is also in the danger of dengue. In India, dengue season is from the month of July
to the month of December. During this time span a large number of dengue infected
cases are reported.

Symptoms of dengue are similar to other viral diseases like influenza, measles,
chikungunya, malaria, Human Immunodeficiency virus (HIV) seroconversion ill-
ness, yellow fever, etc. [2]. So, detection of dengue is a very challenging task. Many
diagnostic procedures are available to detect the presence of dengue virus in the
human body. The detailed description of these diagnosis methods has been presented
in Sect. 4. As an early diagnosis of dengue infection, doctors prescribe platelet count.
Patients suffering from dengue-like symptoms and belonging from dengue endemic
areas are instructed for platelet count. There are no specific medicines available to
kill dengue viruses [3]. Patients who survive dengue are immensely due to the med-
ical care of physicians and nurses. Physicians apply medicines that help the human
body to fight against dengue viruses. In addition to that, regular monitoring is done
to keep track of the health status of the patients. For monitoring, platelet count plays
an important role. The status of dengue infection can be identified by the platelet
count of the patient. The count goes low according to the severity of illness, and it
becomes normal when the patient recovers from the infection. So, for early detection
of dengue infection and for monitoring the health of a patient, platelet count is very
crucial.

We have made an automated system that can count platelets from microscopic
images of a blood smear. Our primary goal was to count platelets. To accomplish this,
the foremost task is to segment platelets from other blood cells and blood plasma.

Many researchers have worked on blood cell image segmentation. The watershed
transformation was done [4, 5] to segment RBCs. RBC counting system was devel-
oped in Android [6]. In this work, a RBC counting app was made using immersion
simulation-based self-organizing transform, a modified version of watershed trans-
formation. Pearl P. Guan [7] proposed a blood cell segmentation technique using
Hough Transform and Fuzzy curve tracing algorithm which performed better than
a watershed algorithm. Hough transform and morphological operations were used
to segment RBCs from HSV converted image [8]. The Histogram thresholding was
used here to compute threshold values. In another approach S. Kareem et al. [9]
used Annular Ring Ration transform to segment RBCs. M. Mohammed et al. [10]
proposed a WBC segmentation method. At first, the input RGB image was con-
verted to gray scale by applying Gram–Schmidt orthogonalization technique. Then
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the grayscale image was converted to a binary image using grayscale thresholding
followed byminimumfiltering. TheOtsus thresholdingmethodwas used to calculate
the threshold value and morphological operations were used to remove other smaller
objects. Binary images, thus generated, were used as a mask on the original image to
segment WBC nucleus. In another proposed technique of WBC segmentation [11],
the WBC region was first segmented by color, gradient, and brightness. Then for
better segmentation regularity detection method followed by Hough transform was
used. Many hybrid techniques were applied for better segmentation of blood cells. S.
Mohapatra et al. [12] segmented leucocytes using a hybrid approach in which Rough
Sets and Fuzzy sets were combined. The nucleus and cytoplasm of leukocytes were
extracted from the background by using rough-fuzzy c-means algorithm. The input
RGB image was converted to L*a*b color space and the images were clustered
among four clusters. The clusters have contained a nucleus, cytoplasm, RBCs, and
background separately. This technique could not work well for the images contain-
ing overlapped WBCs. A combination of neural network and the genetic algorithm
was applied [13] for feature extraction in case of blood cell nucleus segmentation.
This hybrid soft computing-based feature extractor produced optimized classification
results. In another approach, the WBC nucleus was segmented using a combination
of Fuzzy c-means and SVM [14]. The input images were clustered using Fuzzy c-
means and then classified using SVM. In the case of platelet segmentation, we first
apply color-based segmentation which is discussed thoroughly in Sect. 10.2. This
segmentation technique has some shortcomings. To overcome those limitations we
have applied k-means clustering technique to segment platelets. But k-means did not
produce the desired results. So, we have applied a hybrid soft computing technique.
It is a hybrid cascade technique where the clustering has been done using fuzzy
c-means clustering technique and the classification has been done using adaptive
network-based fuzzy interference system (ANFIS). This segmentation technique is
efficient to segment platelets from the microscopic image of a blood smear.

This chapter is organized as follows: Sect. 2 shows the global scenario of dengue
infection; Sect. 3 describes dengue virus and its effect in human body; Sect. 4 dis-
cusses about dengue virus detection and treatment procedure of dengue infected
patients; the proposed hybrid technique is analyzed in Sect. 5, and finally, Sect. 6
concludes the chapter.

2 Dengue Scenario All over the World

Dengue fever is tropical and subtropical area disease. Countries located in those
regions are in threat of Dengue fever. Dengue fever is mainly detected in the
regions like Asia–pacific, Western Pacific, European region, South–East Asia, East-
ern Mediterranean region, and Africa region. Figure1 shows the severity of dengue
outbreak in the tropical regions.

Within last five decades, dengue became the most dangerous viral disease in
the world. The number of dengue incidences increased rapidly. Every year 50–100

http://dx.doi.org/10.1007/978-3-319-47223-2_10
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Fig. 1 Distribution of Dengue outbreak all over the world [15]

million dengue cases are reported by WHO all over the world [16]. In some mostly
affected countries, the burden of dengue is as much as or higher than the diseases
like HIV, malaria, hepatitis, etc. [17]. In recent years, dengue spread more than 150
countries. In Asia–pacific region 1800 million people are at risk of Dengue. In the
Western Pacific region, dengue-affected cases have been reported in more than 30
countries. In 2013–2014, Dengue serotype 3 was reported in island nations like Fiji.
The interesting information is that this serotype was absent in those countries for 30
years. Malaysia and Singapore are also in threat of Dengue. After 55 years, dengue
incidences happened in Europe. In 2010, it was first reported in France and Croatia.
In 2012, almost 2200 cases were reported in Portugal [18]. In 2015, Dengue cases
were reported in China [19]. In India, earlier dengue endemic states were Andhra
Pradesh, Goa, Gujarat, Haryana, Karnataka, Kerala, Madhya Pradesh, Maharashtra,
Punjab, Rajasthan, Tamil Nadu, Uttar Pradesh, West Bengal, Chandigarh, Delhi, and
Pondicherry. But now it has spread to the rest of the states. The numbers of dengue
incidences are increasing rapidly, but the mortality rate due to dengue is decreasing.
In 2007, the mortality rate was 1.2% and in 2013, it dropped to 0.25%. Compared to
the other countries in South–East Asia the mortality rate due to dengue is very less
in India [20].

3 The Dengue Virus and Its Effect in Human Body

In the previous section, it is cleared that dengue disease is spread all over the world,
and it becomes a threat to all countries. In this section, we discuss the virus structure
and its effects in human body.

The Dengue viruses belong to the genus Flavivirus in the family Flaviviridae.
Dengue is caused mainly by four closely related viruses named DEN-1, DEN-2,
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Fig. 2 Dengue virus infection in human cell

DEN-3, and DEN-4 [21]. The dengue virus is mainly transmitted by a mosquito
named Aedes Aegypti. When an infected Aedes Aegypti female mosquito bites a
person then the dengue virus spreads from the salivary gland of the mosquito to the
human blood [22].

The dengue viruses first attack two types of skin cells (i) Keratinocytes cells [23]
and (ii) Langerhans cells [24]. Figure2 shows how the viruses infect a human cell.
The virus enters in a human cell by a process named endosome. The virus releases its
RNA genome into the cytoplasm. The RNA genome then starts replicating by using
the human cell replication process. The newly formed dengue viruses travel through
the Golgi apparatus complex, and they become mature forming infections. When
they become fully mature, they leave the cell and transmit to other cells to infect
them [25]. When the Langerhans cells are infected, they go to the lymph system,
and the immune system of the human body becomes active. The human immune
system produces two types of cells B-cells and T-cells to kill the viruses. The B-cells
produce two antibodies IgM and IgG in blood stream whereas the T-cells kill the
dengue infected cells. A dengue-affected person feels fever when the immune system
fights against these viruses. However, the immune system lasts only for two to three
months. In that period, the human body is protected from all four types of dengue
virus serotypes (DEN-1, DEN-2, DEN-3, and DEN-4). After that time, any dengue
virus can affect the human body. When the dengue viruses further affect a human
body, the previous antibodies help the viruses to spread throughout the body [26].

Dengue fever has three phases. Figure3 shows a graphical display of changes
in the human body during three phases of Dengue fever. The symptoms of dengue
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Fig. 3 Effects of Dengue illness in human body

fever usually are noticed after an incubation period of 4–13 days after the bite of the
infected mosquito. After the incubation period, the illness is followed by three main
phases: febrile, critical, and the recovery phase [27, 28].

Febrile Phase

The duration of febrile phase is mainly for 2–7 days. During these period patients
commonly, suffer from following problems [29]

• Facial flushing
• Skin erythema
• Myalgia
• Arthralgia
• Generalized body ache
• Photophobia
• Rubelliform Exanthema
• Retro-orbital eye pain
• Headache.

In addition to the above symptoms some patients also suffers from a sore throat,
conjunctivitis, nausea, vomiting, etc. Mucosal Bleeding and petechiae may be seen
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for mild hemorrhagic nature of dengue [30, 31]. In this phase, the working capability
of patients become very low [32].

A positive tourniquet test is often a confirmatory test in this phase to detect dengue
[30, 33]. The tourniquet test determines the hemorrhagic tendency of a patient. In this
period thrombocytopenia (low platelet count) is followed by a progressive decrease
in total WBC count [26]. Thus, from the above we conclude that low platelet count
and low WBC count are the main confirmatory tests of this period.

Critical Phase

The critical phase is usually on days 3–7 [27] of illness. Patients feel lethargic but
remain mentally alert. Mostly dengue patients die in critical phase [31]. In critical
phase patients suffer

• Persistent Vomiting
• Abdominal Pain
• Postural Hypotension
• Bleeding
• Leukopenia [30] - WBC count becomes less than 5000cells/mm3

• Thrombocytopenia [30] - Platelet count becomes less than 100000cells/mm3

• High Haematocrit [34, 35]
• Plasma leakage
• Shock - Body temperature drops to 37.5–38 ◦C or less. Low blood pressure.
• Liver enlargement.
• Organ failure.

The vomiting and abdominal pain leads to plasma leakage in the patients body
which is further accompanied by leucopenia followed by thrombocytopenia. High
hematocrit is the result of plasma leakage. The plasma leakage leads to shock in
patients. Mortality for dengue is due to this shock.

Recovery Phase

If the patient survives the 24–48h of the critical phase, then a slow recovery of the
patient takes place in the following 48–72h. In the recovery phase, the hematocrit
stabilizes, the WBC count rises, the platelet count also increases but its recovery is
slower than that of white blood cell count [34, 35].

Dengue Warning Signs

According to WHO, Dengue in classified [36] into two types (i) Dengue Fever (DF)
and (ii) Dengue Hemorrhagic Fever (DHF). The Dengue Hemorrhagic Fever is fur-
ther classified into two types (i) Mild (grade I and II) and (ii) Severe (grade III
and IV).

There are some warning signs of dengue infection. Depending on these signs the
severity of infection can be identified. The warning signs are

• Abdominal pain or tenderness
• Vomiting
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• Clinical fluid accumulation
• Mucosal bleeding
• Lethargy, restlessness
• Liver enlargement >2cm
• Increase in Hematocrit accompanied by rapid decrease in platelet count.

4 Dengue Diagnosis and Treatment

In this chapter, wewill discuss the diagnosismethod and treatment of dengue disease.
The dengue disease symptoms are very similar to many other diseases [37–45].
Therefore, the diagnosis of dengue is a very challenging task. The treatment is also
very critical, as there is no vaccine and medicine available to kill dengue virus.

4.1 Dengue Diagnosis

The diagnosis [46] of dengue illness is carried out in twoways (i) Isolation of Dengue
viruses and (ii) Serological Tests. Table1 shows different types of dengue illness with
their symptoms in the human body and necessary laboratory diagnosis for each of

Table 1 Different types of Dengue illness with symptoms and laboratory diagnosis

DF/DHF Grade Symptoms Laboratory findings

DF – Fever with (any two or more) -
• Headache
• Retro-orbital pain
• Myalgia
• Arthralgia

• Leucopenia Low WBC count
• Thrombocytopenia Low
platelet count

DHF I Symptoms of DF with positive
tourniquet test and plasma
leakage

• Platelet count lower than
1,00,000/cu mm
• Haematocrit rise 20% or more

DHF II All symptoms of DHF I with
• bleeding from skin and organs
• abdominal pain

• Platelet count lower than
1,00,000/cu mm
• Haematocrit rise 20% or more

DHF III All symptoms of DHF II with
circulating failure (Pulse rate
≤ 20; Hypotension with cold
calm skin and restlessness)

• Platelet count lower than
1,00,000/cu mm
• Haematocrit rise 20% or more

DHF IV Heavy shock with undetectable
blood pressure. 20% rise in
Haematocrit

• Platelet count lower than
1,00,000/cu mm
• Haematocrit rise 20% or more
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them. In the table DF means Dengue Fever and DHF means Dengue Hemorrhagic
Fever.

From the above table, it can be seen clearly that the laboratory diagnosis for
all types of dengue illness is very similar. In practice, when a person suffers from
periodic fever, vomiting, rash in skin, then the physicians suggests platelet count. If
the count goes low, then there is a chance for dengue infection. When the platelet
count decreases rapidly then chances of further dengue increase. From Fig. 3 it is
clear that the platelet count goes very low in febrile and critical phase. So, platelet
count is very important to detect dengue, and, it helps to keep track of the health
status of dengue infected persons.

In pathological labs, platelet is counted manually using Hemocytometer chamber.
Venous blood is diluted in 1% ammoniumoxalate stored in 4 ◦C. ThenHemocytome-
ter chamber is filled with the diluted blood. Then platelets are counted by placing
the chamber under the microscope in 40x objective [47]. This process gives accurate
results. But the problem is that this process is very tough to carry out. It needs effi-
cient lab technicians, and, it is a very time-consuming process. Though this process
is a theoretically correct process, now pathologists are not using this process due to
its high complexity. Pathologists count platelets from blood slides. In this process
blood smear is drawn on a glass slide. Then it is stained using Leishmans stain and
is placed under the microscope. Platelets are then counted using 100x objective of
the microscope.

4.2 Dengue Treatment

The Dengue patient can be differentiated in three category group A, group B, and
group C. Each of these patients needs a different type of treatment [2, 48–52] and
monitoring procedure. The treatment strategies are discussed below.

Group A

This group of patients suffers mild Dengue infection. The dengue warning signs
(mentioned in Sect. 3) are absent in these type of patients.

Treatment

Doctors prescribe

• Adequate bed rest.
• Plenty of fluids Coconut water, rice water, fruit juice, soup, etc. Cold drinks with
high isotonic level must be avoided.

• Paracetamol for patientswith high fever 10mg/kg/dose is recommended. 3–4 times
for children in a day and not more than 3g/day for adults.
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Monitoring

• Decreasing WBC
• Health status presence of any warning signs

Group - B

This group of patients has warning signs of dengue, but they do not suffer shock.
The hematocrit level of the patient increases rapidly.

Treatment

Intravenous fluid therapy with Ringer Lactate or 0.9% saline or Hartmann’s solution
is applied. At first, the therapy is applied for 1–2h with dose 5–7ml/kg/h. Then, it
is reduced to 3–5ml/kg/h for 2–4h and after that the dose gradually decreases to
2–3ml/kg/h. If the hematocrit level remains same or increases slightly then intra-
venous fluid therapy must be continued for dose 2–3ml/kg/h for 2–4h. If there is
a further increase in hematocrit level, the dose of intravenous fluid therapy must
be 5–10ml/kg/h for 1–2h. This intravenous fluid therapy should be continued for
24–48h. The application of intravenous fluid becomes nominal when the urine rate
is 0.5ml/kg/h.

Monitoring

• Perfusion
• Urine output
• Haematocrit
• Blood glucose
• Renal profile
• Liver Profile
• Coagulation profile.

Group - C

This group of patients suffers from severe dengue infection. Shock is present in those
patients andmortality is high for them. These patients suffer severe hemorrhageswith
organ failure, and they require emergency treatment.

Treatment

• Compensated Shock - At first, the hematocrit level needs to be checked. If it
becomes very high, then the intravenous fluid therapy with isotonic crystalloid
solution needs to be carried out. The dose is 5–10ml/kg/h for 1h in case of adults
and for children, the dose is 10–20ml/kg/h for 1h. After applying the first dose,
the health status of the patient needs to be monitored. The parameters of the
health status include vital signs, hematocrit, urine output, capillary refill time. If
the condition of the adult improves then the dose of intravenous fluid therapy is
gradually decreased to 5–7ml/kg/h for 1–2h; then 3–5ml/kg/h for 2–4h and finally
2–3ml/kg/h for 24–48h. For children, this doze is first decreased to 10ml/kg/h for
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1–2h, then 7ml/kg/h for 2h, then 5ml/kg/h for 4h and finally to 3ml/kg/h for 24–
48h.When the patient becomes capable of taking fluid orally, then the intravenous
fluid therapy becomes nominal. The fluid therapy must not be applied for more
than 48h.
If the hematocrit level for adult patients increase (>50%) further, then the fluid
therapy must be applied with dose 10–20ml/kg/h for 1h followed by 7–10ml/kg/h
for 1–2h. If a similar condition arises in children, then the dose of fluid therapy
must be 10–20ml/kg/h for 1h, then 10ml/kg/h for the next hour and is reduced
finally to 7ml/kg/h for another 1h.

• Profound Shock - Patients are applied intravenous fluid resuscitation with crys-
talloid or colloid solution at 20ml/kg for 15–20min to bring them out of shock.
For adults, this is followed by crystalloid/colloid infusion with dose 10ml/kg/h
for 1h and then it is reduced to 5–7ml/kg/h for the next 1–2h then 3–5ml/kg/h
for 2–4h and finally to 2–3ml/kg/h for 24–48h. For children, the dose starts from
10ml/kg/h and is reduced to 7.5ml/kg/h, which is further reduced to 5ml/kg/h for
4h and finally to 3ml/kg/h for 24–48h.

5 Platelet Segmentation

The previous discussions in Sect. 4 provide enough evidence to state that Thrombo-
cytopenia is one of the important diagnosis measures to identify early stage dengue
fever and severe dengue infection, and it is needed to monitor the health status of
dengue infected patients. We want to build an automated system for platelet count-
ing which can be used for efficient early stage diagnosis and treatment of dengue. In
this system, platelet segmentation from microscopic blood smear image is the most
challenging task. Previously, we have applied color-based segmentation method for
segmentation of platelets. However, the algorithms have some shortcomings. To
eliminate them we applied K-means clustering. However, this method cannot erase
the shortcomings of the color-based segmentation technique completely. Therefore,
we finally applied hybrid soft computing technique, which segments platelets almost
perfectly.

5.1 Image Acquisition

We have used a light microscope, OLYMPUS CX 21I and a digital camera fitted
with the microscope to capture images from Leishman’s stained blood slides at
100X objective. The 100x objective refers to 1000 times magnification of objects.
Platelets are very small in size, and hence, high magnification is required to view
them. The objective turret lens is set at 100x magnification, and the eye-piece lens
is fixed at 10x magnification. So the overall magnification is 100 × 10 = 1000.
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5.2 Platelet Segmentation Using Color-Based Segmentation

We have proposed a segmentation method [53] to segment platelets from the micro-
scopic image of a blood smear. In this work, we have applied color-based seg-
mentation and mathematical morphological operations to segment platelets. Since
platelets have no specific shape and size, we discard shape-and size-based segmenta-
tion. Platelets are a small bluish cell, and this feature distinguishes them from other
blood cells. In our work, at first, we have converted the input images from RGB to
l*a*b color space. The l*a*b color space has three layers luminosity layer L and two
chromaticities layer a* and layer b*. The luminosity layer or L represents lightness
value of the image. The a* layer represents red-green color, and the b* layer repre-
sents blue-yellow layers. We have extracted b* layers from a* layers to get platelets.
But this image consists of some parts of overlapping RBCs andWBC nucleus. These
parts have been removed using morphological operations. However, this algorithm
is completely dependent on the intensity of the image. For the low-intensity image,
the algorithm does not provide appropriate results.

5.3 Platelet Segmentation Using K-Means
Clustering Technique

K-means clustering [54] aims at partitioning n observations into k different clusters in
such a way where observations in same clusters are highly similar whereas objects in
different clusters are highly dissimilar. The main idea is to define k different centers,
one for each cluster. The algorithm [54] for k means clustering is as follows:

Let n= {n1, n2, n3, . . . , nx } be the set of x different data points and c= {c1, c2, c3,
. . . , cx } be the centers of k different clusters.
Step 1 We have to select randomly k different cluster centers. These centers should

be chosen in such a way that they are highly far away from each other to
ensure that objects in different clusters are highly dissimilar.

Step 2 The distance between each data points and cluster centers needs to be calcu-
lated.

Step 3 Each of the data points should be assigned to that cluster center with which
its distance is minimum.

Step 4 After assigning each of the data points to one of the clusters, the cluster
centers need to be recalculated using the formula ci = 1/x(

∑

xi ) where ci
is the i th cluster center and

∑

xi is the sum of all data points in the i th cluster
and x is the total number of observations in that cluster.

Step 5 Recalculate the distance between each data points and the newly obtained
cluster centers.

Step 6 If no data points are reassigned then the process stops, otherwise steps 3–5
needs to be repeated.
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This algorithm works well when the data sets are distinct and are well separated
from each other. However, the main shortcomings of this algorithm are that the initial
centroids are chosen randomly from the input data, so in each run of the same data
the number of iterations and the total elapsed time changes.

When k-means algorithm is applied on microscopic images, then cluster contains
some RBC pixels as well as platelets. Nevertheless, our notion was to get a cluster
consisting of only platelets for better segmentation. However, this is not possible
in k-means. The main reason behind this is that the intensity difference between
platelets and RBCs are not much. As already discussed k means algorithm gives a
good result only when the data points are distinct. Since this is not the scenario here,
RBCs and platelets are in the same cluster. Therefore, for further improvement we
used fuzzy c-means clustering technique.

5.4 Platelet Segmentation Using Hybrid Soft
Computing Technique

Figure4 shows the block diagram of our proposed hybrid soft computing segmen-
tation technique. The input image is first preprocessed and then converted to L*a*b
color space. A soft computing clustering technique named Fuzzy c-means is then
applied. In the next step, a hybrid soft computing classification algorithm ANFIS is
used to classify the correct cluster. In the last step, some morphological operations
were done to appropriate segment platelets.

Fig. 4 Block Diagram of Hybrid soft computing technique for platelet segmentation
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5.4.1 Image Preprocessing

This is the first phase of any image-processing task. This step is required to remove
any unwanted noise from the image and to enhance the image for further processing.
Inmicroscopic images of blood smear, some noisemay be present due to bad staining,
the presence of dust particle, etc. Therefore, it is necessary to preprocess the image
for further processing. In our work we have used an average filter [55] of size 3× 3
because higher window size causes severe smoothing.

5.4.2 Color Conversion

In L*a*b [56] color space, the L layer represents lightness and a* and b* layers
represent chromaticity. The red and green colors fall in a* layer and the blue, and
yellow colors fall in b* layers. For better visual segmentation, the RGB image was
converted to L*a*b color space.

5.4.3 Fuzzy C-Means Clustering

Fuzzy c-means [57] algorithm removes some of the shortcomings present in the k-
means algorithm. Fuzzy c-means algorithm gives better results than k-means when
the data sets are highly overlapping. Fuzzy c-means clustering algorithm assign
membership to each data points corresponding to each cluster center according to
the cluster center and data points distance. Membership of data points are more if
the data is more nearer to the cluster center. Unlike K-means algorithm, in fuzzy
c-means, a data point could belong to more than one cluster but with a certain degree
of membership.

The algorithm [57] of Fuzzy c means clustering is as follows:
Let n= {n1, n2, n3, . . . , nx } be the set of x different data points and c= {c1, c2, c3,

. . . , cx } be the centers of k different clusters.
Step 1 We have to choose appropriate number of clusters and initialize U = [ui j ]

matrix, U 0 randomly. Here ui j represents degree of membership of data ni
in cluster c j .

Step 2 We have to compute centroids c j using the formula. c j =
∑N

j=1 ui j
m X j

N∑

j=1
ui j m

Step 3 New membership values ui j is to be computed using the following formula
Ui j = 1

C∑

k=1

‖xi−C j ‖
‖xi−Ck ‖

2
m−1

. Here c = total number of clusters and m denotes the

degree of fuzziness and its value is necessarily greater than 1, typically 2.
Step 4 Update the membership matrix Uk+1 ← Uk .
Step 5 Steps 2–4 needs to be repeated until change of membership values is very

less, Uk+1 −Uk < e where e is a very small value typically 0.01.
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This clustering algorithm works well for our purpose. A cluster can be found which
contains only platelets with very small amount of overlapping RBCs. The short-
comings of k-means clustering algorithm can be avoided by this hybrid clustering
techniques.

5.4.4 Soft Computing Technique Based on ANFIS
for Cluster Identification

After obtaining the different clusters, we are left with the challenging task of identi-
fying the correct cluster among the others. For this, we have used a hybrid learning
algorithm, known as ANFIS [58], where neural network and fuzzy logic are com-
bined. The main idea behind combining different soft computing techniques is to
develop a hybrid technique that exploits the advantages of different soft computing
techniques and overcomes their individual limitations. Table2 demonstrates some of
the advantages and shortcomings of different soft computing techniques.

Table 2 Advantages and Drawbacks of soft computing techniques

Soft computing
technique

Advantages Disadvantages

Artificial neural
networks

Requires less formal statistical
learning, possess ability of implicitly
detecting complex nonlinear
relationships between dependent and
independent variables etc

Greater computational resources are
required for neural network modeling
and it is prone to over fitting

Support vector
machines

Produces very accurate classifiers,
less overfitting and it is robust to
noise, does not get trapped in local
minima

SVM is a binary classifier, so to do a
multi-class classification pairwise
classification is to be done that is
testing one class against all others.
Also it takes longer learning and
training time and so it runs slow

Evolutionary
computing

Works well even for problems where
no good method is available like
noisy problems, problems with
discontinuities, nonlinear constraints,
etc. Also parallel implementation is
easier with evolutionary computing

Does not guarantee optimal solutions
in a finite amount of time

Fuzzy logic Easily understandable, possess ability
to model nonlinear dependencies;
representation of expert knowledge is
easier

Estimation of membership function is
difficult. Unlike expert systems, fuzzy
logic does not possess the ability of
learning and adapting after solving a
problem. Another limitation of fuzzy
logic is it is unable to solve those
problems where no one knows the
solution. Experts must exist to create
the rule set of fuzzy logic system
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As evident from Table2, each of the existing soft computing techniques has some
limitations. Therefore, to overcome these limitations different techniques need to be
combined. As previously stated, we have used ANFIS for correct cluster identifi-
cation. ANFIS stands for artificial neural network fuzzy inference system. It uses a
hybrid learning algorithm to train the parameters of a Sugeno-Type fuzzy inference
system.

Sugeno Fuzzy Inference Model

Let x and y be two inputs of fuzzy inference system and z be its output. A first-order
sugeno fuzzy model [58] has the following rules:

Rule 1 if (x is A1) and (y is B1) then ( f1 = p1x + q1y + r1)
Rule 2 if (x is A2) and (y is B2) then ( f2 = p2x + q2y + r2)

Here x and y represents the input, Ai and Bi are the fuzzy sets. fi are the outputs.
The design parameters are pi , qi , and ri which are learned during the training process.

ANFIS Architecture

Figure5 represents the ANFIS architecture [58] which implements the two rules
mentioned above.

In Fig. 5, the circles indicate a fixed node whereas the squares indicate adaptive
nodes. In the first layer all the nodes are adaptive nodes. The output of this layer is
the membership grade of the fuzzy set (A1, A2, B1, B2) given by Eqs. 1 and 2.

Oi
1 = µAi (x) i = 1, 2 (1)

Oi
1 = µBi−2(y) i = 3, 4 (2)

HereµAi (x) andµBi−2(y) can be any fuzzy membership function like bell-shaped
membership function represented by Eq.3.

Fig. 5 ANFIS architecture
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µAi (x) = 1

1 + x−ci
ai

2bi
(3)

Here ai , bi , ci are the parameter set.
The second layer consists of all the fixed nodes. These are marked with M to

signify that they act like simple multipliers. The outputs of this layer are represented
by Eq.4.

Oi
2 = Wi = µAi (x)µBi−2(y) i = 1, 2 (4)

The third layer labeled with N is also fixed nodes. The output of this layer is
represented by Eq.5.

Oi
3 = Wii = wi

w1 + w2
i = 1, 2 (5)

The fourth layer comprises of all adaptive nodes. The output of all nodes of this
layer is represented by Eq.6.

Oi
4 = Wii ∗ fi = Wii (pi x + qi y + ri ) i = 1, 2 (6)

As previously stated pi , qi , ri are known as design parameters which are learned
during the training process. The fifth layer has only one fixed node labeled by S. This
node sums all incoming signals. The outcomes of this layer is given by Eq.7.

Oi
4 =

2
∑

i=1

Wii fi (7)

So out of the four layers only the first and fourth layers are adaptive layers.
The three modifiable parameters of the first layers are namely ai , bi , ci . The three
modifiable parameters of the fourth layer are namely pi , qi , ri , corresponding to the
first-order polynomial.

ANFIS Learning Algorithm

The algorithm [59] models the training data set by combining least squares and
backpropagation gradient descent methods. In the forward pass, ANFIS uses least
square method to tune the parameters of layer four namely pi , q, ri . In the backward
pass the errors are propagated backwards to update the premise parameters namely
ai , bi , ci by gradient descent method. The main goal of the learning algorithm is
to tune the modifiable parameters in such a way that the ANFIS result matches the
training data. In our work, we have used five features to train the ANFIS system
namely clusters center, mean, standard deviation, kurtosis, skewness. We have used
a total of 30 images for training the system. The training matrix in our case is of
dimension 6× 30 where the columns correspond to the number of samples, the first
five rows correspond to the five features used in training, and the last row corresponds
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to the class label either 1 or 0. Nowwhen an input RGB image is given to this ANFIS
trained system, the three clusters obtained from it using fuzzy c means technique
serves as the test data. Now when these three clusters are given as input to the
system, then only the desirable cluster is labeled as 1. The undesirable clusters are
labeled as 0. After obtaining the desirable cluster further morphological operations
are performed on it to remove the few overlapping RBCs.

5.4.5 Result and Discussion

In this section, we discuss the result obtained by our system and analyze them in
detail. At first, the detail result of color-based segmentation is discussed. Then, the
results obtained by k-means clustering are shown and finally the results of hybrid
soft computing technique are discussed.

Figure6a shows a good intensity microscopic image of a blood smear. Good
intensity means that the image is clear and high contrast image. Color-based seg-
mentation discussed in Sect. 5.2 is applied to the image. All the platelets have been
identified efficiently in this case. The segmented image is shown in Fig. 6b. We
apply this segmentation method on a low-intensity image shown in Fig. 7a and b
shows the corresponding segmented image. The low-intensity images are low con-
trast images.However, in this segmented image, not all platelets have been identified.
In Figs. 6a and 7a, platelets are marked by circles. This is the drawback of the color-
based segmentation technique. It produces a very good result when it is applied to a
good intensity image. But the result becomes erroneous when the intensity of input
image is very low.

To remove the shortcomings of color-based segmentation we have applied the
k-means algorithm in it. For our purpose, we have taken three clusters. Figures8, 9
and 10 represent objects in first, second and third clusters, respectively. The main

Fig. 6 Color-based segmentation applied on good intensity image
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Fig. 7 Color-based segmentation applied on low-intensity image

Fig. 8 Cluster 1 containing
some overlapping RBCs

goal of our work was to separate the platelets from the other blood cells and the
background.

As illustrated in Fig. 9, cluster 2 contains some RBC pixels as well as platelets.
However, our notion was to get a cluster consisting of only platelets for better seg-
mentation. However, this is not possible in the algorithm namely k-means. Therefore,
for further improvement, we have used fuzzy c-means clustering technique.

We applied fuzzy c means technique on the low-intensity image, Fig. 7a. Fig-
ures11, 12 and 13 represents objects in first, second, and third clusters, respectively.

As evident from Fig. 13, cluster 3 contains mostly the bluish colored pixels these
are the platelets with few overlapping RBCs. So far, in our work, this clustering
technique is better than the k-means because here platelet segmentation becomes
easier. Since the intensity difference between overlapping RBCs and platelets is not
significant, some parts of those are present in cluster 3 along with the platelets. After
obtaining the three clusters, the main challenge was to identify the correct cluster,
comprising majorly of platelets. We apply ANFIS learning algorithm to identify
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Fig. 9 Cluster 2 containing
the RBC pixels as well as
platelets

Fig. 10 Cluster 3 containing
the background pixels

correct clusters. During classification phase for each of the 30 training images, their
red channel information was extracted. Then the mean, standard deviation, kurtosis,
skewness of all these pixelswere calculated andwere used as features during training.
Our desired clusters are the ones in which the red components are minimum as
because it is composed primarily of bluish colored platelets. The system was trained
in such a way that the desired clusters were labeled as 1. In the test phase, only those
clusters were labeled 1 and marked as the correct cluster whose mean, standard
deviation were minimum, and having both kurtosis, skewness maximum. Figure14
shows the desirable cluster obtained using ANFIS trained system. Thus, our problem
of identifying the correct cluster from the three clusters as shown in Figs. 11, 12,
and 13 gets solved. However, the correctly identified cluster contains some parts of
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Fig. 11 Cluster 1 containing
the background pixels

Fig. 12 Cluster 2 containing
the RBC pixels

Fig. 13 Cluster 3 containing
platelets and some
overlapping RBCs
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Fig. 14 The correctly
identified cluster

Fig. 15 Final output image

overlapping RBCs with platelets. Further binarization and morphological operations
have been applied to Fig. 14 to obtain the final image having only platelets. Figure15
depicts the final output image. It is a binary image where the small white dots on
the black background are the platelets. All platelets, marked in input image Fig. 7a,
are identified properly. Figure7a is a bad intensity image. As stated earlier, proper
results were not obtained when normal segmentation was applied to it. This is clear
from Fig. 7bwhere only two platelets were found after segmentation. However, using
a hybrid technique comprising of fuzzy c-means and ANFIS all the platelets were
detected correctly, as shown in Fig. 15.

We have applied this hybrid technique and normal color-based technique on 100
images. Then, we compute platelet count of each image using both two techniques.
We find that hybrid technique provides a very efficient result on a manual count. Our
nearby pathology lab provides the manual count. Table3 shows the comparison of
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Table 3 Different imaging modalities and their sensitivity and specificity approved by the FDA
for early breast cancer detection

Sl no. Manual count Hybrid
approach

% error for
hybrid
approach

Color-based
segmentation

% error for
color-based
segmentation

1 8 7 12.5 8 0

2 11 11 0 10 9.09

3 8 7 12.5 9 12.5

4 11 11 0 7 36.36

5 9 12 33.3 9 0

6 11 11 0 11 0

7 8 4 50 8 0

8 11 8 27.3 7 36.36

9 6 6 0 4 33.3

10 7 6 14.28 6 14.3

11 4 4 0 5 25

12 10 10 0 9 10

13 10 9 10 6 40

14 7 8 14.28 10 42.9

15 9 9 0 5 44.4

16 7 6 14.28 5 28.6

17 8 8 0 3 62.5

18 9 8 11.11 6 25

19 4 4 0 4 0

20 6 6 0 1 83.3

21 7 7 0 4 42.9

22 6 6 0 2 66.67

23 9 9 0 2 77.78

24 10 11 10 3 70

25 8 8 0 7 12.5

26 8 8 0 5 37.5

27 15 15 0 10 50

28 14 14 0 10 28.6

29 13 15 15.4 10 23.1

30 9 10 11.11 6 33.3

platelet count for two segmentation processes normal color-based segmentation and
Hybrid approach with a manual count. In Table3, we include platelet counts for 30
images. Percentage error rate for each technique is also calculated. From the table,
it is clearly shown that hybrid segmentation technique performs better on normal
color-based segmentation.
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We have plotted the platelet count is given by Hybrid segmentation technique,
color-based segmentation and manual platelet count in a graph shown in Fig. 16.
In this graph, y-axis corresponds to platelet count and the x-axis shows a serial
number of images. The blue line represents manual platelet count; the pink line
represents platelet count obtained from hybrid soft computing technique, and yellow
line represents platelet count provided by normal color-based segmentation. In this
graph, it is easily seen that the blue line and the pink line overlapped many of
time. In a graph shown in Fig. 17, the percentage error rate for two segmentation
techniques is plotted. The x-axis shows the serial number of images and the y-axis
corresponds to percentage error rate. The blue line represents percentage error rate
for hybrid segmentation technique, and pink line represents percentage error rate for
normal color-based segmentation technique. The blue line goes very close to x-axis
whereas pink line goes very far from the x-axis. The average accuracy of the hybrid
segmentation technique is 97.7%with respect tomanual count of the platelet. In other
hand, the average accuracy of color-based segmentation is 74% when applying on
the same images.

Fig. 16 Platelet count comparison graph

Fig. 17 Error percentage comparison graph
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According to above discussion, it is clear that Platelet segmentation can be per-
formed well than normal color-based segmentation and k-means clustering tech-
nique. Normal color-based segmentation cannot segment platelets from the bad
intensity images and k-means cannot cluster platelets. Only hybrid soft comput-
ing technique segment platelets efficiently. This technique does not depend on the
intensity of images. The table and graphs are evidence that hybrid technique efficient
in platelet segmentation from microscopic images of a blood smear.

6 Conclusion

This chapter proposes a hybrid soft computing technique a combination of Fuzzy
c-means and ANFIS. In this chapter, we have discussed the problems related to
normal segmentation techniques. To overcome these shortcomings, the need for soft
computing techniques arises.But eachof these techniques has some limitationswhich
have been discussed in brief. So, to obtain better segmentation results we have used a
combination of more than one soft computing technique. This hybrid soft computing
technique is shown to be efficient in segmenting platelets from microscopic blood
smear images.

In this chapter, we have also discussed that platelet count is a very important
technique for early diagnosis of dengue. Also, it is important to monitor the health
status of dengue infected patients for further treatment. Ourmain goal was to develop
an automated platelet counting system for dengue diagnosis and treatment. The
main challenge in developing this system is to segment platelets appropriately. Our
proposed hybrid soft computing technique helped us to achieve our purpose and
obtain almost accurate results.

Acknowledgments Authors of this chapter are paying their thanks to the Department of Bio-
Technology, Govt. of India for sanctioning and funding the project (Letter No - BT/PR8456/MED/
29/739/2013).

References

1. Global strategy for dengue prevention and control 2012–2020; World Health Organization
(2012). ISBN 978 92 4 150403 4

2. Handbook for clinical management of dengue; World Health Organization (2012). ISBN 978
92 4 150471 3

3. Global report on dengue, WHO. www.who.int/mediacentre/factsheets/fs117/en/ (Updated
February 2015). Accessed 4th Feb 2016

4. Wang,W., Song, H., Zhao, Q.: Amodified watersheds image segmentation algorithm for blood
cell. In: International Conference on Communications, Circuits, and Systems Proceedings, vol.
1, Guilin (2006)

www.who.int/mediacentre/factsheets/fs117/en/


134 P. Ghosh et al.

5. Sharif, J.M., Miswan, M.F., Ngadi, M.A., Salam, S.H., bin Abdul Jamil, M.M.: Red blood cell
segmentation using masking and watershed algorithm: a preliminary study. In: International
Conference on Biomedical Engineering (ICoBE), Penang, pp. 258–262, 27–28 Feb 2012

6. Karunakar, Y., DrKuwadekar,A.:An unparagoned application for red blood cell counting using
marker controlled watershed algorithm for android mobile. In: Fifth International Conference
on Next Generation Mobile Applications and Services, Cardiff, pp. 100–104 (2011)

7. Guan, P.P., Yan, H.: Blood cell image segmentation based on the hough transform and fuzzy
curve tracing. In: Proceedings of the 2011 International Conference on Machine Learning and
Cybernetics, Guilin, 10–13 July 2011

8. Venkatalakshmi, B., Thilagavathi, K.: Automatic red blood cell counting using hough trans-
form. In: Proceedings of the 2013 IEEE Conference on Information and Communication Tech-
nologies (ICT 2013)

9. Kareem, S., Morling, R.C.S., Kale, I.: A novel method to count the red blood cells in thin blood
films. In: IEEE International Symposium on Circuits and Systems (ISCAS) (2011)

10. Mohamed, M.M.A., Far, B.: A fast technique for white blood cells nuclei automatic segmen-
tation based on Gram–Schmidt orthogonalization. In: IEEE 24th International Conference on
Tools with Artificial Intelligence, Athens, pp. 947–952 (2012)

11. Liao, Q., Deng, Y.: An accurate segmentation method for white blood cell images. In: Proceed-
ings of the IEEE International Symposium on Biomedical Imaging (2002)

12. Mohapatra, S., Patra, D., Kumar, K.: Unsupervised leukocyte image segmentation using rough
fuzzy clustering. In: International Scholarly Research Network ISRN Artificial Intelligence,
vol. 2012, Article ID 923946

13. Rovithakis, G.A., Maniadakis, M., Zervakis, M.: A hybrid neural network/genetic algorithm
approach to optimizing feature extraction for signal classification. In: IEEE Transactions on
Systems, Man, and Cybernetics Part B: Cybernetics, pp. 695–703, vol. 34, no. 1, Feb 2004

14. Laosai, J., Chamnongthai, K.: Acute leukemia classification by using SVM and K-means
clustering. In: Proceedings of the International Electrical Engineering Congress (2014)

15. Simmons, C.P., Farrar, J.J., van VinhChau, N., Wills, B.: Dengue. N. Engl. J. Med. 366, 1423–
1432 (2012)

16. WHO.: Dengue and Severe Dengue (Fact Sheet No. 117, Revised January 2012). World Health
Organization, Geneva (2012)

17. Shepard, D.S., et al.: Cost-effectiveness of apaediatric dengue vaccine. Vaccine 22, 1275–1280
(2004)

18. Dengue: prevention and control, World Health Organisation, 21 Nov 2014
19. Update on the Dengue situation in the Western Pacific Region; WHO, 17th Nov 2015
20. Dengue Cases and Deaths in the Country since 2009; National Vector Borne Disease Control

Programme, Directorate General of Health Services, Ministry of Health & Family Welfare,
Govt. of India. http://nvbdcp.gov.in/den-cd.html. (Accessed 3rd Dec 2015)

21. Dengue Viruses. http://www.nature.com/scitable/topicpage/dengue-viruses-22400925
22. Dengue Transmission. http://www.nature.com/scitable/topicpage/dengue-transmission-

22399758
23. Eckert, R.L., Rorke, E.A.: Molecular biology of keratinocyte differentiation. Env. Health Per-

spect. 80, 109–116 (1989)
24. Chomiczewska, D., Trznadel-Budko, E., Kaczorowska, A., Rotsztejn, H.: The role of Langer-

hans cells in the skin immune system. Pol Merkur Lekarski 26(153), 173–177 (2009)
25. Dengue Viruses. http://www.nature.com/scitable/topicpage/dengue-viruses-22400925
26. Host Response to the dengue virus. http://www.nature.com/scitable/topicpage/host-response-

to-the-dengue-virus-22402106
27. Dengue guidelines for diagnosis, treatment, prevention and control, A joint publication of the

World Health Organization (WHO) and the Special Programme for Research and Training in
Tropical Diseases (TDR) (2009)

28. http://www.who.int/denguecontrol/faq/en/index2.html
29. Rigau-Prez, J.G., et al.: Dengue and dengue haemorrhagic fever. Lancet 352, 971977 (1998)

http://nvbdcp.gov.in/den-cd.html
http://www.nature.com/scitable/topicpage/dengue-viruses-22400925
http://www.nature.com/scitable/topicpage/dengue-transmission-22399758
http://www.nature.com/scitable/topicpage/dengue-transmission-22399758
http://www.nature.com/scitable/topicpage/dengue-viruses-22400925
http://www.nature.com/scitable/topicpage/host-response-to-the-dengue-virus-22402106
http://www.nature.com/scitable/topicpage/host-response-to-the-dengue-virus-22402106
http://www.who.int/denguecontrol/faq/en/index2.html


Microscopic Image Segmentation Using Hybrid Technique for Dengue Prediction 135

30. Kalayanarooj, S., et al.: Early clinical and laboratory indicators of acute dengue illness. J.
Infect. Dis. 176, 313–321 (1997)

31. Balmaseda, A., et al.: Assessment of the World Health Organization scheme for classification
of dengueseverity in Nicaragua. Am. J. Trop. Med. Hyg. 73, 1059–1062 (2005)

32. Lum, L.C.S., et al.: Quality of life of dengue patients. Am. J. Trop. Med. Hyg. 78(6), 862–867
(2008)

33. Cao, X.T., et al.: Evaluation of the World Health Organization standard tourniquet test in the
diagnosis ofdengue infection in Vietnam. Trop. Med. Int. Health 7, 125–132 (2002)

34. Srikiatkhachorn, A., et al.: Natural history of plasma leakage in dengue hemorrhagic fever: a
serial ultrasonic study. Pediatric Infect. Dis. J. 26(4), 283–290 (2007)

35. Nimmannitya, S., et al.: Dengue and chikungunya virus infection in man in Thailand, 196264.
Observations onhospitalized patients with haemorrhagic fever. Am. J. Trop. Med. Hyg. 18(6),
954–971 (1969)

36. Clinical Practice Guidelines on Management of DengueInfection in Adults (Revised 2nd Edi-
tion). Ministry of Health Malaysia, Academy of Medicine Malaysia (2010)

37. Morens, D.M.: Dengue outbreak investigation group. Dengue in Puerto Rico: public health
response to characterize and control an epidemic of multiple serotypes. Am. J. Trop. Med.
Hyg. 1986(35), 197–211 (1977)

38. Wilder-Smith, A., Earnes, A., Paton, N.I.: Use of simple laboratory features to distinguish the
early stage of severe acute respiratory syndrome from dengue fever. Clin. Infect. Dis. 39(12),
1818–1823 (2004)

39. Kularatne, S.A., et al.: Concurrent outbreaks of Chikungunya and Dengue fever in Kandy, Sri
Lanka, 2006–2007: a comparative analysis of clinical and laboratory features. Postgrad. Med.
J. 2009(85), 342–346 (1005)

40. Yamamoto, K., et al.: Chikungunya fever from Malaysia. Intern. Med. 49(5), 501–505 (2010)
41. Cabie, A., et al.: Dengue or acute retroviral syndrome? Presse Med. 29(21), 1173–1174 (2000)
42. Martinez, E.: Diagnstico diferencial. In: Dengue, pp. 189–195. Rio de Janeiro, Fiocruz (2005)
43. Dietz, V.J., et al.: Diagnosis of measles by clinical case definition in dengue endemic areas:

implications for measles surveillance and control. Bull. World Health Organ. 70(6), 745–750
(1992)

44. Flannery, B., et al.: Referral pattern of leptospirosis cases during a large urban epidemic of
dengue. Am. J. Med. Trop. Hyg. 65(5), 657–663 (2001)

45. Mcfarlane, M.E.C., Plummer, J.M., Leake, P.A., Powell, L., Chand, V., Chung, S., Tulloch,
K.: Dengue fever mimicking acute appendicitis: a case report. Int. J. Surg. Case Rep. 4(11),
1032–1034 (2013)

46. Guideline for clinical management of Dengue Fever, Dengue Haemorrhagic Fever and Dengue
Shock Syndrome, Directorate of National Vector Borne Diseases Control Programme, Gov-
ernment of India

47. Bain, B.J., Bates, I., Laffan, M.A., Lewis, S.M.: Dacie and Lewis Practical Haematology.
Elsevier Churchill Livingstone, Edinburgh (2012)

48. Dung,N.M.,Day,N.P., Tam,D.T.: Fluid replacement in dengue shock syndrome: a randomized,
double-blind comparison of four intravenous fluid regimens. Clin. Infect. Dis. 29, 787–794
(1999)

49. Ngo, N.T., Cao, X.T., Kneen, R.: Acute management of dengue shock syndrome: a randomized
double-blind comparison of 4 intravenous fluid regimens in the first hour. Clin. Infect. Dis. 32,
204–213 (2001)

50. Wills, B.A., et al.: Comparison of three fluid solutions for resuscitation in dengue shock syn-
drome. N. Engl. J. Med. 353, 877–889 (2005)

51. Hung, N.T., et al.: Volume replacement in infants with dengue hemorrhagic fever/dengue shock
syndrome. Am. J. Trop. Med. Hyg. 74, 684–691 (2006)

52. Wills, B.A.: Management of dengue. In: Halstead, S.B. (ed.) Dengue, pp. 193–217. Imperial
College Press, London (2008)

53. Dey, R., Roy, K., Bhattacharjee, D., Nasipuri, M., Ghosh, P.: An automated system for seg-
menting platelets from microscopic images of blood cells. In: 2015 International Symposium
on Advanced Computing and Communication (ISACC), India (2015)



136 P. Ghosh et al.

54. Zalizam, T., Mudaa, T., Salamb, R.A.: Blood cell image segmentation using hybrid K-means
and median-cut algorithms. In: 2011 IEEE International Conference on Control System, Com-
puting and Engineering, Penang, pp. 237–243

55. Jain, R., Kasturi, R., Schunck, B.G.: Machine Vision, Chap. 4 Image Filtering (1995)
56. Kaur, A., Kranthi, B.V.: Comparison between YCbCr color space and CIELab color space

for skin color segmentation. Int. J. Appl. Inf. Syst. (IJAIS) 3(4) (2012). (ISSN: 2249-0868
Foundation of Computer Science FCS, New York, USA, July 2012)

57. Wang, W., Zhang, Y., Li, Y., Zhang, X.: The global fuzzy c-means clustering algorithm. In:
Proceedings of the 6th World Congress on Intelligent Control and Automation, Dalian, China,
21–23 June, 2006

58. Garg, V.K., Dr. Bansal, R.K.: Soft computing technique based on ANFIS for the early detection
of sleep disorders. In: International Conference on Advances in Computer Engineering and
Applications (ICACEA 2015), IMS Engineering College, Ghaziabad, India

59. AbdulRazzaq, M., Ariffin, A.K., El-Shafie, A., Abdullah, S., Sajuri, Z.: Prediction of fatigue
crack growth rate using rule-based systems. In: 4th International Conference on Modeling,
Simulation and Applied Optimization (ICMSAO) (2011)



Extraction of Knowledge Rules
for the Retrieval of Mesoscale Oceanic
Structures in Ocean Satellite Images

Eva Vidal-Fernández, Jesús M. Almendros-Jiménez,
José A. Piedra and Manuel Cantón

Abstract The processing of ocean satellite images has as goal the detection of
phenomena related with ocean dynamics. In this context, Mesoscale Oceanic Struc-
tures (MOS) play an essential role. In this chapter we will present the tool developed
in our group in order to extract knowledge rules for the retrieval of MOS in ocean
satellite images. We will describe the implementation of the tool: the workflow asso-
ciated with the tool, the user interface, the class structure, and the database of the
tool. Additionally, the experimental results obtained with the tool in terms of fuzzy
knowledge rules aswell as labeled structureswith these rules are shown. These results
have been obtained with the tool analyzing chlorophyll and temperature images of
the Canary Islands and North West African coast captured by the SeaWiFS and
MODIS-Aqua sensors.

Keywords Remote sensing · Satellite images · Mesoscale oceanic structures ·
Image processing · Tools · SeaWiFS · MODIS-Aqua

1 Introduction

With the increasing in the last decades of environmental problems like the global
climate change [1–3] and the ocean primary production changes [4], the development
of tools focused on intelligent search of objects and regions in satellite images stored
in large databases of spatial and environmental agencies, should be a major goal.
In this context, the global oceanic circulation plays an essential role in the global
climate, because the ocean covers more than 70% of the surface of our planet. Most
of the oceanic circulation is mesoscale (i.e., scale from 50 to 500km and 10–100
days), and the energy of Mesoscale Oceanic Structures (MOS) is at least one order
of magnitude greater than the general circulation. Thus, MOS are crucial for ocean
dynamic study and global change analysis [5, 6].
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The main types of MOS are upwellings, upwelling filaments, cold/warm eddies,
and wakes [7–11]. A coastal upwelling can be defined as the interaction between
the bottom and surface water. upwellings are mainly due to oceanic currents which
are, at the same time, influenced by wind dynamics. They occur when dense cold
water at the bottom of the ocean rises to the surface near the coast, transporting nutri-
ents, and enabling the development and proliferation of phytoplankton [12]. These
upwellings occur regularly (during the whole year with varying intensity) along the
North West African coast (see Fig. 1) and others like the Peruvian, Californian and
South African coasts, among others, where the wind conditions are suitable [1, 3,
13–16]. The analysis and prediction of upwellings, for which satellite images are a
powerful tool, are very important to commercial fishing. There are some mesoscale
cross-shore structures along the upwelling front called upwelling filamentswhich are
tongue-shaped cold upwellings. They are important nutrient carriers from coast to
the open ocean, often found near capes [17] (e.g., off Cape Ghir or Cape Blanc)
(see Fig. 1). Eddies are highly morphological and contextual variable structures
[8, 11]. They may appear rounded near islands or in the open ocean. In cool eddies,
cold nutrient-rich water rises to the surface [18], while warm eddies (see Fig. 1) drag
water with organic material to the ocean floor and keep in the warm surface. eddy
water differs from the surrounding water in salinity and temperature, and can also
travel long distances for long periods of time without mixing with the surrounding

Fig. 1 MODIS-Aqua-Sea surface temperature (SST) scene (2003-03-24). Ocean structure map
where the upwelling has been colored in pink for visualization (1), upwelling filaments (Cap
Blanc) in yellow (2), warm in blue (3), and wake (west of La Palma) in red (4)
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water [12, 19]. The cool (cyclonic) eddies are created by calm wind conditions,
while warm (anticyclonic) eddies are formed under stronger wind conditions.Wakes
are warm oceanic structures associated with islands [12, 20], and can be created by
obstacle formed by islands. This interaction causes very thin tongues of hot, nutrient
poor water (as compared to the surrounding water) to form close to the southwest
islands (see Fig. 1). These structures are shown in Fig. 1.

The images used in our analysis correspond to a wide temporal range (from
1997 to 2013, and for each month), with clouds partially hiding structures, and as
consequence MOS are very different from one time to another. Even when region
recognition is automatic (by image segmentation), there are some factors that difficult
MOS detection. Some factors are the presence of noise and clouds, as well as regions
with holes, and regions which cannot be distinguished from the surrounding water
(due to their size or their color). To overcome some of these handicaps, the initial
color scale used in the image processing stage can be modified. To overcome the
handicap of clouds and noise, which split a region into small regions, regions can be
merged.

1.1 Contributions of the Chapter

In this chapter we will describe the implementation of a tool for the extraction of
fuzzy knowledge rules. Such knowledge rules are required to retrieve regions from the
tool database in order to be labeled. knowledge rules can thus considered as queries
against the database. The experimental results obtained with the tool in terms of
knowledge rules aswell as labeled structureswith these rules are shown. These results
have been obtained with the tool analyzing chlorophyll and temperature images
of the Canary Islands and North West African coast captured by SeaWiFS (Sea-
viewing Field-of-view Sensor) and MODIS-Aqua (Moderate Resolution Imaging
Spectroradiometer, on board the Aqua satellite) sensors. The tool will be described
as follows:

1. Workflow for Labeling MOS: Theworkflowwe present in this chapter describes
the steps required to label a MOS. It provides a number of steps to be followed
by the oceanographer in order to label a MOS in reasonable time. Following
these steps a novice user of the tool would be able to label MOS. Nevertheless,
the needed time depends on the image characteristics. For instance, whether the
image includes more than one MOS, whether MOS are divided in pieces due to
clouds, etc. The workflow shows a complete case distinction, enabling to get good
results even for novice users.

2. Extraction of knowledge rules: A method for extraction of knowledge rules is
presented. The core of the workflow for labeling MOS is the extraction of rules.
These knowledge rules are described in terms of fuzzy concepts, and the method
for extraction is a trial and error procedure which refines knowledge rules in each
step from an initial test.
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3. Experimental Results: The dataset used to test our tool consists on MOS
described by 64 image descriptors. The experimental results provide knowledge
rules which make possible to retrieve and label 365 MOS. The knowledge rules
are built from fuzzy features (15 from the initial 64 features). In some cases,
some regions have been merged to get a compact and well-contoured MOS. In
particular, the tool enables to manually merge regions, using the so-called ROI
(Region of Interest). Experimental results are described by number and type of
MOS, whether or not ROI is used, as well as the knowledge rules for each case.

1.2 Related Work

In our approach primary objects (output of the segmentation phase) evolve toward
objects of interest (regions), with the help of the knowledge of an expert (oceanog-
rapher) [21] and specific techniques of segmentation for each type of object [22]. It
is crucial in the context of MOS, which are characterized by high morphological and
contextual variability [23–25]. Some examples of techniques and tools for region
retrieval from images can be found in [26–29].

Our research group has a wide experience in the development of methods and
techniques for the analysis of ocean satellite images, mainly focused on sensors
capturing the area of study (i.e., Canary Islands and North West African coast)
(see [28–32], for the most recent contributions). In particular, the same dataset (and
thus of the same sensor) was used in two previous works [28, 29]. The tool we
present here has permitted the automatization of the process of region labeling and
merging, and the automatization of knowledge rule extraction. This is crucial in a
high morphological and contextual variability context, in which a trial and error
method has to be used to detect MOS. In [29], we had the same problems of MOS
identification: presence of noise and clouds, aswell as regionswith holes, and regions
which cannot be distinguished from the surroundingwater.We already theremodified
the initial color scale to get well-contoured and compact regions from segmentation.
However, we found there that it can be still not enough, and manual merging is
required. The tool we present here is able to automatically merge regions from
manual selection of the ROI by the expert. Thus manual (although assisted by the
tool) merging can be done now. One the other hand, the definition of knowledge rules
is hard when it is manually done. The tool enables to try knowledge rules playing
from the user interface with several choices of fuzzy descriptors and range of values,
and more interesting to compare with previously labeled regions and previously
defined knowledge rules, which reduces significantly the time required to define new
knowledge rules. Thus, the development of the tool has permitted to reduce drastically
the time for labeling and extraction of knowledge rules, and also reuse, detection of
patterns, etc. The tool (i.e., workflow, procedure of knowledge rule extraction and
image comparison) is the main contribution of this work, and in order to validate
the tool, we will show some examples of images in which the manual merging is
required, and report experimental results of manual merging. The number and type
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of knowledge rules, involving fuzzy descriptors and values, is also of great interest
for oceanographers interested in the analyzed area.

1.3 Structure of the Chapter

The structure of the chapter is as follows. Section2will describe the dataset. Section3
will show the workflow of the tool. Section4 will present the knowledge rules and
labeling results obtained from the analyzed images. Section5will describe the imple-
mentation of the tool. Finally, Sect. 6 will conclude and present future work.

2 Dataset

We have analyzed 212 satellite images of the Canary Islands and NorthWest African
coast captured by SeaWiFS sensor on board the Orbview-2 satellite (1.1km reso-
lution) and MODIS-Aqua sensor on board the Aqua satellite (1.1km resolution),
obtained from the Ocean Color Web of NASA [33]. Many studies have reveal that
SeaWiFS and MODIS-Aqua-OC sensor chlorophyll images and MODIS-Aqua-SST
temperature sensor images are a suitable choice for the study of MOS [34–37], pri-
mary production [38], and global change [39]. In [40] the authors analyze data from
chlorophyll images of a 10-year period, comparing them with in situ collected data.
They also compare results with different sensors, finding highly correlated coeffi-
cients. A total of 212 images have been analyzed. The number of processed images
was larger, but most of them were discarded by the tool due to several reasons:
too many clouds, out of the study area, faulty images, etc. Of them, 92 images are
chlorophyll images acquired from the SeaWiFS sensor, from 1997 to 2004, and cov-
ering all the seasons (9-1997; 14-1998; 25-1999; 14-2000; 7-2001; 5-2002; 7-2003,
and 11-2004). These images are derived fromMLAC (Merged Local Area Coverage
product) products. The MLAC products consolidate all of the LAC from different
receiving stations available for the same orbit in geographic regions with multiple
HRPT (High Resolution Picture Transmissions) stations. Overlapping scenes are
evaluated to acquire a single best image without duplication. The MLAC product
was chosen because it generates high-quality L2 level images, including radiometric
calibration and geometric correction. The other 120 images are from the MODIS-
Aqua sensor, for 2003–2013 and divided into 61 chlorophyll and 59 SST images.
These images are derived from L2 level LAC (Local Area Coverage) products.

In the case of MODIS sensor, we worked with two products: those about both
chlorophyll (OC) and temperature (SST), and thus providing two images, and those
about only chlorophyll or only temperature, from which a single image is obtained.
This is the reason why the number of chlorophyll images is larger than the number
of temperature images for products L2 Level LAC of MODIS. We analyzed in terms
of years: 2003-2 OC and 2 SST; 2004-5 OC and 4 SST; 2008-19 OC and 19 SST;
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2009-12 OC and 13 SST; 2010-10 OC and 16 SST; 2011-4 OC and 1 SST; 2012-6
OC and 3 SST; and 2013-3 OC and 1 SST, covering all the seasons.

Therefore, a total of 212 satellite images of the Canary Islands and the Northwest
African coast have been analyzed,where a large number ofMOScan be found.A total
of 365 Mesoscale Oceanic Structures were detected of which 284 MOS correspond
to upwellings or parts of upwellings (when clouds keep parts upwellings from being
merged), 44 upwelling filaments, 10 cool eddies, four warm eddies and 23 wakes.

3 Workflow of the Tool

Figure2 shows the steps (from 1 to 20) to be followed by an user of tool. The first
step consists of the selection of (1) color table (chlorophyll or temperature) and (2)
images to process. The color scale is represented by a table in which each entry
is an assignment of a color range of Chl-a (i.e., chlorophyll concentration of the
sea surface) or SST (i.e., Sea Surface temperature) to a given color. In such a way
that each value of the HDF (Hierarchical Data Format) matrix is converted into a
colored pixel. HDF files include several groups of data. One of the groups contains
geophysical data with matrices of Chl-a, SST and L2-flags. In order to convert HDF
values into colored pixels, for each pixel of the Chl-a (or SST) matrix, the flag 32 is
used to know whether the value is correct or wrong. In the case the value is correct,
the flag 2 is used to know whether it belongs to land. In case it is correct and not a
land value, the value of the Chl-a (or SST) matrix reports the value of the color table.

The choice of a suitable clustering of colors (i.e., color table) for a given
image, enables better recognition of regions: well-contoured and compact regions
and regions obtained from several small regions of almost identical color. In this
step, starting from the initial color table (see Table1 for chlorophyll), colors are
grouped (although not necessarily). For instance, in Table2 the color clustering
“Red to Yellow” is shown. Such a color clustering means that colors from yellow and
beyond are grouped and identified to “Red”. Similar tables for temperature images
can be also considered.

Figure3 shows the processing result of an image of SeaWiFS (i.e., chlorophyll)
using the original table, and the color clustering “Red to Yellow”. The “Red to
Yellow” color clustering permits the recognition of well-contoured and compact
regions without holes, facilitating MOS detection and labeling. In this image, a big
upwelling from Canary Islands to Cape Blanc and a cold eddy in the south of Gran
Canaria island are detected and showed in red.

After steps (1) and (2) (selection of color tables and images) processing is carried
out (3). This automatic task involves several subprocesses: decompression and extrac-
tion of the HDF file content: the matrix of chlorophyll data (Chl-a) or temperature
data (SST), transformation to a color image according to the color table, and segmen-
tation (combining smoothing filter with thresholding techniques and edge detection).
Additionally (spectral, morphologic and contextual) descriptors of regions are com-
puted.
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Table 1 Original SeaWiFS and MODIS sensor OC image color table

RGB Color Color Name Chl-a (mg/m3)

1;1;223 Dark blue 0.03–0.06

46;46;254 Blue 0.06–0.1

88;250;244 Turquoise 0.1–0.2

129;247;243 Light blue 0.2–0.3

46;254;46 Green 0.3–0.6

129;247;129 Light green 0.6–1

244;250;88 Light Yellow 1–2

255;255;0 Yellow 2–3

254;154;46 Light orange 3–5

255;128;0 Orange 5–7

254;46;46 Light red 7–10

255;0;0 Red 10–100

Table 2 Example of color clustering: from light yellow to red

RGB color Color Name Chl-a (mg/m3)

1;1;223 Dark Blue 0.03–0.06

46;46;254 Blue 0.06–0.1

88;250;244 Turquoise 0.1–0.2

129;247;243 Light blue 0.2–0.3

46;254;46 Green 0.3–0.6

129;247;129 Light Green 0.6–1

255;0;0 Red 1–2

255;0;0 Red 2–3

255;0;0 Red 3–5

255;0;0 Red 5–7

255;0;0 Red 7–10

255;0;0 Red 10–100
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Fig. 3 SeaWiFS scene (2004-07-09). a Result of processing with original color table. b Result of
processing with Yellow to Red color table

MOS labeling is the next step. It also involves two steps: sensor selection (i.e.,
SeaWiFS, MODIS-Aqua-OC or MODIS-Aqua-SST) and earth area selection (i.e.,
Canary Islands) (4) and image selection (5). In previous tasks (i.e. (1) (2) and (3))
more than one image can be processed, and now selection of earth area and sensor
filters from the batch of processed images.

3.1 Extraction of Knowledge Rules

After the selection of the image to be labeled, the oceanographer has to define the
knowledge rule for the retrieval of the MOS. The extraction of knowledge rules
involves the selection of fuzzy spectral, morphologic and contextual features (6) (i.e.,
size, island distance, continent distance, temperature and chlorophyll concentration),
the fuzzy value (7) (i.e., near, medium and far for distances, small, medium and big
for size, very warm, warm, temperate, cold and very cold for temperature, and very
low, low, medium, high and very high for concentration) and the range of the fuzzy
numeric value (8) fromzero to one (for instance,≥0.9 and<0.5). The toolworkswith
fuzzymembership functions, for spectral,morphologic and contextual features, given
by triangular functions, in such a way that a membership degree is assigned to each
fuzzy value. The goal of the oceanographer is to select, for instance, those regions
whose membership degree to a given fuzzy value of size, for instance, big, is greater
or equal than a given value, for instance, 0.9; in other words, the oceanographer
wants to retrieve a big region. Analogously, the oceanographer can select regions
whose membership to the fuzzy value warm is greater or equal than 0.7; in other
words, the oceanographer wants a warm region. The oceanographer can add several
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Boolean conditions (9) of this type, in such a way that a query can be considered as
a knowledge rule, with ANDs and ORs.

The method for extraction is a trial and error procedure which refines knowledge
rules in each step from an initial test. The initial test and refinements take into
account the particular MOS characteristics (upwelling, wake, eddy) as well as the
image characteristics (temperature, chlorophyll), as well as the time of capture (cold
or warm water, presence of clouds, etc.). The best strategy is to select limit values of
fuzzy ranges (for instance, high concentration of chlorophyll in case of upwelling)
and to refine the rule adding new fuzzy descriptors (size or distance), until a complete
MOS is retrieved.

When the knowledge rule has been defined, the oceanographer can select auto-
matic region merging (10) according to a given tolerance level (11). The merging
algorithm based on a technique of region growing, unifies regions of similar proper-
ties, whenever they are separated by a given distance, called tolerance, measured by
pixels. Themerging algorithm has been designed in order tomerge regions according
to fuzzy knowledge rules. The algorithm takes as input a set of regions and returns a
merged region. Two conditions are simposed for region merging: regions satisfy the
same fuzzy knowledge rule and regions are closed. The algorithm uses a ROI (region
of interest), which is a rectangle enclosing the region. In order to merge regions, the
regions should be closed and thus the ROIs of the regions should intersect. The algo-
rithm builds a new ROI each time two regions are merged, and the algorithm iterates
over the set of regions until a unique ROI has been built. In case a ROI of a region
does not intersect with the computed ROI the region is discarded. The algorithm
has a parameter called tolerance allowing a weaker intersection of ROIs. By default,
tolerance is 0, but it can be customized from 0 to 20.

Once the knowledge rule is executed (12), a list of regions are retrieved (some of
them are merged regions whenever the automatic merging mode has been selected).
The list includes simple and merged regions. Now, the oceanographer has to answer
the following question: Are the regions valid? In the positive case, the oceanographer
selects the region (simple or merged) to be labeled (13), and the oceanographer
proceeds to label (15). In Fig. 4a an example of labeled region (a pink upwelling) is
shown. The tool permits to save the labeled image (15), to label another MOS of the
same image, to label a new image, and to compare labeled regions of other images
(19) or the same image. Additionally, the coordinate matrix of the processed image
can be computed and visualized (20).

In the negative case (i.e., regions are not valid), the oceanographer can go back and
change tolerance. When tolerance change does not give a better result, the oceanog-
rapher can select manual mode. Manual mode (16) permits to activate and use a ROI
(i.e., region of interest) (17), which is a rectangle, making possible to select more
than one region of the image. With manual mode, regions can be forced to be merged
and unified. The ROI selection (i.e., the regions) is manual, but merging is automatic.
In Fig. 4b a cold eddy is shown in pink color. This image is the same as the image of
Fig. 4a, but the eddy of Fig. 4b in pink color is bigger than the eddy of Fig. 4a in red
color.
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Fig. 4 SeaWiFS scene (2004-07-09). a Upwelling labeled in pink color. b Cold eddy labeled in
pink color. Manual mode

When manual mode does not improve the result, the oceanographer has to go
back to knowledge rule definition (redefining or modifying the knowledge rule), or
to image processing (selecting a new color table).

4 Experimental Results

In this section, we report the results obtained with our tool in terms of knowledge
rules and labeled structures for SeaWiFS and MODIS-Aqua images. On one hand,
we show knowledge rules for the identification of MOS in these images. One the
other hand, type and number of structures for each class of image are given.

4.1 Knowledge Rules

31 optimal and valid knowledge rules (12 chlorophyll rules and 19 temperature rules)
have been obtained from 212 processed images and 365 labeledMOS. Table3 shows
10 basic knowledge rules for chlorophyll (SeaWiFS and MODIS-Aqua-OC). They
can be used alone, or in combination with other, in total 12, shown in Table4. The
chlorophyll images have been processed using the color clustering “Red to Yellow,”
the best for MOS detection and labeling for chlorophyll images.

These knowledge rules have been applied to 153 chlorophyll images, labeling
all the MOS of the images. In some cases, manual mode is used. Next, we specify
which rules are used in each case, and the needed for ROI in each case. The most
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Table 3 Basic knowledge rules of chlorophyll (AND rules). Ch: chlorophyll; CD: Continent Dis-
tance; ID: Island Distance; VL: Very Low (Fuzzy_value_1); L: Low (Fuzzy_value_2); M: Medium
(Fuzzy_value_3);H:High (Fuzzy_value_4);VH:VeryHigh (Fuzzy_value_5);N: near;M:medium;
F: far; S: small; M: medium; B: big

Rule Ch CD ID Size
VL L M H VH N M F N M F S M B

C1 ≥0.25 ≥0.5

C2 ≥0.5 ≥0.5

C3 ≥0.25 ≥0.5

C4 ≥0.25 ≤0.5

C5 ≥0.5 ≤0.5

C6 ≥0.25 ≤0.5

C7 ≥0.25

C8 ≥0.25

C9 ≥0.1

C10 ≥0.1 ≥0.5 ≥0.4

Table 4 Knowledge rules

Knowledge rules Chlorophyll Rules (CR) Temperature Rules (TR)

CR TR TR

RC1 C1 RT1 T1 RT10 T8

RC2 C1 OR C2 RT2 T2 RT11 T9

RC3 C1 OR C3 RT3 T3 RT12 T10

RC4 C4 RT4 T4 RT13 T11

RC5 C4 OR C5 RT5 T5 RT14 T12

RC6 C4 OR C6 RT6 T1 OR T5 RT15 T13

RC7 C5 RT7 T1 OR T4 RT16 T14

RC8 C6 RT8 T2 OR T6 RT17 T15

RC9 C7 RT9 T2 OR T7 RT18 T16

RC10 C7 OR C8 RT19 T17 RT19 T17

RC11 C9

RC12 C10

used descriptors are, obviously, those for chlorophyll concentration, near continent
distance as well as near island distance, according to MOS definitions.

For temperature images, the original color table is used because a color clustering
suitable for all the cases cannot be found. It is due since there are scenes from several
times of year, and temperature considerably varies from one time to another. We
took this decision to have a criterion for comparison. Testing images individually,
a color clustering suitable for surrounding water temperature, makes possible more
compact and well-contoured regions (without merging), enabling recognition and
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Table 5 Basic knowledge rules for temperature (AND rules). T: temperature; CD: Continent
Distance; ID: Island Distance; VC: Very Cold (Fuzzy_value_1); C: Cold (Fuzzy_value_2); M:
Medium (Fuzzy_value_3); W: Warm (Fuzzy_value_4); VH: Very Hot (Fuzzy_value_5); N: near;
M: medium; F: far; S: small; M: medium; B: big

Rule T CD ID Size
VC C M W VH N M F N M F S M B

T1 ≥0.1 ≥0.5

T2 ≥0.1 ≥0.5

T3 ≥0.3 ≥0.5

T4 ≥0.6 ≥0.5

T5 ≥0.8 ≥0.5

T6 ≥0.8 ≥0.5

T7 ≥0.6 ≥0.5

T8 ≥0.3 ≥0.5

T9 ≥0.1 ≤0.5

T10 ≥0.6

T11 ≥0.8 ≤0.5

T12 ≥0.1

T13 ≥0.5

T14 ≥0.1

T15 ≥0.8

T16 ≥0.1

T17 ≥0.1 ≥0.5 ≥0.4

labeling. Table5 shows 17 basic knowledge rules for temperature images (MODIS-
Aqua-SST), and Table4 shows the knowledge rules used for MOS labeling.

Again, temperature, near continent distance and near island distance are the most
used descriptors. temperature images have a higher chromatic variability, and thus a
large number of knowledge rules are required forMOS labeling. Automatic detection
of MOS is prioritized, but some cases require manual processing.

4.2 Labeling

A total of 31 knowledge rules are able to label 365 MOS. Labeled MOS can be
simple or merged. In Table6 the number of simple and merged labeled regions are
shown, indicating in each case the knowledge rules, as well as the origin (SeaWiFS,
MODIS-Aqua-OC and MODIS-Aqua-SST, respectively). A total of 111 MOS for
MODIS-Aqua-SST have been labeled (86 merged and 25 simple regions), and 158
MOSforSeaWiFS (131merged and27 simple regions). Finally, 96MOS forMODIS-
Aqua-OC have been labeled (88 merged and 8 simple regions).
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Table 6 Result. MR: Merged Region; SR: Simple Region

Result

SeaWiFS MR SR MODIS-OC MR SR MODIS-SST MR SR

RC1 84 5 RC1 26 3 RT1 2 0

RC2 28 0 RC2 19 0 RT2 19 0

RC3 5 0 RC3 29 2 RT3 17 0

RC4 5 7 RC4 4 0 RT4 5 0

RC5 2 1 RC5 1 0 RT5 10 1

RC6 0 1 RC6 2 0 RT6 5 0

RC7 1 0 RC7 0 0 RT7 2 0

RC8 5 1 RC8 6 1 RT8 18 0

RC9 0 4 RC9 0 1 RT9 2 0

RC10 1 3 RC10 0 0 RT10 2 0

RC11 0 2 RC11 0 1 RT11 0 5

RC12 0 3 RC12 1 0 RT12 0 1

RT13 1 0

RT14 0 1

RT15 0 1

RT16 2 4

RT17 1 0

RT18 0 10

RT19 0 2

Table 7 Labeling result of SeaWiFS. Yes: ROI; No: No ROI

Rule Upwelling Upwelling Filament Coldeddy Warmeddy Wake

No Yes No Yes No Yes No Yes No Yes

RC1 88 1

RC2 28 0

RC3 5 0

RC4 12 0

RC5 2 1

RC6 1 0

RC7 1 0

RC8 0 6

RC9 0 4

RC10 0 4

RC11 0 2

RC12 0 3
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Table 8 Labeling result of MODIS-OC. Yes: ROI; No: No ROI

Rule Upwelling Upwelling Filament Cold eddy Warm eddy Wake

No Yes No Yes No Yes No Yes No Yes

RC1 29 0

RC2 19 0

RC3 30 1

RC4 4 0

RC5 1 0

RC6 1 1

RC7 0 0

RC8 2 5

RC9 0 1

RC10 0 0

RC11 0 1

RC12 0 1

Some knowledge rules work fine for some specific structures, where automatic
merging is enough (without ROI). In some other cases, manual merging is required.
Tables7, 8 and 9 specify the success of the rules in each type of MOS as well as
whether the manual mode and ROI is required. From 158 labeled MOS in SeaWiFS
images, manual mode (ROI) is used 27 times. Rules RC1 to RC3 facilitate upwelling
detection (122), where only one time manual mode is required. Rules RC4 to RC8
are used for upwelling filaments (23). Manual mode is required 7 times in this case.
Cold eddies (8 by rules RC9 and RC10), warm eddies (2 by rule RC11) and wakes
(3 by rule RC12) require manual mode. From 96 labeled MOS in MODIS-Aqua-OC
images, manual mode (ROI) is used 10 times. Rules RC1 to RC3 facilitate upwelling
detection (79), where only one time manual mode is required. Rules RC4 to RC8
are used for upwelling filaments (14). Manual mode is required 6 times in this case.
Cold eddies (1 by rules RC9 and RC10), warm eddies (1 by rule RC11) and wakes (1
by rule RC12) require manual mode. From 111 labeled MOS in MODIS-Aqua-SST
images, manual mode (ROI) is used 28 times. Rules RT1 to RT10 facilitate upwelling
detection (83), where only one time manual mode is required. Rules RT11 to RT13
are used for upwelling filaments (7). Manual mode is required 6 times in this case.
Cold eddies (1 by rules RT9 and RT14), warm eddies (1 by rule RT15) and wakes
(11 by rules RT16 to RT19) require manual mode.

In summary, in most of the cases upwelling are easily detected in automatic
mode (using a suitable tolerance level). Upwelling filaments, eddies and wakes are
smaller in size, and more imprecise structures with respect to spectral and contextual
properties, and thus in most of the cases they require manual mode to delimitate the
area in which the region is found.
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Table 9 Labeling result of MODIS-. Yes: ROI; No: No ROI

Rule Upwelling Upwelling Filament Cold eddy Warmeddy Wake

No Yes No Yes No Yes No Yes No Yes

RT1 2 0

RT2 19 0

RT3 17 0

RT4 5 0

RT5 11 0

RT6 5 0

RT7 2 0

RT8 18 0

RT9 1 1

RT10 2 0

RT11 0 5

RT12 0 1

RT13 1 0

RT14 0 1

RT15 0 1

RT16 0 6

RT17 0 1

RT18 0 10

RT19 0 2

5 Implementation

In this section, we describe the implementation of the tool. First, the main elements
of the user interface are described, and next the class and data modeling of the tool
are shown. The tool has been implemented in Java, making use of the OpenCV
C library for image processing. The Java code includes HDF processing with the
HDF5 Java library, as well as the user interface implemented in Java Swing, and the
business logic. Data access to SQL with JDBC from Java permits image and region
data storing.

5.1 User Interface

The user interface has been designed to facilitate image processing and visualization
as well as region merging and labeling. The selection of a color table is carried out
from the user interface, using a text file containing the table items (see Fig. 5). To
swap from a color clustering to another, color table files are stored in disc, and can
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Fig. 5 Processing window

be selected any time. From this window, the oceanographer can select images to be
processed, and can process images with the selected color table.

When segmentation is optimal (i.e., compact and well-contoured regions and
complete MOS), the oceanographer can select the image to be labeled (see Fig. 6).
From this window, images from a given sensor and earth area are shown. Selecting
an image, the oceanographer can proceed to merge and label regions of the image.

Figure7 shows thewindow fromwhich knowledge rules are defined and executed.
With the aim the user interface is equipped with a menu for selecting the fuzzy

Fig. 6 Image selection window
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Fig. 7 Knowledge rule window

Fig. 8 Result window

descriptor (i.e., chlorophyll concentration, temperature, continent distance, island
distance and size), the fuzzy value (i.e., in each case, the corresponding value: very
high, high, medium, low, very low), and the range of the value (i.e., greater than,
less than, equal, etc.,), to facilitate the definition of knowledge rules. ANDs and
ORs connectives can be used as many as the user specifies. From this window, the
oceanographer can select automatic merging of regions, and can select tolerance
level. He/she can also activate automatic ROI.

The window used to list the results is shown in Fig. 8. In this example the knowl-
edge rule Fuzzy_value_5 ≥ 0.25 OR Fuzzy_value_3≥ 0.25 has been used, where the
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Fuzzy_value attribute correspond to fuzzy values of chlorophyll (1-very low, 2-low,
3-medium, 4-high, 5-very high) and temperature (1-very cold, 2-cold, 3-temperate,
4-warm, 5-very warm). In this example regions of very high (i.e., Fuzzy_value_5)
or medium (i.e., Fuzzy_value_3) chlorophyll concentration have to be found, typical
of upwellings and cold eddies. The window shows the image, and a list of regions
retrieved by the knowledge rule. For each listed region, the tool shows the height
of the ROI (i.e., height of the Bounding box of the region), the Y coordinate in the
image, the identifier in the database, and S/F, which means simple (S) or fused (F)
(i.e., merged) region. In the case of merged regions, the tool shows the identifier of
each single region taking part of the merged region. By double-click on any element
of the list, the tool emphasizes in pink color the region to be easily localized. The
knowledge rule returns an empty list if it is not suitable for the retrieval of regions.
Otherwise, the oceanographer can select and label a region from the list. Addition-
ally, the oceanographer can select manual mode. In manual mode the manual ROI
(i.e., a rectangle) is activated, and the selected regions can be grouped. When regions
are grouped, the oceanographer can also label. The tool automatically unifies the
regions, and they are labeled by the oceanographer (button “Label Region”). For
instance, for labeling the cold eddy in the south of Gran Canaria, a ROI is selected
with regions of the area.

The tool also permits, from this window, to compare with previously labeled
regions. The tool retrieves images with regions of similar properties, to assist in the
identification of structures in the current image (see Fig. 9). In Fig. 9 the tool shows,
on the left-hand side, the current image with the selected region in pink color (i.e., a
cold eddy), and on the right-hand side, an image (a SeaWiFS scene from 2004-03-17)
in which a wake has been previously labeled (with similar properties to the eddy).

Fig. 9 image comparison window
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The tool facilitates to modify the knowledge rules any time, with the goal to refine
them by selecting other fuzzy descriptors, by changing value range, by deselecting
automatic merging mode, and by increasing/decreasing tolerance level.

5.2 Class Modeling

In this section, we describe the class modeling of the tool. With the aim to have a
friendly, robust and extensible tool, UML (Unified Modeling Language) has been
used for modeling. Class modeling is shown in Fig. 10. A modular and extensible
structure has been modeled. The model consists of three main elements: the user
interface, the business logic, and the data logic. The user interface has been imple-
mented with frames and panels of the Java Swing library (they are stereotyped in
Fig. 10).

The main frame is a menu from which the tasks of the workflow (see Fig. 2 of
Sect. 3) can be executed. The oceanographer can go back any time to previous tasks.
Several images and regions to label can be selected at the same time. The main pan-
els are PanelProcessing, PanelFolder, PanelSelector, PanelQuery and PanelImages.
PanelProcessing is in charge of color clustering, image selection for processing, and
processing. PanelFolder shows the folder (original, gray scale, mask, etc.,) for image
visualization. PanelSelector permits the selection of the image to be labeled. Panel-
Query facilitates the edition and execution of knowledge rules. Finally, PanelImages
is used for labeling and manual merging of regions, as well as for comparison of
images. The business logic is implemented by the class interface, which is in charge
of the connection between the application and the database, which is handled by the
classDatabase.Database class implements the database access using the Java JDBC
library.

5.3 Data Modeling

In this section, we describe the design of the database. The database model is
described by an entity–relationship diagram and shown in Fig. 11. The main table is
Region (on the right-hand side) and stores region data. On the left-hand side a similar
table is used to store merged regions. The table stores region descriptors including:

1. Hu moments: Hu1, . . ., Hu7 [41],
2. Maitra moments: MM1, . . .,MM6 [42],
3. Tensorial moments:M00,M01,M02,M03,M10,M11,M12,M20,M21 andM30

[43],
4. Zernike moments: MZ1, . . .,MZ6, MP1 and MP2 [44],
5. Perimeter, Area, Circularity, Eccentricity, MajorAxis, MinorAxis [45], Cen-

troidX, CentroidY, Cirscumpcription and Orientation descriptors,
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6. ROI descriptors (i.e., ROI_height, ROI_width, ROI_coordinate_X, ROI_coordi-
nate_Y ),

7. And the fuzzy values of size, island distance, chlorophyll concentration and tem-
perature.

The data model also uses tables for storing satellite data (table Satellite), sensor
data (table Sensor), as well as areas of interest (table Area_interest) and sensor bands
(tableBand).HDFfiles data are stored in the tablehdf_file. Finally, segmented_image,
preprocessed_image and preprocessed_image_has_band tables store data about seg-
mented and preprocessed images.

6 Conclusions and Future Work

In this chapter we have described the implementation of a tool for the identification
and labeling of MOS.We have described the workflow of the tool, the user interface,
the class diagram, and the database. As part of the workflow we have described how
to extract knowledge rules for the labeling of MOS. We have presented the results
obtained with the tool from the analysis of images of the Canary Islands and North
West African coast captured by the SeaWiFS and MODIS-AQUA sensors. A total
of 31 knowledge rules (12 for images and 19 for temperature images) have been
obtained, which are required to label 365 MOS. The tool is available for download
in http://indalog.ual.es/obia.

The extraction of the knowledge rules took several months of trial and error. The
goalwas to label each image and a larger number ofMOS in each image. The goalwas
also to have a reduced number of knowledge rules. In our opinion, oceanographers
would find useful to have a small number of rules, with the aim to label MOS of the
study area in reasonable time, even though they are novice users. We believe that a
novice user would spend less than three minutes in labeling a MOS. An expert user
would label an image in thirty seconds. temperature images aremore difficult to label.
It is due to that the ocean temperature in the time of image capture greatly affects the
MOS identification and retrieval. This is the reason why the number of knowledge
rules for temperature (19) is greater than for chlorophyll (12). In chlorophyll images,
three knowledge rules are enough to label all the upwellings, while in temperature
images ten rules are required. upwellings are cold water structures close to coast.
Thus, upwelling are harder to label when the ocean temperature is colder.

We believe that the developed tool can help oceanographers in the identification
and labeling of MOS, as well as in the definition of knowledge rules for their recog-
nition. The tool assists oceanographers in the processing of a batch of images, their
visualization, and their labeling, and is very helpful in the tedious task of labeling
large image databases.

Our tool has be designed to work with images from the Canary Islands and North
West African coast. It means that our tool has to be modified a little in order to
accept images of other places of interest for oceanographers from the point of view

http://indalog.ual.es/obia
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of global climate and primary production. This is the case, for instance, of MOS in
some areas of North Atlantic and North Pacific [13–15] which have similar ocean
current and wind conditions to the current study area. On the other hand, with the
aim to contribute to the study of the marine environment and the coastal resource
management, we are now working on adapt our tool to the detection of trends and
changes in chlorophyll concentration or temperature, by analyzing the morphology,
movement, and evolution of MOS.
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Hybrid Uncertainty-Based Techniques
for Segmentation of Satellite Imagery
and Applications

B.K. Tripathy and P. Swarnalatha

Abstract Segmentation of an image is an essential assignment in an image
examination whereby picture is divided into significant areas whose focuses have
almost the same properties like; dim levels, mean qualities, or text-related charac-
teristics. The pictures are divided into locales which best speak to the important
articles in the scene. Locale parameters, for example, territory, shape, measurable
parameters, and surface can be extricated and utilized for further examination of
information. The examination of satellite symbolism of common scenes presents
numerous one of a kind issues and it varies from an investigation and division of
urban, business, or agrarian ranges. Once the division classes of a picture is obtained,
it is conceivable to utilize heuristics or other area particular ways to deal with fur-
ther characterize, translate, comprehend, register or extract information from the
partitioned image. The applications of analysis of satellite imagery is plenty in real-
life situations like weather forecasting, analysis of natural scenes, urban planning,
environmental monitoring, object recognition, detection of mass wasting, etc. are
well known. Several algorithms using classical approaches as well as those using
uncertainty-based approaches have been proposed. The analysis shows that hybrid
approaches are more efficient than the individual ones. In this chapter, we discuss on
all the uncertainty-based and hybrid algorithms for segmentation of satellite imagery
and their applications. Also, we propose some open problems which can be handled
for future work.
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1 Introduction

In PCvision, partitioning of an image is the procedure of apportioning a computerized
picture into numerous fragments (sets of pixels, otherwise called super pixels). The
objective of division is to improve and/or change the representation of a picture into
something that is more significant and simpler to evaluate.

Segmenting an image into regions comes under clustering or classification
process. The process can be carried out by using conventional techniques (Crisp)
and uncertainty-based models (Soft). Some of the Conventional techniques used are;
Canny, Sobel, Robert, and Hard C-Means where impreciseness is not taken care.

Partitioning of an image is a fundamental assignment in picture investigation
whereby the picture is apportioned into significant locales whose focuses have about
the same properties, e.g., dim levels, mean qualities, or textural properties. The divi-
sionprocedure is oneof the initial phases in the remote detectingpicture investigation:
the picture is apportioned into districts which best speak to the pertinent articles in
the scene. Locale characteristics, for example, region, shape, factual parameters and
composition can be removed and utilized for further examination of the information.
The division assignment can be refined in two methods:

1. Dividing up the pictures into various homogeneous locales, each having an excep-
tional mark,

2. Determining limits between homogeneous districts of various properties.

These division methods are known as locale-based division and edge discovery,
separately. Every methodology is influenced distinctively by different elements. For
a few applications edge recognition approach has not been effective. The prime
cause is the nearness of little crevices in edge limits which permit converging of
unique areas. Different hindrances are that these procedures are likewise frequently
exceptionally delicate to nearby varieties power and the forms got are generally
not shut. Along these lines, keeping in mind the end goal to yield shut limits the
edges must be connected up. Then again, district-based division dependably gives
shut shape areas which are a prerequisite in numerous applications. In addition, it is
exceptionally straightforward and powerful in numerous applications. Mistakes in
the areas limits are the principle downside of this methodology: edge pixels may be
joined to any of the neighboring locales.

Image processing is among the rapidly growing technologies today, with its appli-
cations in various aspects as weather forecasting, classification of areas, etc. Picture
processing shapes center exploration region inside designing and software engi-
neering teaches as well. It incorporates three stages as, importing the picture with
optical scanner or by computerized photography, examining and controlling the pic-
ture which incorporates information pressure and picture improvement and spotting
designs that are not conspicuous for human eyes and thus results can be a modi-
fied picture or report that depends on picture investigation with picture preparing
procedures.
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The purpose of image processing is to enhance an image which undergoes seg-
mentation for various satellite images. Processing of Analog and Digital images are
the two ways to process an image for quality enhancement and segmentation based
on uncertainty algorithms.The enhanced image is used for segmenting an image into
required segments clusters. Image segmentation deals with segmenting the images
into segments where vagueness and uncertainty has not been distinguished, where
the soft computing techniques deal with vagueness. In this chapter, we primarily
focus on uncertainty-based techniques in image segmentation and our focus is on
satellite image segmentation.

Actually, Image segmentation is used to label each pixel in an image based on
similarity of objects or its components. For segmentation methods, algorithms are
categorized into dissimilar categories based on feature thresholding, template match-
ing and region-based technique and finally clustering. These will be used according
to the suitability to the applications and other metrics, such as cost, time, etc.

As general categories failed to deal with complex high-resolution satellite infor-
mation, there exists necessity of novel algorithms based on computational intelli-
gence diverse classifiers. These are effortlessly interpretable by human beings and
fuzzy theory is an eye-catching methodology which is consigned as soft classifiers.
As a whole in order to progress precision, all are toward, a hybrid bioinspiredmethod
which is discussed in this chapter.

The researchers are playing a prominent role in integration of various SCmethods
like fuzzy logic, ANN, genetic algorithms, decision trees, etc. to model a hybrid
classification systemwhich ismore flexibility by exploiting tolerance and uncertainty
of real-life situations.

Classification of segmentation of images is given as follows:

1.1 Edge-Based Image Segmentation

This is the essential stride of division which partitions a picture into an item and its
experience. Edge recognition separates the picture by keen the adjustment in power
or pixels of a photo. Dim bar outline and Gradient. Additionally manages RGB and
HSV. These are superior to anything ANN.

1.2 Threshold-Based Image Segmentation [7]

Histogram thresholding is utilized to tie pre-handling and post-preparing methods
required for edge divisionwhich involves HistogramDependent Technique and Edge
Maximization Technique EMT. This includes replacement threshold-based segmen-
tation, such as optimization and Otsu thresholding.
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1.3 Region-Based Image Segmentation [7]

This deals with comparison of alternative ways of noise resilient which divides an
image into various regions supported by criteria, such as color, intensity, etc. The
categories are region growing, region rending, and region merging.

1.4 PDE-Based Image Segmentation [7]

HalfwayDifferentialEquations particularly in picture divisionwhichutilizes dynamic
shape model or snake remodel. Wherein watershed segmentation is applicable by
coupling with textural data, which leads to generate efficient results.

1.5 ANN-Based Image Segmentation [7]

Simulated Neural Network manages substantial cell that is equivalent to the segment
of a photowhich ismapped to the neural system. This network is trainedwith samples
then associated between neurons. The neural networks for image segmentation are
Hopfield, BPNN, SOM, etc.

1.6 Uncertainty-Based Image Segmentation [7]

It manages a dark scale picture which will be just rebuilt into a fluffy picture by
utilizing a fuzzification operator that take away noise from image. The other tech-
niques are discussed in Sect. 4.

2 Background

In this section, we shall look at the different traditional techniques briefly along with
their applications. A combinedmethod between classical and automatic approach for
remote sensing image analysis is discussed in paper [11]. The algorithm deals with
feature-space approach which undergo implementation of processing techniques,
such as histogram thresholding and the clustering. The segmentation algorithm deals
with pseudo-color images that provide excellent results if the image is composed by
wide andwell-defined regions resulting in an ambiguous and unsatisfactory outcome.

The paper [25] deals with the proposed method that discuss about the presence of
both low radiometric contrast and moderately low-spatial determination. This will
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deliver a textural impact, an outskirt impact, and uncertainty in an entity/foundation
qualification for satellite pictures. This basically is done by improving the morpho-
logical characteristic detection. The benefits of the new IKONOS satellite picture
information for urban arranging, urban data undertakings has been discussed in paper.
The classification of satellite is basically made using a pixel and a segment-based
approach. A pixel-based characterization procedure has execution confinements for
high-determination pictures however are perfect in usage terms. The segment-driven
methodology conveys a lower extent of unclassified territories and in addition amuch
more homogeneous item than routine pixel-based characterization has been talked
about [16].

Unsupervised factual division strategy is equipped for breaking down and order-
ing the satellite pictures which have nonhomogenous surface. Proposed technique
demonstrated a superior in satellite picture grouping following different dispersions
could be utilized for an ideal displaying and it is computationally costly [30].

The paper [27] deals with the proposed method belong to the category of causal,
or feedforward, temporal segmentation techniques. The new graph-based approach
performs best merge region growing, followed by the energy minimization on the
image graph, where the energy consists of two terms describing the floe shape (shape
term) and the gradient between the floe and the background (data term), respectively.

Graph-based image segmentation algorithm is developed in [29]. This deals with
A G(V, E) an undirected graph that can be generated from an image, where nodes
belongs to pixels and edges (E) connect nodes belonging to neighboring pixels. The
drawback of this paper is Gaussian σ value and k calculation is not proposed.

Picture partition in paper [4] was expert utilizing the eCognition programming.
A progressive grouping plan is used to wipe out regions that are not of interest and
to distinguish ranges where mass developments are likely. A regulated arrangement
is then directed utilizing ghostly, shape, and textural properties to recognize disap-
pointments. There is leverage of the computerized framework which order quick
mass developments that were new and more than 1 hour in a zone in a high moun-
tain. In themeantime, the division calculation is adjusted utilizing client characterized
edge of scale and heterogeneity and client characterized weightings on the different
information layers.

Neighboringpixels for, e.g., comparative otherworldly values are gathered together
to shape a picture fragment has been talked about in paper [13]. Portions still have
the same phantom data as pixel, however now with factual qualities (mean, standard
deviation, min, max, middle). The investigation of the portion’s properties gives the
fragment a chance to wind up an article. What’s more, the likeness is characterized
with fluffy rationale. At the point when characterizing mists the segregation between
mists with a comparative ghastly trademark, e.g., single convective mists and mists
in a frosty front, is much less demanding than on pixel premise.

The paper [9] made a proposed approach wherein the satellite picture in RGB
shading space is change intoYCbCr shading space and after that the changed satellite
picture is part into three unique segments (stations or pictures) in light of luminance
and chrominance. YCbCr Color space speaks to shading as power and endeavors the
qualities of human eye furthermore our eye is more delicate to force than tone.
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The paper [15] discuss about the implemented services that correspond to the
various levels of remote sensing data processing that needs enhancement phase,
extraction of cloud at base level and estimation of fractal dimension at top level.
The cloud extraction is made using Markovian segmentation of infrared data which
leads to high computation complexity and eradicated by segmentation parallel algo-
rithm [32].

The paper [8] dealswith segmentation and classification of remote sensing images.
The classified image is given toK-MeansAlgorithmandBackpropagationAlgorithm
of ANN to calculate the density count. In this method, there is no need of training
(supervised learning). But accuracy is not good, and multiple land covers, data have
not been used. In future different neural network algorithms can be used to classify
the satellite images and the classification results of those images will be compared
with results of existing classification methods [31].

The paper [9] discuss about enhancement of the satellite imagery using color
separation of satellite imagery using color transformation. It process the regions
grouped into a set of FCM clustering algorithm using ERDAS IMAGING software.
Here also, training (supervised learning) is not essential for segmentation process.
Somemore applications of clustering techniques in image segmentation can be found
in [22, 23].

Partitionutilization and overcomes way to deal with outline a progressive arrange-
ment of characterization. Bolster vector machine (SVM)-based order procedure has
been embraced for the errand of recognizing an information picture as having a place
with one of theDesertic, Coastal, or Fluvial landform super-group classes. This paper
proposed a strategy that gives better arrangement results in instances of rises, bull
bow, and Plains when contrasted with Unsupervised technique [28] and takes lesser
time than the unsupervised strategy. In any case, their technique takes additional time
than the strategy proposed in [8].

The paper [12] talk about around a technique that treats every point in the infor-
mation set, which is the guide of all conceivable shading blends in the given picture,
as a potential group focus and gauges its potential concerning the other information
components. The point with the greatest estimation of potential is thought to be a
bunch focus. On the off chance that we need to have more number of groups, then
consideration of one or all the more new bunch does not represent any issue in the
proposed approach, though in fuzzy c-means grouping, the grouping must be done
everywhere. In the meantime for little pictures, this methodology improves results.

In [18] a technique is suggested that uses the residuals of morphological opening
and shutting changes in light of a geodesic metric. The proposed strategy performs
well within the sight of both low radiometric contrast and generally low-spatial deter-
mination.Yet, for pictureswith substantial and homogeneous areas, thismethodology
is computationally costly.

The paper [33] portrays a division calculation which consolidates old picture
handling calculations with methods which are satisfactory from learning revelation
in databases (KDD) and informationmining to breakdown. These are the fragmented
unstructured satellite pictures of common scenes which decide the quantity of classes
in the picture naturally.
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The paper [24] talks about around a programmed cloud-sort arrangement frame-
works that has restricted by ambiguities in multispectral cloud-sort marks. The cal-
culation introduces a cloud-sort arrangement that settles disarrays in infrared cloud-
sort marks by a correlation of textural measures on known and obscure cloud-sort
fragments. This arrangement with two stages, for example, the division technique
and the grouping methodology. However, this has an issue of grouping of 107 win-
dows of infrared satellite information brought about an order exactness of roughly
95%. The paper [14] deals with a newmethod of performing multiscale, hierarchical
segmentation of images using texture properties that has been shown to perform con-
sistently better than other untrained, unsupervised texture segmentation algorithms.
The images are first quantized using contiguity-enhanced K-Means clustering. This
method outperforms other segmentation algorithms on radar and satellite weather
images and result some merits of the multiscale technique in spite of some problems
that are yet to be resolved on weather satellite imagery [19].

Urban arranging requires opportune securing and investigation of spatial and
fleeting data for settling on educated choices is made in paper [6]. The paper por-
trays a methodology utilizing both per-pixel and item-based order techniques.The
cloud free orthorectified Ikonos [20] very high-resolution satellite is classified into
per-pixel and object-based categories. Per-pixel is a supervised classification and
object based is an object-oriented classification that leads to GIS data integration and
modeling. As a result, the precision of these two classes utilizing an item arranged
characterization strategy further enhanced from 89 to 97%. The joined methodology
utilizing per-pixel and article situated arrangement strategies may demonstrate help-
ful in the investigation of VHR satellite information like Ikonos likewise as a future
work [3].

3 Uncertainty-Based Techniques

Modern day data sets have inherent imprecision in them and so in order to handle
them models dealing with uncertainty have become essential. Some of the existing
models of uncertainty like fuzzy sets [38], rough sets [24] and intuitionistic fuzzy
sets [7] have already been used by researchers to develop algorithms dealing with
data clustering based upon them.

A fuzzy set A can be defined to be associated with amembership functionμA such
that every element x in U is associated with its membership value in [0, 1] through
this function.

This notion was further extended to define the notion of intuitionistic fuzzy set in
[7], where the nonmembership function is defined as not being ones complement of
the membership function but another such function VA such that every element x in
U is associated with its membership value in [0, 1] through this function.

This notion was further extended to define the notion of intuitionistic fuzzy set
in [7], where the nonmembership function is defined as not being ones complement
of the membership function but another such function VA such that the sum of the
membership and nonmembership values of every element always lies in [0, 1]. The
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hesitation function πA is defined as ones complement of the sum of VA and VA. So, for
a fuzzy set there is no hesitation value for any element in U. Almost at the same time
as that of intuitionistic fuzzy sets another uncertainty-based model called the rough
set was introduced in [24]. This notion is based upon the concept of equivalence
relations defined over the universes. Any subset X of U is associate with two crisp
sets RX and RX with respect to an equivalence relation R, called the lower and upper
approximations of X with respect to R [24]. If RX �= RX then X is said to be rough
with respect to R. Else, it is said to be R-definable. In case X is R-rough we take the
difference between RX and RX as the boundary region of X with respect to R and
denote it by BNR(X).

Data clustering is an important topic under data mining and it has wide appli-
cations. Under this we accumulate similar elements under a group called a cluster
and these clusters are substantially dissimilar from each other. A class of algorithms
called the C-means algorithms deal with data clustering.

In case of crisp clustering the clusters generated using a c-means algorithm are dis-
joint. But the disjoint clusters generated are not of much use in real-life applications.
So, uncertainty-based C-means algorithms have been developed where the clusters
generated may not be disjoint. This provides a generality and improved applicability
to the clustering algorithms.

The fields of application for the clustering techniques vary over a wide area of
spectrum and the algorithms developed are more suitable to one or more of the fields
like information retrieval, satellite image analysis, machine learning, bioinformatics
and pattern recognition.

3.1 Fuzzy C-Means

This algorithm was proposed in [37] and for the first time the objective function
approach came into existence. As it is well known now the solution space for a
fuzzy c-means algorithm is of infinite dimension and no exact algorithm can find
out a solution in real time. As a solution to this the objective function approach was
introduced and optimization techniques came into force in data clustering.

To be more precise, the clusters generated by a fuzzy c-means are fuzzy sets and
hence have overlapping by nature. Every element has degrees of belongingness to
the clusters. This belongingness to all the clusters sums to 1.

3.2 Rough C-Means

The rough C-means was put forth in [15]. Here, as expected each of the clusters gen-
erated is a rough set. Hence, each one of them has a lower approximation comprising
of the certain elements and an upper approximation comprising of uncertain values,
which belong to the boundary of more than one cluster.
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Algorithm 1 Fuzzy C-Means
1: Each of the clusters be initialized with a center value
2: The centres be updated with the formula

vi =

N∑

k=1
(μik)

pYk

M∑

k=1
(μik)p

(1)

3: The distance dik between the centre vi and element xk be obtained by using the Euclidean distance
formula.

4: The partition matrix V be generated with its elements being given by
μik =

1
D∑

l=1

(
dik
dlk

) 2
(p−1)

if dij > 0, otherwise = 1.
5: Calculate the new partition matrix V ′ using steps -3 and 4.
6: If ||V (r) − V (r+1)|| < ε, stop. Else, go to step-2

While computing the new centers, twoweight functionswlow andwup are usedwith
their suffixes providing the indication as to which factor they are to be multiplied.
In fact, wlow is the weight factor for the lower approximation and wup is the weight
factor for the boundary region, where it is assumed that wlow > wup such that wlow +
wup = 1.

Algorithm 2 Rough C-Means
1: Each of the clusters be initialized with a center value
2: Compute the distances of each element xk from the cluster centres and find the two lowest

distances say dpk and dqk from the pth and qth cluster centres.
3: If dpk − dqk is less than a preassigned value (ε) then assign xk to the upper approximations of

both the pth and qth clusters. Otherwise, assign it to the lower approximation of the cluster from
which it has the minimum distance.

4: Calculate the fresh cluster centres by using the formula

vi =
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wlow

∑

xk∈BVi
xk

|BVi | + wup

∑

xk∈BUi−BUi

xk

|BUi−BUi | if |BVi| �= 0 and |BVi − BVi| �= 0

∑

xk∈BVi−BVi

xk

|BVi−BVi | if |BVi| = 0 and |BVi − BVi| �= 0 (2)

∑

xk∈BVi
xk

|BVi | Else

5: Repeat from step 2 until there are no more assignment.



172 B.K. Tripathy and P. Swarnalatha

3.3 Intuitionistic Fuzzy C-Means

Algorithm 3 Intuitionistic Fuzzy C-Means
1: Step-1, Step-2 and Step-3 are same as in fuzzy C-means (Algorithm 2).
2: Compute the hesitation value by using the formula:

πAx = 1 − μA(x) − 1 − μA(x)

1 + λμA(x)
, x ∈ X (3)

3: Compute the fresh matrix V by taking .
μ′
ik = μik + πik

4: Step-6, Step-7 and Step-8 are as in FCM (Algorithm 2).

4 Hybrid Techniques

The combination of two models can provide better models than their components.
In fact, at the time of inception of rough sets there was an apprehension that this new
model will compete with fuzzy sets. But, in [1] it was established that the models
complement each other and provide better models as also has been found later. To
this extent the rough fuzzy c-means (RFCM) [16] is a positive example to the claim
above.

Once again, the clusters generated by RFCM are rough fuzzy sets and the advan-
tage of these clusters is that the lower approximations contain the certain elements of
a cluster whereas the boundary elements which belong to more than one cluster have
degrees of membership also. The convergence is faster in the case of crisp clustering
[35] and this is not true for uncertainty-based c-means algorithms [36]. However,
the real-life situations are mostly uncertainty based and hence the uncertainty-based
means are more useful. Using fuzzy sets the fuzzy c-means [38] was developed. This
has been analyzed for edge techniques in [15].

Pure rough set-based clustering algorithms and their hybrid models with fuzzy
sets aremore prevalent now a day. Some rough fuzzy c-means algorithmic techniques
are proposed in [16, 17, 20, 21]. Using the intuitionistic fuzzy sets [10] an extension
of FCM was developed in [5] and because of the presence of the hesitation values
this algorithm has been found to be more effective which is establishes by taking
MRI scanned images.

It is difficult to obtain smooth edges for satellite images due to abrupt change in
their brightness levels. This is a reason why satellite image segmentation is preferred
to be done by using uncertainty-based clustering algorithms. As the vagueness and
uncertainty are different in the rough set nomenclature and also direct two different
types of imprecision, the hybridmodels like RFCMand the rough intuitionistic fuzzy
c-means algorithms are used.

There are many hard edge detection techniques like the zero-based detection,
Sobel detector, Canny edge detector and Robert cross detector. But non-smoothness
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of satellite images make these techniques less efficient to the uncertainty-based
techniques.

The emphasis is givenon satellite imagery in this chapter.Because of the above, the
chapter has discussed with hybrid soft computing techniques which is supposed and
has been established as the most suitable among all the uncertainty-based algorithms
for segmentation of images.

4.1 The Hybrid Algorithms

In this section, we shall discuss on some algorithms which has been obtained as a
composition of RCM and FCM or RCM and IFCM.

Algorithm 4 RFCM
1: Each of the clusters be initialized with a cluster value..
2: The Euclidean distances dik of xk from the ith cluster center are computed. If dik = 0 then

compute the membership value μik of the kth element in the ith cluster using
μik =

1
C∑

j=1

(
dik
djk

) 2
m−1

3: Let μik and μjk be the lowest and next lowest membership values of the kth element in clusters
Vi and Vj , respectively.
If μik − μjk < ε then xk ∈ BUi and xk ∈ BUi
Else xk ∈ BVi

4: The new cluster centers are computed by using the formula,

vi =
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|BUi | + wup
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xk∈BUi−BUi

(μ′
ik)

mxk
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xk∈BUi−BUi

(μ′
ik)

m
if |BUi| �= 0 and |BUi − BUi| �= 0

∑

xk∈BUi−BUi

(μ′
ik)

mxk

∑

xk∈BUi−BUi

(μ′
ik)

m
if |BUi| = 0 and |BUi − BUi| �= 0

∑

xk∈BUi

xk

|BUi | Else

5: Steps starting with the second one are repeated until there are no more assignment of elements
remains or the terminating condition is satisfied.
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4.1.1 RFCM

The algorithm was proposed in the year 2006 in [18] and was improved by Maji and
Pal in 2007.

4.1.2 RIFCM

The RFCM has been extended to propose and study the RIFCM in 2013 in the paper
[2]. As in previous cases, here the clusters are rough intuitionistic fuzzy sets. Hence,
each cluster has a lower approximation comprising of certain elements and has a
boundary, which comprises of uncertain elements with both membership and non-
membership values to the cluster boundary. In fact, the elements may belong to the
boundary of more than one cluster boundaries with different membership and non-
membership values. The parameters used here are having similar meanings as in
RFCM unless otherwise stated.

Algorithm 5 The RIFCM algorithm
1: Each of the clusters be initialized with a cluster value.
2: The Euclidean distances dik of xk from the ith cluster center are computed. If dik = 0 then

compute the membership value μik of the kth element in the ith cluster using
3: The hesitation values πik are computed by using the formula

πAx = 1 − μA(x) − 1 − μA(x)

1 + λμA(x)
| x ∈ X

4: The modified membership values μ′
ik using the relation μ′

ik = μik + πik
5: Stepes 5 and 6 are same as steps 3 and 4 of RFCM algorithm (Algorithm 4) with μik being

replaced by μ′
ik

6: If neither the termination condition is met nor there are no elements to be assigned the repeat
steps from step 2.

4.1.3 The Measuring Indices

Here, we introduce two of the indices which measure the efficiency of a clustering
algorithm from their values. These are the Davies–Bouldin (DB) index and the Dunn
(D) index.
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Davies–Bouldin (DB) Index

The DB index is obtained as the ratio of sum of within cluster distance to between-
cluster distance. It is formulated as given

DB = 1

c

c
∑

i=1

maxk �=i

{S(vi) + S(vk)

d(vi, vk)

}

for i > 1, k < c

We shall express below the within cluster distances for the RCM, RFCM and RIFCM
later. Lower value of DB index for a clustering algorithm in comparison to those for
other algorithms shows that the algorithm is better than the compared algorithms.

Dunn (D) Index

This value is used to identify the clusters which are compact and separated [1]. The
expression for its computation is

Dunn = mini
{

mink �=i

{ d(vi, vk)

max1S(v1)

}}

for k > 1, i, l < c

Unlike theDB indexvalue, the higher theD indexvalue for an algorithm it is supposed
to be better.

Within Cluster Distance for RCM
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Within Cluster Distance for RFCM

S(vi) =
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m

if |BUi| = 0 and |BUi − BUi| �= 0

∑

xk∈BUi

||xk − vi||2

|BUi | if |BUi| �= 0 and |BUi − BUi| = 0

Within Cluster Distance for RIFCM

The formulae for this is obtained from those of RFCM by replacing μik with μ′
ik

4.1.4 Testing

A comparative analysis of the effectiveness of the above uncertainty-based methods
and hybridmethods were conducted by taking four types of different satellite images.
The imageswere filtered by using a filtering technique called the refined bit plane [34]
filtering method. After that the filtered images were segmented by using the different
images. The results show that the RIFCM algorithm provides the best results among
all the segmentation methods under consideration.

4.1.5 The Index Values

In two ways of measuring indices such as the DB index and the D index provide
a measure of the efficiencies of different clustering algorithms. The table below
provides the Db and the D values for the above four satellite images. Lower value
for the DB measure and higher values for the D measure indicates that the algorithm
is of better efficiency. As per this estimation the RIFCM algorithm comes out to be
the most efficient among all the above algorithms considered (Table 1).
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Table 1 The values of the DB and D measures for all the methods for the different satellite images

FCM RCM IFCM RFCM RIFCM

HILLS

DB - INDEX 0 0.184944 15.70054 0.193631 0.193631

DUNN INDEX 0 8.525729 0.211887 0.021204 0.016745

FRESHWATER

DB - INDEX 14.70054 0 0.40423 0.399804 19.70054

DUNN INDEX 0.125887 0 2.211887 4.910032 0.02116

FRESHWATERVALLEY

DB - INDEX 0.201419 0.281419 0.4 0.399804 0.281655

DUNN INDEX 4.03718 4.43718 0.021228 4.910032 0.02001

DROUGHT

DB-INDEX-WRBP 0.90423 0.428179 0.429886 0.429886 1.00423

DUNN INDEX-WRBP 0.90116 4.208979 0.021067 0.017018 0.08116

5 Case Study

This case study is a step further in image segmentation in the sense that we have used
segmentation in depth reconstruction. A filter called geometric correction is used
and compared the performance when it is used with the case when it is not used. A
technique called anaglyph approach for this purpose and the images are again those
obtained from the satellites [26] (Fig. 1).

It has been observed that the images obtained through remote sensing do not have
high precision and so are not suitable for high precision algorithms. The reason is
being the occurrence of distortions like geometric errors. Also the parameters like
atmospheric propagation, sensor response, and illuminations have their effect on the
images. In order to deal with these problems in [26], an approach was proposed
where in the first phase a preprocessing is done so that the images obtained from the
satellites are free from the above errors. This step is followed by clustering using the
algorithms discussed in this chapter. The process is done through some geometric
correction techniques. The image is reconstructed using depth dimension/depth map
generation. For all these anaglyph images are used for better interpretation of satellite
imagery. The experiments performed show that the imprecise algorithms described
in this chapter are extremely useful for segmentation of satellite images after passing
through the process mentioned.
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Fig. 1 The segmented images of the four satellite images obtained asoutput from the different
uncertainty-based algorithms

Depth Map Generation Algorithm (Depth Reconstruction) and Anaglyph
Technique

The third dimension map generation (Z-dimension) is a grayscale image and is to
possess the same resolution as that of the original input image. It is used for generation
of Depth Map.The following is the algorithm used for this purpose.

Figure2 provides a comparison of original imagewith its depthmaps, first without
geometric correction and next with geometric correction. It is clearly evident that the
depth map generation out of the filtered image provides much better result than the
one without using the filter.

In Figs. 3 and 4, images have been generated from the third dimension map.The
Figs. 3c and 4c. depict the resulting anaglyph 3D image, from a set of generated
frames. It is worth noting that the Anaglyph 3D images can be viewed through the
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Fig. 2 Original image followed by its depth map without geometric correction and the procedure
repeated for depth map with geometric correction

Fig. 3 Depth images of a background,b foreground, c depthmap and d anaglyph images ofwithout
geometric correction (WOGC-C-D)

Fig. 4 Depth images of a background, b foreground, c depth map and d anaglyph images of with
geometric correction(WGC-C-D)

color-coded anaglyph glasses.Both these images reveal an integrated stereographic
image and reach one eye. As is evident from Figs. 3d and 4d, the visual cortex of the
brain fuses this into perception of a three dimensional scene or composition.

5.1 Discussion on the Results

Each of the methods WOGC-C D and WGC-C-D involves three steps dealing with
depth map without geometric correction and depth map with geometric correction
respectively [26]. In the first phase either the geometric correction is used or not. The
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Table 2 Performance of PSNR and RMSE values

Input
images

PSNR
Value-
WOGC

PSNR
Value-
WGC

PSNR
Value-
clustered

RMSE
Value-
clustered

PSNR
Value-depth
map

RMSE
Value-depth
map

WOGC 8.3992 13.7734 11.0707 13.7734 6.9112 10.3854

WGC 7.5597 12.9627 10.8370 12.9627 6.5697 8.9570

Fig. 5 The bar chart
showing PSNR and RMSE
values without GC and with
GC

corresponding results are represented in the tabular form in Table2. The performance
analysis using themetrics PSNR and RMSE as per Table2 and Fig. 5 has been carried
out and it yields improvised value (8.3992 for WOGC to 7.5597dB for WGC).

The analysis shows that the clustering shows better results when WGC is used
than when it is not used as is evident from Table2 and Fig. 5 (8.3992-11.0707dB for
WOGC) and (7.5597-10.8370dB forWGC). The clustered images result inminimum
values for the measures PSNR and RMSE when GC is used than when GC is not
used [26].

The output in the form of clusters is used for depth map generation using recon-
struction techniques and stereo pair images shows improved visualization of satellite
imagery as illustrated in Fig. 6 and has an efficient unsupervised true color compos-
ite. Again the measures PSNR and RMSE are computed to measure the performance
of the approach and it provides much better results.

6 Scope for Future Work

There are several other image segmentation methods like the family of kernel-based
algorithms KFCM, KIFCM, KRCM, KRFCM and KRIFCM; the possibilistic image
segmentation methods like the PFCM, PIFCM, PRFCM and PRIFCM; their combi-
nations like PKFCM, PKIFCM, PKIFCM, and PKRIFCM. Thesemethods have been
applied on many MRI images, cancer cell images and metal coin images. However,
it has been established recently that the different kernels are suitable for different
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(a) WOGC-C (b) WGC-C

Fig. 6 Measures of accuracy forOriginal satellite imagerywhen clusteredwith true color composite

images. That is no single kernel which provides better results for all types of images.
It would be an interesting study to apply all these methods to satellite images and
find their efficiencies. Also, the proposed model will be applied for reconstruction
of satellite imagery for better interpretation of results which resolves varied societal
issues.

7 Conclusions

The important area of segmentation of satellite images is studied in this chapter.
A presentation was made on different crisp segmentation techniques and also the
individual uncertainty-based algorithms like the FCM, IFCM, and RCM. However,
it has been experimentally concluded that the hybrid techniques like the RFCM and
the RIFCM are superior to the individual methods even for satellite images. Four
different types of satellite images were taken to illustrate that RIFCM is the best
among all the segmentation methods dealt with the measurement of two indices;
namely the DB and the D index were taken to establish this observation. We provide
two sets of case studies. The first one being different types of satellite images and the
second one is for the depth reconstruction using geometric correction using anaglyph
approach for satellite images. The overall conclusion is that the hybrid clustering
algorithms provide better segmentation and when used for depth reconstruction the
images with geometric correction generates better results than the cases when this
filtering technique is not used. To evaluate the approaches the accuracy measures
PSNR and RMSE are used. Finally, at the end of the chapter we have suggested
some research directions for further work on this topic.
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Improved Human Skin Segmentation
Using Fuzzy Fusion Based on Optimized
Thresholds by Genetic Algorithms

Anderson Santos, Jônatas Paiva, Claudio Toledo and Helio Pedrini

Abstract Human skin segmentation has several applications in computer vision
beyond its main purpose of distinguishing between skin and nonskin regions. Despite
the large number of methods available in the literature, accurate skin segmentation is
still a challenging task. Many methods rely only on color information, which does not
completely discriminate the image regions due to variations in lighting conditions
and ambiguity between skin and background color. This chapter extends upon a
self-contained method for skin segmentation that outlines regions from which the
overall skin color can be estimated and such that the color model is adjusted to a
particular image. This process is based on thresholds that were empirically defined in
a first approach. The proposed method has three main contributions over the previous
one. First, genetic algorithm (GA) is applied to search for better thresholds that will
be used to extract appropriate seeds from the general probability and texture maps.
Next, the GA is also applied to define thresholds for edge detectors aiming to improve
edge connections. Finally, a fuzzy method for fusion is included where its parameters
are optimized by GA during a learning phase. The improvements added to the skin
segmentation method are evaluated on a set of hand gesture images. A statistical
analysis is conducted over the computational results achieved by each evaluated
method, indicating a superior performance of our novel skin segmentation method.
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1 Introduction

The process of human skin segmentation can be defined as a two-class labeling
problem, where the main objective is to determine if a pixel belongs to a skin or
nonskin category, according to a set of extracted features. The input is an image and
the output corresponds to a map indicating which class each pixel belongs to.

Skin segmentation plays an important role in a diversity of applications, such
as face detection [1, 2], gesture analysis [3, 4], person tracking [5, 6], nudity
detection [7, 8], content-based image retrieval [9, 10], human–computer interaction
[11, 12], among others.

The skin detection configures a preprocessing stage for such applications, demand-
ing certain requirements in terms of speed and simplicity. The term simplicity here
means that complex parameter configuration, fixed threshold selection, and manual
adaptation should be avoided. In other words, the skin segmentation process should
enable real-time applications and be amenable to different purposes.

There are many challenges associated with the automatic segmentation of human
skin in uncontrolled environment. Images acquired through varying illumination
conditions typically present different skin characteristics. Shadows, light intensity
variation, reflections, noise, and person’s pose may cause discrepancy in skin regions
of the same image. Image resolution and dimensions, as well as compression tech-
niques, are also significant aspects.

In addition to digital imaging aspects, there are inherent difficulties caused by
natural characteristics of the human skin: its tones vary across different ethnicities,
its texture changes with age (babies have a soft skin while elders have a more coarse
skin), its elasticity depends on facial expressions and pose.

Although not robust to all these challenges, color presents a meaningful evidence
for skin detection. In fact, the vast majority of researches found in the literature
focus on color information to determine whether a pixel belongs to a skin region or
not. Nevertheless, there is an intrinsic problem associated with the use of color. It
does not provide a clear separability between the pixels that belong to skin and one
portion of nonskin, referred to as skin-like pixels. The process to identify a transition
between skin and skin-like pixels is complex and can frequently leads to a number
of segmentation errors.

The main purpose of this chapter is to describe an approach that sets parameters
for a skin segmentation process through genetic algorithms(GA). The new technique
extends upon prior work developed by Santos and Pedrini [13], where the skin seg-
mentation method is self-adaptive since it generates a skin color model specific for
each image. This model reduces color ambiguity by decreasing the number of skin-
like pixels. Although there are methods that perform adaptive segmentation, they
usually rely on face detection or a prior knowledge, which can be both unavailable or
difficult to determine. Additionally, a fuzzy fusion (FF) technique is also introduced
in this chapter to combine different fuzzy classifications and assign to each pixel a
membership grade related to the skin set.
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The novelty of the method relies on its self-contentedness by combining a previous
self-adaptation skin segmentation (SASS) method with GA and FF technique. It
uses spatial analysis to obtain true skin regions from which a specific color model is
derived. Instead of empirically selecting thresholds [13], multiple GAs are applied
to find more appropriate values for these parameters. Fuzzy parameters are also
optimized by a genetic algorithm during FF learning phase.

This text is organized as follows: Sect. 2 presents some relevant works related to
human skin segmentation. Section 3 describes the proposed methodology. Section 4
presents and evaluates the experiments results obtained with our method. Section 5
discusses the general contributions of the work.

2 Background

Many approaches found in the literature have been proposed to address the problem of
human skin segmentation [14–17]. The simplest and earlier strategies for classifying
a pixel are based on static decision rules that restrict skin to some specific intervals on
a chosen color space. Sobottka et al. [18] developed a skin detection method based on
the HSV color space. A transformation of RGB color space into a single-channel was
proposed by Cheddad et al. [19] for skin detection purpose. Hsu et al. [20] adopted
various thresholds that partition the HSI color space into three zones that define the
skin pixels. A rule based on two quadratic functions for the normalized RG space
was proposed by Soriano et al. [21].

A more sophisticated scheme, proposed by Jones and Rehg [5], is based on mod-
eling the statistical distribution of color. There are two main approaches: parametric
and non-parametric techniques. Both approaches calculate the probability of a given
color (c) to be skin (P(skin|c)), which generates a probability map such that the seg-
mentation can be performed through a threshold. However, parametric approaches
assume that the skin distribution fits some explicit model.

In order to have a more accurate model, it is possible to suppose that there
is an overlap between skin and non-skin colors [15], such that many researchers
have adapted the mentioned methods according to the context. For instance, Kovac
et al. [22] defined different rules depending on lighting conditions, whereas Phung
et al. [23] created an iterative method for determining an optimal threshold for the
probability map of a particular image.

Nevertheless, the most significant results are obtained by content-based adapta-
tion, more specifically for face detection. The first of such approaches [24] uses the
region acquired by a face detector to update a unimodal Gaussian previously deter-
mined. Taylor and Morris [25] used only the facial skin in normalized RG to construct
a Gaussian model, discarding any previous training. A more robust technique [26]
uses the face region to build a local skin histogram and a Pface(skin|c) is derived and
combined with the general probability for the final map.

Another strategy, known as spatial analysis, considers the structural alignment
in the neighborhood of pixels classified as skin, generally with a probability map,



188 A. Santos et al.

such that it refines the segmentation process by removing false positives. Most of
these techniques perform an expansion of seeds found by a high threshold. This
expansion can be performed through different criteria, such as energy accumula-
tion [26], cost propagation [27], and threshold hysteresis [28]. Although cost propa-
gation is complex, it usually provides superior results skin segmentation, where the
Dijkstra’s algorithm [29] is used to calculate the shortest routes in a combined domain
composed of hue, luminance, and skin probability.

Wang et al. [30] used fixed rules for RGB and YCbCr color spaces, then combined
the result of both and applied the gray-level co-occurrence matrix (GLCM) [31, 32]
to extract texture features and classify the found skin regions. Although the false
positive rate decreased, the true positive rate also decreased.

Ng and Chi-Man [33] combined both color and texture features for skin segmenta-
tion. The texture features were extracted through 2D Daubechies wavelets, whereas a
Gaussian mixture model was used to classify the skin regions. Nonskin regions were
discarded by using K-means. The method is dependent on the number of clusters
and the improvement was not significant since the decrease in true skin detection is
approximately the same as false skin detection.

Jiang et al. [34] employed a histogram-based skin probability map to find initial
skin candidates. A lower threshold was used as a second stage to discard skin-like
pixels. Gabor wavelets were used to extract texture features and combined to produce
an untrained texture map. Therefore, a threshold on this map was required to eliminate
nonskin texture. Similarly to other methods, this approach also compromises the true
skin detection. Then, the authors used color and texture information to select markers
of watershed segmentation [31] to grow skin regions.

A common problem found in most of the works mentioned is their lack of adapt-
ability to particular conditions present in the images. The parameters set on those
methods are the same when applied over different images. They usually are fixed
by considering an average score for a previous set of images. Even content-based
adaptation approaches, which attempt to define a color model for each image, apply
previously defined parameters. Furthermore, some methods rely on accurate detec-
tion of faces in the images, which is not a simple task. To overcome such problems,
a self-contained adaptive segmentation was proposed by Santos and Pedrini [13];
however, the definition of appropriate threshold values is still a challenge for an
effective adaptation.

Evolutionary approaches can be applied to estimate thresholds in image prob-
lems. Gupta et al. [35] proposed a differential evolution strategy to perform wavelet
shrinkage for noisy images. Thavavel et al. [36] employed a multi-objective genetic
algorithm to determine wavelet denoising threshold values for a tomographic recon-
struction. Mukhopadhyaya and Mandal [37] used genetic algorithm to find threshold
values for medical image denoising.

A hybrid approach is proposed by Xie and Bovik [38] for dermoscopy image
segmentation. A GA is applied to select seeds (leaf neurons) and combined with a
self-generating neural network (SGNN) to optimize and stabilize clustering results.
Another hybrid artificial neural network (ANN) method is introduced by Razmjooy
et al. [39] to address the skin classification problem. This approach applies an evo-
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Table 1 Comparison of seed-based skin detection methods

Method Seed detection Propagation Color model Fusion models

Ref. [34] Fixed threshold Watershed Global No

Ref. [26] Face detection Energy
transference

Local and global Weighted mean of
empirically defined
weights

Ref. [27] Fixed threshold Minimum cost Global No

Ref. [28] Fixed threshold Fixed threshold on
neighbor
differences

Global No

Ours Adaptive threshold
by GA
optimization

Control based on
adaptive edge
detection with GA

Local and global Fuzzy fusion of
texture and color
models with GA
parameter
optimization

lutionary algorithm, named Imperialist Competitive Algorithm (ICA), to optimize
initial weights of the feedforward neural network.

Fuzzy approaches have also been applied to the skin detection problem. Charir
and Elmoataz [40] proposed a method based on fuzzy C-means clustering algorithm
for skin color segmentation. Hamid and Jemma [41] developed a fuzzy inference
system for face detection. Kim et al. [42] proposed a linear matrix inequality fuzzy
clustering to estimate the rule structure and parameters for the membership function.

The method proposed in this chapter is related to those developed in [35–37] in
the sense that they also apply a GA to optimize threshold values. In our method, we
extend the self-contained adaptive segmentation (SASS) method described in [13] by
replacing thresholds empirically defined with those optimized using GA. In contrast
with approaches described in [40–42], this work employs the Fuzzy Fusion (FF)
technique to generate a fuzzy map for final image segmentation. The overall com-
bination of methods leads to the development of a hybrid approach that combines
SASS, GAs, and FF in a different way from that proposed in [38, 39].

Table 1 presents a summary of relevant characteristics present in our method and
in other seed-based skin detection approaches available in the literature.

3 Improved Human Skin Segmentation

In our methodology, a genetic algorithm is applied to optimize thresholds for the
skin segmentation approach developed by Santos and Pedrini [13]. The method
combines spatial analysis and adaptive models for better skin probability estimation.
The proposed method can be divided into three major steps:
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(i) seeds are extracted from the general probability map and a texture map through
a combination of two thresholds. These thresholds are optimized by a genetic
algorithm designed to maximize the skin probability, the number of seeds, and
region homogeneity.

(ii) a seed fill [43] is applied to grow the seeds into a region, determined by the
image edges obtained with Canny detectors [31]. The thresholds used by the
edge detectors are provided by a genetic algorithm in order to make the edges
more connected. The resulting regions are used to estimate the local skin color
probability.

(iii) a fusion of texture, global, and local color probabilities is performed with fuzzy
integral. In this step, a genetic algorithmis applied to optimize parameters during
the learning phase of the fuzzy method.

Figure 1 illustrates the main components of our skin segmentation process. Algo-
rithm 1 summarizes the overall method, whose details are explained in the next
subsections.

Algorithm 1: Proposed skin segmentation method.

input : color image I
histograms of skin (Hskin) and nonskin (Hnonskin) colors
texture filter f
fuzzy measures Fuzzm

output: final probability map Mfinal

1 Build general probability map (Mglobal ) using Hskin and Hnonskin
2 Tmap ← rgb2gray(I ) ∗ f
3 t1, t2 ← Genetic Algorithm 1
4 for x ∈ I do
5 if Mglobal(x) ≥ t1 ∧ Tmap(x) ≤ t2 then
6 Seeds ← x

7 H, S, V ← rgb2hsv(I )
8 [t1

l , t1
h , t2

l , t2
h , t3

l , t3
h ] ← Genetic Algorithm 2

9 Hedge ← Canny(H, t1
l , t1

h )

10 Sedge ← Canny(S, t2
l , t2

h )

11 Vedge ← Canny(V, t3
l , t3

h )

12 Edges ← Hedge ∨ Sedge ∨ Vedge
13 C ← FloodFill(Seeds, Edges)
14 for x ∈ I do
15 if x ∈ C then
16 Hskin_local(color(x))++

17 Build local probability map (Mlocal) using Hskin_local and Hnonskin
18 Mfinal ← FuzzyFusionTmap, Mglobal, Mlocal, Fuzzm)

19 return Mfinal
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Fig. 1 Main stages of our improved skin detection methodology
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3.1 Seed Detection

The most important step in a seed growing algorithm is the proper choice of the
seeds. Before the current seed detection, it is necessary to produce a skin color
probability map and a texture map. The first map is generated by Bayes’ rule (Eq. 1)
with the posterior probabilities defined through histograms of skin and non-skin
colors collected from a training set (Eqs. 2 and 3). Therefore, it is possible to map
the color of each pixel in the image to a skin probability.

P(skin|c) = P(c|skin)P(skin)

P(c|skin)P(skin) + P(c|¬skin)P(¬skin)
(1)

P(c|skin) = Hskin(c)
∑

(Hskin(i))
(2)

P(c|¬skin) = H¬skin(c)
∑

(H¬skin(i))
(3)

The texture map is created through a convolution process between grayscale image
and a spatial filter mask. This mask constitutes a 5 × 5 Laws filter [44], which is
built by the product of two 1D masks, as shown in Eqs. 4 and 5.

E5t · S5 =

⎡

⎢
⎢
⎢
⎢
⎣

1 0 −2 0 1
2 0 −4 0 2
0 0 0 0 0

−2 0 4 0 −2
−1 0 2 0 −1

⎤

⎥
⎥
⎥
⎥
⎦

(4)

E5 (Edge) = [ −1 −2 0 2 1 ]
S5 (Spot) = [ −1 0 2 0 1 ] (5)

The filter is combined with its transpose producing the mean between them. This
filter was successfully used to improve skin detection in a previous work [45]. The
resulting response of the convolution is scaled between 0 and 1, where values close
to 1 mean a more texture area and those close to 0 mean a more homogeneous area.

After computing the probability and texture maps, the seeds can be extracted
using one threshold for each map and retrieving the resulting intersection between
them. The desired seeds are the ones with a high skin color probability, placed in
homogeneous regions, and that are spread along the image.

In the proposed approach, we applied a genetic algorithm to optimize simulta-
neously the threshold values. This is done by searching for thresholds within the
interval [0,1] that minimize the fitness function from Eq. 6.
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fseed(Seeds
[t1,t2])=

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

1

min(Mglobal ∧ Seeds[t1,t2])
+ 1

|CC(Seeds[t1,t2])|+
+ max(Tmap ∧ Seeds[t1,t2]) if Seeds 	= ∅

+∞ otherwise

(6)

where Mglobal represents the skin color probability map, CC(n) corresponds to the
connected components of n, Tmap refers to the texture map, and Seeds[t1,t2] denotes
the set of pixel seeds found with thresholds t1 and t2 following the steps in lines
4–6 of Algorithm 1. The first term imposes that every pixel in Seeds will have a
high probability, whereas the second maximizes the number of components, which
consequently causes a spatial dispersion of the pixels. The last term is associated
with the homogeneity of the seed pixels, minimizing the texture value of every seed
pixel. Additionally, there is a penalty if no seed pixel is found, forcing it to retrieve
at least one pixel.

3.2 Edge Detection

The seeds must be expanded into skin regions; however, the main drawback of seed
expansion methods is the occurrence of “leakages,” that is, when a seed grows to a
region of nonskin. To overcome such problem, we also apply a genetic algorithm in
this step to optimize the threshold values required for the Canny edge detector [31]
by considering both the connectivity and continuity as goals.

In order to benefit from color information, the edge detection is performed in each
channel of the image transformed to the HSV color space. The resulting three edge
maps are then combined through a union operation. Therefore, we need to evolve six
parameters, once the Canny edge detector employs a low and a high threshold for
each channel in the threshold hysteresis. As typically occurs, the low threshold (tl)
is considered as a fraction of the higher one (th). We then optimize th and a fraction
α that produces tl = th ∗ α. We limited α ranging from 0.01 to 0.5, and th between
0.1 and 0.9. Extreme values are undesirable since they generate either too many or
only few edges.

There are many methods for evaluating the result of edge detection. A widely used
strategy is the Pratt’s figure of merit [46], however, it requires an edge map as refer-
ence. Unsupervised methods have been developed by analyzing edges locally [47]
and comparing them against patterns [48]. These methods can be suitable for com-
paring two different edge detectors, however, they do not consider the amount of
information needed. For instance, a circle will have the highest connectivity regard-
less of its size or quantity. Therefore, this type of metric is not appropriate for the
genetic algorithm since it gives different outcomes for similar results.

Due to these factors, we adopt here a modification of a connected component
(CC) based edge quality evaluation [49]. It relates connected components in an
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8- and 4-neighborhood, as expressed in Eq. 7.

fedge(Edge
[A,Th ]) = |CC8(Edge

[A,Th ])|
|CC4(Edge

[A,Th ])| H (7)

where H is the image entropy and Edge[A,Th ] is the resulting edge mask found. We
have A = [α1, α2, α3] and Th = [t1

h , t
2
h , t

3
h ] to define the set of thresholds t il = t ih ∗ αi

and t ih , for i = 1, 2, 3. They are applied to Canny detector as presented in lines 9–12
of Algorithm 1.

Since every component belonging to a 4-neighborhood is also a 8-neighborhood,
the best way to minimize its ratio would be to produce as many CC4 as possible that
are connected by diagonals forming only one CC8. This imposes a line connectivity,
penalizing edge gaps. Furthermore, we also include the maximization of the entropy
of the binary edge image to cope with insufficient information that may be caused
by the detection of too simple connected geometric forms.

3.3 Seed Expansion and Local Probability Map

Given the seed locations and the edge mask, we can use such information to expand
the seeds into a significant skin region. In order to do that, we apply the flood
fill algorithm [43] to the binary image representing the edge mask. The algorithm
recursively aggregates the seed neighboring pixels until they reach a boundary (edge
or image border).

Once we have generated these regions, we use them to build a local statistical
model that adapts to the particular conditions of the image. From the histogram of
these resulting skin regions, we obtain a Plocal(c|skin). As for nonskin, we assume
that the local distribution follows the global one, expressed in Eq. 8.

Plocal(skin|c) = Plocal(c|skin)
Plocal(c|skin) + P(c|¬skin)

(8)

Therefore, we generate a skin color probability map in the same way as the global
one, but using adaptive colors.

3.4 Fuzzy Fusion

Given the texture map and the local and global skin color probability, they can be
seen as different sources of information. The texture map will only account for the
homogeneity of the regions, the local map is in favor of colors similar to the region
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found, and the global gives a more general information that can be useful, if the
colors in the found region do not represent the skin in the entire image.

The goal of the information fusion is to transform the data of multiple sources into
one representation form [50]. Our sources can be perceived as fuzzy membership
functions. Moreover, we can apply the fuzzy integral as a fusion operator to obtain
a final map representing the membership of the pixels to skin.

Fuzzy integral generalizes other common fusion operators, such as average, maxi-
mum, and order weighted average. It is characterized by the use of fuzzy membership
functions (h(xi )) as integrands, whereas fuzzy measures as weights and the type of
applied fuzzy connectives.

Fuzzy measures serve as the a priori importance for the integrands. They define
coefficients for each source, which are denoted as fuzzy densities, and also for the
union of different sources characterizing the level of agreement between them. Thus,
the coefficients μ(A j ) are defined for all subsets of the set of integrands (χ ) in the
interval [0, 1] and they need to satisfy the monotonicity condition expressed in Eq. 9.

A j ⊂ Ak =⇒ μ(A j ) ≤ μ(Ak) ∀A j , Ak ∈ χ (9)

There are two main fuzzy integrals that differentiate on the fuzzy connectives used:
Sugeno Fuzzy Integral (Eq. 10) [51], which uses minimum (∧) and maximum (∨),
as well as Choquet Fuzzy Integral (Eq. 11) [52] that employs product and addition.

Sμ[h1(xi ), . . . , hn(xn)] =
n

∨

i=1

[h(i)(xi ) ∧ μ(A(i)] (10)

Cμ[h1(xi ), . . . , hn(xn)] =
n

∑

i=1

h(i)(xi )[μ(A(i)) − A(i−1)] (11)

where the enclosed subindex (i) refers to a previous sorting on the integrands, h(1)(x1)

is the source with the highest value, and A(k) is the subset with the k highest values,
such that A(n) = χ . To perform our fusion process, we apply the Choquet Fuzzy
Integral, as it has shown to be superior for classification purpose [50, 53].

In order to establish the fuzzy measures, we used a genetic algorithmduring a
learning phase of the fuzzy method. To avoid dealing with the monotonicity condition
and also narrow down the search space, we used the particular fuzzy-λ measures [54]
that define the coefficients of the union of subsets based on the individual subsets,
as shown in Eq. 12.

μ(Ai ∪ A j ) = μ(Ai ) + μ(A j ) + λμ(Ai )μ(A j ) ∀Ai , A j ∈ χ (12)

where λ is found by considering that the fuzzy measure for the interaction of all
sources is equal to 1 (μ(χ) = 1). Therefore, the genetic algorithm evolves only three
parameters corresponding to the fuzzy densities of the texture map, the local and the
global skin color probability maps, all of them in the interval of [0, 1].
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To evaluate the fitness, we selected a validation dataset and applied the method
by retrieving the elected information sources, conducting the fusion and evaluating
the Fscore of the resulting fuzzy map with respect to a threshold of 0.5. Equation 13
summarizes the fitness function as the mean of the result for each image Ii in the
validation set, given by

fμ(μ f = [μ1, μ2, μ3]) =

N
∑

i=1

Fscore(GT(Ii ), FzFs(T i
map, Mi

global, M
i
local, μ

f ) > 0.5)

N
(13)

where GT (Ii ) is the hand labeled mask (ground truth) of image Ii and FzFs is the
fuzzy fusion function.

3.5 Genetic Algorithms

The genetic algorithms(GAs) applied by our work are developed with the Global
Optimization Toolbox in Matlab [55]. For all cases where the GAs are employed,
as shown in Fig. 1 and Algorithm 1 in Sect. 3, the same steps are performed. These
basic stages are described in Algorithm 2.

Algorithm 2: Genetic Algorithm.
input : number of variables; lower and upper bounds for each variable.
output: best solution found.

1 Create a random initial population.
2 generationsBestChanged ← 0
3 while (Number of Generations ≤ Generation Limit) and

(generationsBestChanged ≤ Max Stall Generations) do
4 Calculate the fitness of each individual.
5 Select parents in the population based on their fitness.
6 Choose the individuals in the current population with best fitness to pass to the next

population.
7 Create child individuals from the chosen individuals.
8 Replace the population to one formed by the best individuals and the newly created

children.

9 return best individual.

The three versions of GAs proposed have as input a set of lower and upper bounds.
These bounds are used to set values for genes in each individual, since the individuals
are represented as a list of real-coded values. The optimized real values achieved by
the best individual is the GAs output.
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Initially, a population is created randomly with values within the lower and upper
bounds. Afterwards, the evolutionary steps take place with the best individuals from
the previous population being passed to the next on each generation. The next pop-
ulation is also compounded by the new individuals created during this generation.
In our approach, the next population has 20 % of the best elements of the current
population, and the remaining 80 % from the best new individuals created.

New individuals are created by following two steps. In the first one, members of
the current population (parents) are chosen based on their fitness. This selection for
reproduction is performed by a stochastic universal sampling (SUS) technique [56].
In this technique, individuals are mapped to contiguous segments of a line where the
size of the segments are proportional to the fitness of each element. Moreover, the
better the fitness, the larger the segment. The individuals are sorted sequentially, based
on the ranking provided by their fitness. The selection for reproduction is executed
through this line by choosing the elements of the section where the selection steps
on. A fixed step size is calculated from the number of parents being chosen. For
example, if five parents are needed, then step size = 1/5. The initial step is a random
number less than the step size.

In the second step, the new individuals are effectively created by performing
crossover and mutation operations. For crossover, the technique applied is the scat-
tered crossover, where a binary random vector with the same size as the parents is
created. The new individuals will be formed by real values from the first parent,
when we have 0’s in the random binary vector, and with values inherited from the
second parent, when we have 1’s in the same vector. Figure 2 illustrates the scattered
crossover. The applied mutation operator is the Gaussian, which adds a random
number (within the bound limits) taken from a Gaussian distribution to each gene.

The evolutionary part of the algorithm ends either when a maximum number of
generations is reached (Generation Limit) or the best individual of the population
does not change for a number of generations (Max Stall Generations). At the end,
the values encoded in the best individual of the population is returned. In both cases

0 1 1 0 1 0 0 1

Parent 1 = 

Parent 2 = 

Binary vector = 

Child =

Fig. 2 Example of scattered crossover
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where the GA was used in this work, the GAs parameters were empirically set
as Population Size = 50, Generation Limit = 100, Max Stall Generations = 10,
Crossover Rate = 0.8 and Mutation Rate = 0.2, based on previous tests over some
images.

From the basic steps presented in Algorithm 2, the main differences among the
GAs employed in Algorithm 1 are explained as follows:

(a) Genetic Algorithm 1 optimizes threshold values for texture and skin color proba-
bility maps. An individual is represented by (t1, t2) with t1, t2 ∈ [0, 1]. The fitness
function employed to evolve a population with such individuals is expressed by
Eq. 6 and it is calculated following the steps described in Algorithm 3. The best
optimized thresholds (t1, t2) are returned to Algorithm 1, where t1 is applied to
set Mglobal, the skin color probability map, whereas t2 sets Tmap, the texture map.

Algorithm 3: Fitness calculation from Eq. 6
input : color image I
output: fValue

1 for x ∈ I do
2 if Mglobal(x) ≥ t1 ∧ Tmap(x) ≤ t2 then
3 Seeds[t1,t2] ← x

4 fValue ← fseed(Seeds[t1,t2]) return fValue

(b) Genetic Algorithm 2 optimizes threshold values for the Canny edge detectors.
The individual is represented by [α1, t1

h , α
2, t2

h , α
3, t3

h ] with α ∈ [0.01, 0.5], th ∈
[0.1, 0.9] and t il = αi ∗ t ih for i = 1, 2, 3. The fitness function employed evolves
individuals from Eq. 7 following the steps in Algorithm 4. The best optimized
thresholds (t il , t

i
h) for i = 1, 2, 3 are sent to Canny edge detectors in Algorithm 1.

(c) Genetic Algorithm 3 optimizes parameters related to fuzzy densities of the tex-
ture map, as well as the local and the global skin color probability maps. An
individual is represented by (μ1, μ2, μ3) with μi ∈ [0, 1] for i = 1, 2, 3. In this
case, the evolutionary algorithm is applied during a learning phase of Fuzzy
Fusion method, previously to the Algorithm 1 execution. During the learning
phase, μi is optimized over a training dataset of images. The fitness function
follows Eq. 13 as explained in Sect. 3.4.

4 Experimental Results

This section presents and evaluates the computational results obtained with the pro-
posed method. Initially, the image sets are described, then the evaluation metrics and
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Algorithm 4: Fitness calculation from Eq. 7

input : color image I
A = [α1, α2, α3]
Th = [t1

h , t2
h , t3

h ])
output: fValue

1 H, S, V ← rgb2hsv(I )
2 Hedge ← Canny(H, t1

l , t1
h )

3 Sedge ← Canny(S, t2
l , t2

h )

4 Vedge ← Canny(V, t3
l , t3

h )

5 Edge[A,Th ] ← Hedge ∨ Sedge ∨ Vedge
6 fValue ← fedge(Edge[A,Th ])
7 return fValue

methodology are defined. Finally, the comparative results are presented, including a
statistical analysis and a qualitative assessment.

4.1 Data Sets

Three available skin detection databases were used throughout this research. All of
them provide a manually annotated ground truth that makes possible to identify the
pixel class (skin or nonskin) for the training and quantitatively evaluate the detection
output.

The Compaq database [5] was used to train the Bayesian model, which allows us
to acquire the histograms of skin and nonskin. These histograms are used as inputs
to Algorithm 1. The database contains images acquired from the Internet in a vari-
ety of settings. There are 8963 nonskin images and 4666 skin images, which sum
approximately 1 billion pixels. It is one of the largest databases for skin segmenta-
tion and it is extensively used in the literature. The smallest image containing skin
has 38 × 39 pixels, the largest one has 1068 × 848 pixels, whereas the median has
254 × 266 pixels.

The ECU database [16] was used during the learning phase by Fuzzy Fusion
method. The database is composed of images collected manually from the Internet
and another small portion captured by researchers. The collection provides a diversity
in terms of background scenes, lighting conditions, and skin types.

The third set of images comes from the HGR1 database [57] and it is composed
of images registered for hand gesture recognition. A total of 12 different individuals
placed in uncontrolled background and lighting conditions is featured. The images
vary from 174 × 131 to 640 × 480 and present mostly hands and arms representing
the skin regions. The proposed method is validated over these 899 images from
HGR1. Figure 3 illustrates some images from these databases.
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(a) Compaq (b) ECU (c) HGR1

Fig. 3 Image samples from databases used in our experiments

4.2 Evaluation Settings

The performance of the skin segmentation process was evaluated primarily by the
Fscore, expressed in Eq. 14, which is the harmonic mean of Precision and Recall

Fscore = 2
Precision × Recall

Precision + Recall
(14)

where Precision and Recall for a classified image I and the expected classification
G are defined in Eqs. 15 and 16, respectively.

Precision =

∑

i∈I
I (i) ∈ Skin ∧ G(i) ∈ Skin

∑

i∈I I (i) ∈ Skin
(15)

Recall =

∑

i∈I
I (i) ∈ Skin ∧ G(i) ∈ Skin

∑

j∈G G( j) ∈ Skin
(16)

Precision corresponds to the percentage of pixels correctly classified as skin out
of all the pixels classified as skin, whereas Recall is the percentage of the pixels
correctly classified as skin out of all the pixels expected to be skin.

In order to analyze our method and validate its improvements, we compare it
against (i) the standard Bayesian approach to skin segmentation [5] (Bayesian),
which considers only the skin color global probability, (ii) the previous unoptimized
version [13] (SASS - Self Adaptive Skin Segmentation), (iii) the proposed improve-
ment approach using genetic algorithms (SASS+GA), (iv) the use of fuzzy fusion
(SASS+Fuzzy), and (v) the combined method (SASS+GA+Fuzzy). They are all
evaluated by using the same threshold set to 0.5 and, when the fuzzy fusion is not pre-
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sented, the simple average is used for combination, except for the Bayesian approach
that outputs only one result.

4.3 Statistical Analysis

We evaluate the Fscore of each image from the test set of 899 images for all methods.
Table 2 shows the average result for each evaluated method. The score values increase
according to the proposed improvements. The best Fscore is achieved when genetic
algorithms and fuzzy method are added to SASS.

A statistical analysis is performed to assess the significance of the obtained results
and to perform a more systematic comparison among the methods. If there is such
a difference, the analysis also reports which methods present the best results. The
type of statistical test used in the comparisons is defined according to the fulfillment
of certain criteria. If all criteria are met, a parametric test is used, otherwise a non-
parametric is applied.

The first criterion is to determine whether the variances of the samples (results) for
the different methods are uniform. The assessment used in this case is the Levene’s
test [58], whose results (Table 3) show that, since the p-value is less than α, we can
reject the null hypothesis that the variances are identical.

Since the criterion for homogeneity of variances between the samples was not met,
a parametric test should not be used. Hence, the Friedman test [59], which considers
paired comparisons of the same instances (results for a same image), was used to
determine if there were significant differences among the results obtained with the
evaluated methods. To determine which methods presented the best results, a post-
hoc analysis was conducted with the Nemenyi’s test [59] for paired comparisons.

As it can be observed from Table 4, there are significant differences among the
results obtained with the different evaluated methods (p-value < α). The pairwise
comparisons among the methods is conducted with the Nemenyi’s test (Table 5),
which groups the methods with respect to their performance. Methods in the Group

Table 2 Segmentation
results for all evaluated
methods

Method Fscore (%)

Bayesian 77.29

SASS 59.45

SASS + Fuzzy 78.07

SASS + GA 83.76

SASS + GA + Fuzzy 84.90

Table 3 Levene’s test for the
results obtained with different
methods

F (observed) F (critical) DF p-value α

17.3856 2.3779 4 <0.0001 0.05
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Table 4 Friedman’s test for the results of the different methods

Q (observed) Q (critical) DF p-value α

1924.3145 9.4877 4 <0.0001 0.05

Table 5 Nemenyi’s test for paired comparisons

Method Groups

SASS + GA + Fuzzy A

SASS + GA B

SASS + Fuzzy C

Bayesian D

SASS E

Table 6 Number of times
each method presented the
best Fscore value for each
image

Method Wins

SASS + GA + Fuzzy 613

SASS + GA 88

SASS + Fuzzy 111

Bayesian 86

A achieved better results than the ones in Group B, and so on. Methods within the
same group have no significant difference to each other.

Based on the results for the Nemenyi’s test, we can state that SASS combined
with GA and Fuzzy presented the best results in comparison to all the other methods.
Furthermore, SASS combined only with GA achieved results that outperformed the
other three methods under evaluation, showing the improvement given by the evo-
lutionary approach when optimizing parameters for the skin segmentation method.

A second type of comparison takes into account the absolute number of times
where each method outperformed the others. There is a tie if two methods reach the
same results with |Fmethod 1

score − Fmethod 2
score | < 0.0001. In this case, a win is computed

for both methods. For the 899 images, SASS combined with GA and Fuzzy presented
the best results 613 times (68 %), SASS combined only with GA was the best method
on 88 images (10 %), whereas SASS combined with Fuzzy method was better than
the others 111 times (12 %). Moreover, SASS was the best method for 3 images (less
than 1 %) and the Bayesian approach had 86 best results (10 %). These results show
that the use of both GA and Fuzzy clearly provides a quality increase for the SASS
method. Table 6 summarizes all the previously mentioned results.
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4.4 Qualitative Analysis

In order to perform a qualitative analysis of the results, Fig. 4 illustrates the output
from the evaluated methods on four different image samples from the test set. By
comparing the segmentation obtained through the method with and without fuzzy,
it is possible to infer that the use of fuzzy fusion operates mainly on the removal of
false positive error. This is more evident on the images in Rows 2 and 3, where the
undesired background is removed.

The use of genetic algorithms clearly produced better results on the featured
images. Even for the image shown in Row 1, where the segmentation is poor, the
result is superior compared to the other methods. This segmentation improvement
can be explained by the optimization of the intermediary step. Figure 5 shows the
resultant detection of edges and seeds based on the threshold obtained with original
SASS [13] and with the method proposed in this work.

The seeds found with the SASS method are considered good as they are placed in
true skin regions; however, the approach identified too many edges which prevent the
flood fill to detect consistent regions. On the other hand, the edges and seeds found
with SASS combined with genetic algorithms were sufficiently accurate to provide
a good segmentation.

Original Ground-truth Bayes SASS SASS+Fuzzy SASS+GA SASS+GA+Fuzzy

Fig. 4 Examples of skin segmentation obtained with the different methods evaluated in our exper-
iments
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(a) SASS (b) GA

Fig. 5 Edges and seeds obtained with original SASS method [13] and with the use of genetic
algorithm. Edges are shown in white and seeds in red

5 Conclusions

This work extends upon a self-adaptive human skin segmentation method that elimi-
nates the need for object detection by using a local skin color model obtained through
seed growing.

The main contributions of our approach includes the use of genetic algorithms
to optimize simultaneously the seed growing and edge detection processes, where
different parameters are evaluated for each image. Furthermore, a fusion method
based on fuzzy integral is introduced to enhance the combination of texture, local
and global color information.

Experimental results supported by statistical analysis demonstrate the superiority
of the proposed improvements when executed both separately and combined. The
application of genetic algorithms improved the skin segmentation results, counter-
balancing common problems found in the data sets such as illumination changes,
noise effect, and images at different scaling factors, due to the adaptive search for
image parameters. The fuzzy integral also contributed to the adaptivity of the algo-
rithm through the best type of fusion between source and goal information, achieved
by the fuzzy measures and improved by the genetic algorithms.
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Uncertainty-Based Spatial Data Clustering
Algorithms for Image Segmentation

Deepthi P. Hudedagaddi and B.K. Tripathy

Abstract Data clustering has been an integral and important part of data mining. It
haswide applications in database anonymization, decisionmaking, image processing
and pattern recognition, medical diagnosis, and geographical information systems,
only to name a few.Data in real-life scenario are having imprecision inherent in them.
So, early crisp clustering techniques are very less efficient. Several imprecision-
based models have been proposed over the years. Of late, it has been established
that the hybrid models obtained as combination of these imprecise models are far
more efficient than the individual ones. Several clustering algorithms have been put
forth using these hybrid models. It is also found that conventional fuzzy clustering
algorithms fail in incorporating the spatial information. This chapter focuses on
discussing some of the spatial data clustering algorithms developed so far and their
applications mainly in the area of image segmentation.

Keywords Clustering · Uncertainty · Image segmentation · Spatial data

1 Introduction

Enormous data is created everyday and is being available across several resources.
It is manually impossible to explore this ocean of data and choose data relevant to
a specific task. Therefore, a mechanism to group this data was required. It was then
that clustering was found to be the best technique. Man has been doing clustering
intuitively. It is been several years that clustering has evolved to be one of the most
easy and reliable technique. Several clustering algorithms as and when required for
a particular application are developed in literature.

Clustering has always had amajor role in applications of datamining. It is basically
a grouping technique. The elements in same cluster are highly identical and possess
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Fig. 1 Clustering stages

the same features. But the elements are highly unidentical with those in the other
cluster [2]. A clustering technique is considered to be the best if it is able to find
out most or all of the patterns hidden. It should produce clusters that are extremely
similarwithin the cluster and dissimilarwith other clusters.Usually, distance function
is being used to measure cluster similarity. Data mining possesses challenges on data
such as dealing with noise, interpretability, scalability, dimensionality, and dealing
with different data attributes and many more. Clustering has been applied on data
that has interval scaled, binary, nominal, ordinal, ratio, and mixed type variables [1].
Clustering can be mainly of five types. They are center-based, contiguous, density-
based, shared property-based and well-separated clusters. Data is well described by
its attributes. Attributes can be huge for large dimensional data [13]. Clustering has
built a reputation of its own in the fields of information retrieval, image segmentation,
and web data mining (Fig. 1).

2 Based Models

Sets have always been thought to be a notion of mathematics. However, the lesser
known fact is that it has its own role to play in natural language. Sets are usually
considered to be collection of related things, like paintings, books, etc. However,
in real world, the data is more vague and imprecise. To handle such kind of data,
the concept of sets was modified. This led to the development of uncertainty-based
models as there was a need to handle this uncertain data.
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2.1 Fuzzy Sets

Zadeh [24] came up with theory of fuzzy sets. This was the best way to handle
vagueness. He introduced themembership function inwhich an element could belong
to a certain set to a certain degree. The range of it’s membership is 0 to 1.This was
in complete contrast to conventional set theory where an element either belonged or
did not belong to the set.

2.2 Rough Sets

Pawlak’s theory of rough sets [17, 18] came as another alternative approach to vague-
ness. Rough set theory is a precise implementation of vagueness, in which impreci-
sion is given by boundary region of a set.Membership is not a primary function in this
theory. This theory provides a mathematical view to vagueness and imprecision. In
rough sets, a set is defined by the perception and knowledge about it in the universe.
Hence, two dissimilar elements can be indiscernible with respect to the knowledge,
information and perception.

2.3 Hybrid Models

The fusion of both rough and fuzzy sets along with intuitionistic fuzzy sets has been
successful in giving better results than individual theories. Several hybrid clustering
algorithms are developed and have found their applications in several fields.

3 Uncertainty-Based Data Clustering Algorithms

Many clustering algorithms are developed keeping in consideration the uncertainty
involved in databases. One of the first developed algorithm was Hard C-Means
(HCM) [21]. Attanasov developed intuitionistic fuzzy sets. Dubois and Prade intro-
duced rough fuzzy sets [12], whereas Saleha et al. [19] introduced rough intuitionis-
tic fuzzy sets. Development of HCM and making modifications to it to incorporate
uncertainty led to introduction of uncertainty-based clustering algorithms. Rough
C-Means (RCM) [14], Rough Fuzzy C-Means (RFCM) [7, 13, 18, 21], Fuzzy C-
Means (FCM) [14], and Intuitionistic fuzzy c-Means (IFCM) [8] are few of them. The
hybrid versions of fuzzy and intuitionistic fuzzy along with rough sets incorporates
the concepts of graded and non-graded membership and hence uncertainty is taken
care by the boundary regions for all the elements in the cluster. The approximations
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of rough fuzzy sets handle data uncertainty, while the detection accuracy is improved
by intuitionistic fuzzy sets.

3.1 Fuzzy C-Means Algorithm (FCM)

Bezdek developed FCM. This algorithm allows data items to belong to multiple
clusters. Every data item is given by a membership value.

1. Initialise c cluster centers.
2. Compute the Euclidean distance dik between data items xk and centroids vi using

d (x, y) =
√

(x1 − y1)
2 + (x2 − y2)

2 + · · · + (xn − yn)
2 (1)

3. Create partition matrix U: If di j > 0 then

μik = 1
∑C

j=1

(
dik
d jk

) 2
m−1

(2)

Else
μik = 1

4. The cluster centroids are computed using

Vi =
∑N

j=1

(

μij

)m
xj

∑N
j=1

(

μij

)m (3)

5. Recompute new U using step 2 and 3.
6. If

∥
∥U (r) −U (r+1)

∥
∥ < ε then stop. If not, start process from step 4.

3.2 RFCM

RFCM algorithm is developed using a combination of rough set and fuzzy set by
Mitra andMaji [9, 13] and it handles uncertainty and vagueness efficiently. Themem-
bership of elements in the overlapping regions is the highlight of this algorithm [4].

1. Initialise c cluster centers.
2. Calcluate μik using Eq. (2).
3. If μik and μjk are the two lowest memberships of an element yk in that order and

the difference between these two is less than ε then yk is put in both BUi and
BUj else yk is put in BUi.
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4. The fresh centers are computed.
5. Steps from 2 onwards are repeated till termination condition is satisfied.

3.3 IFCM

This was introduced by T. Chaira and is based upon the hesitation component of IFS.

1. Initialise cluster centers.
2. Calculate Euclidean distance dik between data items yi and cluster centers wk .
3. Compute membership matrix V = μik such that μik = 1 if dik = 0; else μik is

computed using Eq. (2).
4. Compute the hesitation matrix π .
5. Calculate the modified membership matrix V′.

μ′
ik = μik + πik (4)

6. Calculate cluster centroids using

Vi =
∑N

j=1(μ
′
i j )

m y j
∑N

j=1(μ
′
i j )

(5)

7. Repeat steps from 2 to 5 for computing new partition matrix.

8. Stop if
∥
∥
∥V ′(r) − V ′(r+1)

∥
∥
∥ < ε else repeat steps 4–8.

3.4 RIFCM [5]

1. Initialize cluster centers.
2. Calculate Euclidean distance dik between data items yi and cluster centers wk .
3. Compute membership matrix V = μik as in step 3 of IFCM algorithm.
4. Compute πik .
5. Compute μ′

ik and normalize
μ′
ik = μik + πik .

6. Same as step 3 in RFCM algorithm.
7. New centers are computed.
8. Same as step 5 in RFCM algorithm.

Process repeats from step 2 either till condition for termination is met or till all the
objects are assigned [16].
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4 Image Segmentation

Segmentation of images has been the need of the hour specially in major fields like
medical diagnosis and space related images. Getting quality and realistic segments of
the image is extremely challenging and is also very important. Different perspectives
of images can be got by different segments of images. Magnetic resonance imaging
(MRI) is the technique which analyzes the alterations in the volume, shape and distri-
bution of tissues occurred due to several neurological conditions. Image segmentation
is a way to obtain reliable measurements of these variations. Researchers have found
ways for automatic analysis of these segments. But many of these techniques fail to
use the spatial information of MRI signals.

5 Spatial Data Clustering Algorithms in Image
Segmentation

Clustering is mainly required for studying of data. Hierarchical and partitioning
clustering are two major classifications of clustering. Partitioning clustering does
not allow overlapping in clusters. K-means and self-organizing maps are some of
the partitioning clustering techniques. Hierarchical clustering, has a tree like struc-
ture with several nested partitions in sequence. Ward’s method, single, average and
complete linkage clustering are some of the hierarchical clustering methods.

Three types of clustering are studied to incorporate spatial information. They
are regionalization, spatial, and point pattern analysis. In spatial clusters, spatial
properties like distances and locations are used to define the similarity in clusters.
Spatial clustering methods could either be hierarchical or partitioning, or grid or
density based. Regionalization technique involves optimizing the objective function
while grouping spatial objects into regions. Several geographic applications like
analysis of landscape, zoning of climate, and remote sensing image segmentation
require clusters to be in serial. Hot-spot or point pattern analysis lays its focus on
detecting unusual concentrations of events in space. Geographic analysis machine
(GAM) is a scan statistic tool to determine spatial clusters.

GAM uses the number of points in a specified area as a test statistic. A Monte
Carlo technique can be followed for determining if the number of points in the
specified area is significant. GAM is unsuitable for multiple-testing problem. The
computational workload also adds as a disadvantage. However, to find and examine
local clusters, all scan statistics need a sufficient amount of computational power.

Spatial clustering and analysis of these clusters play a vital role in quantifying
patterns of geographic variations. Few of the major applications include surveil-
lance of diseases, population genetics, analysis of crime, spatial epidemiology, land-
scape ecology, and many other fields. Spatial data mining algorithms largely rely on
processing of neighborhood relations since the neighbors of many objects have to be
investigated in a single run of a distinctive algorithm [15].
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Chuang et al. [7] explained that a traditional FCM algorithm does not utilize the
image’s spatial information. They modified present FCM algorithm and developed
spatial FCM (sFCM). This technique yields regions that are more similar. It is suc-
cessful in removing noisy spots. Hence, it is a strong technique for noisy image
segmentation. On similar lines, spatial IFCM was also developed by Tripathy et al.
by introducing the intuitionsitic feature in the objective function [20]. They have
proved the algorithm to be better by giving results using DB and D indices.

5.1 Spatial Information

In images, the neighboringpixels havehighdegree of correlation among theneighbor-
ing pixels [6]. These exhibit similar characteristic values, and hence the probability
that they belong to the same cluster is high. This relationship has not been considered
in earlier methods. A spatial function exploits the spatial information:

hi j =
∑

kεNB(xj)uik

where NB(x j ) is the pixels in neighborhood of x j . Spatial function hi j provides
likeliness degree that x j is in ith cluster. Spatial function value of a pixel will be
higher if the neighborhood pixels of the cluster in considerations also belong to the
same cluster. The membership function incorporates it as

u
′
ij =

upijh
q
ij

∑c
k=1 u

p
kjh

q
kj

(6)

p denotes weightage of the initial membership and q gives spatial function. If image
is noisy, the spatial function brings down the number ofmisclassified pixels by taking
neighboring pixels into account.

5.1.1 Fuzzy Clustering for Image Thresholding with Spatial
Constraints [23]

Yang et al. proposed a spatially weighted fuzzy C-means (SWFCM) which incorpo-
rated spatial neighboring details into conventional FCM.They had realized that ambi-
guity and indistinguishable histogram are an issue in segmenting real world images,
and hence provided a solution fixing these issues. The principle of their technique
is to involve the neighborhood information. Considering influence of neighboring
pixels on central pixel, they extended fuzzy membership function to:

u∗ik = uik pik where k = 1, 2, ..., n (n gives number of image data); pik is spatial
constraint or weight. Thus, objective function of SWFCM is given by

Jq
(

U ∗, V ∗) =
n

∑

k=1

c
∑

i=1

(u∗
ik)

qd2
(

xk, v
∗
i

)

(7)
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Like FCM, membership degree u* and cluster centers vi were updated.

(u∗
ik)

b = pik
∑c

j=1 ( dik
d jk

)
2/(q−1)

(8)

and

v∗(b+1)
i =

∑n
k=1 [u∗

ik
(b)]q xk

∑n
k=1 [u∗

ik
(b)]q (9)

The motto here was to come up with pik : the weight variable, which is a priori
information to monitor process of clustering.

pik =
∑

xn∈Ni
k
1/d2(xn, k)

∑

xn∈Nk
1/d2(xn, k)

(10)

Here Ni
k denotes the whole data set in class I and Nk represents a subset of having

Ni
k the neighbors of the kth pixel. Once the computation of weights is over the

variable pi k is used to initiate a fresh iteration.A fast FCMand the representatives and
memberships obtained from it are used to avoid any premature stoppage of SWFCM,
which is executed after that of FCM gets over. After that the maximum membership
defuzzification technique is used in order to get the crisp partition matrix. By this,
an object gets classified with the largest membership to its class. This method was
called soft thresholding scheme (Fig. 2).

5.1.2 FCM for Segmentation of Image Having Spatial Information [7]

A segmentation technique with reduced noise and providing homogeneous clusters
was proposed by Chuang et al. This method utilizes the spatial information and
cluster weighting by altering these from the distribution of cluster information in
neighborhood.

The characteristic that pixels in a single neighborhood are similar and they have
better chance of being put in the same cluster is high is used by Chuang et al.

It is a two-pass process where the first pass computes thememberships as in FCM.
The next pass these memberships are transformed to spatial domain leading to the
computation of spatial functions. Again FCM is used for the new outputs. Taking the
threshold value as 0.02, it is checked if the maximum difference between two cluster
centers is less than it. If so, it is stopped and defuzzification is performed.

The evaluation of the results is done through validity functions like the entropy
Vpe and coefficient Vpc of the partitioning. These validity functions indicate that in
the new approach the performance is better. The optimal clustering is obtained for
highest Vpe and lowest Vpc.
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Fig. 2 Thresholding results: a original image b noisy image with SNR = 5 c Jawahar’s method d
Otsu’s method e Kapur’s method f Yang’s method

Vpc =
∑N

j

∑c
i u

2
i j

N
(11)

and

Vpe = −
∑N

j

∑c
i [ui j logui j ]
N

(12)

A good clustering generates entities that are compact within one cluster and entities
that are separated between different clusters.MinimumVxb indicates good clustering
(Fig. 3).

Vxb = −∑N
j

∑c
i ui j∨x j − vi∨2

N ∗ (

mini �=k
{||vk − vi ||2

}) (13)



218 D.P Hudedagaddi and B.K Tripathy

Fig. 3 MRI segmented images using a FCM; b sFCM1,1; c sFCM0,2

5.1.3 Fast and Robust Image Segmentation with Spatial Information
Using [22]

Xiang et al. developed a modified FCM using high inter-pixel correlation and local
context information. Initially, a similaritymodel in spatial domain is established. The
initial centers and memberships of the clusters are evaluated based on this model.
Then, membership function is changed as per correlation among pixels. Finally,
segmentation of image is done using this modified FCM. Figure4 results showed
that developed technique is successful in achieving better segmentation results and
also, is faster.

The major steps for image segmentation are as follows.

1. Initialise randomly c clusters and set ε > 0. (Usually c = 2, m = 2, ε = 0.0001.)
2. Calculate the local image feature Fi j for all neighbor windows of the image.
3. Calculate the visual weights wi for pixel i over image.

wi =
∑

j∈Ωi

(Fi j .g(x j , y j )/
∑

j∈Ωi

Fi j

where Ω i is a square window on pixel i in spatial domain. g(x j , y j) is gray value
of the pixel j, (x j , y j ) is a spatial coordinate of the pixel j . Fi j gives local image
feature.



Uncertainty-Based Spatial Data Clustering … 219

Fig. 4 Fast and robust FCM
using spatial information for
image segmentation

4. Segment image using equations in step 3, the membership and clustering center
array are obtained after convergence as initial parameters.

μk (xi , yi ) = (wi − vk)
−2/m−1

∑c−1
j=0 (wi − v j )

−2/m−1
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Fig. 5 The image segmentation results using fast and robust image segmentationmethod (the noisy
image)

vk =
∑q−1

i=0 riμk(xi , yi )
mwi

∑q−1
i=0 riμk(xi , yi )

m

Here, ri denotes gray value pixels equal to i, and
∑q−1

i=0 ri = M × N.
5. Calculate new membership and clustering center array using equations in step 4

based on clustering center results and initial membership.
6. Repeat Step 5 till the termination criterion is met |Vnew − Vold | < ε.
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Fig. 6 SIFCM algorithm

The final segmentation results are obtained.
The Fig. 5 provide the segmentation results on a noisy image by applying FCM

and also the fast and robust image segmentation technique.

5.1.4 Image Segmentation Using Spatial IFCM [20]

Tripathy et al. developed the intuitionistic fuzzy C-means with spatial information
(sIFCM). This was an extension to Chang’s work.

The sIFCM algorithm is (Fig. 6).
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Speckle noise of variance 0.04 and mean 0 was induced on the image. FCM and
sFCM are applied to the image. Vpc and Vpe is calculated. They used DB (Davies–
Bouldin) and D (Dunn) indices are used to measure the cluster quality in addition to
the evaluation metrics used by Chung et al. [7].

The DB index is given by

DB =1

c

c
∑

i=1

maxk!=i

{
S (vi)+S (vk)

d (vi, vk)

}

for 1 < i, k < c (14)

The aim of this index is to minimize the within-cluster distance and maximize the
between-cluster separation. Therefore, a good clustering should have minimum DB
index [3].

The D index is given by

Dunn =mini

{

mink!=i

{
d (vi, vk)

maxlS (vl)

}}

for 1 < k, i, l < c (15)

It maximizes the between-cluster distance andminimizes the within-cluster distance.
Hence, a higher value for the D index indicates better efficiency of the clustering
algorithm [24].

A 225× 225 brain MRI image of dimension was used for proving their results.
The number of clusters was assigned as c= 3. The results ofMRI image with speckle
noise are shown in (Figs. 7 and 8).

Traditional FCM algorithm does not cluster the image efficiently in the presence
of spurious blobs and spots. Better results can be obtained by increasing the spatial
function degree. This allows themembership function to be incorporated in the spatial
information. However, results show that sIFCM approach produces more desirable
results. This method reduces number of spurious spots. The image is segmented with
better homogeneity. Smoother segmentation can be obtained by considering a higher
value of q; but it induces blurness in the image (Table1).

Fig. 7 MRI image-speckle
noise
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Fig. 8 Noisy image
segmentation. a FCM. b
sFCM1,1. c sFCM1,2. d
sFCM2,1. e sIFCM1,1. f
sIFCM1,2. g sIFCM2,1

5.1.5 Applications of Spatial FCM and IFCM on Leukemia Images

Deepthi et al. have applied the spatial clustering algorithms on leukemia images and
have found the following results.

The results in Table2 show that the sFCM succeeds in providing better results
than conventional FCM.

The segmented imageswith the application sFCMprovide better clarity andunder-
standing of presence of leukemia cells than that of conventional FCM (Fig. 9).
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Table 1 Cluster validity measures on image with speckle noise

Method Results on the noisy image

Vpc Vpe DB Index D Index

FCM 0.6975 2.8195× 10−4 0.4517 3.4183

sFCM1,1 0.7101 5.9541× 10−9 0.4239 3.6734

sFCM2,1 0.6922 7.7585× 10−12 0.4326 3.4607

sFCM1,2 0.6874 4.2711× 10−12 0.4412 3.6144

sIFCM1,1 0.7077 1.1515× 10−08 0.4254 3.6446

sIFCM2,1 0.7135 8.1312× 10−13 0.4276 3.7472

sIFCM1,2 0.713 4.6770× 10−13 0.4393 3.4968

Table 2 Performance indices of sFCM on leukemia image

Index FCM sFCM2,1 sFCM1,1 sFCM1,2

Vpc 0.2118 0.2300 0.2219 0.4963

Vpe 0.0178 2.05× 10−6 0.0003 7.69× 10−8

Vxb 0.0168 0.0060 0.0074 0.0522

DB 0.4670 0.4185 0.4197 0.4173

D 2.2254 2.9951 2.9318 3.4340

Fig. 9 a Original image, segmented images of leukemia using b FCM; c sFCM2,1; d sFCM1,1;
e sFCM1,2
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Table 3 Performance indices of sIFCM on leukemia image

Index FCM IFCM sIFCM1,1 sIFCM1,2 sIFCM2,1

Vpc 0.2118 0.2074 0.4762 0.2241 0.2281

Vpe 0.0178 0.02585 3.56E-005 1.68E-005 5.90E-006

Vxb 0.0168 0.02096 0.05929 0.0069 0.0063

DB 0.467 0.4906 0.4126 0.4208 0.4188

D 2.2254 2.0529 3.5866 3.0203 2.9655

Fig. 10 a Original image, segmented images of leukemia using b FCM; c IFCM d sFCM2,1; e
sFCM1,1; f sFCM1,2

The results in Table3 show that the sIFCM succeeds in providing better results
than conventional FCM.

The segmented images with the application sIFCM provide better clarity and
understanding of presence of leukemia cells than that of conventional FCMand IFCM
[10, 11] (Fig. 10).

6 Conclusion

The conventional hybrid algorithms are not capable of handling the spatial data.
The spatial data has to be considered for image segmentation to obtain more accu-
rate results. Hence, researchers have now been working on modifying conventional
uncertain data clustering algorithms to incorporate spatial data. The chapter has
put forth several modifications of fuzzy C-means with respect to spatial informa-
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tion. Extension of these algorithms with other uncertainty-based hybrid models and
studying their behavior is the area that is not explored to the complete extent by the
researchers.
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Abstract This paper presents a novel method based on single-scale Gabor filters
(SSG) consisting of three steps for vessel segmentation and vessel width estimation
of X-ray coronary angiograms. In the first stage, a comparative analysis of genetic
algorithms, and two estimation of distribution algorithms in order to improve the ves-
sel detection rate of the SSG, while reducing the computational time of the training
step is performed. The detection results of the SSG are compared with those obtained
by four state-of-the-art detection methods via the area (Az) under the receiver oper-
ating characteristic (ROC) curve. In the second stage, a comparative analysis of five
automatic thresholdingmethods is performed in order to discriminate vessel and non-
vessel pixels from the Gabor filter response. In the last step, a procedure to estimate
the vessel width of the segmented coronary tree structure is presented. The experi-
mental results using the SSG obtained the highest vessel detection performance with
Az = 0.9584 with a training set of 40 angiograms. In addition, the segmentation
results using the interclass variance thresholding method provided a segmentation
accuracy of 0.941 with a test set of 40 angiograms. The performance of the proposed
method consisting of the steps of vessel detection, segmentation, and vessel width
estimation shows promising results according to the evaluation measures, which is
suitable for clinical decision support in cardiology.
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1 Introduction

Automatic segmentation and width estimation of coronary arteries represent an
important and challenging problem for systems that perform computer-aided diag-
nosis in cardiology. In clinical practice, the process carried out by specialists consists
on a visual examination followed by a manual delineation or inspection of affected
regions along coronary arteries, which can be subjective, time consuming, and labor
intensive. Due to this, the development of computational methods to obtain an effi-
cient segmentation, and subsequently an accurate vessel width estimation plays an
essential role.

In literature, different strategies for the detection and segmentation of blood ves-
sels have been proposed.Most of them, are based onmathematicalmorphology [1–4],
Gaussian filters [5–10], Hessian matrix [11–13], and Gabor filters [14–16]. In gen-
eral, these four types ofmethods require a training stage to select themost appropriate
parameter values. The morphology-based method of Qian et al. [3] uses the size S of
the structuring elements in order to perform the top-hat operator to detect vessel-like
structures of different calibers. The Gaussian filters [7] are defined by four parame-
ters; length and width of the Gaussian template, the spread of the intensity profile,
and number of oriented filters. The method of Wang et al. [13] uses a range of values
to define the spread of the Gaussian profile (σ ), and a discrete step size (δ) to perform
multiscale analysis. The most widely used strategy to determine the best parameter
values for these methods is based on the definition of a training set of images and
a global search method to find the best set of parameters using the area under the
receiver operating characteristic (ROC) curve as performance metric [17].

Moreover, the Gabor filters introduced by Rangayyan et al. [14, 15] use three
parameters, which have to be tuned for each particular application. These parameters
represent the elongation of the Gabor kernel, the average thickness of the vessels to
be detected, and the number of directional filters in the range [−π/2, π/2]. The
exhaustive global search was used in both works to determine the optimal parameter
values over a predefined search space. In general, the Gabor filters obtain superior
performance than the spatial methods discussed above; however, since these filters
are performed in the frequency domain, the training stage by an exhaustive global
search is computationally expensive.

In order to solve the parameter optimization problem by reducing the computa-
tional time of the exhaustive global search in a training stage, some strategies using
population-based methods such as genetic algorithms [18] and estimation of distri-
bution algorithms [19, 20] have been introduced. In this chapter, a novel unsuper-
vised method for vessel segmentation and vessel width estimation in X-ray coronary
angiograms is presented. In the first step, vessel detection is performed using single-
scale Gabor filters, which are tuned by a procedure involving a comparative analysis
of three evolutionary computation techniques. In the second step, five thresholding
methods are compared to classify vessel and nonvessel pixels from the Gabor fil-
ter response in terms of accuracy measure. Finally, in the third step, the segmented
coronary artery is processed to obtain the vessel centerline by using mathematical
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morphology techniques in order to estimate the vessel width of the entire coronary
tree structure.

The remainder of this paper is organized as follows. In Sect. 2, the fundamen-
tals of the single-scale Gabor filters and three evolutionary computation techniques
are described in detail. In Sect. 3, the proposed method for parameter optimization
and vessel width estimation is introduced. The experimental results are analyzed in
Sect. 4, and conclusions are given in Sect. 5.

2 Background

The present section introduces the fundamentals of the single-scale Gabor filters
used for the enhancement of vessel-like structures in medical images, and three
evolutionary computation techniques of the state-of-the-art employed for solving
discrete and continuous optimization problems.

2.1 Single-Scale Gabor Filters (SSG)

TheGabor filter is defined as aGaussian functionmodulated by a sinusoid [21],which
can be rotated at different orientations by using a geometric transformation [14].
Consequently, the Gabor filter can be applied to enhance vessel-like structures at
different orientations by using a directional filter bank [22]. The main kernel of a
Gabor filter can be defined as follows:

g(x, y) = 1

2πσxσy
exp

[

−1

2

(

x2

σ 2
x

+ y2

σ 2
y

)]

cos(2π fox), (1)

where σx and σy are the standard deviation of the Gaussian function, and fo represents
the frequency of the modulating sinusoid. The single-scale Gabor filter designed
by Rangayyan et al. [14, 15] is governed by three different parameters. The first
parameter τ is used to approximate the average thickness (in pixels) of the vessel-
like structures to be detected, which is defined as follows:

τ = σx2
√
2 ln 2. (2)

The second parameter (l) is introduced to control the elongation of the Gabor
kernel as σy = lσx, and the last parameter κ determines the number of oriented
filters in the range [−π

2 , π
2 ] as κ = 180/θ , where (θ ) is the angular resolution. These

oriented kernels are convolved with the input image, and for each pixel the maximum
response over all orientations is preserved in order to acquire the filter response.
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Fig. 1 Gabor filter kernels of size 300 × 300 pixeles with l = 2.5, θ = 45◦ and using τ = 5, τ =
10, and τ = 20 pixels, respectively

To obtain the highest performance of the single-scale Gabor filters, the continuous
parameter of elongation (l), and the discrete parameters of average thickness (τ ) and
number of oriented filters (κ) have to be determined. In Fig. 1, a subset of Gabor
kernels with different parameter values is presented.

2.1.1 Training Stage Using ROC Curve Analysis

Since the single-scaleGabor filters are governed by threemain parameters (κ, τ, l), an
optimization process to select the most suitable value for each parameter is required.
This optimization process has been commonly performed through a training stage
calculating the area (Az) under the ROC curve, and by applying an exhaustive global
search using different range of values for each parameter.

The ROC curve represents a measure to assess the performance of a classification
system. To obtain this curve from the Gabor filter response, a sliding threshold is
applied to the gray-scale filter response in order to plot the true-positive fraction
(TPF) against false-positive fraction (FPF). The area Az under this curve can be
approximated by using the Riemann-sum method.

In the exhaustive global search of the training stage, for each combination of
parameters (κ, τ, l), the filter response is evaluated in terms of the Az value. The
set of parameters with the highest Az over a predefined training set of images is
used to be directly applied in the test set of images. The main disadvantage of the
exhaustive global search is the fact that it is computationally expensive; therefore,
the application of stochastic optimization methods can be introduced to reduce the
number of evaluations and computational time of the training stage, which is highly
desirable for medical applications.

To illustrate the importance of the optimal parameter selection for the single-scale
Gabor filters, in Fig. 2, a subset of coronary angiograms is introduced along with the
ground-truth images, where by visual inspection, and in terms of detecting vessels at
different diameters, superior performance was acquired with low values of the Gabor
parameter τ .
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Fig. 2 First row subset of coronary angiograms. Second row ground-truth images. The remaining
three rows present the Gabor filter response for the angiograms in the first rowwith l = 2.5, κ = 45,
and using τ = 5, τ = 10, and τ = 20 pixels, respectively

2.2 Evolutionary Computation Techniques

Evolutionary computation (EC) techniques are used to solve optimization problems
based on different strategies, most of them Nature-inspired. The optimal solution
to the problem is searched into a set of individuals with same features but different
values. For each iteration also known as generation, a new set of individuals called
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population, is obtained from modifying features of the individuals following nature-
inspired processes such as selection, crossover, and mutation. The best solutions
during generations are kept and labeled as elite individuals, where the final solution
for the optimization problem is chosen between them.

In the present work, we focus on genetic algorithms(GA) and two estimation of
distribution algorithms [23–25] called univariate marginal distribution algorithm and
Boltzmann univariate marginal distribution algorithm [26]. The difference between
those algorithms is how individuals features are modified. GA modify them directly
through mutation and crossover processes. On the other hand, UMDA and BUMDA
estimate the probability distribution of the features, then each value is sampled from
its respective marginal distribution.

2.2.1 Genetic Algorithm

Genetic algorithm(GA) is an EC technique that simulates the genetic evolution
[27, 28]. GA codes the individuals features in a chain of genes that can be eval-
uated on the objective function. A selection process assures strong individuals will
survive and inherit the genes in a crossover process. The main idea behind the GA,
is that strong individuals produce stronger offspring. Then a mutation process is
included to enhance the search space. Multiple techniques have been developed for
the different nature-inspired processes, some of themwill be briefly discussed below.

GA commonly start with a population randomly generated, which is evaluated
through generations using an objective function. The best individual found with this
process is saved as potential solution to the optimization problem. For the follow-
ing generations, the process will be repeated from the selection step. In this work,
roulette-wheel method is used for the selection step. This selection strategy forms
the selected set of individuals randomly from the current population. The sum of the
evaluation values of the population is computed, and each individual probability of
being chosen is the fraction that its evaluation value contributes to the global sum.

The crossover operator combines the features of the selected set trying to form
stronger offspring. Two children are formed taking randomly two individuals from
the selected set as parents. In the uniform crossover, the genes that will be taken
from each parent are chosen with uniform probability, then they are mixed to form
the new individuals, as it is shown in Fig. 3.

Finally, the population for the next generation is assembled sampling the individ-
uals from the offspring and the previous selected set. The new population is assessed
using the objective function. If an individual is better on its evaluation than the current
solution, it is now considered the potential solution.

According to the above description, the GA can be implemented as follows:

1. Initialize number of generations G, number of individuals Np, crossover rate CR,
and mutation rate MR.

Fig. 3 Crossover using the
uniform genes selection from
each parent
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2. Initialize the individuals into the search space.
3. Evaluate individuals in the objective function.
4. For each generation g = {1, . . . ,G}:

a. Apply selection operator;
b. Perform crossover and mutation steps to generate new individuals;
c. Evaluate new individuals in the objective function;
d. Replace individuals with the worst fitness.

5. Stop if the convergence criterion is satisfied (e.g., number of generations).

Example: Optimization of the 2-D Rastrigin Function

The main application of the evolutionary computation techniques is the optimization
of mathematical functions. In order to illustrate the implementation of a GA in an
optimization process, the Rastrigin function in two dimensions is introduced, which
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Fig. 4 Rastrigin function in two dimensions. a Isometric view in X1 and X2, b lateral view, and c
level plot of the function, where the optimal value is located at X1 = 0 and X2 = 0
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Table 1 Features coding for
X1 and X2 using 3 bits and
their corresponding values
over the search space

Genes code Variable value

000 −5.1200

001 −3.4133

010 −1.7066

011 0.0000

100 1.7066

101 3.4133

110 5.1200

111 6.8266

is defined in Eq. (3) and illustrated in Fig. 4. It is important to point out that the range
for each variable of the function isX1 ∈ [−5.12, 6.8266],X2 ∈ [−5.12, 6.8266], and
optimal is located on (X1 = 0.0, X2 = 0.0).

f (X1,X2) = 20 +
2

∑

i=1

(

X2
i − 10 · cos(2 · π · Xi)

)

. (3)

To solve the Rastrigin function, the GA is encoded using three genes for each
variable, building a 6-bit string for each individual. The genes are mapped to the
search space uniformly distributed as it is shown in Table1. Finally, Fig. 5 illustrates
a numerical example about the procedure that GA follows to solve the optimization
problem using Rastrigin equation (3) as objective function.

2.2.2 Univariate Marginal Distribution Algorithm

The univariate marginal distribution algorithm (UMDA) is from the family of esti-
mation of distribution algorithms (EDAs) [23–25]. These algorithms are stochastic
methods based on populations that are generated from marginal probability mod-
els [29]. The parameters of each model are calculated from a selected group of
individuals in each iteration, then, the population is sampled from the probability
model for the next iteration. Similar to GA, UMDA uses a genes coding to represent
the individuals.

To initialize the population, the genes of the individuals are randomly generated
between {0, 1} with uniform probability for both values. The initial population is
evaluated using the fitness function, and the best solution is kept as potential solution.
In the following generations, the process will start in the selection step. This step
uses a truncation strategy, which order the individuals according to their solution
quality, then a defined fraction of the best individuals is selected.

In the second step, the estimation of the univariate marginal probabilities P is
computed. In UMDA, the variables are considered as independent between them.
The marginal probability model for independent variables can be defined as follows:
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Fig. 5 Numerical example for solving the 2-D Rastrigin function using a GA as optimization
strategy

P(x) =
n

∏

i=1

P(Xi = xi) , (4)

where x = (x1, x2, . . . , xn)T represents the binary value of the ith bit in the individual,
and Xi is the ith random value (from a uniform distribution) of the vector X.

UMDA samples a new population in the third step using the estimated marginal
probability model to generate the new individuals genes. The best individual of each
generation is compared to the current potential solution. If the new individual is
better, the potential solution is updated. The process is iteratively performed until a
convergence criterion is satisfied.

According to the above description, UMDA can be implemented as follows:

1. Initialize number of individuals n and generations t.
2. Initialize the individuals into the search space.
3. Select a subset of individuals S of m ≤ n according to the selection operator.
4. Compute the univariate marginal probabilities psi (xi, t) of S.
5. Generate n new individuals by using p(x, t + 1) = ∏n

i=1 p
s
i (xi, t).

6. Stop if convergence criterion is satisfied (e.g., number of generations), otherwise,
repeat steps (3)–(5).
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Fig. 6 Numerical example for solving the 2-D Rastrigin function using UMDA as optimization
strategy

Implementation Details

Using the Rastrigin function discussed above (see Eq.3), numerical example of the
optimization process using UMDA is illustrated in Fig. 6. In this example, the genes
mapping is the same used in the GA case (see Table1).

2.2.3 Boltzmann Univariate Marginal Distribution Algorithm

Boltzmann univariate marginal distribution algorithm (BUMDA) [26], as well as
UMDA, is anEDA, but in contrast, BUMDAuses an approximation of theBoltzmann
distribution, built with a normal-Gaussianmodel, and the current search space instead
of a gene-based mapping. Formulae to estimate mean and variance of the normal-
Gaussian model are given as part of the algorithm, and the only parameter to be tuned
is the number of individuals (population size). Thismethod ensures the exploration of
promising regions due to the sampling process. When the algorithm approximates to
convergence, variance of the normal-Gaussian model tends to 0 and its mean tends
to the best approximation of the optimum value. This algorithm has shown to be
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better for convex functions than other state-of-the-art EDAs based on multivariate
Gaussian models. To estimate the Normal-Gaussian model, BUMDA computes a
mean vector over a subset of selected individuals as follows:

μt =
∑NS

i=1 ḡ(xi)xi
∑NS

i=1 ḡ(xi)
. (5)

where vector xi are the features values of the individual i, NS is the number of
individuals in the selected set S. The ḡ(xi) value is the difference between the current
and the worst individuals in S. Subsequently, a variance vector from the Normal-
Gaussian model is calculated as follows:

vt =

NS∑

i=1
ḡ(xi)(xi − μt)

2

1 +
NS∑

i=1
ḡ(xi)

. (6)

Finally, a new population is sampled from the normal-Gaussian model with the
parameters μt and vt for each feature by separate, and the process is iteratively
performed until the variance vector of the Normal-Gaussian model is lower than a
predefined value.

According to previous description, BUMDA can be implemented as follows1:

1. Initialize minimum variance vmin as convergence criterion.
2. Initialize N individuals.
3. Select the individuals with function evaluation above of ϕ and form subset S.
4. Calculate μt using Eq. (5) from S.
5. Compute vt using Eq. (6) from S.
6. Generate N new individuals with attributes sampled from the marginal Normal

distribution (mean μt , variance vt).
7. Insert the individual with the best fitness to the new population.
8. If vt � vmin then stop, otherwise, repeat from step 3.

Implementation Details

Followingwith the Rastrigin function discussed above (see Eq.3), a numerical exam-
ple of the optimization process using the real-coded BUMDA is illustrated in Fig. 7.
In this numerical example, the range for each variable of the Rastrigin function is set
as X1 ∈ [−5.12, 6.8266],X2 ∈ [−5.12, 6.8266], where the optimal value is located
on (X1 = 0.0,X2 = 0.0).

1Source code of BUMDA available at http://www.cimat.mx/~ivvan/public/bumda.html.

http://www.cimat.mx/~ivvan/public/bumda.html
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Fig. 7 Numerical example for solving the 2-D Rastrigin function using real-coded BUMDA as
optimization strategy

3 Proposed Method

In the present section, the proposed method consisting of three steps is described.
The first stage is the vessel enhancement through single-scale Gabor filters, which
are tuned using the population-based method called BUMDA. In the second step,
the Gabor filter response is segmented by comparing five thresholding methods and
evaluated in terms of accuracy measure. The last step is carried out by mathematical
morphology operators in order to estimate the vessel width of the processed X-ray
angiogram.
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3.1 Optimal Parameter Selection of SSG

Since the single-scale Gabor filters are governed by the three parameters of
elongation (l), thickness (τ ), and number of directional filters (κ), an optimiza-
tion process to determine the most appropriate values for these parameters is
required.

In general, this optimization process has been performed using an exhaustive global
search over varying sets of parameters as applied over a training set of images.

Rangayyan et al. [14] proposed a search space as l = {1.7, 2.1, . . . , 4.1} and
τ = {7, 8, 9}, keeping constant the number of oriented filters as κ = 180 to be applied
in the detection of blood vessels in retinal fundus images. Subsequently, Rangayyan
et al. [15] extended the range for the elongation and average thickness parameters as
it is shown in Table2.

In these works, an exhaustive global search was applied for each combination of
parameters (κ, τ, l) and evaluated by the area Az under the ROC curve. The set of
parameters with the best Az value over the training set was directly applied on the
test set of images.

The main disadvantages of the above-mentioned strategies for the training stage
is the fact that the exhaustive search is computationally expensive, and also that
the search space for the elongation parameter is discrete, which implies that the
proposed space cannot be explored properly. Although the search space proposed by
Rangayyan et al. [15] for the elongation and average thickness was originally defined
for blood vessels in retinal images, it is suitable to be applied for the detection of
coronary arteries in X-ray angiograms.

To avoid an exhaustive search in the training stage of the single-scale Gabor filters,
three evolutionary computation techniques are analyzed in terms of efficiency and
computational time to perform the optimization process. Since these evolutionary
techniques require an objective function to be maximized, the area Az under the
ROC curve is used to evaluate the performance of the vessel detection results. The
optimization process is carried out using the discrete space for the τ parameter, and
with continuous values over the defined space for the l parameter as it was previously
illustrated in Table2.

Table 2 Search space for the
single-scale Gabor filters
proposed by Rangayyan
et al. [15]

Parameter Range of values

l {1.3, 1.7, 2.1, . . . , 17.7, 18.1}
τ {1, 2, 3, . . . , 15, 16}
κ 180
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3.2 Thresholding of the SSG Filter Response

In order to discriminate vessel and nonvessel pixels from the single-scale Gabor
filter response, the interclass variance thresholding method has been applied, which
is described below.

The interclass variance method introduced by Otsu [30], assumes that the image
to be processed has a bimodal distribution of the background and foreground pixels.
This method can be described by three main steps. First, the mean intensity of the
entire image can computed as follows:

μ =
L

∑

i=1

iPi, (7)

where L represents the intensity levels {0, 1, 2, . . . ,L − 1}, and Pi the probability
distribution of the number of pixels ni with intensity i of the total number of pixels
N in the image, which is calculated as follows

Pi = ni
N

. (8)

In the second step, the average intensity for each class of pixels is computed as
follows:

μj =
tj

∑

i=tj−1+1

iPi

wj
(9)

where wj is the probability distribution for each class. Moreover, in the last step of
the method, the interclass variance is computed as follows:

σ 2 =
n

∑

j=1

wj(μj − μ)2, (10)

where the threshold value is the intensity level with themaximum interclass variance.
This step can be expressed as the maximization of the interclass variance criterion
as follows:

φ = max
1<t1<···<tn−1<L

{σ 2(t)}. (11)

On the other hand, to evaluate the segmentation results obtained from the thresh-
olding methods, the accuracy measure has been adopted. This measure has been
commonly used for the evaluation of binary classification systems, which can be
calculated as follows:

Accuracy = TP + TN

TP + FP + TN + FN
, (12)
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where TP and TN represent the fractions of vessel and nonvessel pixels correctly
classified as such by the method, respectively, and FN and FP the fractions of vessel
and nonvessel pixels incorrectly classified by the method.

In the accuracy measure, when the vessels and nonvessel pixels obtained from
the method are completely superimposed with the ground-truth image, the obtained
result is one, and zero otherwise.

3.3 Postprocessing of Segmented Vessels

The last step of the proposed method corresponds to the postprocessing of the seg-
mented vessels, which is useful to work with the main coronary tree structure. The
steps of lengthfiltering and the process to estimate the vesselwidth along the coronary
artery are described below.

3.3.1 Length Filtering

After the segmentation step, several isolated regions or misclassified pixels can
appear in the resulting image. In order to remove this type of pixels, a length fil-
tering is introduced. The length filtering removes isolated regions or pixels by using
the concept of connected components. These regions represent individual objects,
which are labeled to identify separate connected areas. The number of pixels for each
connected region to be removed represents the main parameter of the filter, which
needs to be experimentally determined. In Fig. 8, the length filter is applied with
different parameter values using segmented angiograms with the proposed detection
(SSG) and segmentation (Otsu’s method) steps.

3.3.2 Measurement of Vessel Width

The process to estimate the vessel width in the segmented coronary angiograms is
carried out by different steps, which are illustrated in Fig. 9.

First, edge detection over the segmented image (Fig. 9a) is performed using the
Sobel operator, as it is shown in Fig. 9b. Second, the morphological skeleton is
computed over the segmented image in order to obtain the medial axis (centerline)
of the vessel-like structures as it is presented in Fig. 9c. Third, union operation is
performed between the vessel boundary pixels and the vessel centerline as it is
illustrated in Fig. 9d. Subsequently, for each pixel of the skeleton, Euclidean distance
is computed from the boundary pixels of the coronary angiogram. The closer pixels to
the skeleton (minimal distance) represents the vessel width for each skeleton pixel as
it is shown in Fig. 9e. Finally, the distances (in pixels) are labeled along the skeleton
of the coronary artery. The histogram of the vessel width estimation is presented in
Fig. 9f.
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Fig. 8 First colum segmented angiograms by Otsu’s method. The remaining four columns present
the results of the lengthfiltering with 50, 100, 200, 500 pixels, respectively
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Fig. 9 a Segmented coronary angiogram. b Border detection of angiogram in (a). c Skeleton
of angiogram. d Union between border detection and skeleton of angiogram in (a). e Process to
estimate the vessel width of the angiogram. f Histogram of the vessel width estimation
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4 Computational Experiments

The computational experiments presented in this section, were performed on a com-
puter with an Intel Core i3, 2.13 GHz processor, and 4 GB of RAMusingMatlab ver-
sion 2012a. The dataset consists of 80 X-ray coronary angiograms of size 300 × 300
pixels from different patients, which were provided by the Mexican Social Security
Institute, T1 León. To evaluate the performance of the proposed and comparative
methods, the dataset was divided in the training and testing sets with 40 angiograms
each one.

4.1 Results of Coronary Artery Detection

To analyze the performance of the single-scale Gabor filters, four state-of-the-art
vessel detection methods are compared against each other using the Az value and the
test set of angiograms. In Fig. 10, the ROC curves acquired by the detection methods
are presented. This comparative analysis shows that the single-scale Gabor filters
obtain a higher coronary artery detection performance than the four comparative
methods; therefore, single-scale Gabor filters are employed for further analysis.

Additionally, Fig. 11 shows a subset of angiograms along with the ground-truth
images and detection results of the previously mentioned comparative methods. By
visual inspection, it can be observed that the single-scale Gabor filter response shows

Fig. 10 Comparative
analysis of ROC curves with
the training set, using the
single-scale Gabor filters and
four vessel detection
methods of the
state-of-the-art
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Fig. 11 First row subset of coronary angiograms. Second row ground-truth images. The remaining
five rows show the filter response of the methods of Chaudhuri et al. [7], Kang et al. (Gaussian
filter) [10], Wang et al. [13], Qian et al. [3] and single-scale Gabor filters, respectively
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Table 3 Statistical analysis of GA, UMDA, and BUMDA, in terms of area Az with 30 runs over
the training set of angiograms

Measure GA UMDA BUMDA

Maximum 0.9581 0.9512 0.9584

Minimum 0.9197 0.9188 0.9213

Median 0.9329 0.9258 0.9459

Mean 0.9349 0.9294 0.9442

Std. Dev. 0.0122 0.0098 0.0106

Table 4 Training time (in
seconds) of evolutionary
methods using the training set
of angiograms

Method Training time (s)

Exhaustive global search 15498.56

GA 7195.23

UMDA 6342.72

BUMDA 6511.87

a better level of enhancement between vessel and background pixels, while reducing
noise from the angiogram.

Since the evolutionary computation techniques can be used for optimal parameter
selection instead of the exhaustive global search, these techniques have to be evalu-
ated in terms of the area Az and computational time. In Table3, a statistical analysis
of the detection performance obtained by the evolutionary techniques is illustrated.
Due to the EC techniques represent strategies of stochastic global search, the exper-
iment was performed with 30 runs over the training set. According to the measures
of maximum, mean and median, the analysis suggests that BUMDA is more stable
and robust to work with Gabor filters than the GA and UMDA techniques.

On the other hand, to analyze the EC techniques in terms of computational time,
in Table4 the GA, UMDA, and BUMDA are compared against each other and with
respect to the exhaustive global search. This performance analysis shows that UMDA
obtains the lowest computational time using the training set. Taking into account the
performance of the EC techniques in terms of vessel detection (Az), and computa-
tional time, BUMDA was used for further analysis.

4.2 Results of Coronary Artery Segmentation

To assess the classification of vessel and nonvessel pixels from the single-scale Gabor
filter response, a comparative analysis of five automatic thresholding techniques in
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Table 5 Comparative
analysis of five thresholding
methods to discriminate
vessel and nonvessel pixels
from the single-scale Gabor
filter response using the test
set

Thresholding method Accuracy

Rosenfeld and De La
Torre [31]

0.7131

Pal and Pal [32] 0.8117

Kapur et al. [33] 0.9021

Ridler and Calvard [34] 0.9123

Otsu [30] 0.9410

terms of accuracy using the test set is presented in Table5. In this performance analy-
sis, the inter-class variance thresholding method proposed by Otsu [30] provides the
highest segmentation accuracywhen comparedwith the other thresholding strategies.

Moreover, Fig. 12 illustrates the results of the vessel detection and segmentation
obtained from the single-scale Gabor filters and Otsu’s method, respectively. The
proposed method obtains a high rate of true-positive pixels, which leads to high
detection of blood vessels of different diameters over the main vascular structure.

4.3 Vessel Width Estimation

The last step of the proposed method is the vessel width estimation, which requires
the vessel detection and segmentation steps of the coronary angiogram to be per-
formed. Figure13, illustrates segmented X-ray angiograms from the test set. From
these segmented angiograms, the first step to estimate the vessel width of the vas-
cular structure is shown, which computes the boundary (edge pixels), and the vessel
centerline (skeleton operator) of the coronary artery. Finally, the histogram of the
vessel width estimation of the entire vascular structure is presented.

The considered vessel detection and thresholding methods provide appropriate
performance according to the Az value and accuracy measure, respectively. How-
ever, the proposed method consisting of the application of the single-scale Gabor
filters trained by the evolutionary technique called BUMDA to avoid a global search
for vessel detection and the Otsu’s method for segmentation obtains superior perfor-
mance in terms of the accuracymeasure, aswell as, computational time. The obtained
results have also shown that the proposed method can be successfully applied for
vessel width estimation, which can be useful for systems that perform computer-
aided diagnosis in cardiology for the detection of potential cases of coronary artery
stenosis.
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Fig. 12 First column angiographic images from the test set. Second column ground-truth images.
Third columnGabor filter response of the angiograms in the first column. Last column Segmentation
results of the Gabor filter response using Otsu’s thresholding method



250 F. Cervantes-Sanchez et al.

Fig. 13 First column subset of segmented angiograms with the proposed method. Second column
vessel boundary and centerline of the angiograms in the first column. Last columnHistogram of the
vessel width estimation for the images corresponding to the first column
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Fig. 13 (continued)

5 Concluding Remarks

In this chapter, a novel method based on single-scale Gabor filters (SSG) for vessel
segmentation and vessel width estimation of X-ray coronary angiograms has been
introduced. In the first step, a comparative analysis of three evolutionary compu-
tation (EC) techniques to improve the performance and reduce the computational
time of the training stage of the SSG is performed. The analysis suggests that the
Boltzmann univariate marginal distribution algorithm (BUMDA) is suitable for the
selection of the optimal parameter values outperforming four detection techniques of
the state-of-the-art achieving Az = 0.9584 with a training set. In the second step, five
automatic thresholding methods are compared to segment the Gabor filter response,
where the inter-class variance method obtained the highest performance in terms
of segmentation accuracy achieving a rate of 0.941 with a set of 40 angiograms.
Finally, in the last step, a procedure to estimate the vessel width of the segmented
vascular structure has been introduced. According to the experimental results, the
proposed method can lead to higher accuracy because of the use of the Gabor filters
than different state-of-the-art vessel detection methods.
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Hybrid Intelligent Techniques
for Segmentation of Breast Thermograms

Sourav Pramanik, Mrinal Kanti Bhowmik, Debotosh Bhattacharjee
and Mita Nasipuri

Abstract The incidence of breast cancer has rapidly increased over the past few
decades in India and the mortality rate is more than other countries across the entire
world. These facts have motivated the development of new technologies or modi-
fication of the existing technologies for the identification of breast cancer before it
metastasizes to the neighboring tissues. Breast thermography is a promising front-
line breast screening method, which is noncontact, cheap, quick, economic, and
painless. The use of thermal imaging for the identification of breast abnormality is
based on the principle that the temperature distribution in precancerous tissue and its
surrounding area are always higher than that in normal breast tissue. However, the
accurate interpretation and classification of the breast thermograms for proper diag-
nostic decision-making is a major problem. Proper segmentation of hottest region
from the segmented breast region plays a key part in the diagnosis of breast cancer
that calls for the application of hybrid intelligent methods in the segmentation of
hottest region. The shape and size of the hottest regions are used to determine the
degree of malignancy of the tumor and classify its type. Hybrid intelligent systems
have been successfully applied in the classification of breast thermal images over
the last few years. In this chapter, we have proposed a sequential hybrid intelligent
technique for the segmentation of the hottest region and also shown the significance
of hybrid intelligence systems over the conventional methods for the segmentation
of hottest region. A detailed review related to the segmentation of breast region and
the segmentation ofhottest region is included in this chapter. In addition, this chapter
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also contains the detailed overview of the principles, reliability, and predictive ability
of the breast thermogram in early diagnosis of breast cancer.

Keywords Segmentation · Fuzzy c-means ·Devies–Bouldin Index ·Breast region ·
Hottest region · Color segmentation

1 Introduction

Breast cancer is the second most frequent cancer type among the women in the
world. According to the report presented by the International Agency for Research
on Cancer (IARC) in 2012, around 1.67 million new breast cancer patients were
diagnosed globally, which is nearly 25% of all cancer types in women. Over the
time, incidence rate of breast cancer has been increasing in most of the countries
across the world. Since 2008, it has escalated by 20% in 2012, while mortality
rate has escalated by 14% [1]. However, there are immense inequalities between
the developed and developing countries with respect to the incidence and mortality
rates. In comparison to the developed countries, the mortality is considerably greater
in developing countries but the incidence rates are still considerably greater in the
developed countries. For example, in Western Europe, more than 90 new breast can-
cer cases per 100000 women were diagnosed each year, while there are only 30
cases per 100000 in Eastern Africa [1] but the mortality number is almost iden-
tical in these two regions accounting nearly 15 per 100000 women. According to
Dr. David Forman, head of the IARC, the increase in incidence rates and mortality
rates in the developing countries because the clinical advances, treatment facilities
and awareness program to fight against the disease are not reaching to the women
living in these countries. Figure1 illustrating the incidence and mortality rates across
the different world regions with rates per 100000 women [1].

According to the National Cancer Registry Program (2007–2011), the occurrence
of breast cancer has rapidly increased over the past few decades in India that accounts
for approximately 25–32% of all types of cancers in women, which is the major
concern nowadays. As per the data obtained from Globocan-2008 and Globocan-
2012, over just 4 years, the breast cancer has overtaken cervical cancer in India [1].
It is the most frequent occurring disease among the women in maximum cities in
India and the second most occurring disease in rural areas [2]. Because breast cancer
is still a nonexisting entity and screening is an alien word for most of the women
in India until and unless a near and dear one suffers from it. However, the major
concern in India regarding the incidence of breast cancer is the significant shift of
average age (20–50 years) that means more young ladies are getting this ailment.
Due to the lack of treatment facilities and awareness programs, the mortality rate of
women with breast cancer is very high in India accounting about 50%, while 16.6%
in United States and 25% in China.

Owing to this high incidence and mortality rates, research on early breast cancer
detection has been getting importance these days. Some studies have suggested that
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Fig. 1 Estimated incidence and mortality age-standardized rates (world) per 100000 women [1]

the breast cancer has 95% survival rate if it is detected at the very early stage [3].
However, there is no such effective screening method available which can ensure
early prevention of breast cancer. Over the last few decades, researchers have put
many endeavors to develop new breast imaging modality or ameliorate existing
modality for early identification and effectual therapy of the disease. As a result, a
number of diagnostic imaging modalities such as ultrasound, mammography, MRI,
CT scan, and breast thermography have been developed for the early detection of
breast cancer. Among them, mammography has been considered as the gold stan-
dard since 1976 and still is mammography which has sensitivity between 13–90%
[4]. However, mammography-based screening has lots of risk factors. The ionizing
radiation which is associated with the mammography screening can increase the
chances of developing breast cancer, specially in young women. Also, it is very hard
to obtain acceptable mammogram image for an implant breast, dense breast, and
fibrocystic breast. Since the mammography is an invasive technique, rupture risk of
cancerous tumor is associated with it. For these reasons, thermography has received
lot of attention by themedical practitioners and considered as themost promising and
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Table 1 FDA approved different imaging modalities and their sensitivity and specificity for the
diagnosis of breast cancer

Imaging modalities Sensitivity(%) Specificity(%) Year

Ultrasound 13–98.4 67.8–94 Late 1970s

Film-screen
mammography

13-90 14–90 1976

Magnetic resonance
imaging (MRI)

86–100 21-97 Late 1980s

Thermography 90 90 1982

Electrical impedance
imaging

62–93 52–69 1984

Positron emission
tomography (PET)

80-86 91–100 Mid–1990s

Digital mammography 63.3 88.2 1997

acceptable options for preliminary diagnosis of the breast cancer [5]. Breast thermog-
raphy is a functional examination with sensitivity 90%which senses the temperature
distribution pattern on the breast using the infrared radiation released by the surface
of the breast. Unlike the mammogram, it is a noninvasive technique that does not
expose the patient to radiation or involve compression of the breast. Specifically, it
is very much useful for young women since typically they have dense breast tissue.
Some studies have showed that a thermography has ability to locate precancerous or
cancerous tumormuch earlier than others methods [6]. In [4], authors have suggested
that thermography has potential to alert women 8 to 10 years earlier than a cancer
is detected in the mammogram. Table1 shows the FDA approved different imaging
modalities used for early breast cancer detection and their sensitivity and specificity.

Thus, in comparison to other techniques, the thermography is the only method
which provides physiological information of the breast and its result is independent
of age, hormone replacement therapy, and tumor location that justify a pivotal role
of thermography in early identification of breast cancer. However, interpretation of
thermal breast images still relies on the visual analysis made by the trained radiol-
ogists. But, the human perceptibility for the interpretation of breast thermal images
is often affected by the carelessness, absent-mindedness, and fatigue of the radi-
ologist. Hence, computer-aided analysis of breast thermogram has been playing a
significant role from the past few years. Accurate analysis of breast thermal image
in search of abnormality using computer-aided analyzing tool comprises of mainly
three steps, such as segmentation of interested region, extraction of features, and clas-
sification. Among them, segmentation of the interested region is the kernel phase for
the analysis of thermal breast image. Segmentation of the region of interests with
regard to the breast thermal image processing is mainly two types, namely, breast
region segmentation and hottest region segmentation. Usually, the breast thermal
images are captured in a larger area that includes upper body area, breast region,
and lower body area. Thus, it is required to separate the breast region area from the
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rest of the body to further process it. Once the breast region is segmented, another
most important phase is hottest region segmentation. The hottest region in the breast
thermal image describes the most useful information regarding the goodness of the
breast. Accurate segmentation of this region leads to proper identification of abnor-
mal case and the degree of malignancy. However, segmentation of the hottest region
is a very challenging problem because the boundaries of the hottest regions are not
clearly visible and also the size and shape vary in these images. Over the past few
years, some techniques have been delineated in the literature by various researchers
for the segmentation of breast region and to detect potentially hottest regions from
the segmented breast region [7–10]. In contrast to the conventional segmentation
techniques, the segmentation technique based on hybrid intelligent method provides
relatively better results for the segmentation of hottest region that we have showed in
the this chapter. The experimental results justify the use of hybrid intelligent method
is proficient enough for the segmentation of the hottest region.

The organization of this chapter is as follows. Section2 illustrates a summary on
breast cancer types, possible symptoms and risk factors, and importance of breast
cancer awareness program. A brief overview on predictive ability of breast ther-
mography and the interpretation of breast thermography are presented in Sect. 3.
Section3 also includes the interpretation techniques of breast thermography. The
necessary breast thermal image acquisition protocol and the databases available for
this research are described in Sect. 4. Section5 presents a brief outline on importance
of region of interest segmentation for the analysis of breast thermogram along with a
review work on region of interest segmentation. The proficiency of hybrid intelligent
system for the segmentation of hottest region is also included in this section. Finally,
the concluding remarks of this chapter are reported in Sect. 6.

2 Breast Cancer

Breast cancer is an uncontrolled division of abnormal cells that starts in the tissue
of the breast which include either the milk producing glands called lobules glands
or in the ducts that convey milk to the nipples. This type of growth of the cells in
the breast forms a mass or lump, called a tumor. Based on the growth and origin,
the tumor can be classified as either benign which is not cancerous or malignant
which is cancerous. However, breast cancer occurs exclusively in women, but it
also occurs in men which is very rare. To understand the breast cancer properly, it
is necessary to understand the anatomical structure of the normal breast. Figure2
illustrates the anatomical structure of the breast. Anatomically, a woman breast is
composed mainly of lobules glands that produce milk, ducts tubes that convey milk
from the lobules glands to the nipple, nipple, areola surrounding the nipple, fibrous
or connective tissue that surrounds the lobules and ducts, fatty tissue, blood vessels,
and lymphatic vessels and nodes. Each breast of a woman sits over a chest muscle
called the pectoral muscle. The breast tissue expands horizontally from the sternum
edge to the midaxillary line and enclosed by a thin surface of connecting tissue called
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Fig. 2 Anatomical structure of the female breast [11]

fascia. The deep surface of the fascia typically lies immediately on top of the pectoral
muscle while the superficial layer lies just below the skin. The breast consists of a
large number of blood and lymph vessels. The lymph vessels flow just opposite
direction of blood vessels whose main task is to collect and passage lymph fluid
away from the breast tissue into lymph nodes. The lymph nodes and lymph vessels
together called the lymphatic systemwhosemain purpose is to fight against infection.
Understanding of the lymphatic system is important as breast cancer metastasizes
through this system. It is also essential to note that an axillary tail of Spence or simply
a tail of the breast tissue can expand into the axilla. This is important because the
breast cancer can also develop in this axillary tail.

The most frequent types of cancer occur in the breast are ductal carcinoma that
start in the milk duct and lobular carcinoma that start in the lobules gland. Based
on the level of spreading they are also classified as invasive and noninvasive breast
cancer. The term invasive refers to as the cancer cells that spread to the neighboring
breast tissue while noninvasive cancers cells do not spread to the neighboring cells.
Invasive ductal carcinoma (IDC) is the most occurring breast cancer among the
women accounting about 80% of all types of breast cancer. Typically, this type
of cancer begins in the duct tube and then over time it invades to the neighboring
breast tissue by breaking through the wall of the duct. Another type of most frequent
breast cancer after the IDC is invasive lobular carcinoma (ILC) accounting about
10% of all breast cancer types. It begins in the milk producing gland called lobules
and over time it metastasizes to the neighboring breast tissue, lymph nodes, and
other regions of the body. However, IDC and ILC are more frequently occurring
disease as women grow older but it can also occur at any age. The most frequent
noninvasive breast cancers are ductal carcinoma in situ (DCIS) that starts inside the
duct tube and lobular carcinoma in situ (LCIS) that begin inside the lobules, which
remain in the same location over the time.DCIS andLCIS are not life-threatening, but



Hybrid Intelligent Techniques for Segmentation of Breast Thermograms 261

Table 2 Breast cancer stages and their five years survival rate [12]

Stage Type 5-years survival rate (%)

0 DCIS and LCIS 92

I Invasive ductal or lobular carcinoma less than
or equalto 2cm in size without nodal
involvement and not metastasize to the
neighboring tissue

87

II Invasive ductal or lobular carcinoma less than
5cm in size without nodal involvement but with
movable axillary nodes and not metastasize to
the neighboring tissue

75

III Invasive ductal or lobular carcinoma less than
5cm in size with nodal involvement and fixed
axillary nodes

46

IV Any form of breast cancer with distance
metastasis

13

having DCIS or LCIS can increase the possibility of getting an invasive breast cancer
afterwards in life. Other very uncommon types of breast cancers are inflammatory
breast cancer which is invasive and paget disease of the nipple which arises in the
ducts and metastasizes to the skin of the nipple and then move to the areola Breast
cancer can also be categorized into different stages based on the survival rate [12].
Table2 illustrates different stages of breast cancer and their five years survival rate.

2.1 Different Risk Factors of Breast Cancer

The most fearing disease for the women is breast cancer. Because the mortality rate
of breast cancer is the second highest among all type of cancer in women. However,
most women are unaware about the actual cause of developing their cancer. There
are lots of risk factors connected with the growth of breast cancer. Among them some
risk factors, such as being a woman, family history, age, genetic factors, personal
history, and menstrual history could not be altered. On the other hand, environmental
and lifestyle risk factors like overweight, lack of physical activity, consumption of
alcohol, hormone replacement therapy, smoking, etc., could be avoid. But a woman
having single or multiple risk factors do not necessarily signify will develop breast
cancer. Similarly, if she does not have any risk factors, not justify she would not
get breast cancer. However, knowing the possible risk factors for the development
of breast cancer may help the women to take preventative measures to decrease the
likelihood of developing the breast cancer. The certain established risk factors those
are linked to the growth of breast cancer are described below:
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• Gender:The fundamental risk factor for gettingbreast cancer is just being awoman.
Although it also occurs inmen but it is a very rare disease in comparison towomen.
Typically, the breast cancer incidence rate for awoman is hundred timesmore usual
than a man [13].

• Age: Another strongest risk factor associated with the development of breast can-
cer is ageing. Typically women with age of 50 or more have higher chances of
developing breast cancer. As stated by the American Cancer Society, two out of
three women have been found of getting invasive breast cancer at the age of 55 or
older. Furthermore, less than five percent women of under age 45 have been found
developing invasive breast cancer. Thus, every women of above age 20 should
undergo regular breast screening program [14].

• Family History and Genetic Factors: A woman, whose first or second-degree
female or male relatives diagnosed with breast cancer has higher chances of get-
ting the disease compared to a woman without such a family history. But a woman
without a family history of the disease not necessarily means she will not get it. If
she has one first-degree relative whowas diagnosed at the younger age or has more
than one relative with breast cancer history then her risk of getting the disease is
three to four times higher [15]. However, breast cancer is also caused by some
inherited gene mutations accounting for only 5–10% of all cancer cases. Usually,
two genes such as BRCA1 and BRCA2 are the most common genes that increases
the possibility of getting breast cancer [15]. Estimated risk of these two genes are
different. Typically, BRCA1 gene has about 55–65% possibility while BRCA2
has about 45% possibility of developing breast cancer by age 70 [15].

• Personal history: A women diagnosed with breast cancer or with some benign
breast conditions such as hyperplasia, lobular carcinoma in one breast have 3 to 4
times more likelihood of developing a new cancer in a different part of the same
breast again or in the other breast.

• History of breast biopsy: Another important risk factor that is linked with the
growth of breast cancer is higher number of breast biopsies.

• Having dense breast tissue: High breast density is associated to an increased pos-
sibility of developing breast cancer. A woman breasts are made up mostly of fatty
and fibrous tissues and epithelial components which includes lobules and ducts
tubes. A dense breast means that it consists of more lobules and fibrous tissue and
considerably less fatty tissue. Compared to a womanwith low breasts density, very
dense breasts woman has about four to five times greater chances to develop the
disease [16].

• Menstrual history: A woman who had started menstruation at younger than age 12
have higher chances of getting breast cancer in subsequent life. Similarly, if she
went throughmenopause at an older age of 55have greater chances of getting breast
cancer. Because more menstruation cycle causes longer exposure to the oestrogen
and progesterone hormones which stimulate the growth of breast cancer cells [17].

• Overweight: A woman ovaries usually produce maximum amount of oestrogen
hormone while fatty tissue produce very less amount of oestrogen hormone to
keep balance of oestrogen levels before menopause. But after menopause ovaries
stop producing oestrogen hormone and thusmaximum oestrogen hormones comes
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from fatty tissue. Overweight or obese women have extra fat cells which typically
increase the oestrogen levels in the body, as a result have a greater chance of getting
breast cancer [13].

• Radiation therapy to the chest in early life: Radiation therapy is always associated
with some side effects when given to the chest area. A women who had radiation
therapy to the chest at the very early age, specifically during adolescence, for the
treatment of other disease such as Hodgkin or non-Hodgkin lymphoma, have 20
times higher risk factor than average [17].

• Having children in later life or no child: The development of breast cancer risk to
a woman is usually related to exposure to the endogenous oestrogen and proges-
terone hormone which are produced by woman ovaries. Breast cells of a woman
are immature and very sensitive before first full-term pregnancy and respond to
the oestrogen and progesterone hormone. Pregnancy helps breast cells to grow in
a regular way and make it fully mature which is the main reason to get protecting
benefit against breast cancer. Some studies have reported that a woman who gives
birth to her first baby after age 30 have increase risk of developing the disease
compared to a woman who gives birth of her first child before age 30 [17].

• Breast feeding: Breastfeeding for a longer period of time, i.e., two years or more
can reduce breast cancer risk for a woman. Some related study have shown that
a woman who breastfed at least two years for her lifetime got twice the benefit
compared to those who breastfed one year throughout her lifetime [18].

• Use of birth control pills for long time: In addition to effectively stopping undesired
pregnancy, it is also very much important that birth control pills be safe. Women
who use birth control pills for a longer time have increase risk of developing breast
cancer. Typically, birth control pills apply hormones to block pregnancy that also
over stimulate breast cells escalates the chance of getting breast cancer [17].

• Using hormone replacement therapy (HRT): Use of HRT by the women for a
longer period of time after menopause causes higher risk of being develop breast
cancer. There are mainly two types of HRT such as oestrogen only-HRT and
combined HRT that contains oestrogen and progesterone hormone. The use of
combined HRT, even for a short time, increases possibility of getting breast cancer
by around 75%, while oestrogen only-HRT increases the chance of contracting
breast cancer if it used for more than 10 years [17].

• Consume alcohol: Regular consumption of alcoholic beverages increase breast
cancer risk for the women compared to the women who consumed alcohol only
occasionally. Typically, alcohol increases amount of oestrogen and other hormones
linked with hormone-receptor-positive breast cancer. Experts estimated that the
women have 25% higher risk of developing breast cancer if she consumed one
drink per day compared to the women who never drink at all [17].

• Lack of physical activity: A sedentary lifestyle of a woman can increase the possi-
bility of breast cancer. According to the American Cancer Society reports, regular
exercise of about 4–7 h per week can reduce the possibility of breast cancer by
18% [13].

• Smoking: Cigarette smoking has been linked to a number of diseases. Recent
research has been suggested that smoking is highly connected with the growth
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of breast cancer for the women who smoke in younger age and premenopausal
stage [13].

• Night work: Lots of studies have been reported that the women have a greater
chance risk of developing breast cancer if they work at night or lives in areas where
high levels of external light available at night [17]. This increase in risk of breast
cancer is associatedwith the level ofMelatonin hormone in the body. Typically, the
Melatonin hormone maintained the body’s sleep cycle. The production Melatonin
hormone is high during the night time, while low during the day time or when eyes
register light exposure. But still it is not known how much darkness is required to
begin Melatonin production.

2.2 Importance of Breast Cancer Awareness

The incidence of breast cancer and mortality due to the breast cancer is very com-
mon among the women in worldwide. According to the World Cancer Research
Fund report about 1.67 million (around 12%) new breast cancer cases are diag-
nosed in 2012, which is the second most frequent cancer overall. Incidence rates
of breast cancer around the world are increasing day-by-day which is a major con-
cern for the health professional. However, detecting and treating the warning signs
of the disease early can significantly increase the chances of survival. Breast can-
cer awareness program has become a very prevalent term these days, whose main
aim is to raise awareness about the disease to the people through education about
the symptoms, risk factors, treatment options, preventive measure, survivorship, and
importance of getting tested early as cancer is highly curable disease if detected
early, and assimilate about protecting yourself. There are different things such as
self-breast examinations, taking healthy diet, regular exercise, clinical breast exam
(CBE) in every three years, and not smoking, etc., women can do to aid prevent
breast cancer. There are various organizations available in the globe whose main
purpose is to raise awareness about the breast cancer. Among them some of the most
active organizations include the Living Beyond Breast Cancer, Susan G. Komen
breast cancer foundation, Indian Cancer Society, American cancer society, Breast
Cancer Research Foundation, Breastcancer.org, The Rose, Bay Area Cancer Con-
nections, Dana-Farber Cancer Institute, God’s LoveWeDeliver, and It’s The Journey
Inc. Compared to the developed country, breast cancer is still a nonexistent entity
for the women in the developing country until and unless it moves to the stage 2B
and beyond. Specifically, the situation is horrific in the rural areas of the developing
country where breast screening is an alien word for majority of the women. In India,
Indian Cancer Society is working hard to educate people about the usefulness of
regular breast screening and possible risk factors of getting breast cancer since 1951.
Recently, a good initiative has been taken by Tripura University, Tripura, India, along
with Regional Cancer Centre, Agartala Government Medical College, Tripura, India
and Jadavpur University, Kolkata, India to publish a breast cancer awareness book-
let in Bengali language which will include breast cancer symptoms, breast cancer
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staging, methods of performing breast self-examinations, presence of different breast
imaging modalities, and different treatment options to educate people in rural areas.

3 The Role of Thermal Breast Imaging in the Identification
of Breast Cancer

Surface temperature of the human body has been a long established criterion about
the goodness of the health since 400 B.C. The Greek physician Hippocrates wrote
that “In whatever part of the body excess of heat or cold is felt, the disease is there
to be discovered” [19]. He smeared the body with wet mud and identified the region
that dried quickly as the existence of the diseased tissue. In [20], authors have investi-
gated the relation between the breast cancer and breast skin temperature. They found
and concluded that the difference between the rhythmic changes in breast surface
temperature of a pathology breast and a healthy breast were measurable and real.
Another study by Gautherie et al. [21] mentioned that the temperature information
of the breast is a potential indicator of breast cancer in its early phase. The presence
of a tumor, endocrine changes, and inflammation in the breast usually generates
more heat than the normal breast tissue that influences the changes in the breast skin
surface temperature which is recorded by the thermal camera [22]. There are vari-
ous explanations available for this temperature changes that includes angiogenesis,
presence of nitric oxide, inflammation, and estrogens [22]. To support the growth of
cancerous tumor, it creates new blood vessels, and also opens the dormant vessels for
the supply of necessary nutrients and oxygen. The process of creation of new blood
vessels and opening of dormant vessels is called pathologic angiogenesis. Typically,
cancerous cells used nitric oxide (NO) as a local vasodilator to increase the oxygen
and nutrients to the cancerous cells, which causes the localized increase of tempera-
ture. On the other hand, inflammation is another process by which localized increase
of temperature in the breast may be generated. Furthermore, imbalance of estrogens
may cause localized temperature changes, since it also increases the production of
nitric oxide.

3.1 Predictive Ability of Breast Thermography

Since late 1960s, several researches have been carried out to detect breast abnormal-
ity using thermal imaging. The Congressionally DirectedMedical Research Program
has defined some ideal features for the breast cancer screening method, such as iden-
tification of tumors in its early stage, high sensitivity and specificity, noninvasive,
cheap, and decrease mortality [23]. Breast cancer screening using thermal imaging
met all the mentioned requirements [24]. Studies have suggested that an abnormal
thermal image of the breast is probably the single most reliable indicator for the
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identifying of breast cancer in its very early phase [3]. In 1965, a researcher and
radiologist from the Albert Einstein Medical center, introduced the potential of ther-
mal infrared imaging in breast cancer detection in United States [25]. He reported
a total of 4000 cases by using a Barnes thermography with sensitivity of 94%. In
prospective studies, the thermography was first used in a gynaecologic practice by
Hoffman [26]. He identified 23 carcinomas in 1924 patients with a sensitivity of
91.6% and a specificity of 92.6%. In a study, Amalric et al. [27] used total 25000
subjects breast thermal images in which 1878 were confirmed breast cancers. They
found sensitivity and specificity of about 91%. In [28], authors diagnosed 37506
patients using thermal imaging. They reported 5.7 cancers per 1000 patients with
14% false positive and 12% false negative rate. Study by Spitalier et al. [29], inves-
tigated 61000 patients using thermal imaging for more than 10 years. They reported
sensitivity and specificity of 89% and concluded that the thermal image alone has an
ability to detect the first signs of tumor development about 60% cases. A detail com-
parison among thermography, mammography, and physical examination in search of
breast abnormality has been made by Nyirjesy et al. [30]. They used three different
groups of patients that include 4716 patients with proven cancer, 8,757 normal, and
3,305 patients with histologically confirmed benign breast disease. They reported
that physical examination had an average sensitivity of 75% for detecting all types
of tumors. The average sensitivity and specificity ofmammogramwas achieved 80%
and 73%, respectively, while thermography achieved 88% average sensitivity and
85% specificity. In [31], authors have used thermography to the mammographically
questionable cases for a period of 4 years. In the recent years, due to the enhance-
ment of infrared thermal technology, advancement in image processing technique,
and better understanding of the pathophysiology of heat generation researchers have
even achieved better sensitivity, specificity, and accuracy [32] in breast cancer detec-
tion. However, an examination over 15 large scale projects for a period of 1967–1998
indicated that the average sensitivity and specificity of abnormality detection from
breast thermal image has achieved 90%, which justify the use of thermal imaging in
search of breast abnormality detection.

3.2 Interpretation of Breast Thermography

The presence of infection, tissue inflammation, or hormone imbalances increase
the false positive findings of breast thermography, especially on initial studies of
breast cancer of an individual. Thus, proper interpretation of breast thermography
by experienced interpreters with standardized interpretation rules may diminish the
false positive rate of breast thermography during the diagnosis of breast cancer.
Early methods of breast thermal image interpretation was entirely based on subjec-
tive criteria and used to read only variation of vascular patterning of each breast
without considering temperature difference of two breasts [33]. As a result huge
variations in the outcomes are generated by the interpreters. In 1970, researchers
have tried proving that the use of subjective information along with quantitative
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data can ameliorate the accuracy, sensitivity, and specificity in the interpretation of
breast thermography. A standardized method for breast thermal image interpretation
was described in 1980s, which is based on large-scale studies and previous research
[28, 34]. Using this methodology, the internationally standardized breast thermal
image classification, known as Marseille System, describes five standard and recog-
nizable reporting classes, ranging from TH-1 (normal) to TH-5 (severely abnormal)
and two specialized classes: TH-0 (incomplete or technically imperfect) and TH-6
(evaluating thermography features for already proven cancer using biopsy) [34]. The
use of these standardized explanation methods notably increased the breast ther-
mograms positive and negative predictive value, sensitivity, specificity, and intra
or interexaminer interpretation reliability [35]. Figure3, shows the examples of six
classes. The classes of TH1 to TH6 are explained as follows:

• TH1: This category of breast thermal image defines a temperature profile of the
breasts that do not exhibit any of the thermology features linked with risk for the
breast cancer.

• TH2: Defines the thermal profiles of the breast, which are uniform, regularly pat-
terned, and comparatively large blood vessels. These types of thermal features are
usually associated with functional benign changes, such as hormone imbalances
or lactation, and pregnancy.

• TH3: Defines unusual thermal profile of breast tissue or blood vessels that indi-
cates a minor or equivocal risk for the diagnosis of breast cancer. Typically these
types of features indicate benign changes, such as acute cysts or fibro-adenoma
development, inflammation, infection, etc.

• TH4: Represent abnormal tissue function or blood vessels that are probable indi-
cation of risk for breast cancer.

(TH1) (TH2) (TH3)

(TH4) (TH5) (TH6)

Fig. 3 Example of classes TH1 to TH6 [36]
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• TH5: Defines severely abnormal tissue or blood vessels function that is linkedwith
a very high risk of breast cancer.

• TH6: This category is a specialized classification applied to breast thermography
when the presence of breast cancer has already been identified using tissue biopsy
and no traditional therapy has been applied.

4 Breast Thermal Image Acquisition

4.1 Laboratory and Patient Preparation

Acquisition of diagnostic quality breast-thermal-image entirely depends on the
proper laboratory setup andpreparationof patient. Thus, it is necessary to followsome
strict protocol for laboratory setup and patient preparation prior to image acquisition.
The skin in the human body typically helps tomaintain the body temperature in a very
small scale by altering heat transfer procedures from the body to the surroundings and
vice versa. However, the physiological activities and thermal properties of the skin
may get affected by the several factors such as pressure, temperature, damage, infec-
tion, inflammation, hormone imbalance, and age. Thus the thermal image acquired in
an uncontrolled environment and from an unprepared patient may increase the false
positive findings in the thermography. Different factors such as room size, environ-
mental control system, computer equipment, patient cubicle, andminimized external
infrared interferences are associated with the preparation of examination room [37].
Some studies suggested that the room size should be 2 × 3m to 3 × 4m and ambient
temperature must be maintained between 18–25 ◦C and changes of temperature must
be kept within 1 ◦C during examination [38]. Processing equipment like computer
must be kept sufficiently away from the patient. A patient cubical must be present in
the room, where patient will take rest and maintain privacy during acclimatization
period.Any external IR radiation coming into the roommust be prevented by shielded
all the windows in the room [39]. The patient must be instructed prior to examination
to avoid the sun bath five days prior to the image acquisition, avoid using of cosmet-
ics and deodorants on the day of the examination, no physical exercise four hours
before to the examination, avoid stimulation or treatment of the breast, avoid bathing
before examination and bathing should not be greater than one hour, avoid smoking,
alcohol, heavy meals, above average intake of coffee or tea before examination, and
also tight fitted clothing should be avoided [39].

Finally, patients upon arrival in the examination roommust be informed about the
examination process, instructed to remove clothing from the upper part of waist and
jewelry in the cubicle, and be informed to sit for about 15min in the cubicle. During
this period, patient body temperature is acclimated with the surrounding ambient
temperature. The last 5min of this period, the patient placed her hands over the head
to ameliorate anatomic presentation of the breasts for imaging. Furthermore, patients



Hybrid Intelligent Techniques for Segmentation of Breast Thermograms 269

are advised to not fold or cross their arms or legs and not to place their feet on a cold
surface [37].

4.2 Acquisition System

Accuracy of the breast thermal image is entirely dependant on the sensitivity and
resolution of the thermal camera [23]. Studies suggested that a thermal camera with
good sensitivity can identify a very slender temperature difference and can present
useful thermal details with a resolution as high as 640 × 480 pixels. Qi et al. [40]
acquired breast thermal images using Inframetrics 600M infrared camera,which have
sensitivity of 0.05 ◦K. All the patient’s images were captured at Elliott Mastology
Centre (EMC). Arena et al. [41] have captured breast thermal images of 517 women
ranging in age from 35 to 80. For their study, all the breast thermal images are divided
into three groups: 343womenwith no cancer, 110womenwith newly detected cancer,
and 63 women with malignancy detected 0 to 10 years previously. A state-of-the-
art thermal camera with a resolution 320 × 240 pixels and sensitivity of 0.05 ◦C had
been used to capture those breast thermal images. For the acquisition, they have awell
equipped suite with an ergonomically designed height adjustable chair along with
infrared reflecting side mirrors and ask the woman to site about 5 feet away from the
camera. Arora et al. [42] have used the Sentinel BreastScan thermal camera having
a resolution 320 × 240 and sensitivity of 0.08 ◦C to detect breast abnormality in a
group of 92 patients. Before examination, each patient was signed consent term and
they obtained approval for capturing breast thermal images from their Institutional
Review Board. Tang et al. [43] used TSI-21 thermal camera from BIOYEAR Inc.
to capture the breast thermal images of 117 female patients. The sensitivity of the
camera is 0.05 ◦C and captured image resolution is 256 × 256. All the images were
captured at People’s Liberation Army General Hospital, China. Among 117 patients,
47 patients were foundmalignant tumor cases and remainingwith benign cases. Avio
TVS-2000 MkII ST (Tokyo, Japan) thermal infrared camera of thermal sensitivity
0.1 ◦C had been used by Ng et al. [44] to capture breast thermal images of 90 patients
in Department of Diagnostic Radiology (DR), Singapore General Hospital (SGH).
They have instructed the patients to come for images acquisition within the period
of the 5th to 12th and 21st days after the onset of menstrual cycle. Agostini et al.
[45] used AIM256Q from AEG infrarot-Module GmbH thermal camera which has
a noise equivalent temperature difference (NETD) equal to 17.3mK at 300K, with
an integration time equal to 20 ms to acquire breast thermal images. They asked
the patient to recline on the examination table which is approximately 220 cm away
from the camera. The resolution of each breast thermal image is 256 × 256. Wishart
et al. [46] used Sentinel BreastScan to capture breast thermal image of 117 patients.
They instructed the patient to remove clothing from the upper part of waist and sit in
an ergonomic chair with arms supported at eye level. Then temperature controlled
air flow was directed at the breasts for about 5 min. After that the thermal camera is
used campture a series of thermal breast images. Acharya et al. [47] captured thermal
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breast images of 50patients ranging in age from43 to 59 and36 to 46 inDepartment of
DR, SGH using NEC-Avio Thermo TVS2000MkIIST. The sensitivity of the camera
is 0.1 ◦C and image resolution is 256 × 200 pixels. In [48], authors performed the
experiment at Dr. Sarjito Hospital Yogyakarta. Total 150 women were examined
and their breast thermal images were captured using Fluke digital thermal camera.
Kontos et al. [49] had used theMedithermmed2000 thermal camera for collecting the
breast thermal images of 63 patients, where 20 patients were diagnosed with breast
cancer. For the image acquisition, camera was positioned 1m away from the chair.
Zadeh et al. [50] collected the breast thermal images of 200 women ranging in age
from 18 to 35 using SDS Dseries camera at Hakim Sabzevari University in Sabzevar
with the cooperation of Sabzevar University of Medical Science. The sensitivity of
the camera is 0.1 ◦C and a resolution of 160 × 120 pixels. The researchers of the
PROENG project [51] used FLIR ThermaCAM S45 camera to capture the breast
thermal images of 220 patients at the University Hospital of the UFPE, Brazil. The
resolution of the camera is 320 × 240 pixels. L.F. Silva et al. [52] had used FLIR
SC-620 thermal camera with thermal sensitivity less than 0.04 ◦C and resolution
640 × 480 pixels to capture breast thermal images of 287 patients. The experiment
was carried out at Hospital Universitário Antônio Pedro (HUAP) of the Federal
University Fluminense. Table3 Summarizes the available acquisition system and
their sensitivity and resolution.

4.3 Capturing Views and Number of Captured Images

The actual procedure of breast thermal imaging is undertaken with the purpose to
adequately detect the infrared emissions from the relevant surface areas of the breasts
since the emissivity values changes with different angles of infrared measurements.
Till now there is no such universally accepted thermal image acquisition protocol
available. Hence, each hospital or clinic acquires arbitrary number of images by
assuming different angles of the patients with respect to the camera. However, the
accuracy of breast abnormality detection using breast thermal images is completely
rely on some factors associated with the breast thermogram such as thermal sensitiv-
ity, image resolution, and number of views of the breast. Ng et al. [44] captures three
thermograms of the breast, one frontal and two laterals. The patients of Agostini
et al. [45] are required to lie-down on an examination table with arm up and resting
the hands over the head and only frontal image is taken per patient. Tejerina [53]
have used total three positions of each patient to capture the breast thermal image:
including frontal view with hands resting over the head, internal lateral view of the
left and right breasts, and external lateral view of the left and right breasts. Delgado
et al. [54] and Kontos et al. [49] have used static protocol to capture three different
views breast thermograms: frontal view, left oblique view, and right oblique view.
Antonini et al. [55] and Kolaric et al. [56] have acquired total five views breast ther-
mograms of each patient: right semi oblique, left semi oblique, left oblique, right
oblique, and frontal. Motta et al. [57] have used total eight different views thermal
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Fig. 4 a Frontal view breast thermal image, b 90◦ right lateral view, c 90◦ left lateral view, d right
oblique view, e left oblique view, f abnormal supine view of the breast where arrow point out the
abnormal sign in the underside of the right breast [52]

breast images of each patient: only left breast, only right breast, external lateral view
of the left and right breasts, internal lateral view of the left and right breasts, frontal
with hands over the head, and frontal view with hands on the hips. Figure4, shows
the example of frontal view, 90◦ right lateral view, 90◦ left lateral view, right oblique,
and left oblique view breast thermograms [52]. Bharathi et al. [58] used twelve views
of breast thermal images of each patient which was captured at an angular interval
of 30. Importance of capturing the underside view of the breast has been proved by
Campbell [59]. Figure4f, shows the example of underside view of the breast [59].
However, among the different views, frontal view breast thermogram is considered
as the most informative image by the medical specialists for the early breast cancer
detection.

4.4 Available Databases for Research

Some studies have reported that the breast cancer is a highly treatable disease with
95% possibility of survival if it is detected early [37]. Over the last few decades,
breast thermography has been considered by the medical practitioners as the most
promising and suitable alternatives for early detection and preliminary screening of
the breast cancer [5]. Due to the limitation of human perceptibility, computer-aided
analysis of breast thermal images has been playing a significant role from the past
few years [60]. For accurate analysis and diagnosis of breast cancer using computer-
aided analysis tool, it is necessary to improve the performance of different stages of
computer-aided analysis tool like segmentation algorithm, feature extraction method
and classification accuracy. But for the extensive research on it, it is equally important
to get adequate number of breast thermal images. Although to stimulate the prospect
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Fig. 5 a Normal breast thermogram, b benign breast thermogram, c malignant breast thermogram
[52]

of research in this area, conservation of a publicly available database is of great impor-
tance to the researchers. But unfortunately compared to other modality images like
mammography, MRI, and ultrasound, there is no such demonstrative publicly avail-
able databases in breast thermal images are available. However, in most of the cases
breast thermal images are stored in private image database for internal diagnosis pur-
pose only and the physician and the patient can access them [53, 61]. Till now there
are only few publicly available databases available for this purpose [62, 63]. In [62],
authors have used 19 breast thermal images from a set of 86 images collected from
the Moncton Hospital to validate their proposed method. The images were captured
in 1984 by the team of Moncton Hospital. A publicly available database [63] was
first described by Araujo et al. [64] in their works that was later used by a number of
researchers in their works [32, 57, 65–67]. The images of this database are collected
from the University Hospital of UFPE, Brazil. L.F. Silva et al. [52] developed a data-
base entitled “Database for Mastology Research with Infrared Images (DMR-IR),”
which is the most expressive publicly available database for breast cancer research.
The images can be accessed through a user friendly online interface (http://visual.
ic.uff.br/dmi). Database contains breast thermal images of total 287 patients with
three different conditions such as normal, benign, and cancerous for early detection
of breast cancer, as shown in Fig. 5. Each image was captured using the FLIR SC-
620 thermal infrared camera and digitized into 640 × 480 pixels with a resolution of
24-bit per pixel. In [68], authors have collected breast thermal images from the Perm
Regional Oncological Dispensary [69] by going through the procedures approved by
the Local Ethics Committee. Their database consist of total 47 women breast thermal
images in which 33 women (between age 37–83) have confirmed malignant tumor
and 14 women (between age 23–79) with intact mammary glands.

5 Region of Interest Segmentation from the Thermal
Breast Image

In the analysis of thermal breast images in search of breast abnormality detection,
segmentation of the required region plays a vital role prior to the feature extraction
and classification phase and considered as one of the kernel phase. However, the
accurate segmentation of the required region from the thermal breast images is a

http://visual.ic.uff.br/dmi
http://visual.ic.uff.br/dmi
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very difficult task due to the large variation in shape, size, and lack of clear edge
definitions in the breast thermogram. Although, the region of interest segmentation
can be categorized mainly in two types such as breast region segmentation and
hottest region segmentation. Usually the breast thermal images are captured in a
large area that includes upper body area, breast region, and lower body area. Thus, it
is necessary to remove the unnecessary body parts in order to obtain the breast region
only, since hottest region segmentation strongly depends on the precise segmentation
of the breast region. After segmentation of the breast region from the acquired breast
thermal image, hottest region segmentation from the segmented breast region is
another significant step toward the analysis of breast thermogram. There are several
benefits of hottest region segmentation from the segmented thermal breast image for
identification of abnormal cases, and then computation of the degree of malignancy
[7]. Typically, the temperature profile in the normal breast thermograms of the two
breasts is almost symmetrical [70]. A small asymmetry signifies the abnormal cases.
This asymmetry can be identified by comparing the segmented hottest regions of
the left and right breast. After segmentation of the hottest regions, different features
such as size, ratio of the area of the hottest region to the whole breast, and location
could be extracted from those regions to determine the level of malignancy and the
level of expansion of the tumor [7]. Thus, the segmentation of the hottest region
is a very significant phase in the analysis of thermal breast images. This section
is further subdivided into two subsections: breast region segmentation, and hottest
region segmentation. A detailed review on the breast region segmentation is included
in the breast region segmentation section. In the hottest region segmentation section,
a detailed review on the hottest region segmentation is included and also shows
the reliability of the hybrid intelligent techniques in the segmentation of the hottest
region.

5.1 Breast Region Segmentation

Original acquired breast thermal image includes the breast region along with some
unnecessary body regions such as upper body part, and lower body part, as shown
in Fig. 5a. Hence, it is very important to segment the breast region only from the
rest of the image for further processing. Accurate segmentation of the breast region
can improves the performance of the hottest region segmentation algorithm, hence
improves the overall accuracy of the breast cancer detection system. However, over
the last one decade, some significant amounts of works on breast region segmenta-
tion have been reported in the literature by various researchers. In the breast thermal
images, the boundaries of the breasts are not clearly visible and also the size and
shape of the breasts vary in these images. Thus, due to the above-mentioned prob-
lems,most researchers prefer themanual segmentation to avoid erroneous analysis of
the thermal breast image. But the automatic segmentation of the breast region is very
much important for the computer-aided diagnosis of breast thermal images. In this
section, we have thus highlighted only automatic systems related to the breast region
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segmentation. Qi et al. [70] had segmented the breast region based on edge detection
followed by Hough transformation. In their algorithm, breast region is segmented
based on four key points: two armpit points that are identified by computing the
maximum curvature point in the left and right body boundary, lower boundary of the
breast, and the point where parabolic curves of two breasts are intersected. Chaotic
two-dimensional Otsu method-based genetic algorithm was used by Jin-Yu et al. for
the segmentation of breast region from the breast thermal image [71]. The specialty
of their algorithm is that it can be applied in generic thermal images. However, their
method includes mainly four steps: the population of the genetic algorithm is initial-
ized by using logistic mapping equations, the chaotic 2D Otsu method is applied to
compute the fitness of the current population, the beast individual is returned when it
reachs the end condition that leads to end of the algorithm, otherwise the process con-
tinues, and finally, new population is generated by selection, crossover, and mutation
operations and then return to the previous step. Kapoor and Prasad used Canny edge
detector and Hough transform to segment the breast region. Canny edge detector was
used to identify the outward boundary of the breast and in the next step lower breast
boundary was identified using the Hough transform [72]. Zadeh et al. [73] segmented
the breast region by applying logarithmic edge detection method followed by par-
abolic Hough transform. To decrease the computational cost, a 6 × 6 Gaussian filter
was first applied to remove the noise. Thereafter, Hough transform was applied for
the segmentation breast region. Motta et al. [57] proposed a segmentation technique
that is based on the selection of automatic threshold and border, and identification of
inframammary folds by applying mathematical morphology and cubic-spline inter-
polation method. Pramanik et al. [9] proposed an automatic segmentation method
consisting of four main steps: (i) removal of background by applying Otsu’s thresh-
olding followed by gray level reconstruction technique, (ii) horizontally partitioning
of the image into halves, (iii) finding the breast lower limit by identifying infra-
mammary fold region followed by the detection of maximum x-coordinate value,
(iv) detection of the body boundary of the top half image and computation of the
maximum curvature point as it is considered as the upper limit of the breast. Table4
summarizes the different methods used for breast region segmentation.

Table 4 Summary of different method used for breast region segmentation

Authors No. of breast thermograms
used

Method of validation

Qi et al. [70] · · · Not to mention

Jin-Yu et al. [71] 10 Not to mention

Kapoor et al. [72] · · · Not to mention

Zadeh et al. [73] · · · Not to mention

Motta et al. [57] 150 Compared with manually
segmented image

Pramanik et al. [9] 306 Not to mention
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5.2 Hottest Region Segmentation

This section described the proposed hybrid intelligent technique for the segmentation
of the hottest region. As discussed earlier, presence of tumor in the breast increased
the local temperature that leads to the changes in the skin temperature of the breast.
This temperature changes canbe recordedwith a fair degree of accuracyusing thermal
infrared camera. In the captured breast thermal image, different false colors are used
to represent the different rates of temperature based on the camera and software used.
In most of the captured thermal image, color scale usually emerged alongside the
image, where temperature for each specific color is noted. In the images those are
used in this study, lighter shades of red color demonstrating the first hotter color and
red color representing the second hotter color designating it to be the top of the scale,
while dark blue color signifying the cooler color and are at the bottom of the scale.
The segmentation of hottest color region is one of the kernel phase in the analysis
of thermal breast image. But unfortunately the contributions of researchers are very
less in this domain [7, 8, 74]. Milosevic et al. [8] have segmented the hottest region
using minimum variance quantization method followed by morphological erosion
and dilation operations. They applied iteratively minimum variance quantization
method on the breast thermal image to segment the hottest region. If the output
contains hottest region along with the normal region, morphological erosion and
dilation operations have been applied to eliminate the normal region. But they did
not mention quantization level, number of iteration, and radius of the structuring
element. K-means and fuzzy c-means (FCM) clustering methods have been used by
EtehadTavakol et al. for the segmentation of different color regions [7]. The major
problem of their work is that they did not provide any information regarding the
number of clusters. For different images they used different number of clusters. In
addition, they have not used any intelligent technique to identify the desired cluster. In
[74], authors have used level set method (LSM) for the segmentation of hottest region
and comparedwith themethod proposed in [7]. They showed that the level setmethod
provides better result over the k-means and FCMmethods. But the problem with this
technique is the initialization of the initial contour points. Table5 Summarizes the
different methods used for the segmentation of the color regions.

Segmentation of the hottest region from a color thermal breast image is a very
significant step toward the analysis of the thermal breast image and relatively a
new field of research in this arena. The earlier works presented in [7, 8, 74] are
mainly focused on the segmentation of the color regions from the color thermal
breast image. But up till there is no such method that exists in this respect, which
can identify the desired region/regions from a set of segmented regions. However, it
is very much important to identify the desired hottest regions during the analysis of
the thermal breast image. From the above literature it can also be noted that only one
soft computingmethod, fuzzy c-means (FCM), is used for color region segmentation.
But in the segmentation of the medical images like digital mammography, X-rays,
MRI, ultrasound, CT scan, etc., soft computing techniques, such as fuzzy c-means,
neural network, particle swarm optimization (PSO), self-organizing map (SOM),
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Table 5 Summary of different method used for color regions segmentation

Paper Method used Image type
(gray/color)

Validation Number of
patients/Breast
thermal images
used

Milosevic et al.
[8]

Minimum
variance
quantization

Color Compared with
original image

4

EtehadTavakol
et al. [7]

K-means and
FCM

Color Compared with
original image

6

Golestani et al.
[74]

k-means, FCM,
and LSM

Color Compared with
original image

30

genetic algorithm (GA), etc., are the most popular methods used in this respect
[75, 76]. Although, our problem of hottest region segmentation involves mainly two
steps: color regions segmentation, and identification of the desired region. Thus, in
this study, we presented a sequential hybrid intelligent technique to segment the
hottest region. The proposed method is based on hybridization of two computational
intelligence techniques: fuzzy c-means (FCM) for the segmentation of different color
components, and neural network to identify the desired hottest region clusters. A
hybrid intelligent technique is a combination of different soft computing techniques
that utilize the advantages of various soft computing techniques and overcomes their
individual’s limitations. Over the last one decade, hybrid intelligent techniques have
been successfully applied by the various researchers in the classification of thermal
breast images into normal and benign breast [77]. They have shown that the hybrid
intelligent technique is a very efficient method to differentiate normal and abnormal
breast thermogram. But there is no such hybrid intelligent technique that has been
reported in the literature to segment the hottest region. Thus, in this study, we have
tried to employ the hybrid system for the segmentation of the hottest region from
the color thermal breast image. Our proposed method is inspired from the method
presented by EtehadTavakol et al. [7]. Our method not only segments the different
color regions, it also identifies the desired region/regions. The block diagram of the
hottest region segmentation using the proposed hybrid intelligent technique is shown
in Fig. 6. The method is described in detail in the following subsections.

5.2.1 Color Segmentation

At the first step of the color segmentation, we have transformed all the breast thermal
images into uniform color space. In 1976, the International Commission on Illumi-
nation (CIE) suggested two uniform color spaces: CIELUV and CIELAB [78]. In
this work, CIELUV is used to transform the breast thermal images into uniform color
space. The LUV space was designed particularly for emissive colors that correspond
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Fig. 6 Block diagram of the proposed hybrid technique for the segmentation of the hottest region

to images captured by a camera. In CIE (L∗u∗v∗) color space, L∗ is a luminosity
layer, u∗ and v∗ are the chromaticity elements. The CIELUV color space for breast
thermal image is computed as follows:

L∗ =
{

903.3( Y
Yp

), Y
Yp

≤ 0.008856

116( Y
Yp

)
1
3 − 16, Y

Yp
> 0.008856

(1)

u∗ = 13L∗(u′ − u′
p) (2)

v∗ = 13L∗(v′ − v′
p), (3)

where, X p,Yp, and Z p are the nominally white objects color stimulus and the typical
values for X p, Yp and Z p are 95.047, 100, and 108.883, respectively.

The quantities u′, v′, u′
p, and v′

p are computed as follows:

u′ = 4X
X+15Y+3Z , u

′
p = 4X p

X p+15Yp+3Z p
, v′ = 9Y

X+15Y+3Z , v
′
p = 4Yp

X p+15Yp+3Z p
,

where, the tristimulas X , Y , and Z are calculated as:
X = 0.4303R + 0.3416G + 0.1784B
Y = 0.2219R + 0.7068G + 0.0713B
Z = 0.0202R + 0.1296G + 0.9393B

After conversion into CIELUV space, FCM clustering technique is used for the
segmentation of color in thermal breast images.The basic idea behind the FCM
algorithm is that it allocates data points to each class based on the fuzzy membership
values. In our case, data points are the image pixels, which need to be grouped into
different classes. Let I = {a1, a2, . . . , ap} be an image having p pixels that to be
classified into n clusters. During the process of allocation, it iteratively minimizes
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an objective function J along with updating the membership value mi j of j th pixel
in i th cluster and cluster center ci . The objective function J is defined as

J =
n

∑

i=1

p
∑

j=1

mr
i j ‖ a j − ci ‖2, (4)

where, K = {c1, c2, . . . , cn} be a vector of cluster center,mi j is themembership value
of j th pixel a j in i th cluster, ‖ . ‖ is a L2 norm that measures the distance between
j th pixel and its corresponding i th cluster center, r ∈ [1,∝] is a control parameter
which controls the performance of the FCM. Up till there is no such well accepted
method is available to optimally choose r . Thus, in this study, we have heuristically
chosen the r value, i.e., 2.

The cluster center ci and membership value mi j are updated as follows:

ci =
∑p

j=1 m
r
i ja j

∑p
j=1 m

r
i j

(5)

mi j = 1
∑n

k=1{ ‖a j−ci‖
‖a j−ck‖ }

2
r−1

(6)

The FCM algorithm returns a matrix M = [mi j ]n×p,∀i, j,mi j ∈ [0, 1], called par-
tition matrix that contains the membership value between each pixel and clusters
centers. The detailed algorithm for FCM clustering could be found in [79].

In [7], EtehadTavako et al. also used FCM clustering technique for the segmen-
tation of color in breast thermal image. The major drawback of this algorithm is
prior specification of the number of cluster. If the number of specified cluster is less
than the number of colors present in the given image, then it can generate under
segmentation results. Similarly, if the number of specified cluster is greater than the
number of colors, then it can generate empty cluster or over segmentation results.
Thus, to overcome this problem, we have first used The Davies–Bouldin Index [80]
to compute the optimal number of clusters present in the given breast thermal image
and then fuzzy c-means clustering algorithm is used to segment the different color
regions. The Davies–Bouldin index is a metric that was introduced by D.L. Davies
and D. W. Bouldin in 1979 for the evaluation of clustering algorithm. The algorithm
is based on the similarity measure of the clusters. According to this method, the
images used in this study consist of approximately five optimal clusters. Figure8b–f
shows the five clusters of the corresponding Fig. 7a.

5.2.2 Identification of the Hottest Regions

After segmentation of different color regions from the breast thermal image, it is
necessary to identify the desired region or regions for further processing. In [7],
authors have used FCM algorithm to segment the different color regions, which are
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Fig. 7 a Manually segmented right view breast thermal image, b–i are the colors segmented by
the method of EtehadTavakol et al. [7]

Algorithm:1
Input: RGB left or right view thermal breast image I Lor R

Output: Segmented different color regions
Step 1: Transform the original RGB left or right view thermal breast image into

L ∗ u ∗ v∗ color space.
Step 2: Apply Davies–Bouldin index to compute the optimal number of clusters

present in the given image, say n.
Step 3: Select the weighting exponent r .
Step 4: Randomly initialize the membership matrix M = [mi j ].
Step 5: Compute the centroids ci for each cluster using equation-6.
Step 6: Compute new membership values mi j using equation-7, for i = 1, 2, . . . , n

and j = 1, 2, . . . , p.
Step 7: Update the membership matrix Mk+1 ← Mk .
Step 8: Repeat Step 5 to 7 until the difference of membership values is very less,

Mk+1 − Mk < ε, where value of ε is very small, typically 0.01.
Step 9: Based on the final obtained membership matrix M (also called partition

matrix), segment the different color regions.

then manually compared with color palette spectrum to identify the first and second
hottest regions. In this study, we have used a feedforward Neural Network classifier
to identify the first and second hottest regions from a set of five clusters obtained
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by applying FCM algorithm. Once the regions are segmented, a set of features are
derived from each cluster to identify the desired cluster or clusters. At the first
step of feature extraction, three color components such as red, green, and blue are
extracted from each segmented cluster. Thereafter, three statistical features: standard
deviation, skewness, and kurtosis are calculated for each color component. Then,
features are normalized using the equation-7. In addition, ratio of the cluster center
is also considered as the dominant information of the corresponding cluster. Thus,
we have computed total 10 features for each cluster to identify the hottest region
cluster. These features are then used in desired cluster identification stage for which
we employ a three layer feed forward neural network. The gradient decent training
rule is used to train the classifiers. The network consists of 10 input neurons, 20
hidden neurons, and one output neurons as it is a two class problem. Linear transfer
function is used in the input layer, while sigmoid transfer function is used in both
the hidden layer and output layer, respectively.

f (i)
N = f (i)

C

S
, i = 1, 2, 3 and C = R,G, B (7)

S = f (1)
C + f (2)

C + f (3)
C (8)

f (1)
C =

√
√
√
√

1

K

∑
MN
∑

i, j∈R

(μ − fC(i, j))2 (9)

f (p)
C = 1

K

∑
MN
∑

i, j∈R

(μ − fC(i, j))q , p = 2, 3 and q = 3, 4 (10)

where f (1)
C , f (2)

C , and f (3)
C are the standard deviation, skewness, and kurtosis of each

color component C , K is the number of pixels having the color component value
greater than zero, M × N is the size of the image, R is the region within the image
having color component value greater than zero, and μ = 1

K

∑ ∑MN
i, j∈R fC(i, j).

5.2.3 Experimental Results and Discussion

The experiment has been carried out on 40 anterior view breast thermal images of
DMR database [52]. Out of which 20 images are of malignant cases and remaining
are of benign cases. However, it is very difficult to give the experimental results for
all the images from the visual perception. Thus, we provide the experimental results
for two cases, such as malignant and benign from the visual perception. Figure7a
shows the anterior view thermal breast image of a malignant right breast. Figure9a
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Fig. 8 a–e Shows the segmented clusters obtained using our proposed hybrid intelligence method
of the Fig. 7a

shows the anterior view thermal breast image of a benign right breast. Figures
7b–i and 9b–i shows the color segmentation results using fuzzy c-means cluster-
ing technique proposed by EtehadTavakol et al. [7] as they have used eight clusters
for cancerous breast. Figures8a–e and 10a–e shows the color segmentation result
using the combination of the Davies–Bouldin Index and Fuzzy c-means clustering
methods for the Figs. 7a and 9a, respectively. By carefully observing these results
for two cases, it can be concluded that the method of EtehadTavakol et al. provides
over segmentation results.

During the identification of the desired region, 24 individuals images are cho-
sen arbitrarily from a set of 40 individuals images to train the feedforward neural
network and remaining samples are used to test and validate the network. Based on
the outcomes of the network, we have computed the classification accuracy (using
equation-11) for the identification of the desired clusters. The obtained accuracy is
99%, which signify the efficacy of the proposed system.

Accuracy = Total correctly identi f ied clusters

T otal no. of thermal breast images × Total no. of cluster present per image
× 100

(11)
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Fig. 9 Shows a manually segmented right view benign thermal breast image, b–i are the colors
segmented by the method of EtehadTavakol et al. [7]

Fig. 10 a–e Shows the segmented clusters obtained using our proposed hybrid intelligence method
of the Fig. 9a
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6 Conclusion

Early breast cancer detection using breast thermal image have already got lots of
attention by various researchers, since it has sensitivity of 90%. Computer-aided
analysis of breast thermal image involves multiple steps. Segmentation of the hottest
region from the breast thermal image is a most significant step during analysis of
the breast thermal image as it provides some useful information regarding the good-
ness of the breast. From the segmented hottest region, it is possible to identify the
abnormal cases by comparing the hottest regions of the corresponding left and right
breasts. In addition, it is also possible to determine the level of malignancy and the
level of expansion of the tumor by extracting some characteristics from them. How-
ever, unfortunately very few amounts of research works have been delineated in the
literature on the segmentation of this region. In this chapter, we try to highlight the
effectiveness of hybrid intelligence system over the conventional methods for the
segmentation of the hottest region. A hybrid computational intelligence technique is
proposed to segment the different regions present in the breast thermal image and then
identify the desired hottest region from them. The proposed method achieved 99%
accuracy for the identification of hottest region from a set of regions. Our method
also provides better segmentation results compared to other methods. Although, we
believe that the accurate segmentation of the hottest region may improve the accu-
racy and sensitivity of the breast thermal image in search of early breast abnormality
detection.
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Modeling of High-Dimensional Data
for Applications of Image Segmentation
in Image Retrieval and Recognition Tasks

Dariusz Jakóbczak

Abstract Probabilistic Features Combination method (PFC), is the approach of
multidimensional data modeling, extrapolation and interpolation using the set of
high-dimensional feature vectors. This method is a hybridization of numerical meth-
ods and probabilistic methods with N-dimensional data interpolation for feature
vectors. Each feature is treated as a random variable.

Keywords Probabilistic Features Combination method · Multidimensional data
modeling · Image Segmentation · Image Retrieval

1 Introduction

Multidimensional data modeling appears in science and industry, for example in
image retrieval and data reconstruction. The chapter is dealing with these questions
via modeling of high-dimensional data for applications of image segmentation. This
chapter is concerned with two parts. Image retrieval is based on probabilistic model-
ing of unknown features via combination of N-dimensional probability distribution
function for each feature treated as random variable. The sketch of proposed Proba-
bilistic Features Combination (PFC) is built from some points, which are described
in this chapter using feature vectors and modeling functions. So high-dimensional
data interpolation in handwriting identification [1] consists for example of person-
alized handwriting [2–4] and many others approaches [5–17], also based on Hidden
MarkovModel [18, 19]. So hybrid soft computing is essential in N-dimensional data
interpolation and multidimensional reconstruction [20].

Current approaches are dealing with polynomials, which is not always appropri-
ate road to high-dimensional modeling and data reconstruction [21–25]. The chapter
consists of proposed method—Probabilistic Features Combination (PFC) in high-
dimensional reconstruction and multidimensional data retrieval. PFC requires infor-
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mation about data (image, object, curve) as the set of N-dimensional feature vectors.
Proposed PFCmethod is applied in image retrieval and recognition tasks via different
coefficients for each feature as random variable. So the author tries to retrieve the
image using N-dimensional feature vectors and high-dimensional nodes via hybrid
soft computing.

2 Hybrid Multidimensional Modeling of Feature Vectors

The method of PFC is computing (interpolating) unknown (unclear, noised, or
destroyed) values of features between two successive nodes (N-dimensional vectors
of features) usinghybridization of probabilisticmethods andnumericalmethods.Cal-
culated values (unknown or noised features such as coordinates, colors, textures, or
any coefficients of pixels, voxels, and doxels or image parameters) are calculated for
real number αi ∈ [0; 1] (i = 1, 2, . . .N − 1) between two successive values of fea-
ture. PFC is dealing with N-dimensional feature vectors p1 = (x1, y1, . . . , z1), p2 =
(x2, y2, . . . , z2), . . . , pn = (xn, yn, . . . zn) as h(p1, p2, . . . , pm) andm = 1, 2, . . . n to
interpolate unknown value of feature (for example y) for the rest of coordinates

c1 = α1 · xk + (1 − α1) · xk+1, . . . . . . , cN−1 = αN−1 · zk + (1 − αN−1) · zk+1,

k = 1, 2, . . . , n − 1
c = (c1, . . . , cN−1), α = (α1, . . . , αN−1), γi = Fi (αi ) ∈ [0; 1], i = 1, 2, . . . , N − 1

y(c) = γ · yk + (1 − γ )yk+1 + γ (1 − γ ) · h(p1, p2, . . . , pm), (1)

αi ∈ [0; 1], γ = F(α) = F(α1, . . . , αN−1) ∈ [0; 1].
The basic structure of Eq. (1) is built on modeling function γ = F(α) which is

used for points’ interpolation between the nodes. ThenN-1 features c1, . . . , cN−1 are
parameterized by α1, . . . , αN−1 between two nodes and the last feature (for example
y) is interpolated via formula (1). Of course there can be calculated x(c) or z(c) using
(1). Additionally for better reconstruction and modeling there is a factor with nodes
combination h and function γ , for example [26] that origins from some calculations
with orthogonal matrices

h(p1, p2) = y1
x1

x2 + y2
x2

x1 (2)

or

h(p1, p2, p3, p4) = 1

x21 + x23
(x1x2y1 + x2x3y3 + x3x4y1 − x1x4y3) +

1

x22 + x24
(x1x2y2 + x1x4y4 + x3x4y2 − x2x3y4).
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The simplest nodes combination is

h(p1, p2, . . . , pm) = 0 (3)

and then there is a formula of interpolation:

y(c) = γ · yi + (1 − γ )yi+1.

Formula (1) gives the infinite number of calculations for unknown feature and
PFC data-object modeling.

2.1 N-Dimensional Probability Distribution Functions
in PFC Modeling

Unknown values of features are calculated via PFC approach (1). Figure1 is a linear
interpolation (γ = α, h = 0) of function y = 2x .

MHRmethod [26] is the example of PFCmodeling for feature vector of dimension
N = 2. Distributions of random variables αi and γ in (1)

γ = F(α),F : [0; 1]N−1[0; 1],F(0, . . . , 0) = 0,F(1, . . . , 1) = 1
γi = αs

i , γi = sin(αs
i π/2), γi = sins(αiπ/2), γi = 1 − cos(αs

i π/2),
γi = 1 − coss(αiπ/2), γi = tan(αs

i π/4),
γi = tans(αiπ/4), γi = log2(α

s
i + 1), γi = logs2(αi + 1), γi = (2α − 1)s ,

Fig. 1 Example of PFC modeling for function y = 2x with linear version and seven nodes
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Fig. 2 PFC
two-dimensional modeling
of function y = 2x with
seven nodes as Fig. 1 and
h = 0, γ = α0.8

Fig. 3 PFC
two-dimensional
reconstruction of function
y = 2x with seven nodes as
Fig. 1 and
h = 0, γ = log2(α + 1)

γi = 2/πarcsin(αs
i ), γi = (2/πarcsinαi )

s, γi = 1 − 2/πarccos(αs
i ),

γi = 1 − (2/πarccosαi )
s,

γi = 4/πarctan(αs
i ), γi = (4/πarctanαi )

s,

γi = ctg(π/2 − αs
i π/4), γi = ctgs(π/2 − αiπ/4),

γi = 2 − 4/πarcctg(αs
i ), γi = (2 − 4/πarcctgαi )

s

or any monotonic combinations of these functions.
Interpolations of function y = 2x for N = 2, h = 0 and γ = α0.8 (Fig. 2) or γ =

log2(α + 1) (Fig. 3) are quite better then linear interpolation (Fig. 1).
Main advantage and superiority ofPFCmethodcomparingwith knownapproaches

are that there is nomethod connecting all these ten points below together (see Sect. 3)
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1. Interpolation of some complicated functions using combinations of a simple
function;

2. Only local changes of the curve if one node is exchanged;
3. No matter if the curve is opened or closed;
4. Data extrapolation is computed via the same formulas as interpolation;
5. Object modeling in any dimension N ;
6. Curve parameterization;
7. Modeling of specific and nontypical curves: signatures, fonts, symbols, charac-

ters or handwriting (for example Figs. 4, 5, 6, 12, 13, 14, 15, 16, 17 and 18 or
22, 23 and 24);

8. Reconstruction of irregular shapes (Figs. 25, 26, 27, 28, 29 and 30);
9. Applications in numerical analysis because of very precise interpolation of

unknown values;
10. Even for only two nodes a curve can be modeled.

N-dimensional probability distribution is for example:

γ = 1

N − 1

N−1
∑

i−1

γi , γ =
N−1
∏

i=1

γi

and every monotonic combination of γ i such as
γ = F(α),F : [0; 1]N−1[0; 1],F(0, . . . , 0) = 0,F(1, . . . , 1) = 1.

For example when N = 3 there is a bilinear interpolation:

γ 1 = α1, γ 2 = α2, γ = (α1 + α2) (4)

or a bi-quadratic interpolation

γ 1 = α1
2, γ 2 = α2

2, γ = (α1
2 + α2

2) (5)

or a bi-cubic interpolation

γ 1 = α1
3, γ 2 = α2

3, γ = (α1
3 + α2

3) (6)

or others modeling functions γ .
Three examples of PFC reconstruction (Figs. 4, 5 and 6) forN = 2 and four nodes:

(−1.5;−1), (1.25; 3.15), (4.4; 6.8) and (8; 7). Formula of the curve is not given.
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Fig. 4 A curve in PFC modeling for γ = α2 and h = 0

Fig. 5 The example of PFC reconstruction for γ = sin(α2π/2) and h in (2)
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Fig. 6 Data PFC interpolation for γ = tan(α2π/4) and h = (x2/x1) + (y2/y1)

3 Discussion in Details Over PFC Approach

What are the unique features of PFC method comparing with other methods of
function interpolation, curve modeling and data extrapolation? This paragraph is
answer this question.

3.1 Interpolation of Some Complicated Functions Using
Combinations of a Simple Function

Some mathematical formulas of functions are very complicated and have very high
complexity of calculations. Then there is necessity of modeling via any simple func-
tion. Of course one can take a linear function between two nodes but this is nonef-
fective approach. The idea of PFC formula:

y(c) = γ · yk + (1 − γ )yk+1 + γ (1 − γ ) · h(p1, p2, . . . , pm)

is to calculate unknown value or coordinate as follows—take another modeling func-
tion (not linear) between two nodes

c = α · xk + (1 − α) · xk+1.
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Additionally there is nodes combination h for better modeling. The simplest nodes
combination is h = 0 and then PFC formula is

y(c) = γ · yi + (1 − γ )yi+1.

3.2 Only Local Changes of the Curve if One Node
Is Exchanged

Nodes combination h is responsible for the range of changes if one node is exchanged.
For example h = 0 means changes between two nodes whereas

h(p1, p2, p3, p4) = 1

x21 + x23
(x1x2y1 + x2x3y3 + x3x4y1 − x1x4y3) +

1

x22 + x24
(x1x2y2 + x1x4y4 + x3x4y2 − x2x3y4).

means changes between four nodes.

3.3 No Matter if the Curve Is Opened or Closed

PFC formulas require the order and numbering of nodes exactly like on the curve,
for example a graph of function. The only assumption for closed curve is that first
node and last node are the same.

3.4 Data Extrapolation Is Computed via the Same Formulas
As Interpolation

Extrapolation is computed for α /∈ [0; 1]. Then modeling function γ = F(α) has to
be chosen for the situation when α < 0 or α > 1. Sometimes one can take a parallel
version of PFC formulas

y(c) = γ · yk+1 + (1 − γ )yk + γ (1 − γ ) · h(p1, p2, . . . , pm),

c = α · xk+1 + (1 − α) · xk .
when for example calculations for α < 0 are impossible.
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3.5 Object Modeling in any Dimension N

Modeling functions γi = Fi (αi ) are valid for any feature i = 1, 2, . . . ,N − 1.

3.6 Curve Parameterization

Parameterization of the curve between each pair of nodes is connected with random
variable α.

3.7 Modeling of Specific and Nontypical Curves: Signatures,
Fonts, Symbols, Characters, or Handwriting

Figures4, 5, 6, 12, 13, 14, 15, 16, 17, 18, 22, 23 and 24 show the examples of PFC
modeling. In the individual cases one can take for each pair of nodes different γ =
F(α) and h.

3.8 Reconstruction of Irregular Shapes

Nontypical and irregular shapes are modeled via the choice of modeling functions
γi = Fi (αi ).

3.9 Applications in Numerical Analysis Because of Very
Precise Interpolation of Unknown Values

All numerical methods for numerical analysis (quadratures, derivatives, nonlinear
equations, etc.) are based on the values of function given in the table. PFC method
enables precise interpolation of the function (for example Fig. 2).

3.10 Even for only Two Nodes a Curve Can Be Modeled

Thankfully that PFC is modeling the curve between each pair of nodes, even two
nodes are enough in some cases for interpolation and reconstruction.

This chapter was concerned on some aspects and features of PFC approach from
mathematical and computational points of view.
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4 Image Retrieval via PFC High-Dimensional Feature
Reconstruction

After the process of image segmentation and during the next steps of retrieval, recog-
nition or identification, there is a huge number of features included in N-dimensional
feature vector. These vectors can be treated as “points” in N-dimensional feature
space. The paper is dealing with multidimensional feature spaces that are used in
computer vision, image processing and machine learning.

Having monochromatic (binary) image which consists of some objects, there is
only two-dimensional feature space (xi , yi )—coordinates of black pixels or coor-
dinates of white pixels. No other parameters are needed. Thus any object can be
described by a contour (closed binary curve). Binary images are attractive in process-
ing (fast and easy) but don’t include important information. If the image has grey
shades, there is 3-dimensional feature space (xi , yi , zi )with grey shade zi . For exam-
plemost of medical images are written in grey shades to get quite fast processing. But
when there are color images (three parameters for RGB or other color systems) with
textures or medical data or some parameters, then it is N-dimensional feature space.
Dealing with the problem of classification learning for high-dimensional feature
spaces in artificial intelligence and machine learning (for example text classifica-
tion and recognition), there are some methods: decision trees, k-nearest neighbors,
perceptrons, nave Bayes, or neural networksmethods. All of thesemethods are strug-
gling with the curse of dimensionality: the problem of having toomany features. And
there are many approaches to get less number of features and to reduce the dimension
of feature space for faster and less expensive calculations.

This paper aims at inverse problem to the curse of dimensionality: dimensionN of
feature space (i.e., number of features) is unchanged, but number of feature vectors
(i.e., “points” in N-dimensional feature space) is reduced into the set of nodes. So
the main problem is as follows: how to fix the set of feature vectors for the image
and how to retrieve the features between the “nodes”? This paper aims in giving
the answer of this question.

4.1 Grey Scale Image Retrieval Using PFC 3D Method

Binary images are just the case of 2D points (x,y): 0 or 1, black orwhite, so retrieval of
monochromatic images is done for the closed curves (first and last node are the same)
as the contours of the objects forN = 2 and examples as Figs. 1, 2, 3, 4, 5 and 6. Grey
scale images are the case of 3D points (x, y, s) with s as the shade of grey. So the
grey scale between the nodes p1 = (x1, y1, s1) and p2 = (x2, y2, s2) is computed with
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γ = F(α) = F(α1, α2) as (1) and for example (4)–(6)) or others modeling functions
γi . As the simple example two successive nodes of the image are: left upper corner
with coordinates p1 = (x1, y1, 2) and right down corner p2 = (x2, y2, 10). The image
retrieval with the grey scale 2–10 between p1 and p2 looks as follows for a bilinear
interpolation (4) (Fig. 7); or for other modeling functions γ i (Fig. 8).

The feature vector of dimension N = 3 is called a voxel.

4.2 Color Image Retrieval via PFC Method

Color images in for example RGB color system (r, g, b) are the set of points
(x, y, r, g, b) in a feature space of dimension N = 5. There can be more features,
for example texture t, and then one pixel (x, y, r, g, b, t) exists in a feature space
of dimension N = 6. But there are the subspaces of a feature space of dimension
N1 < N, for example, (x, y, r), (x, y, g), (x, y, b) or (x, y, t) are points in a feature
subspace of dimension N1 = 3. Reconstruction and interpolation of color coordi-
nates or texture parameters is done like in Sect. 3.1 for dimension N = 3. Appro-
priate combination of α1 and α2 leads to modeling of color r, g, b or texture t or
another feature between the nodes. For example, (x, y, r, t), (x, y, g, t), (x, y, b, t)
are points in a feature subspace of dimensionN1 = 4 called doxels. Appropriate com-
bination of α1, α2 and α3 leads tomodeling of texture t or another feature between the
nodes. For example, color image, given as the set of doxels (x, y, r, t), is described
for coordinates (x, y) via pairs (r, t) interpolated between nodes (x1, y1, 2, 1), and
(x2, y2, 10, 9) as follows (Fig. 9).

So dealing with feature space of dimension N and using PFC method there is no
problem called “the curse of dimensionality” and no problem called “feature selec-
tion” because each feature is important. There is no need to reduce the dimension
N and no need to establish which feature is “more important” or “less important”.
Every feature that depends from N1 − 1 other features can be interpolated (recon-
structed) in the feature subspace of dimension N1 < N via PFC method. But having
a feature space of dimensionN and using PFCmethod there is another problem: how
to reduce the number of feature vectors and how to interpolate (retrieve) the features
between the known vectors (called nodes).

Difference between two given approaches (the curse of dimensionality with fea-
ture selection and PFC interpolation) can be illustrated as follows. There is a feature
matrix of dimension N × M : Nmeans the number of features (dimension of feature
space) and M is the number of feature vectors (interpolation nodes)—columns are
feature vectors of dimension N. One approach (Fig. 10): the curse of dimensionality

http://dx.doi.org/10.1007/978-3-319-47223-2_3
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with feature selection wants to eliminate some rows from the feature matrix and to
reduce dimension N to N1 < N. Second approach (Fig. 11) for PFC method wants
to eliminate some columns from the feature matrix and to reduce dimension M to
M1 < M.

So after feature selection (Fig. 10) there are nine feature vectors (columns):M = 9
in a feature subspace of dimension N1 = 6 < N (three features are fixed as less
important and reduced). But feature elimination is a very unclear matter. And what
to do if every feature is denoted as meaningful and then no feature is to be reduced?
For PFC method (Fig. 11) there are seven feature vectors (columns): M1 = 7 < M
in a feature space of dimension N = 9. Then no feature is eliminated and the main
problem is dealing with interpolation or extrapolation of feature values, like for
example image retrieval (Figs. 7, 8 and 9).

Fig. 7 Reconstructed grey
scale numbered at each pixel

Fig. 8 Grey scale image
with shades of grey retrieved
at each pixel
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Fig. 9 Color image with color and texture parameters (r, t) interpolated at each pixel

Fig. 10 The curse of dimensionality with feature selection wants to eliminate some rows from the
feature matrix and to reduce dimension N

Fig. 11 PFC method wants to eliminate some columns from the feature matrix and to reduce
dimension M
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5 Recognition Tasks via High-Dimensional Feature
Vectors’ Interpolation

Human signature or handwriting consists of nontypical curves and irregular shapes
(for example Figs. 4, 5 and 6). Therefore it is very important to calculate values of
features (pen pressure, speed, pen angle, etc.) appearing in high-dimensional feature
vectors fixing the values in feature vectors for unknown signature or handwritten
words: N-dimensional feature vectors (x, y, p, s, a, t)with x, y-points’ coordinates,
p-pen pressure, s-speed of writing, a-pen angle, or any other features t.

5.1 Signature Modeling and Multidimensional Recognition

Many features in multidimensional feature space are not visible but used in recogni-
tion process (for example p-pen pressure, s-speed of writing, a-pen angle). Here are
some examples of nontypical curves and irregular shapes as the whole signature or
a part of signature, reconstructed via PFC method for seven nodes (x, y) see Figs. 1,
2 and 3.

Figures12, 13, 14, 15, 16, 17 and 18 are two-dimensional subspace of N-
dimensional feature space, for example (x, y, p, s, a, t) when N = 6. If the recog-
nition process is working “offline” and features p-pen pressure, s-speed of writing,
a-pen angle, or another feature t are not given, the only information before recogni-
tion is situated in x, y-points’ coordinates.

If the recognition process is “online” and features p-pen pressure, s-speed of
writing, a- pen angle, or some feature t are given, then there is more information
in the process of author recognition, identification or verification in a feature space
(x, y, p, s, a, t) of dimension N = 6 or others. Some person may know how the
signature of another man looks like (for example Figs. 4, 5 and 6 or Figs. 12, 13, 14,
15, 16, 17 and 18), but other extremely important features p, s, a, t are not visible.
Dimension N of a feature space may be very high, but this is no problem. As it is
illustrated (Figs. 10 and 11) the problem connected with the curse of dimensionality
with feature selection does not matter. There is no need to fix which feature is less
important and can be eliminated. Every feature is very important and each of them
can be interpolated between the nodes using PFChigh-dimensional interpolation. For
example pressure of the pen p differs during the signature writing and p is changing
for particular letters or fragments of the signature. Then feature vector (x, y, p) of
dimension N1 = 3 is dealing with p interpolation at the point (x, y) via modeling
functions (4)–(6) or others. If angle of the pen a differs during the signature writing
and a is changing for particular letters or fragments of the signature, then feature
vector (x, y, a) of dimension N1 = 3 is dealingwith a interpolation at the point (x, y)
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Fig. 12 PFC 2D
interpolation for
γ = αs , s = 1,
h = y1

x1
x2 + y2

x2
x1

Fig. 13 PFC 2D
interpolation for γ = αs , s =
0.8, h = y1

x1
x2 + y2

x2
x1

via modeling functions (4)–(6) or others. If speed of the writing s differs during the
signature writing and s is changing for particular letters or fragments of the signature,
then feature vector (x, y, s) of dimensionN1 = 3 is dealingwith s interpolation at the
point (x, y) viamodeling functions (4)–(6) or others. This PFC 3D interpolation is the
same like in Sect. 3.1 grey scale image retrieval but for selected pairs (α1, α2)—only
for the points of signature between (x1, y1, 2) and (x2, y2, 10).

If a feature subspace is dimension N1 = 4 and feature vector is for example
(x, y, p, s), then PFC 4D interpolation is the same like in Sect. 3.2 color image
retrieval but for selected pairs (α1, α2)—only for the points of signature between

http://dx.doi.org/10.1007/978-3-319-47223-2_3
http://dx.doi.org/10.1007/978-3-319-47223-2_3
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Fig. 14 PFC 2D
interpolation for
γ = (2α − 1)s , s = 1, h =
y1
x1
x2 + y2

x2
x1

Fig. 15 PFC 2D
interpolation for
γ = log2(α

s + 1),
s = 0.8, h = y1

x1
x2 + y2

x2
x1

(x1, y1, 2, 1) and (x2, y2, 10, 9)—Fig.20. If a feature subspace is dimension N1 = 5
and feature vector is for example (x, y, p, s, a), then PFC 5D interpolation is the
same like in Sect. 3.2 color image retrieval but for selected pairs (α1, α2)—only for
the points of signature between (x1, y1, 2, 1, 30) and (x2, y2, 10, 9, 60)—Fig.21.

Figures19, 20 and 21 are the examples of denotation for the features that are
not visible during the signing or handwriting but very important in the process of
“online” recognition, identification or verification.

http://dx.doi.org/10.1007/978-3-319-47223-2_3
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Fig. 16 PFC 2D
interpolation for
γ = sins(α · π

2 ), s = 1,
h = y1

x1
x2 + y2

x2
x1

Fig. 17 PFC 2D
interpolation for γ =
sins(α · π

2 ), s = 0.8, h = 0

Even if from technical reason or other reasons only some points of signature
or handwriting (feature nodes) are given in the process of “online” recognition,
identification, or verification, the values of features between nodes are computed
via multidimensional PFC interpolation like for example between (x1, y1, 2) and
(x2, y2, 10) on Fig. 19, between (x1, y1, 2, 1) and (x2, y2, 10, 9) on Fig. 20 or between
(x1, y1, 2, 1, 30) and (x2, y2, 10, 9, 60) on Fig. 21. Reconstructed features are com-
pared with the features in the basis of patterns and appropriate criterion gives the
result.
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Fig. 18 PFC 2D
interpolation for
γ = 1 − 2

π
arccos(αs),

s = 0.5, h = 0

Fig. 19 Reconstructed speed of the writing s at the pixels of signature

Fig. 20 Reconstructed pen pressure p and speed of the writing s as (p, s) at the pixels of signature
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Fig. 21 Reconstructed pen pressure p, speed of the writing s and angle a as (p, s, a) at the pixels
of signature

5.2 Modeling and Interpolation of Nontypical Curves
and Irregular Shapes

PFC two dimensional interpolation and modeling enables to solve classic problem
in numerical methods (for example Fig. 2): how to parameterize and to model known
function. But having the set of nodes there is another problem connected with hand-
writing and human signing: how tomodel or to reconstruct the curve which is the part

Fig. 22 PFC 2D interpolation for γ = log2
s (α + 1) , s = 0.8, h = 0
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Fig. 23 PFC 2D interpolation for γ = sin
(

αs ∗ π
2

)

, s = 1.8, h = 0

of signature or handwriting but which is nontypical or irregular. Human signature
and handwriting consists of nontypical curves and irregular shapes. PFC method
(1) is the way of modeling and interpolation for nontypical curves and irregular
shapes—contours as closed curves (if first node and last node is the same). Here are
some examples of modeled nontypical or irregular curves as a part of signature or
handwriting for five nodes

(−0.9; ; 4.736) , (−0.5; ; 0.666) , (0; ; 0) , (0.5; ;−0.666) , (0.9; ;−4.736)
Figures22, 23 and 24 are the examples of very specific modeling for nontypical

and irregular curves as a signature or a part of handwriting. PFC interpolation is
used for parameterization and reconstruction of curves in the plane. What about
contours—closed curves? The only assumption is that first node and last node are the
same. Here are examples of shape modeling for five (or rather six) nodes—Figs. 25,
26, 27, 28, 29 and 30.

Lp. x y
1 1 2.5
2 1.7 4
3 2.6 3
4 2.3 0.5
5 1.5 1
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Fig. 24 PFC 2D interpolation for γ = (2α − 1)s , s = 1.2, h = 0

Fig. 25 PFC 2D modeling for s = 1, h = 0, γ = αs (linear modeling)

For the same set of nodes contour is reconstructed via modeling function γ and
parameters s and h.
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Fig. 26 PFC 2D modeling for s = 1, h = x1x2 + y1y2, γ = αs

Fig. 27 PFC 2D modeling for s = 0.7, h = 0, γ = αs
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Fig. 28 PFC 2D modeling for s = 1, h = 0, γ = sin(αs · π
2 )

Fig. 29 PFC 2D modeling for s = 1, h = x1x2 + y1y2, γ = 1 − cos(αs · π
2 )
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Fig. 30 PFC 2D modeling for s = 0.6, h = 0, γ = 2
π

· arcsin (αs)

6 Result Analysis

PFC method is interpolating a curve between each pair of nodes using modeling
function γ = F(α) and nodes combination h. The simplest way of comparing PFC
with another method is to see the example. This is the example of PFC approach
for function f (x) = 1/x and nine nodes: y = 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8.
PFC represents (Fig. 31) much more precise interpolation than Lagrange or Newton
polynomial interpolation (Fig. 32).

Also Figs. 2 and 3 are the examples of PFC interpolation muchmore accurate than
polynomial interpolation by Newton or Lagrange. Very important matter is dealing
with closed curves. PFC reconstruction of the contour or shape (Figs. 25, 26, 27, 28,
29 and 30) is done with the same formulas. Another important problem is connected

Fig. 31 Points of function
f (x) = 1/x using PFC
method with nine
nodes—better than
polynomial interpolation
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Fig. 32 Interpolation
polynomial of function
f (x) = 1/x is completely
wrong

Fig. 33 Extrapolation of data right of the last node

with extrapolation. PFCmethod gives the tool of data anticipation or prediction. PFC
is new proposition in data interpolation, reconstruction, and extrapolation (Figs. 33
and 34).
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Fig. 34 Prediction of values left of first node

7 Conclusions

Probabilistic Features Combination (PFC) is a novel proposition in reconstruction
and modeling of high-dimensional data via features coefficients h and γ as modeling
function. PFC leads to image retrieval via feature vectors in N-dimensional feature
space. Next scientific papers are connected with applications of PFC in biometrics,
computer vision and artificial intelligence.
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