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Abstract The quality of rules generated by ontology-driven association rule mining
algorithms is constrained by the algorithm’s effectiveness in exploiting the usually
large ontology in the mining process. We present a framework built around superim-
posing a hierarchical graph structure on a given ontology to divide the rule mining
problem into disjoint subproblems whose solutions can be iteratively joined to find
global associations. We present a new metric for evaluating the interestingness of
generated rules based on where their constructs fall within the ontology. Our metric
is anti-monotonic on subsets, making it usable in an Apriori-like algorithmwhich we
present here. The algorithm categorises the ontology into disjoint subsets utilising
the hierarchical graph structure and uses the metric to find associations in each, join-
ing the results using the guidance of anti-monotonicity. The algorithm optionally
embeds built-in definitions of user-specified filters to reflect user preferences. We
evaluate the resulting model using a large collection of patient health records.

Keywords Association rule mining · Ontologies · Big data

1 Introduction

Ontology-driven association rule mining seeks to enhance the process of searching
for association rules with the aid of domain knowledge represented by an ontology.
The body of work in this area falls within two themes: (1) using ontologies as models
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for evaluating the usefulness of generated rules [3, 8, 9] and (2) using ontologies in a
post-mining step to prune the set of generated rules to those that are interesting [10,
12, 13]. In addition to the above, the users in most application domains are usually
interested in associations between specific subsets of items in the data. For example, a
clinical researcher is almost never interested in associations involving all the articles
that appear in her dataset but instead may ask specific queries, such as whether
interesting relations exist between medication usage and adverse drug reactions, or
the degree of patient conformity to testing procedures and the likelihood of relapse.
As a result,many efforts have been directed towards accommodating user preferences
given a domain ontology [14–16].

Regardless of the method adopted, the quality of the model is constrained by
how well it utilises the (usually) large ontology in the mining process. For exam-
ple, the Systematized Nomenclature of Medicine Clinical Term Top-level Ontology
(SCTTO)1 has over 100,000 entries. Exploring SCTTO to discover interesting rules
from large medical records will yield many possible associations, including irrel-
evant ones. If SCTTO is used in an association rule mining task, complex queries
will be needed to extract the relevant subsets of the ontology. Even then, it is almost
inevitable that extensive manual examination is required to maximise relevance.

The above challenges give rise to the need to (1) organise ontology collections
to facilitate subsetting and retrieval, (2) build association rule mining algorithms to
utilise the organised ontologies to improve themining process. Ourwork ismotivated
by these two needs and revolves around enforcing a meta-structure over an ontology
graph. This meta-structure associates a category with a collection of ontology terms
and/or relations, creating ontological subcommunities corresponding to categories of
interest from a user’s perspective. For example, categoriesmay be defined for specific
class of diseases or laboratory findings in SCTTO to investigate novel screening of
patients for some disease based on laboratory test results.

This work builds an association rule mining framework which enables the for-
mation of ontology sub-communities defined by categories. The building block of
our work is the meta-ontological construct category, which we superimpose over
domain knowledge and build a representation around. The resulting framework pro-
vides (1) translation of user preferences into constraints to be used by the algorithm,
to prune domain knowledge and produce more interesting rules, (2) a new scoring
metric for rule evaluation given an ontology, and (3) an algorithm that divides rule
mining given an ontology into disjoint subproblems whose joint solutions provide
the global output, reducing the computational burden and enhancing rule quality. We
present a case study of finding associations between the occurrence of drug-related
adversities and different patient attributes using hospital records. To our knowledge,
meta-ontologies have not been used in conjunction with association rules mining.

1https://bioportal.bioontology.org/ontologies/SCTTO

https://bioportal.bioontology.org/ontologies/SCTTO
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2 Mining Association Rules Revisited

Given a dataset D = {d1, . . . , dN } of N rows with every row containing a subset
of items chosen from a set of items I = {i1, . . . , in}, association rule mining finds
subsets of I containing items which show frequent co-occurrence in D.

An association rule is taken to be the following implication: r : A ⇒ S. Where
A,S ⊆ I and A ∩ S = ∅. A = {i1, . . . , ix } is the set of items of the antecedent of
an association rule and S = {ix+1, . . . , iy} is the set of items of the consequent of r .
The implication reads that all the rows in D which contain the set of items making
up A will contain the items in S with some probability Pr .

Twomeasures establish the strengthof an association rule: support and confidence.
Support Determines how often a rule is applicable to a given data set and is measured
as the probability of finding rows containing all the items in the antecedent and

consequent, Pr(A ∪ S), or
|A ∪ S|

N
,where N is the total number of rows.Confidence

determines how frequently items in S appear in rows containingA and is interpreted
as the conditional probability Pr(S|A). Therefore, support is a measure of statistical
significance while confidence is a measure of the strength of the rule. The goal of
association rule mining is to find all the rules whose support and confidence exceed
predetermined thresholds [17].

Support retains a useful property which states that the support of a set of items
never exceeds the support of its subsets. In other words, support is anti-monotonic
on rule subsets. More specifically, let r1 and r2 be two association rules where r1 :
A1 ⇒ S1 and r2 : A2 ⇒ S2, then the following holds [1]:

A1 ∪ S1 ⊆ A2 ∪ S2 → support (A1 ∪ S1) ≥ support (A2 ∪ S2)

Althrough confidencedoes not adhere to general anti-monotonicity, the confidence
of rules generated using the same itemset is anti-monotonic with respect to the size
of the consequent, e.g. if Is ⊂ I is an itemset such that Is = {A, B,C, D}, all rules
generated using all elements of Is will be anti-monotonic with respect to the conse-
quents of the possible rules. e.g. con f idence(ABC → D) ≥ con f idence(AB →
CD) ≥ con f idence(A → BCD).

Unlike in confidence, the anti-monotonicity of support is agnostic to the position
of the items in the rule (i.e. whether they fall within the antecedent or the consequent).
Therefore, when evaluating support, a rule is collapsed to the unordered set of items
A ∪ S. This difference has been exploited by the Apriori algorithm [1] to divide the
association mining process into two stages: (1) a candidate itemset generation stage
aiming to reduce the search space by using support to extract unordered candidate
itemsets that pass a predetermined frequency threshold in the dataset, and (2) a
rule-generation stage which discovers rules from the frequent itemsets and uses
confidence to return rules which pass a predetermined threshold. In both stages,
anti-monotonicity prevents generating redundant itemsets and rules by iteratively
generating constructs of increasing lengths and avoiding the generation of supersets
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that do not pass the support and confidence thresholds [1]. Our work uses these
principles to build a category-aware ontology-based Apriori-like framework.

3 Category-Augmented Knowledge

The building block of this work is the meta-ontological construct category we use to
augment an ontology. LetK = (O,R) be our knowledge about some domain defined
by a set of terms (classes and instances) O = {o1, . . . , on}, also called the universe,
and a set of relations R = {r1, . . . , rk} connecting the elements of O. Moreover,
let C = c1, . . . , cm be a non-empty set of categories describing different groups to
which the elements ofO belong, such thatm << n. The basic idea is to superimpose
C over O, creating subcommunities in the ontology graph which can be processed
individually. To achieve this, we first define a mapping fromO to C which organises
the elements of O into subcommunities. The intuition is that every category in C
represents a group of interest which can be mined for associations individually or in
conjunction with other groups.

We can therefore define a mapping F : O × C → {0, 1} to yield a value of 1
whenever a concept o ∈ O is associated with the category c ∈ C, and 0 otherwise.
F is exhaustive overO, i.e. every element in the universe must belong to a category.
Formally: ∀o ∈ O, ∃c ∈ C such that F(o, c) = 1.

A function σ : C → O can then be defined to extract the set of elements in the
universe associated with a category c ∈ C:

σ(c) = Oc ⊂ O : ∀oc ∈ Oc,F(oc, c) = 1 (1)

Because F is exhaustive, the inverse of σ is also a function. σ−1 : O → C yields
the set of categories to which an element o belongs (an element may belong to
multiple categories):

σ−1(o) = Co ⊂ C ⇐⇒ ∀co ∈ Co : σ(co) = o (2)

3.1 Graphical Representation

To represent category-augmented background knowledge (ontology) graphically,
we borrow the concept of a hierarchical graph [5], which is one whose nodes may
contain other graphs and arcs can contain other arcs. The graph contained in a node is
called a subgraph of that parent node. The arcs that connect two nodes belonging to
the same subgraph are called internal arcs, while arcs connecting nodes in different
subgraphs of the same hierarchical level are called external arcs, and the nodes that
are connected in that way are called border nodes of their respective subgraphs. No
arc is allowed to connect two nodes of different hierarchical levels.
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Fig. 1 A two-tier hierarchical graph

To capture the properties of a category-augmented ontology as described earlier,
we define a two-tier hierarchical graph structure such as the one shown in Fig. 1. In
the figure, the three subgraphs correspond to three categories c1, c2 and c3. The solid
arcs are internal to each subgraph while the dotted arcs are the external arcs of the
graph. A formal definition of a two-tier hierarchical graph follows.

Definition 1 LetK = (O,R) be some domain knowledge, and let C = {c1, . . . , cn}
be a set of categories such thatF : O × C → {0, 1} is defined.A two-tier hierarchical
graph G = (V(G), E(G)) represents K with C superimposed such that:

1. Nodes in V(G) are subgraphs connecting subsets of the universe belonging to
a single category c ∈ C. We denote the elements of V(G) by tier-one nodes
characterise them as follows:

a. The number of tier-one nodes corresponds to the number of categories in C,
i.e. V(G)| = |C|

b. The subgraphs corresponding to the nodes in V(G) comprise internal nodes
which are a subset of the universe associated with the category, and arcs that
are a subset of E(G) connecting the internal nodes, i.e. ∀c ∈ C, ∃Gc ∈ V(G)

such thatGc = (V(Gc), E(Gc)) corresponds to a subgraphofG given category
c with V(Gc) as nodes and E(Gc) as its set of arcs further defined as follows:
• The nodes in each subgraph V(Gc) is the subset of O associated with c:

V(Gc) = σ(c)

These nodes are termed the tier-two nodes of the graph.
• The set of arcs E(Gc) is mapped from a subset of the set of relations R
which only contains the relations connecting universe elements exclu-
sively associated with c. For any two nodes o1, o2 ∈ O:

∀ec = (o1, o2) ∈ E(Gc), c ∈ σ−1(o1) ∧ c ∈ σ−1(o2)
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2. E(G) is the set of external arcs and connects the different subgraphs by connecting
their corresponding border nodes as dictated by K and C:
• ∀e ∈ E(G), e connects two subgraphs associated with categories c1 and c2
if ∃r ∈ R such that r connects two nodes o1 and o2 ∈ O which exclusively
belong to the respective categories. In other words o1 and o2 satisfy:

c1 ∈ σ−1(o1) ∧ c1 /∈ σ−1(o2) ∧ c2 ∈ σ−1(o2) ∧ c2 /∈ σ−1(o1)

In Fig. 1, G is defined by the tier-one nodes V(G) = {c1, c2, c3} and external arcs
E(G) shown as dotted lines. Each element of V(G) is in turn a subgraph Gc contain-
ing the nodes within the subgraph (tier-two nodes) and the solid arcs in each sub-
graph, i.e. V(G) = {Gc1 ,Gc2 ,Gc3}. Moreover, V(G)c1 = {a1, a2, a3, ab1},V(G)c2 =
{b1, b2, b3, b4, ab1, bd1} and V(G)c3 = {d1, d2, d3, d4, d5, d6, d7, d8, bd1}. Note that
ab1 is shared between subgraphs c1 and c2 and bd1 is shared between subgraphs
c2 and c3, reflecting that an element in the universe may belong to more than one
category. A similar observation can be made for the other two subgraphs.

4 Category-Augmented Rule-Association Mining Using
Background Knowledge

LetK = (O,R) be our ontology with C categories as before. Let G = (V(G), E(G))

be a two-tier hierarchical graph representation of C superimposed on O. Let D =
{d1, . . . , dN } be a data set of N records, where each row di ∈ D contains a subset
of items chosen from a predefined set of items I = {i1, . . . , in}. Every element of
I corresponds to a node in O. To represent this, we define a one-to-one and onto
mapping M : → O which maps each item in I to a node in O.

4.1 Category-Derived Constraints

The category-augmented knowledge framework introduced so far can be used to
define constraints on the association rules to be discovered. We can use the con-
straints to determine user preferences to guide the algorithm to avoid performing an
unnecessary search. Given a dataset D, we define four types of rule constraints:

Definition 2 Let K = (O,R) our domain knowledge with C = {c1, . . . , cm} being
the set of categories superimposed overO as before (m << n). Let r : A ⇒ S be an
association rule with antecedent A and consequent S where A = {i1, . . . , ix } ⊆ I
and S = {ix+1, . . . , iy} ⊆ I. Moreover, let the mapping M : I → O hold and let
Cp ⊆ C be a subset of the categories imposed on O.
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1. r is said to adhere to a head-inclusion constraint on Cp if all the items in its
antecedent map to concepts in O which are associated with a category which
falls within Cp.

∀i ∈ A(r) : M(i) = o ∧ σ−1(o) ⊂ Cp

2. r is said to adhere to a head-exclusion constraint on Cp if none of the items in
its antecedent map to concepts in O which are associated with a category which
falls within Cp.

¬∃i ∈ A(r) : M(i) = o ∧ σ−1(o) ⊂ Cp

Tail-inclusion and tail-exclusion constraints are similarly defined by replacing A
with S in points 1 and 2 respectively.

4.2 Score Evaluation

We would like to use a scoring function that can (1) accommodate both D and the
ontology represented by G, and (2) retain monotonicity on the model so that the
Apriori principle [1] can be used. Therefore, we formulate interest, a scoring metric
that measures how interesting a rule is given an ontology by quantifying the goodness
of the fit between the two. interest is based on the following two components:

1. The lengths of the paths connecting two-tier nodes that correspond to items in
A ∪ S. Shorter paths reflect more direct relationships and are more likely to
form interesting associations. We define the distance between two tier-two nodes
d(oi , o j ) as the length of the shortest undirected path connecting them. To express
our preference to shorter paths, we use the ratio of between the minimum distance
connecting any two tier-two nodes in the graph to d(oi , o j ). The resultingmeasure
ζ quantifies the interestingness of the relations among A ∪ S items by the sum
of their pairwise distance ratios. ζ : O → [0 − 1] is defined below.

ζ(Ok |G) = min
oi ,o j∈Ok

d(oi , o j ) ×
∑

oi ,o j∈Ok

1

d(oi , o j )
,Ok ⊆ O

2. The degrees of the nodes reflect their centrality within the graph, which we use as
a reciprocal of interestingness. The hypothesis is that more significant relations
exist among nodes which connect to fewer other nodes. For instance, in the worst
case scenario where a tier-two node o connects to every other node in the graph,
no information is gained from finding an association translating to (o, oi ) in the
data (with oi being any other tier-two node).

We define the degree as the number of undirected relations the node forms within
the graph in question. The definition of the degree is context-specific, i.e. the
degree of a node can be different depending on whether it is computed relative to
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the entire graph or the one induced by a given category:

deg(o|G) = |Eo|, Eo ⊂ E(G),∀e ∈ Eo : e = (oi , o) ∨ e = (o, oi )

where oi is any other tier-two node in the graph. The reader should note that when
G is taken as the subgraph induced by a category, then E(G) will correspond to
the arcs internal to the graph, according to the definition of tier-one nodes being
subgraphs of specific categories (Definition 1). Therefore the external arcs will
not count towards the degree. This results in a value corresponding to the degree
of the node relative to the internal structure of the graph induced by the category.
Having defined the degree, we can now determine degree-based interestingness
of a set of tier-two nodes given a graph as the sum of the reciprocals of their
respective degrees within the graph. ψ : O → R+ is defined as:

ψ(Ok |G) =
∑

oi∈Ok

1

deg(oi |G)
,Ok ⊆ O

We can now define the interest of a set of items given an ontology graph G as:

Definition 3 Let G = (V(G), E(G)) be a two-tier hierarchical graph representation
of domain knowledge K = (O,R). Let r : A ⇒ S be a rule with A ∪ S map to a
collection of items from the universe and are represented by tier-two nodes in V(G).
The interest of r given G is:

interest (r |G) = √
ζ(A ∪ S) × ψ(A ∪ S)

Proposition 1 interest(r |G) is anti-monotonic with respect to subsets. Formally,
let r1 : A1 ⇒ S1 and r2 : A2 ⇒ S2 be two rules, then: A1 ∪ S1 ⊆ A2 ∪ S2 →
interest (A1 ∪ S1) ≥ interest (A2 ∪ S2)

Justification 1 Given thatA1 ∪ S1 ⊆ A2 ∪ S2 and ζ : V(G) → [0 − 1], this implies
that ζ(A1 ∪ S1) ≥ ζ(A2 ∪ S2) because |A1 ∪ S1| ≤ |A2 ∪ S2|.

Similarly, because |A1 ∪ S1| ≤ |A2 ∪ S2|, then ψ(A1 ∪ S1) ≥ ψ(A2 ∪ S2). It
follows that: interest (A1 ∪ S1) ≥ interest (A2 ∪ S2).

4.3 The Algorithm

The algorithm presented here relies on a two-tier hierarchical graph and the interest
scoring metric to mine rules from a given dataset. Category-miner is a modified
Apriori algorithm and consists of the two Apriori stages: (1) a candidate itemsets
generation stage, which uses our interest metric in addition to support to generate
itemsets that pass the frequency test and reflect a good fit with the ontology, (2) a rule
generation step, using the candidate itemsets (stage 1) to generate rules that pass the
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confidence threshold. The algorithm also considers user preferences by incorporating
the category-derived constraints we defined in Sect. 4.1.

Algorithm 1 is a wrapper algorithm. It receives as input a two-tier hierarchical
graphG representing an ontology augmentedwith categoriesC and a datasetD, where
Dmaps to nodes in the ontology and will be used to generate candidate itemsets. The
four optional parameters hi , he, ti and te correspond to the four category-derived
constraints (Sect. 4.1) and are used to specify user preferences.

Algorithm 1 Association Rule Mining Wrapper Algorithm

Input: G,D, hi, he, ti, te
Output: Set of association rules R
Procedure:

1: S ← ∅ // set of candidate itemsets, initially empty
2: HS ← (C \ he); T S ← (C \ te)
3: HS ← HS ∩ hi if hi �= ∅
4: T S ← T S ∩ ti if ti �= ∅
5: for ci ∈ HS ∪ T S do
6: S ← S∪ category-miner(G,D,ci )
7: S ← expand(S,G)

8: R ←generate-rules(S,HS, T S)

9: Return: R

The wrapper algorithm constrains the antecedent and consequent by user pref-
erences (lines 2–4). The variables head set (HS) and tail set (T S) contain all the
categories permissible in the antecedent and consequent of any generated rule respec-
tively.HS and T S are generated by excluding the categories specified in the exclu-
sion constraints (he and te respectively) from C and if inclusion sets are provided (hi
or t i), they will be the only sets used in the. Providing empty hi , he, t i and te sets
makes our procedure equivalent to the general (non-constrained) algorithm.

The algorithm iteratively calls category-miner (lines 5–6), which generates can-
didate itemsets whose constructs fall strictly within the same category, for every
category ci in HS and T S. This stage is agnostic to the position of the items in the
rule. Hence category-miner is called for all categories in HS ∪ T S (line 6).

In category-miner (Algorithm 2), the initial 1-item itemsets are only pruned using
support (line 2) because interest evaluates relationships rather than objects (requiring
at least two-item itemsets). candidate-gen (line 4) generates all k-itemset supersets
of a k -1-itemsets. The results are pruned at every iteration on the data using support
and on the ontology using interest. Anti-monotonicity of the two metrics guarantees
correctness, ensuring that any interesting and supported k-itemsets are composed
using interesting and supported k − 1-itemsets.

Once candidate itemsets associated with all categories are generated, an informed
search is performed for supersets which transcend the category boundaries using
the expand procedure (Algorithm 3). The algorithm uses anti-monotonicity once
again to formulate the hypothesis: since all within-category associations have been
found, the rules spanning the categories can be identified by evaluating the scores of
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their supersets. These supersets are found by examining the external arcs E(G) and
adding their connecting nodes to the existing sets if they result in associations which
pass our support and interest tests. For each external arc (oi , o j ) used for expansion
search, we obtain the set of associations previously foundwhich strictly contain node
oi (line 2) and the set of associations which were previously found to strictly contain
node o j (line 3). Supersets are found by examining pair-wise unions of the generated
sets which pass the goodness test (lines 5–6).

Algorithm 2 Category-specific Mining (category-miner)

Input: G, D, S
Output: Subset of associations for the category S
Procedure:

1: //S1 contains interesting 1-itemset from the category subgraph
2: S1 ← o ∈ S, support (o|D) ≥ t1
3: for (k = 2;Sk−1 �= ∅; k + +) do
4: λk = candidate − gen(Sk−1,D) // New Candidate set
5: Sk = {s ∈ λk |support (s|D) > t1; interest (s|G) > t2}
6: remove-proper-subsets(Sk )
7: Return:

⋃

k

Sk

Algorithm 3 Itemset Expansion Algorithm (expand)

Input: S, G
Output: Inter-category rule set
Procedure:

1: for e = (oi , o j ) ∈ EG do
2: Soi ⊂ S : ∀soi ∈ Soi , oi ∈ soi ∧ o j /∈ soi
3: So j ⊂ S : ∀so j ∈ So j , o j ∈ so j ∧ oi /∈ so j

4: Si j = {soi ∪ so j |soi ∈ Soi , so j ∈ So j }
5: S ← {S ∪ Si j |support (Si j |D) > t1; interest (Si j |G) > t2)}
6: Return: S

The expand procedure also uses the anti-monotonicity to guarantee correctness.
The unions are performed pairwise for every pair of itemsets connected with an
external arc in the ontology, which (1) makes the procedure complete by not losing
interesting associations as all pairs are considered, and (2) reduces the computational
burden by only considering itemset pairs with nodes sharing an external arc (lines
2–3). The resulting itemset S is returned to the wrapper algorithm (line 10), which
marks the end of the itemset generation step. The rule generation step (line 11 of
wrapper) is not shown as it is similar to Apriori’s rule generation, with additional
pruning according to user preferences. confidence is used iteratively to generate rules
from S and the final set of rules R is returned by the algorithm.
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4.4 Time Complexity

Given our database D with N rows and n items in each row, let m be the number of

categories such that n >> m. cateogry-miner receives as input M = N × n

m
items

on average (the number of elements in each row in the category is
n

m
.

In category-miner, the first iteration evaluating 1-item sets requires M com-
parisons. Subsequently, for each iteration k generating |Rk | candidate itemsets,
the complexity will be O(|Rk−1|.|Rk |) because each iteration will compare to
the itemsets generated in the previous step. The resulting complexity will be
k ×

∑

k

O(|Rk−1|.|R1|). The worst time complexity occurs when only one category

is imposed on the ontology, resulting a running time equivalent to that of the Apriori
algorithm with the added computations induced by calculating interest. Moreover,
the worst-case time complexity of the expand procedure is |EG |.|S|2, which is only
reached in the unlikely situation where every node in every subgraph shares an exter-
nal arc with another node in another subgraph.

The performance gain in our algorithm is due to the use of multiple categories,
which prevents the worst case of category-miner by ensuring that M is small com-
pared to the total number of items that would have been supplied to the algorithm
if no categories were enforced (which is n × N ), and delegating more to the expand
procedure. Figure2 shows how the number of comparisons is reduced by increasing
the number of categories supplied to the algorithm using 2–7 itemsets.

Fig. 2 Number of comparisons under different settings
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5 Experimental Evaluation Using Medical Records

We now describe the process of selecting association rules from a large database
of anonymised hospital medical records for 253 patients with bipolar disorder in
the South London and Maudsley NHS Foundation Trust. We extracted a dataset of
patient records containing |I| = 675 items corresponding to six categories which
we selected with the help of pharmacists: symptoms, medications, co-morbidities
(diseases in addition to bipolar), compliance indicators, patient characteristics such
as height and weight and finally occurrences of adverse drug reactions. We used
UMLS (Unified Medical Language System) as a reference ontology to extract a
subset containing our 675 items and superimposed a hierarchical graph on it using
the six categories. At the time of writing, the task of constructing the two-tier graph
is done in a semi-automated way where experts take the task of assigning class
nodes to a set of predefined categories used to construct the graph. The procedure
assigns instance nodes the categories of their respective class nodes. The relations
are mapped into arcs with the semantics retained.We ran this procedure on the subset
of UMLS we extracted for the six categories. We designed three experiments to test
our framework and selected the top 30% rules/items ranked by the scores.

1. Evaluating the scoring metric: To evaluate interest, we compared category-
miner to the standard Apriori algorithm for each of the six categories individu-
ally. Since the difference between category-miner and the Apriori algorithm is
the addition of the Interest metric, the quality of the rules accepted by the Apriori
algorithm and rejected by category-miner reflects the goodness of our metric.
We first compute the rate of rejecting rules generated by Apriori using interest.
This is necessary because only high rates of rejection justify evaluating rule qual-
ity (low rates imply comparable performance of the two algorithms). The overall
rejection rate was 42%, distributed among the categories (Table1).

Second, we evaluated the quality of the rejected rules using the help of pharma-
cists. In total, 236 of the 257 rejected rules were found uninteresting by the experts
(true negatives, 92%) and only 21 were found to be interesting (false negatives,
8%). Among 354 rules which were accepted by both algorithms, 203 were found
interesting (true positives, 57%) and 151 uninteresting (false positives, 43%).
Therefore, we can conclude that the strength of our approach lies in filtering the
generated rules by rejecting ones with accepted support which do not agree with

Table 1 Rules generated by theApriori versusCategory-miner. C: patient characteristics, H: patient
habits, M: medications, B: comorbidities, S: symptoms and A: adverse drug reactions.

Category C H M B S A

N. Rule (Apriori) 59 46 61 53 70 65

N. Rule (category-miner) 80 88 99 112 105 127

Rejection rate % 26.3 47.7 38.4 52.7 33.3 48.8
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the ontology. It is, however, worth noting that upon manual examination, many
of the rules accepted by our algorithm correspond to hierarchical and instance-of
relations (e.g. drug - clozapine) which can be filtered by discarding them from
the algorithm’s search space. These filters are part of our ongoing work.

2. Comparison with Other Ontology-driven Approaches We also compare our
results to knowledge-based approaches. As a model, we chose [8] as it is con-
ceptually similar to our approach and formulates an ontology-based probabilistic
measure to evaluate the generated rules. We ran both algorithms using the full
set of categories (using as an ontology the full subset of UMLS extracted). The
resulting set of rules includes 588 rules accepted by both approaches and 287
rules rejected by both approaches. 124 rules were rejected by our approach but
not that of [8] and 111 rules were rejected by [8] and accepted by our approach.
We first asked pharmacists to assess the quality of the rejected rules. The results
were 85 % true negatives (and 15 % false negatives) using our algorithm versus
76% true negatives (and 24% false negatives using [8]). The rules jointly rejected
by both approaches had 93 % true negatives (and 7 % false negatives).

With respect to the accepted rules, those accepted by both algorithms reported
63 % true positives. The rules accepted by our approach reported 68 % true pos-
itives while the rules accepted by [8] reported 52 % true positives. Despite being
significantly higher than the rate reported by [8], these results do not show conclu-
sive improvement by our algorithm. However, once again, manual examination
shows that 37 % of the false positives reported by our algorithm correspond to
class hierarchy and instance-of relations which we have not accommodated in the
filtration step. Therefore, we anticipate higher power than what is being reported
here. The reader should note that the work in [8] accommodates the existence of
is-a relations and considers them uninteresting. As a result, they do not appear
in their results. In addition to these findings, the results of this experiment show
a higher true positive rate than the first experiment. This shows that many of the
rules found interesting by experts are in fact the inter-category rules.

3. Evaluating the ConstrainedAlgorithm The last experiment evaluates the effec-
tiveness of the constraints in producing rules which are interesting to the user.
The experiment was conducted by restricting the categories permissible in the
antecedents to comorbidities and medications and those permissible in the con-
sequents to adverse drug reactions. Clinicians were asked whether the rules gen-
erated reflect known joint associations between co-morbidities, medications and
the possibility of developing adverse drug reactions. 154 rules were generated by
the constrained algorithm, among which 53 were true positive, and 12 were false
positive. The constrained algorithm shows better rates than the general one, which
can be attributed to the reduced search space but also shows the appropriateness
of the definitions of constraints we presented here.
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6 Summary and Conclusions

We used categories to superimpose a structure on ontologies and define a framework
to decompose the set of rules to be generated into disjoint subsets and joined iter-
atively at a later step. We evaluated the framework for performance and quality of
output using an extensive database of patient records.

We are currently developing methods for evaluating the relations between items
to discard trivial hierarchical, instance and property relations from being used to gen-
erate itemsets and rules. The idea of decomposing the mining problem into disjoint
subsets is part of a large effort to create parallel algorithms which can operate on
very large and possibly distributed data sources.
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