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Preface

During the last two decades, it is not hard to observe unusual direct progress of
civilization in many fields concerning conditionality coming up from technical theories
or more generally technical sciences. We experience extraordinary dynamics of the
development of technological processes including different fields of daily life which
concerns particularly ways of communicating. We are aspiring for disseminating of the
view that the success in the concrete action is a consequence of the wisdom won over,
collected and appropriately processed. They are talking straight about the coming into
existence of the information society.

In such a context the meeting of the specialists dealing with the widely understood
innovations in biomedical engineering would give a new dimension associated with
promoting something like the new quality. Because having the innovative approach as
a pointer in today’s world of changing attitudes and socioeconomic conditions can be
perceived as one of the most important advantages. It results from the universal
globalization letting one to observe surrounding world. Thanks to the development of
new biotechnologies rising from the rapid progress in biomedical sciences, by com-
prehending the contemporary needs of surrounding world it may be said almost without
any risk that life without biomedical sciences would stopped existing.

At present, as it seems, implementing the universal standardization of the transfer
and the processing of information is the most important issue which in a significant
way influences for expanding the circle of biomedical applications. It is a kind of
challenge to put the proper weight into particular branches covered by biomedical
engineering and therefore we decided to edit the book as a four-part elaboration
covering biomaterials, biomechanics, biomedical informatics and last but not least
biomedical signals processing. One should aspire to its permanent integration rather
than the disintegration to progress in the context of the technological development.
Hence, the constant observation and the appropriate problem analysis of biomedical
sciences as well as checking the technologies development and their applications is
picking up great importance.

The monograph returned to hands of readers being a result of meeting specialists
dealing with the above-mentioned issues should contribute in a significant way to the
success in implementing consequences of human imagination into the social life. We
believe being aware of a human weakness and an imperfection that the monograph
presenting a joint effort of the increasing crowd of professionals and enthusiasts will
influence the technology development further regarding generally understood biome-
dicine with constantly expanding spectrum of its applications.

The last part of this preface will be devoted to express our great thanks and
appreciation to all the contributors of this book, which were listed in the special section



as “Contributor’s List” and to persons who gave us unusual help in final editing
process. Special thanks to Dr. Barbara Mika and Dr. Paweł Kostka for incredible
engagement and help in creating the final version of this book.

October 2016 Ewaryst Tkacz
Marek Gzik

Zbigniew Paszenda
Ewa Pietka
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Abstract. One way to increase the biocompatibility of the surface of
titanium alloys is to produce a surface layer with better physicochemical
properties of the whole set than the base. The most popular methods of
surface modification used in medical products include: chemical methods
(eg. sol-gel method, atomic layer deposition (ALD)) and electrochemical
(eg. anodic oxidation, fluorescent processing). Therefore, authors of this
paper carried out a comparative analysis of TiO2 layers produced both
using chemical (ALD) and electrochemical (anodic oxidation) methods.
The study was performed based on evaluation of electrochemical proper-
ties of produced TiO2 layer on the Ti6Al7Nb substrate alloy. As a part of
electrochemical properties testing, potentiodynamic, potentiostatic and
impedance studies were performed. All the tests were carried out in simu-
lated physiological Ringer’s solution in T = 37±1◦C temperature. Based
on the results it was found that the most favorable set of electrochemical
properties characterises TiO2 layer deposited by ALD method.

Keywords: TiO2 · ALD method · Anodic oxidation · Electrochemical
properties · Surface morfology

1 Introduction

Biomedical engineering is an interdisciplinary field of study, which touches
numerous different aspects of medical science, such as different ways to mod-
ify surfaces of biomaterials intended for implants. There is an endless search
for new better solutions, the goal of which is to correct implant’s features by
improving e.g. electrochemical properties of surfaces in contact with biological
fluids environment. Implant’s surfaces may be modified using many different
methods. Each of available technologies has it’s advantages and disadvantages.
The latter usually disqualify them from the general use on most kinds of sur-
faces. Therefore, despite wide range of surface treatments, new technologies are
still in development. Scientists’ aim is to improve solutions used so far or dis-
cover innovative ones. Optimal treatments are being sought, those with highest
covering accuracy in case of various surfaces, also with complicated geometry.

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 1
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Another approach is developing recurrent methods with the prospect of use in
mass production. Amongst other methods on the research stage, the prognosis
of wide use has been made for two technologies: anodic oxidation and thin layers
deposition Atomic Layer Deposition (ALD) [1–7]. These methods have a number
of advantages including low temperature process, the immutability of geometric
features and process repeatability. Authors’ earlier work has shown that layers
prepared both by anodic oxidation and the ALD method are characterised by
favorable performance properties of the substrate-layer system compared to the
substrate itself. However, a basic condition for success is selecting the right sur-
face layer. Thin film coatings based on metal oxides for many years are very
popular, i.e. Al2O3, T iO2, ZnO or SiO2 [8–12]. One of most frequently used
materials for such kinds of substrates is titanium oxide (TiO2). The literature
does not clearly indicate which of the above methods of application is more
favorable. Therefore, the authors decided to conduct a comparative analysis of
two methods of applying the layer of TiO2 to determine the method which gives
a layer characterized by the most beneficial set of electrochemical properties.

2 Materials and Methods

Samples used in the study were obtained from a Ti6Al7Nb rod with a diameter
of d = 14 mm. Samples were subjected to preliminary surface modification that
consist of vibratory processing conducted using suitable ceramic blocks required
to obtain a constant surface roughness (Ra ≤ 0, 3μm) and then a layer of TiO2

was deposited in two ways: by anodic oxidation and ALD. Anodic oxidation was
carried out in an electrolyte based on phosphoric and sulfuric acids (TitanColor
from POLIGRAT GmbH) at a potential of 97V. ALD process was carried out
with the participation of two precursors: TiCl4 and H20, at 2500 cycles and
T = 200◦C. Parameters of both deposition processes were selected based on
authors’ earlier studies [13–16], which showed a similar thickness of TiO2 layer
(approximately 200 nm). At the final stage, samples were subjected to steam
sterilization in an autoclave at a temperature T = 134◦C at a pressure of p =
2,1 bar for t = 12 min.

In order to evaluate electrochemical properties of Ti6Al7Nb alloy with mod-
ified surface authors proposed potentiodynamic, potentiostatic nd impedance
studies. In addition to surface preparation described above, an assessment of
their topography was conducted.

Pitting corrosion resistance study was performed by recording of poten-
tiodynamic polarization curves according to ASTM F2129 standard [17,18].
Measuring set consisted of a potentiostat VoltaLab PGP201, reference electrode
(saturated calomel electrode NEK KP-113), the auxiliary electrode (platinum
electrode type PtP-201), the anode (the test sample) and a PC with Volta-
Master 4 software. Before approaching Surface tests of every prepared sample,
they were all purified in 96 % ethyl alcohol using an ultrasonic bath SONICA
1200M for approx. t = 6 min. Corrosion tests started from indicating the open-
ing potential EOCP at electroless conditions. Anodic polarization curves were
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recorded from the starting potential Estart = EOCP − 100mV . Potential value
changed in the direction of the anode at a rate of 0.167 mV/s. When anodic
current density reached 1mA/cm2, polarisation direction was changed.

Crevice corrosion resistance study was performed using a potentiostatic
method, by recording the change in current density at a potential of +800 mV
during 15 min. The study used the same measurement system as in the case of
potentiodynamic test [19].

In order to obtain additional information on analysed samples’ electrochem-
ical properties of the surface, research using electrochemical impedance spec-
troscopy was also carried out. The measurements that were performed using
an AutoLab PGSTAT 302N measuring system equipped with a FRA2 mod-
ule (Frequency Response Analyser). Measuring system that was used enables
research in the frequency range 104 ÷ 10−3 Hz. The voltage amplitude of the
sinusoidal excitation signal was 10 mV. During the study the impedance spec-
trum was determined and obtained data were matched to the equivalent circuit.
On this basis, the numerical values of the resistance R and the capacitor C of
the analyzed system were established. Impedance spectra of the test system was
shown as a Nyquist diagram for different values of frequency and as a Bode
diagram. Collected EIS spectra were interpreted by the least-squares fitting to
the electrical equivalent circuit. All the electrochemical tests were performed in
the physiologic Ringer’s solution at a temperature of T = 37±1◦C and pH =
6, 8 ± 0, 2.

Additionally, a surface morphology study of thus prepared samples was per-
formed using an atomic force microscope with a non-contact mode. The scanned
area was 10 × 10 μm, resolution of 256× 256 was used. Samples were also sub-
jected to observation using scanning electron microscope - ZEISS SUPRA 35
with type SE (Secondary Electrons) detector for secondary electrons in the mag-
nification range of 1000 ÷ 100000x.

3 Results

Pitting corrosion study results of all subjected samples were presented in Fig. 1.
Based on the results it was found that the corrosion potential in the initial
state (after vibration treatment) received the mean value of Ecorr = −186mV .
Anodic polarization curves designated that way, indicated the existance of a
passive range of up to the potential value E = +4000 mV. In this case, there
was no sudden increase of the anodic current density to indicate that the process
of pitting corrosion has been initiated. Additionally, polarization resistance value
equal to Rp = 134kΩcm2 was determined using the Stern method.

Then the analysis of the results obtained while testing samples with TiO2

layer, deposited both using ALD and anodic oxidation, was conducted.
Based on the survey, it was found that regardless of the application method

depositing TiO2 layer on the samples’ surface was advantageous to increase
the corrosion potential Ecorr and polarization resistance Rp with respect to the
samples in the initial state. The values of individual parameters characterizing
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Fig. 1. Exemplary polarization curves for the Ti6Al7Nb with modified surface

the corrosion resistance were respectively: Ecorr = −173mV , Rp = 643kΩ cm2

(anodic oxidation), Ecorr = −174mV,Rp = 1020kΩ cm2 (ALD).
Based on the study of resistance to crevice corrosion it was found that regard-

less of the method used to prepare the surface, Ti6Al7Nb alloy is resistant to
this type of corrosion - Fig. 2. The results confirmed the formation of a compact
oxide barrier layer on the surface, separating the substrate from the corrosive
environment in which the tests were performed.

To identify the nature of the oxide layer formed on the surface of chosen
biomaterial in the next step the measurements were performed using electro-
chemical impedance spectroscopy. Examples of the impedance spectra recorded
or the Ti6Al7Nb alloy with modified surface are shown in Fig. 3.

Electric values obtained based on the spectra are summarized in Table 1. It
was found, that regardless of the method used to modify the alloy’s surface,
impedance module of tested systems decreases with increasing frequency, and
phase angle also changes with the change of frequency.

Table 1. EIS results

Surface modification EOCP Rs Rpore CPORE Rct CPEdl

Methods mV Ωcm2 kΩcm2 F MΩcm2 Y0, Ω−1cm−2s−n n

Initial state −197 20 - - 5.45 0.2158 0.93

Anodic oxidation −291 20 - - 25.00 0.1846 0.97

ALD −159 17 16 2.95 43.10 0.1778 0.90

The best fit of the modeled spectra to the impedance spectra determined
during the study in Ringer’s solution in case of samples in initial state and after
anodic oxidation is provided by a simple equivalent circuit of a single time con-
stant consisting of three electric components - Fig. 4a. In the circuit element Rs

models electrolyte’s (Ringer’s solution) resistance - characterises resistance of
transfering an electric charge at the TiO2 - Ringer’s solution interface, CPEdl -
electric properties of a double layer at the interface. The analysis of experimen-
tally determined impedance spectra of corrosive systems of Ti6Al7Nb with a
layer of TiO2 deposited by ALD, uses equivalent electric circuit which is shown in
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Fig. 2. Exemplary polarization curves showing the relations between the current den-
sity and time for Ti6Al7Nb alloy with modified surface

Fig. 3. Impedance spectra of Ti6Al7Nb alloy sample with modified surface: (a) Nyquist
diagram, (b) Bode diagram

(a) (b)

Fig. 4. Equivalent electric circuit for Ti6Al7Nb – TiO2 layer – Ringer’s solution system

Fig. 4b. Impedance spectra were in this case interpreted by comparison to equiv-
alent electric circuit pointing out presence of a double layer (two time constants
shown in the chart), where Rs - Ringer’s solution resistance, Rpore - resistance
of electrolyte in porous phase, Cpore - capacity of double layer (porous and sur-
face), Rct and CPEdl - electric charge transfer resistance and capacity of oxide
layer. The use of two constant phase elements in an electric circuit influenced
positively the quality of experimentally determined curves fit.

On the basis of observation using a scanning electron microscope and the
atomic force microscope, it was found that the process of applying the layers by
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(a)

(b)

(c)

Fig. 5. Modified surface topography of Ti6Al7Nb alloy, SEM, AFM: (a) initial state,
(b) anodic oxidation, (c) ALD

anodic oxidation and ALD does not affect on a large degree the quality of the
surface topography - Fig. 5.

4 Conclusion

Rating electrochemical properties of metallic biomaterials used for implants to
bone is the primary criterion for their suitability for this type of medical devices.
Electrochemical properties of the product are reflected in the preparation of its
surface. A suitable method for preparing the surface of the implant, which is
in direct contact with the bone tissue, is essential for the proper conduction of
the treatment process. Safety of the implant is also influenced by the chemical
composition of the surface layer. During contact with body fluids a thin oxide
layer mostly created out of main alloy element: Ti, Al, Nb, builds itself up on
the surface of Ti6Al7Nb. In order to prevent the formation of the oxide layer
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with the participation of Al, the authors have proposed applying to the surface
of titanium alloy Ti6Al7Nb a TiO2 layer using methods of anodic oxidation and
ALD. This type of surface treatment allowed the formulation of a thin layer of
TiO2 under controlled conditions, thereby removing Al and Nb. Based on the
obtained results a beneficial effect of the applied layer of TiO2 on improving the
electrochemical properties regardless to the method of application. Potentiody-
namic studies have shown that for every case, there was no sudden increase of
the anodic treatment in terms of the potential to +4000 mV, meaning initiation
of the process of pitting corrosion. This was confirmed in EIS studies, which did
not detect a Warburg impedance proving a diffusion phenomena initiation. On
the other hand potentiostatic studies have shown that regardless of the method
of application of the test sample is resistant to crevice corrosion. The study
of surface topography (AFM) revealed that the type of the method of surface
treatment (anodic oxidation, ALD) does not change the roughness of the metal
substrate which is quite favorable.

To summarize, the preferred set of electrochemical properties characterizes
a layer of TiO2 deposited by ALD. Both in potentiodynamic and impedance
studies the layer has obtained the highest value of polarization resistance and
charge transfer resistance which proves its high density and electrochemical sta-
bility. Therefore, in the case of implants for bone tissue contact, ALD method
for applying TiO2 oxide on the surface of the Ti6Al7Nb alloy it is justified and
fully useful for improving the corrosion resistance.
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Abstract. Hybrid implant abutments join the features of standard
metal-ceramic implant abutments and custom made pure ceramic ones.
They are made of zirconium oxide in CAD/CAM technology and are
combined with a base made of titanium, supplied by the manufacturer
of the implants. The aim of the study was to evaluate the marginal seal
at the border of the implant and hybrid abutment, as well as the degree
of fit of these elements. Both marginal seal and the degree of matching
between the Replace Select 4.3 (Nobel Biocare, Sweden) implant and the
hybrid abutment fall within the limits described in the literature.

Keywords: Implant · Hybrid implant abutment

1 Introduction

The discovery of osseointegration in bones allowed for the use of predictable and
long-term treatment with dental implants for patients with missing teeth. The
development of CAD/CAM technology at the end of the 20th century made it
possible to obtain customised implant abutments made of zirconium oxide. The
use of the ceramic abutments creates a possibility to obtain geometry that is
similar to the shape of the prepared tooth and allows for customised shaping of
the emergence profile. The disadvantage of these fillers is, however, the difficulty
of establishing proper thickness of the abutments’ walls due to characteristic
features of the material they are made of. The long-term success of the prosthetic
rehabilitation by using dental implants is determined by a number of factors,

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 2
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Fig. 1. Standard hybrid abutment

including tightness and stability of the connection between the implant and the
prosthetic abutment [1,2].

Standard hybrid abutments are commonly made by joining titanium base
with a ceramic ring, most frequently made of zirconium dioxide (Fig. 1). The
process of combining these two is completed by using chemo- and light-curing
composite cements such as Panavia F (Kuraray, Japan), Multilink Implant
(Ivoclar Vivadent, Liechtenstein) or Vita Duo Cement (VITA, Germany) [3,4].

Hybrid implant abutments join the features of standard metal-ceramic
implant abutments and custom made pure ceramic ones. They are made of zir-
conium oxide in CAD/CAM technology and are combined with a base made of
titanium, supplied by the manufacturer of the implants (Fig. 2). The advantage
of this method is the possibility of full customisation of the abutments’ shape.

Fig. 2. Custom made hybrid abutment

2 Methodology

The aim of the study was to evaluate the marginal seal at the border of the
implant and hybrid abutment, as well as the degree of fit of these elements. To
determine the degree of fit, the scanning with the electron microscope (SEM)
Zeiss Supra 35 with the SE type detector was used in the study. Due to the lack
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of conductivity of the tested samples, their surfaces were subjected to a process
of spraying with a layer of gold. The study involved the system consisting of
an implant and a hybrid abutment. It included an analysis of the connection
surface of the Replace implant platform with a hybrid abutment made of Robo-
cam material. The analysis was conducted at a random point of connection and
then the measuring point was changed, and the pitch angle of the measurement
amounted to 120◦. The analysis of the dimensions of the implant socket and
the stabilising element of the abutment was based on the measurements of the
inner diameter of the socket of the implant (tube), the outer diameter of the
stabilising element (tube), and the linear dimensions - width (D) and height (H)
of the anti-rotational elements (Figs. 3 and 4).

Fig. 3. Measurement of diameter of the socket of the anti-rotational element (tube) in
the hybrid abutment

3 Results

Based on the survey, differences in the width of the gap (d) between the implant
platform and the abutment were found. For a hybrid abutment the average width
of the connection amounted to 16.37 [µm], (min.10.12 [µm], max 21.68 [µm])
(Δ = 11.56 [µm]) (Table 1). The internal diameter of the inlet socket of the
implant and the outer diameter of the stabilising element (tube) of the abutments
(Table 2) were also subjected to comparison. Additionally, the linear dimensions
of anti-rotational elements and sockets in the implants were compared. In the
conducted test, the differences in the diameters of stabilising element (tube)



14 B. B ↪aczkowski et al.

Fig. 4. Measurement of linear dimensions of the anti-rotational element (ear) in the
implant Replace Select 4.3 (Nobel Biocare, Sweden)

Table 1. The width of the gap between the implant platform and abutment in microme-
tres. A, B, C – consecutive positions of the measurements, pitch angle of the measure-
ment at 120◦

Implant - hybrid abutment

No. A B C

1. 21.68 14.37 18.90

2. 12.47 14.43 18.90

3. 11.96 10.12 17.71

4. 18.21 12.31 13.27

5. 15.24 20.31 11.68

6. 18.14 17.44 19.10

7. 15.67 14.88 17.72

8. 15.12 12.11 17.99

9. 10.45 15.54 16.39

10. 10.45 15.01 13.79

Average 15.52 15.02 16.37

between the tested abutment and the groove of the implant were shown. These
values amounted respectively for the hybrid abutment to min. 2.215 [mm], max.
2.315 [mm] (Δ = 2.241 [mm]), while the diameter of the groove implant Replace
Select 4.3 (Nobel Biocare, Sweden amounted to min. 2.676 [mm], max. 2.688
[mm] (Δ = 2.680 [mm]).
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Table 2. The fit degree comparison obtained by measuring the diameter of the external
and internal anti–rotational elements

No. External diameter
hybrid abutment, mm

Internal diameter implant, mm

1. 2.221 2.681

2. 2.229 2.676

3. 2.227 2.678

4. 2.215 2.688

Average 2.241 2.680

Table 3. Comparison of fit degree of external and internal anti–rotation elements

No. Linear measurements: hybrid abutments Linear measurements: implant

Dh Hh Di Hi

1. 1.165 353.5 1.430 478.8

2. 1.105 324.4 1.427 447.4

3. 1.090 320.2 1.468 478.6

4. 1.127 350.7 1.432 466.1

5. 1.109 330.0 1.429 457.3

Average 1.123 335.7 1.437 465.6

The height (H) of the element and the length at its base (D) were also
measured. For the hybrid abutment, the length of the rotation element measured
at the base Dh amounted to min. 1.090, max. 1.185(Δ = 1, 123), and the height
Hh of the element measured from its base to the tangent running to its edge
amounted to min. 320.2 [mm], max. 353.5 [mm] (Δ = 335.7).

The measurement of the length of the internal anti-rotational Di elements
of the implant Replace Select 4.3 (Nobel Biocare, Sweden) amounted to min.
1.427 [mm], max.1.468 [mm] (Δ = 1.437), while its height Hi amounted to min.
447.4 [mm],max.478.8 [mm] (Δ = 335.7) (Table 3).

4 Conclusions

Implant abutments used in dental prosthodontics play an important role in
achieving positive results during long-term implant prosthetics treatment. Pre-
vention of the prosthetic failures, such as the loosening of the superstructure,
fractures or several biological complications may depend on proper adjustment
of the connecting elements, geometry, the size of the abutment and the crown, as
well as the distribution of forces exerted to the construction [5–7]. The marginal
seal tests conducted in the present study showed differences between the values
achieved at different points of measurement for the hybrid abutment. Accord-
ing to different authors, the satisfactory gap ranges from 23 to 150 [µm] [8,9].
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Therefore, the results obtained in this study can be considered as very good. The
degree of the implant fit with the abutments’ connection should allow for longi-
tudinal rotation by 3◦, which can prevent brittle fracture, but at the same time
it can lead to greater risk of deformation during chewing. Subsequently, this can
lead to periodic expansion of the marginal gap and transferring more pressure
to the abutments’ screw [10,11]. The authors consider the distance between 0
and 300 [µm] as a good result, therefore the average distance for a hybrid abut-
ment obtained in this study should be regarded as satisfactory. Both marginal
seal and the degree of matching between the Replace Select 4.3 (Nobel Biocare,
Sweden) implant and the hybrid abutment fall within the limits described in the
literature.
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Abstract. Application of equiatomic NiTi alloys in cardiovascular sys-
tem has been expanding over last decades. By modification of chemical
and phase composition the limit of biocompatibility has been reached.
Further development is connected with surface modification. Among
many methods of surface treatment of NiTi alloys, passivation has been
often chosen as the first choice method. Resistance to pitting and crevice
corrosion of the surface modified NiTi alloy in artificial plasma was inves-
tigated by means of electrochemical methods (potentidynamic polariza-
tion and chronoamperometric method respectively). The obtained results
indicate that the proposed surface treatment ensures good corrosion
resistance in artificial plasma and can be applied in shaping final func-
tional properties of NiTi alloys used in cardiovascular system.

Keywords: NiTi shape memory alloy · Surface treatment · Pitting and
crevice corrosion · Artificial plasma

1 Introduction

Nearly equiatomic nickel-titanium alloys have been attracting both scientific and
engineering interest for biomedical applications due to their unique mechanical
properties and performance (shape memory and superelasticity), and biocom-
patibility. The shape memory effect is based on a phase transformation induced
by the temperature or applied stresses. When a shape memory alloy is in its cold
state (below As), the material can be easily deformed into a variety of new shapes
and will remain in this shape until it is heated above the transition tempera-
ture (Af). After heating, the material recovers its original shape. Superelasticity
refers to the ability of the alloy to undergo large elastic deformations, during
mechanical loading-unloading cycles performed at constant temperatures.

Nowadays, due to the mentioned unique properties, NiTi shape mem-
ory alloys are widely used in numerous biomedical applications, focused
mostly on minimally invasive procedures (e.g. orthodontics - orthodontic
archives, endodontic files; orthopaedics - staples for foot surgery, bone plates,
intramedullary nails; urology and gastroenterology). The use of NiTi alloys in
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 3
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biomedical application results from the unique functional properties and perfor-
mance considering: elastic deployment, thermal deployment, kink resistance, bio-
compatibility, constant unloading stresses, biomechanical compatibility, dynamic
interference, hysteresis, MR compatibility, fatigue resistance and uniform plastic
deformation [1]. However, the most common is the application of these alloys in a
cardiovascular field (e.g. vena cava filters, atrial septal occlusion device, ablation
devices) with the special attention focused on stents. Stenting has become the
standard procedure in treatment of cardiovascular diseases. Intravascular stents
are extensively used in conjunction with conventional angioplasty to improve the
final outcome of percutaneous revascularization procedures.

In spite of the mentioned interesting properties and application in biomed-
ical field, special attention should be put concerning the implantation of alloys
containing Ni. Although nickel is considered as the nutrition, trace element
which plays important role in metabolic processes, it is well known that Ni
is also considered as allergic, toxic, and carcinogenic element [2–6]. Therefore,
describing the biocompatibility of NiTi alloys, nickel release should be taken into
account. Since biocompatibility is strongly correlated with corrosion resistance, it
is extremely important for alloys to exhibit excellent electrochemical, protective
properties. Issues of corrosion resistance of metal biomaterials and its influence
on functional properties have been widely described in the literature [7–16].

Good corrosion resistance and associated good biocompatibility can be
ascribed to a passive oxide layer formed spontaneously on the alloy surface. The
passive layer consist mostly of TiO2. Depending on its structure, phase compo-
sition, stability and thickness the layer may act as a barrier against Ni release.
Native oxide layers consisting mostly of TiO2 seem to be the most appropriate in
cardiovascular applications, especially taking into account deformability of sur-
face layers corresponding to phenomenon of superelasticity. Thus issues of surface
treatment of NiTi alloys play extremely important role in their biocompatibility.
Different methods and protocols have been used for surface treatments - mechan-
ical and electrochemical treatments, chemical etching, heat treatments, physical
and chemical plasma methods, ion implantation, laser and electron-beam irra-
diation. Many studies of corrosion resistance of NiTi alloys in simulated body
fluids have been reported [17–24]. However, due to diverse test regimes, and what
is the most important different surface treatments applied, the obtained results
are incomparable and questionable.

2 Materials and Methods

The aim of the study was evaluation of pitting and crevice corrosion resistance
of the surface treated NiTi alloy. Due to possible cardiovascular applications,
corrosion studies were carried out in artificial plasma - Table 1 - according to
the requirements enclosed in the ISO 10993-15 and ASTM F746 standards. The
chemical composition of the alloy (Ni - 55, 5%, Ti - balance) met the require-
ments of the ASTM 2063 standard. The tests were carried out on flat samples
(10 × 10 × 1mm).
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In order to evaluate the influence of diverse methods of surface modifica-
tion on the corrosion resistance of the alloy, the following subsequent surface
treatments were applied:

• grinding - abrasive paper (#600 grit).
• electropolishing,
• H2O chemical passivation,
• H2SO4 electrochemical passivation.

Since passivation is often considered as the first choice surface treatment assuring
formation of the dense, stable TiO2 oxide layer, different methods of passivation
were adopted in the study. Both chemical and electrochemical methods were
adopted. The applied methods of surface treatment and their parameters were
presented in Table 2.

Table 1. Chemical composition of the artificial plasma

Concentration of components, g/l

NaCl CaCl2 KCl NaHCO3 NaH2PO4 MgSO4 Na2HPO4

6.800 0.00 0.400 2.200 0.026 0.100 0.126

Table 2. Parameters of the applied surface modifications

Surface treatment Applied baths Time, min Temp., ◦C Potencial, V

Grinding – – – –

Electropolishing HF-based 15 60 50

Chemical H2O 60 boiling –

Electrochemical H2SO4 3–20 10–30 25

The electrochemical tests of the investigated alloy were performed with the
use of a potentiodynamic method by recording of anodic polarization curves.
In the tests the scan rate was equal to 1 mV/sec. The PGP 201 (Radiometer)
potentiostat with the software for electrochemical tests was applied. The sat-
urated calomel electrode (SCE) was applied as the reference electrode and the
auxiliary electrode was a platinum wire. All samples were immersed in the arti-
ficial plasma for 60 min before the scanning started at a potential of about 100
mV below the recorded open circuit potential (EOCP). The scanning direction
was reversed when the anodic current density reached 1000µA/cm2. The tests
were carried out at the temperature of 37 ± 1◦C. On the basis of the recorded
curves characteristic values describing the resistance to pitting corrosion i.e.:
corrosion potential Ecorr (V), breakdown potential Eb (V) or transpassivation
potential Etr (V), polarization resistance Rp (Ω∗cm2) and corrosion current den-
sity (A/cm2) were determined. To determine the value of polarization resistance
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Rp the Stern method was applied. Corrosion current density was determined
from the simplified formula: icorr = 0.026/Rp.

The ASTM F746 standard test method was applied to assess crevice cor-
rosion resistance. According to the standard, stimulation of localized corrosion
is marked by one of the following conditions: the polarization current density
exceeds 500 µA/cm2 instantly; the current density does not exceed 500 µA/cm2

within 20 s, but is increasing in general; these two conditions are not met in the
first 20 s, but are met in a period of 15 min. The crevice corrosion tests were
carried out at the temperature of 37◦C. The corrosion potential of the sample
was continuously monitored for 1 h, starting immediately after immersion in
the electrolyte. According to the ASTM standard, damage of the passive film
is performed electrochemically by applying a potential of +800 mV versus SCE
for durations up to 15 min on a creviced sample. If during 15 min localized cor-
rosion is not stimulated the test is terminated and the material is considered
resistant to localized corrosion, otherwise a voltage step back to a preselected
potential is conducted. The test consists of alternating steps between stimula-
tion at +800 mV and repassivation to a preselected potential up to a critical
potential, for which repassivation does not take place, is attained (the increase
of the preselected potential value between the steps is 50 mV).

3 Results

The electrochemical tests carried out in the artificial plasma showed diverse
resistance of NiTi alloy to pitting corrosion, depending on the applied surface
treatment. Results of the pitting corrosion tests for the ground, electropolished
and passivated with the use of both chemical and electrochemical methods sam-
ples are presented in Table 3 and in Fig. 1. The results presented in the tables
are mean values.

Table 3. Results of the pitting corrosion studies of the treated NiTi alloy

Surface treatment Ecorr, mV Etr, mV Rp, kΩ × cm2 icorr, nA/cm2

Grinding –235 + 346 (Eb) 66 394

Electropolishing –81 + 1357 37 688

H2O passivation + 87 + 1372 135 211

H2SO4 passivation + 121 + 1395 143 172

Similarly to the results of pitting corrosion, the results of the crevice corrosion
tests showed also diverse resistance of NiTi alloy to crevice corrosion depending
on the applied surface treatment. The results of the crevice corrosion resistance
for the ground, electropolished, and passivated samples are presented in Table 4
and in Fig. 2.
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Fig. 1. Examples of anodic polarization curves for the treated NiTi alloy

Table 4. Results of the crevice corrosion studies of the NiTi alloy

Surface treatment Ecorr, mV Ecc, mV Crevice corrosion resistance

Grinding –235 + 400 –

Electropolishing –81 > + 800 +

H2O passivation + 87 > + 800 +

H2SO4 passivation + 121 > + 800 +
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Fig. 2. Example results of chronoamperometric studies of the surface treated NiTi
alloy
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4 Discusion

Assessment of corrosion resistance is essential in determining biocompatibility of
metal implant materials. By changes in chemical and phase composition the given
level of biocompatibility has been reached. Further development of biocompati-
bility is related with surface modification. Different surface treatment methods
have been applied in order to enhance corrosion resistance and biocompatibility
in consequence. Due to application of shape memory alloys as cardiovascular
implants, appropriate methods of surface treatment must be applied. Since the
implants are miniaturized the only method ensuring required surface roughness
and chemistry is electropolishing. And due to ease of oxidation of NiTi alloys
the next first choice surface treatment is passivation. Passivation can be realized
by means of both chemical and electrochemical methods.

In the presented work the following subsequent surface treatment methods
were applied: grinding, electropolishing, H2O chemical passivation and H2SO4

electrochemical passivation.
The potentiodynamic method is widely used in determining the susceptibil-

ity of alloys to both pitting and crevice corrosion. Thus both, the polarization
method and the chromoamperometry method were applied respectively.

In general the obtained results of pitting corrosion showed that all the NiTi
alloy samples were characterized by high resistance to this type of corrosion with
the exception of the ground samples. For the electropolished and the passivated
samples transpassivation values above +1300 mV were recorded whereas for the
ground samples the breakdown potential was observed (+ 346 mV). The applied
passivation both chemical and electrochemical significantly increased polariza-
tion resistance of the tested NiTi alloy. The mechanism of improving corrosion
resistance in reference to ground and even electropolished samples is related to
the formation of thicker and denser oxide layers.

Similar behavior of the tested NiTi samples was observed in the crevice cor-
rosion studies. Resistance to this type of corrosion is important because of the
geometry of cardiovascular implants (for example stents). The obtained results
have shown that grinding does not ensure resistance to this type of corrosion.
The applied surface treatment, consisting of the electropolishing and the two
types of passivation, significantly increased resistance to crevice corrosion. For
all these samples no signs of corrosion were observed on their surfaces.
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Abstract. The paper presents results of physicochemical properties of
the plates used for the treatment of pectus excavatum after implantation.
Within the research, chemical analysis, macroscopic evaluation of the
surface, electromechanical analysis, wettability and surface energy tests
were conducted. On the basis of obtained results, it can be stated that
the reduction of corrosion resistance is influenced by mechanical damage
of the surface and laser marking, as well as by producing stabilizers
made of various types of steel. This caused the decrease of corrosion
resistance of the plate with reduced content od Cr, Ni and Mo. It was
also stated that the analysed surfaces were hydrophilic with an average
surface wettability, on which overgrowth of the tissue was not observed,
which is an essential condition for short-term implants.

Keywords: Corrosion resistance · Wettability · Stainless steel ·
316LVM

1 Introduction

The development of implantology is connected with numerous accomplishments
of interdisciplinary fields of science and technique; with the increased knowledge
about the anatomy of the organs and physiological processes, as well as with
introducing innovative processes of treatment, diagnostics and therapy. There-
fore, it is extremely important to place great demands on the used implants at
all of the stages of design, production and exploitation. Only complying all the
requirements and demands will guarantee correct stabilization and will ensure
health and safety of the patients. One of many very important subspecialties
of surgery, in which metal materials are priority, is thoracic surgery. It includes
surgical treatment of chest deformations. The deformation of anterior surface of
the chest causes many cardiovascular disorders. Left-sided heart displacement
is also connected with the disclosure of the right hilum and the change of the
c© Springer International Publishing AG 2017
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heart shape which becomes similar to mitral heart. It is difficult to state how
far cardiovascular disorders are dependent on the location of a heart and large
blood vessels, and how far on the asthenic physique [1–4].

In order to minimize complications and postoperative pain in the treatment
of chest deformations, minimally invasive Nuss technique is used [5]. In this
method, a plate appropriately profiled to the anatomical curvature of the chest
is introduced. Due to the fact that stabilization lasts up to 2 years, for this type
of stabilizers steel CrNiMo [6] with good corrosion resistance in the tissue envi-
ronment is used. Corrosion resistance is a result of precise selection of the amount
of alloy elements. Above chrome concentration, within 13%, we can observe a
sudden change in electrochemical potential of steel from negative (−0, 6V ) to
positive (0, 2V ). As a result, corrosion resistance increases in oxidizing areas and
material itself gains ability of passivation similar to chrome. Nickel is responsible
for stabilization of austenite phase. This results in the increase of stacking-fault
energy and more persistent passive layer. In addition, due to presence of molyb-
denum, corrosion resistance is increased [7]. Mechanical damage of the surface
which occurs during the process of implantation can cause interruption in the
passive layer and at the same time, decrease of corrosion resistance, which as a
consequence, leads to inflammations in the implant area [8,9]. Improvement of
corrosion resistance can be obtained by applying surface layers [10] or using alter-
native steel biomaterials with higher biocompatibility, eg. titanium alloy [11–13].
Taking implantation technique into consideration, it is extremely important to
conduct tests of physiochemical properties, both before and after implantation,
in order to evaluate if the implant, which is present in the body from 12 to
24 months, fully ensures correct stabilization without reactions and inflamma-
tions. Therefore, in the research we conducted the analysis of the influence of
mechanical surface damage on physiochemical properties on two plates used for
the treatment of pectus excavatum, – PG1 and PG2, removed from the body
after 28 months from the surgical procedure.

2 Materials and Methods

In order to conduct the tests, 2 plates used for the treatment of pectum excava-
tum were selected. The implants were placed in the body of a patient (male) for
28 months. During clinical observations periosteal reactions we observed. Such
reaction of periosteum is most frequently caused by inflammation in the bone
area. The plates were produced from austenitic stainless steel 316LVM with
mechanical properties in the line with ISO 5832-1 recommendations [6]. As a
surface treatment, electrochemical polishing, chemical passivation and steam
sterilization were used. The plates were marked appropriately: PG1 – 320 mm
long and PG2 – 360 mm long. Next, the plates were subsequently cut into samples
with the use of Discotom – 6 mechanical cutter produced by Struers – Fig. 1.

The material for testing was divided into three groups of samples: containing
mechanical damage in the form of numerous scratches – group 1, with undam-
aged surface – group 2 and with an engraving on the surface made for identifi-
cation – group 3. From each group, 3 samples were selected for tests. Prior to
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Fig. 1. The plate selected for the tests

the tests, the samples were cleansed in 96% ethyl alcohol in ultrasonic baths
BANDELIN Sonorex Digitec for 10 min.

2.1 Chemical Compostion Test

Researches of chemical composition of the implants were made using LECO
GDS500A emission spectrometer. As a result of the glow discharge of studied
areas of samples were obtained recording of complete emission spectrum from
165nm to 460nm using photosensitive Charge Coupled Device (CCD). Next,
by using the method of comparison with reference standards appropriate for a
group of stainless steel and NWA Quality Analyst software was determined from
three measurements for each sample, the average concentration of the individual
elements in the chemical composition of the implants. During the researches, the
following work parameters of the spectrometer are used: voltage 1250V voltage,
current intensity 45mA, pressure of argon 2 Tr and vacuum 0,1 Tr.

2.2 Wettability Test

In order to determine the surface wettability of the selected samples, the wet-
ting angle and surface free energy were evaluated with the use of Owens-Wendt
method. The wettability angle measurement were performed with two liquids:
distilled water (θ w) (by Poch S.A.) and diiodomethane (by Merck). Measure-
ments with a drop of liquid and diiodomethane spread over the sample surface
were carried out at room temperature (T = 23◦C) at the test stand incorpo-
rating SURFTENS UNIVERSAL goniometer by OEG and a PC with Surftens
4.5 software to assess the recorded drop image. 10 drops of distilled water and
diiodomethane each, 1.0 μl volume, were placed on the surface of each of the
samples. Duration of a single measurement was 60 seconds at the sampling fre-
quency 1 Hz. The mean values of the wetting angle θav and the surface free
energy γS were presented in tabular form.

2.3 Potentiodynamic Test

The tests were carried out as recommended by ISO 10993-15 standard. The test
stand comprised of the VoltaLab PGP201 potentiostat, the reference electrode
(saturated calomel electrode SCE), the auxiliary electrode (platinum wire), the
anode (test sample) and a PC with VoltaMaster 4 software. The corrosion tests
started with determination of the open circuit potential EOCP during the first
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120 min. The polarization curves were recorded starting with the initial potential
value, Einit = EOCP −100mV. The potential changed along the anode direction
at the rate of 3 mV/s. Once the anodic current density reached the value of
1mA/cm2, the polarization direction was reversed. On the basis of the curves
the corrosion potential Ecorr, the breakdown potential Eb, the repassivation
potential Ecp, were determined along with the value of the polarization resistance
Rp, calculated with the use of Stern method. Electrochemical test were carried
out in the environment of 250 ml Ringer solution supplied by Baxter at the
temperature T = 37 ± 1◦C and pH = 7 ± 0.2.

2.4 Macroscopic Observation

Evaluation of the surface using a stereomicroscope SteREO Discovery V8 from
Zeiss with software AxioVision was carried out. Observations before and after
the pitting corrosion resistance test were performed with total magnification:
9, 6x and 25x.

3 Results and Discussion

3.1 Chemical Composition Test

Results of chemical composition test are presented in (Table 1).
On the basis of obtained results it can be stated, that due to the differences in

percentage participation of individual alloy elements, the plates were produced
from 2 different steel alloys. The diversified content of individual elements can
influence on various properties of the implants. Steel with chrome concentration
above 13 % proves better passivating properties, which is connected with the
increase of corrosion resistance. Higher content of nickel fosters the increase
of resistance to stress corrosion. Furthermore, molybdenum content of 2 %–4 %
improves resistance to pitting corrosion. Comparing both plates in relation to
all the described elements, less of their content was observed in steel used to
produce plate PG1. For this steel higher concentration of carbon was observed
in comparison to implant PG2.

3.2 Wettability Test

The results of wettability and surface energy calculations and examples of drops
dripped in the surface of samples are presented in (Table 2). Higher average value

Table 1. The content of chemical elements

Elements C% Cr% Ni% Cu% Mo% S% Si% P%

Plate PG1 0.039 16.7 13.0 0.062 2.65 0.001 0.394 0.033

Plate PG2 0.029 17.1 13.4 0.057 2.72 0.00 0.373 0.029

ISO 5832-1 0.030 max 17.0-9.0 13.0-5.0 0.50 max 2.25-3.0 0.010 max 1.0 max 0.025 max



Corrosion Resistance of Stabilizers 29

Table 2. Results of the wettability and surface energy

Plate number Contact angle, θ◦
avr Surface energy γs, mJ/m2

Distilled water Diiodomethane

PG1 40.23 ± 3.73 42.40 ± 3.90 56.61 ± 2.10

PG2 36.10 ± 1.72 40.28 ± 2.80 59.49 ± 1.61

of contact angle was observed for PG1 plate. Obtained results for both plates
were not significantly different from each other. On the basis of obtained values
of wetting angles θ, hydrophylic character of the surface of the plate of average
wettability was stated. The values of surface energy γ are comparable for both
implants.

Obtained results of wetting angles are lower in comparison to the literature
[9,14]. Therefore, it can be stated, that the contact of the stabilizer made of
CrNiMo steel with body fluids influenced the increase of the surface wettability.
The authors of the paper obtained the following results for steel CrNiMo: [14]
value θ = 73.67◦ for distilled water and value θ = 39.48◦ for diiodomethane. On
the other hand, the authors of the paper [9] state, that the average values of
wetting angles change in the range of 76.44◦ to 81.95◦. It can also be stated that
there are insignificant differences in the values of surface energy for both plates
with regards to the paper of the authors [15,16] in which for the analysed steel
they were accordingly: γs = 53.2 mJ/m2 and γs = 44.1 mJ/m2.

3.3 Potentiodynamic Test

Results of potentiodynamic tests carried out to evaluate the pitting corrosion
resistance are presented in (Table 3) and Fig. 2(a) and (b).

The values of selected parameter for both plates are different. The biggest
differences were observed for breakdown potential Enp. Analysing appropriate

(a) (b)

Fig. 2. Examples of polarization curves: (a) PG1 3 - mechanical damage, PG1 11 -
undamaged, PG18 - engraving, (b) PG2 2 – mechanical damage, PG2 4 – undamaged,
PG2 8 – engraving
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groups of samples, it can be stated that the value of Enp is dependent on in the
tested surface. The highest values were obtained for the samples from group 2 -
with minor or complete lack of mechanical damage. Average values are: Enpav =
+1023 mV for PG1 plate and Enpav = +1318 mV for PG2 plate. On this basis,
it can be stated that passive layer in the areas of the least damage is the best
protective barrier. The presence of mechanical damage in the form of scratches
and burrs influences the decrease of the average value of breakdown potential,
which for the samples from group 1 amounts to: Enpav = +919 mV for PG1
plate and Ebsr = +1214 mV for PG2 plate. However, the biggest influence on
the decrease of corrosion resistance was noticed for laser marking. The layer was
damaged, as a result of which the average value Eb in the group of 3 samples
is the lowest in comparison to the rest of the samples and for the plate PG1
is +919 mV and for the plate PG2 +831 mV. It can be concluded that on the
basis of the course of polarizations curves, the analysed material has the ability to
repassivate in the body fluids environment. What is more, the highest average
value of polarization resistance Rp was observed for the samples without any
mechanical damage, which for plate PG1 came to Rpav = 592 kΩcm2 and for
plate PG2 - Rpav = 1128 kΩcm2. The values reviewed differ, depending on the
discussed plate. This is connected with the diversified content of alloy elements
in both plates. In the previous paper of the authors [9] a negative influence of
the surface damage on the corrosion resistance of the implants in comparison
to the samples taken from implants in the initial state was also observed. The
increase of corrosion resistance of steel CrNiMo was obtained by the authors of
the paper [17] who covered the steel with SiO2 layer. For the surface prepared in
such way, the values of breakdown potential Eb ranged from +1543 mV +1518
mV for the samples subjected to ethylene oxide sterilization.

Table 3. The results of pitting corrosion tests

Surface condition Ecorr, mV Eb, mV Ecp, mV Rp, kΩcm2

PG1 plate

Surface damage −20 ± 16 +919 ± 318 −19 ± 101 437 ± 38

Undamaged −78 ± 46 +1023 ± 247 +60 ± 89 592 ± 224

Engraved −83 ± 33 +919 ± 269 +57 ± 94 373 ± 116

PG2 plate

Surface damage −2 ± 40 +1214 ± 39 +129 ± 302 355 ± 123

Undamaged −42 ± 24 +1318 ± 61 −21 ± 37 989 ± 185

Engraved −56 ± 14 +831 ± 234 +92 ± 15 323 ± 96

3.4 Macroscopic Observation

In the result of macroscopic evaluation, deep mechanical damage was observed
for both PG1 plate (Fig. 3a) and PG2, in the end area of the implant, in the
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(a) (b)

Fig. 3. Sample of surface: (a) before corrosion test – stereomicroscop mag. 9.6x and
(b) after corrosion test with example of pitting – stereomicroscop mag. 25x

point of locking. Samples taken from the middle part of the plates had few
or no damage. In case of both implants, no corrosion processes were observed.
After pitting corrosion resistance tests, another macroscopic evaluation of the
surface was carried out. Corrosion changes in the form of pitting were observed
(Fig. 3(b).

4 Conclusion

On the basis of macroscopic the biggest number of damage was observed in the
end area of the implant, at the point of locking with bars. This is the area, where
the plates were modelled in order to adjust the geometry to the anatomical shape
of the chest. Numerous mechanical damage on the surface of the implants but,
above all, laser marking technique had a huge impact on the decrease of the
pitting corrosion resistance. As a result of the analysis of the obtained polariza-
tion curves, it can be concluded that for the samples with numerous mechanical
surface damage hysteresis loops are wide. This proves slow repassivation. What
is more, reduced breakdown potential can be observed for these samples. The
decreased resistance in the places of frequent mechanical damage was probably
caused by periosteal reactions in the tissues surrounding the implant, which was
proved by clinical tests. In the most damaged areas, as well as in the areas of
laser marking, changes in the form of corrosion pittings were observed. Further-
more, as a result of conducted tests of wettability and surface energy, the values
of wetting angles of the plates PG1 and PG2 were similar. The higher the value
of the wetting angle, the more hydrophobic the analyzed material. The values
of wetting angles for plates PG1 and PG2 always reach the result below 90◦.
On this basis, hydophylic but averagely wettable surface is observed. The wetta-
bility is determined by the level of absorption and aggregation of the material.
During the observation of the implants no tissue adhesion was observed. This
indicates beneficial for short-term implants low ability to adhesion and reaction
of the surface to the osteoblasts activity [14,18].
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Abstract. This study presents the results of tests of friction processes
and fretting wear of NiTi shape-memory alloy, which is used in ortho-
dontics and surgery. This research problem is significant because nickel
ions released as a result of nitinol wear exhibit toxic action in the human
body. Knowledge about wear mechanisms will allow for more effective
prevention of processes leading to the destruction of elements of medical
constructions and extend the time of their safe operation. Tests were
performed on a pin-on-disc fretting tester under dry friction conditions
and in a simulated oral cavity environment. Wear assessments were con-
ducted on the basis of microscopy (SEM, TEM, CLM). Obtained results
indicate that friction conditions have a significant impact on the mecha-
nism of fretting wear, which is primarily related to oxidation and phase
transformation of nitinol.

Keywords: Fretting · Nitinol · Saliva · Wear · Biomaterials

1 Introduction

Shape-memory alloys are among the group of smart materials and are finding
ever broader and growing applications in medicine. Nickel-titanium alloys, with
a near-equiatomic chemical composition, are used most commonly. Orthodontic
wires and arches, as well as braces, intramedullary rods and implants for treat-
ment of spinal defects, among other things, are made from these alloys. The
shape-memory effect of nitinol is related to its thermo-elastic martensitic trans-
formation, however, in medical applications, the phenomenon of superelasticity
is most frequently used. This transformation is reversible, however exceeding the
yield point of strain-induced martensite leads to loss of the material’s superelas-
tic properties [1–3].

Reports in the literature indicate that nitinol alloys are susceptible to tri-
bological wear. This particularly pertains to adhesive grafts, which significantly
limit the application of titanium alloys in friction pairs [4,5]. However, it must
be noted that fretting wear mechanisms of nitinol have not sufficiently been
described in the professional literature, and strain-induced phase transforma-
tions have a significant impact on wear kinetics [6]. The susceptibility of nickel-
titanium alloys to fretting-corrosion processes is also a significant problem [7,8].

c© Springer International Publishing AG 2017
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Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 5
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Due to its high nickel content, wear products of nitinol are particularly haz-
ardous to the human body, which is why more shape-memory alloys with similar
functional parameters are continuously being sought. Nickel is one of the most
common allergens. 10 % of the population is allergic to this metal [9,10]. It has
been demonstrated that nickel ions induce lipid peroxidation and inhibit blood
platelet aggregation. This process can be held back by means of ascorbic acid.
Nickel may also induce a series of carcinogenic processes, and chronic exposure
to excessive nickel doses may also weaken innate immunity [11]. It seems that, in
light of the above, the planned tests of friction and fretting wear of alloys of this
type will bring cognitive and utilitarian value in the context of the application
of these materials in medical constructions, particularly orthodontic appliances.

2 Material and Test Methodology

Fretting tests were performed using a friction tester designed and made at the
Department of Materials and Biomedical Engineering of the Bialystok University
of Technology, and a detailed description of this tester has been presented in an
earlier publication [12].

Fig. 1. Research station: A - general view, B - friction pair

Tests were conducted in a pin-on-disc system - Fig. 1. Elements of the kine-
matic pair were made from NiTi alloy with the following chemical composition:
nickel (50.5 % at.), titanium (49.5 % at.). Pins of a cylindrical shape had a 1.1 mm
contact surface, and the sample diameter amounted to 4 mm. Sample surfaces
were polished mechanically until roughness on the order of Ra = 0.4µm was
achieved. To remove contaminants, pins and discs were immersed in ethanol
and placed in an ultrasound bath for 10 min. After this period of time, sam-
ples were thoroughly rinsed with distilled water and dried. Discs were fastened
on the tester’s moving table, which performed reciprocating movements. The
amplitude of displacement was on the order of 100µm, frequency - 0.8 Hz, and
average unit pressures that were set amounted to 5, 15 and 30 MPa. Friction was
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applied for one hour (2880 cycles) under dry friction conditions and in the envi-
ronment of human saliva, respectively. Saliva was collected in fasting condition
from a 28-year-old healthy man according to a previously developed collection
methodology [13]. Each test was repeated 3 times for statistical purposes.

Observations of sample surfaces were conducted using a confocal microscope
(CLM, Olympus Lext OLS4000) with 3D imaging capability and a scanning elec-
tron microscope (SEM, Hitachi S-3000N). Fretting wear products were observed
using a transmission electron microscope (TEM, Tecnai G2 X-TWIN). The appli-
cation of a confocal microscope made it possible to measure wear and evaluate
volumes of lost material and material accumulated over the course of the fric-
tion process. Measurements were conducted according to a previously developed
research methodology [14]. The chemical composition of the surfaces of friction
traces was assessed using an EDS (energy dispersive spectroscopy) module in
the scanning microscope.

3 Results and Discussion

Fretting tests were commenced by taking measurements of friction forces in
selected friction pairs. This made it possible to determine changes of the coeffi-
cient of friction over time at the set unit pressures (Fig. 2).

Fig. 2. Changes in coefficient of friction over time: A - under dry friction conditions,
B - in the environment of saliva

Nickel-titanium alloys are a characteristic material capable of phase transfor-
mations as a result of applied stress (psuedoelasticity) or temperature changes.
Data in the literature confirms that the application of strain to the alloy while
it is in an austenitic state leads to its martensitic transformation, which is irre-
versible after the yield point of strain-induced martensite is exceeded [1]. The
results presented in Fig. 2 show that, under dry friction conditions, the resis-
tance to motion of kinematic pairs after one hour of friction is the greatest at
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low unit pressures (5 MPa). However, an inverse phenomenon can be observed
in the environment of saliva. When interpreting test results, one should remem-
ber that friction is a complex process accompanied by many overlapping mecha-
nisms. Besides phase transformations of nitinol, ingredients of saliva, particularly
mucins, may also have an influence on friction. Oxidation processes of nickel and
titanium should also be accounted for, as illustrated by the data presented in
Fig. 3.

Fig. 3. Oxygen content in wear products

Conducted research indicates that fretting fosters the formation of oxides,
and the amount of oxides has a significant impact on friction conditions. In
the environment of saliva, where oxygen access was limited, the application of
stresses leads to transformation of the soft parent phase (austenite) into the
hard martensitic phase, which results in reduction of friction. However, addi-
tional structural studies must be carried out to confirm the correctness of this
assumption.

Assessment of fretting wear is a complex process, which often takes on a
stochastic character. Due to the low amplitude of displacements under fretting
conditions, removal of wear products from the friction zone is difficult. Under
such conditions, secondary wear may occur, in which formed products act as
an abrasive and intensify wear. Due to two-way transport of material between
friction surfaces (pin and disc), measurement of material losses is typically insuf-
ficient to reflect the actual state of samples. This is why it is indispensable to
also account for the volume of accumulations of material permanently affixed to
the surface. The results of these measurements have been presented in Fig. 4.

The results of these measurements confirm that susceptibility to adhesive
grafts of nitinol increases as load increases. Human saliva is a lubricant that effec-
tively prevents permanent deposition (accumulation) of material on the alloy’s



Fretting Wear of NiTi - Shape-Memory Alloy 37

Fig. 4. Fretting wear of disks, accounting for losses and accumulations of material: A -
under dry friction conditions, B - in the environment of saliva.

Fig. 5. Photographs of surfaces and products of fretting wear: A - dry friction condi-
tions (SEM), B - in environment of saliva (CLM), C - wear nano-products (TEM)

surface, however, it still intensifies wear in terms of volume (losses), particularly
at low unit pressures. This is presumably related to the fact that less energy
is supplied to the contact zone, required for the martensitic transformation
to occur (longer time of transformation). Figure 5 presents photographs of the
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Fig. 6. Chemical composition of wear products on friction surface.

friction surface, with visible wear products. The presence of nanoparticles in
the friction zone was confirmed (Fig. 5C) and was also observed in previously
conducted tests of this type [15].

Analysis of the chemical composition of wear products (SEM, EDS) con-
firmed the presence of nickel, titanium and oxygen, which clearly indicates inten-
sive oxidation of the alloy’s ingredients during friction - Fig. 6.

4 Conclusions

Obtained test results demonstrated susceptibility to wear of nitinol under fret-
ting conditions. Knowledge about wear mechanisms of biomaterials used in
elements of medical constructions may contribute to their effective safeguard-
ing against destruction, and thus extend the lifetime of medical constructions.
Fretting processes are characterized by a low amplitude and high frequency
of movement between contacting elements, which takes place in many medical
constructions, particularly orthodontic appliances. Metal oxides are the most
frequently occurring wear products. Their presence in the friction zone may lead
to intensification of wear as a result of abrasion (so-called secondary wear), and
high unit pressures are the cause of adhesive grafts onto the kinematic pair.

In the case of shape-memory alloys, their phase transformations must also
be taken into consideration. As a result of energy supplied in the form of heat
or applied stress, the martensitic transformation may occur, which usually leads
to a change in the character of wear. Moreover, reports in the literature indi-
cate a problem related to the susceptibility of nickel-titanium alloys to fretting-
corrosion processes [8]. Further tests and analysis of these processes may bring
measurable benefits, in terms of both knowledge and utility.
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Abstract. The paper presents the results of mechanical and tribolog-
ical tests of two kinds of carbon coatings with advanced microstruc-
tures - nanocomposite CrC/a-C:H and multilayer TiN/Ti/a-C:H. The
introduction of barriers for dislocation motion and microcrack propaga-
tion as CrC nanograins in nanocomposite coating or Ti and TiN inter-
layers in multilayer led to coatings hardening and improved fracture and
wear resistance in comparison to a single amorphous a-C:H coating. It
was confirmed by wide range of mechanical tests. The mechanism of
microcrack deflection and splitting on CrC nanograins and Ti layers was
studied using spherical indentation tests and TEM observations of indent
cross-sections.

Keywords: Carbon coatings · Nanocomposite coatings · Multilayers ·
Hardness · Fracture · Wear · Tribology

1 Introduction

The demands for tools, machine components and biological implants are contin-
uously increasing. From tribological point of view they high wear resistance, low
friction force and substrate protection are required. In this field thin coatings
could be a solution, hence they appear in many branches of industry. In the
area of bioengineering carbon based coatings deposited by vacuum technologies
particular interest is the carbon coating are of great interest. The main reason
for this is their excellent tribological properties and biocompatibility. Deposited
on contacting elements of joint implants they could extend implant lifetime but
in a case of artificial elements of cardiovascular system they prevent the direct
contact of substrate with tissues and blood. Unfortunately, the main applica-
tion problem of carbon coatings is their low fracture resistance, even lower than
ceramic ones, which is extremely important when they are deposited on suscepti-
ble substrates like titanium alloys and polymers. Low stiffness such a substrates
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 6



Carbon Based Coatings with Improved Fracture and Wear Resistance 41

results high deformations even at low external loads what leads to the same
deformations of coatings and their fracture. Cracks can also appear at repeating
tribological contact cause coating fragments chipping. When this debris remains
in contact zone can significantly accelerate abrasive wear of the whole tribo-
logical system. Sufficient support by substrate allow to demonstrate high wear
resistance of carbon coatings and a very low friction coefficient, even below 0.1 in
dry sliding condition [1,2]. Among the carbon based coatings the most popular
are hydrogenated a-C:H and nonhydrogenated a-C coatings [3,4]. Depends on
microstructure they exhibit different mechanical and tribological properties. The
main parameter that affect them is the ratio of sp2 (graphite type) to sp3 bonds
(diamond type). The softer and crack resistant are coatings with high amount
of sp2 bonds, while the sp3 reach coatings exhibit high hardness and wear resis-
tance but are prone to fracture. Appropriate parameters of deposition process
allow to obtain coatings with pre-planned sp2/sp3 ratio and required mechan-
ical properties [5]. For biotribological applications carbon coatings should be
hard but remain also crack resistant what provide high wear resistance. None
of pure carbon coatings fulfill all of this demands. However the enhancement of
fracture resistance could be obtained by the introduction of additional barriers
to microcrack propagation into the microstructure of amorphous carbon coat-
ings. It could be obtain in two different ideas, hence two kinds of coatings have
been developed and presented in the literature - multilayers and nanocompos-
ite coatings. First of them multilayers are composed on repeated many layers
of two materials. These materials usually exhibit different properties e.g. one is
hard second pliable. The bilayer (sum of the thickness of two following layers) is
within few to hundreds nanometers range. Such thin layers results fine-grained
microstructure what cause coating hardening. Further enhancement is due to the
interfaces between [7] the following layers being the barriers for dislocations and
cracks. The mechanism of strengthening and crack deflection in ceramic/metal
multilayers was presented in previous papers for Cr/CrN and Ti/TiN [6,7]. Such
a phenomena has been also found in a case of TiN/Ti/a-C:H coatings [8] where
the appropriate selection of number and thickness of layers resulted 3 times
and 2 times higher scratch and wear resistance respectively. The second idea
to archive the fracture toughness enhancement of carbon coatings is introduc-
tion of nanometer size ceramic grains into the carbon matrix. Such a coatings
are signed as nc-MX/a-Mtx, where nc-MX means hard particles of carbides or
nitrides of transition metals embedded in an a-Mtx amorphous matrix [9,10].
Voevodin et al. [11] postulate that appropriate diameter of grains is 5–10 nm.
While the 1–3 nm thick amorphous carbon layer should entirely surround them.
Such a small grain size prevents the formation of dislocations hence the dominat-
ing deformation mechanism becomes the grain boundary sliding. Large amount
of nanograins are also an effective barrier for crack propagation. Moreover the
thin amorphous layers reduces the initial crack size, which demands a higher
stress level to start brittle fracture.
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The aims of the present work were:

• characterization of basic mechanical properties: nanohardness, Young modu-
lus, adhesion to the substrate and wear resistance of TiN/Ti/a-C:H multilayer
and nc-CrC/a-C:H nanocomposite coating deposited by hybrid magnetron
sputtering on AISI 304 austenitic steel substrate,

• analysis of the effect of complex coating architecture on the rise of fracture
and wear resistance.

2 Tested Coatings

The mechanical and tribological properties of coatings with advanced
microstructures: nanocomposite CrC/a-C:H and multilayer TiN/Ti/a-C:H, were
compared to properties of the reference hydrogenated a-C:H coating. Coatings
were deposited in an industrially scaled sputtering machine (Leybold, Cologne,
Germany) equipped with 4 rectangular 3′′ × 17′′ unbalanced magnetrons with
−50 V bias. All coatings were deposited on AISI 304 austenitic steel substrates.
Substrates were continuously rotated (4 rpm) in one axis on the sample cage.
Prior to the deposition, the substrates were mirror-polished and ultrasonically
cleaned in acetone and ethanol and then plasma cleaned and plasma activated
in Ar and Ar+O2 plasma by applying a linear anode layer ion source (ALS),
Veeco ALS 340. A reactive C2H2+Ar gas mixture at a total flow of 50 sccm,
resulting in a pressure of 3 × 10−3 mbar was applied for deposition of a-C:H
coating. During the deposition of CrC/a-C:H nanocomposite coating the pure Cr
target (Seibersdorf, Austria) was used. The optimal 10 sccm C2H2 gas flow was
applied based on results of coatings group presented in previous paper [10]. The
second coating with advanced microstructure - multilayer contains combination
of a-C:H, TiN and Ti layers with about 40, 30 and 7 nm thickness respectively.
TiN layers were deposited in N2+Ar gas mixture, while Ti layers in a pure Ar
atmosphere. The Ti source was titanium Grade 2 (Eurotitan) target. The effect
of layers thickness in TiN/Ti/a-C:H coatings was presented in [8]. The total
thickness of all coatings single, nanocomposite and nanocomposite, controlled
by the deposition time after earlier calculation of deposition rates, was 1µm.
To improve the strength of coating-substrate interface ≈ 100 nm thick Cr or Ti
adhesive layers was applied.

3 Experimental Part

The transmission electron microscopy (TEM), Philips CM20 (200 kV) and
JEOL EX4000 (400 kV) microscopes were used to study coatings microstruc-
ture. Observations were conducted on thin foils prepared by a focus ion beam
(FIB) technique. Basic mechanical properties like nanohardness and elasticity
modulus were determined using CSM nanoindenter with a Berkovich geometry
diamond at 2 mN maximum load [12]. Instrumented spherical indentation with
a 20µm diamond tip radius was also used to studied fracture resistance [13].
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The first pop-ins on indentation curves was assumed as critical load leading to
the formation of circular cracks. The mechanisms of deformation and the effects
of Ti layers and CrC nanograins were studied by TEM analysis of thin foils
performed at indent symmetry axis on coatings cross-sections. Furthermore the
coatings adhesion to steel substrates was studied by scratch testing [14] with
a standard conical Rockwell C indenter - 200 �= m tip radius. The same scratch
parameters, such as 5 mm length, 5 mm/min scratch speed and 0–30 N load range
were adopted for all coatings. Tribological tests of the coating-substrate systems
using a ball-on-disc tribometer [15], 6 mm diameter Al2O3 balls, 0.05 m/s sliding
speed, 20000 cycles and Fn = 5 N load, allowed to determine wear resistance and
coefficient of friction. The wear index was calculated from the profiles of wear
scar, as:

V

Fns

where: V - volume of removed material, s -length of the wear track.

4 Results and Discussion

Microscopic examination exhibited the amorphous microstructure of the single
a-C:H carbon coating. Such a microstructure also exhibited carbon layers in
the multilayer coating and the matrix of the nanocomposite coating. Figure 1
presents the TEM images of all coatings. In a case of TiN/Ti/a-C:H multilayer
well defined interfaces between the following carbon and ceramic layers in were
found. The ceramic TiN and metal Ti posse, typical for coatings deposited at
low temperatures by PVD techniques, columnar microstructure. The pre-defined
7 nm thick Ti layers between the TiN and a-C:H ones, that should stop or even
split nanocracks, are clearly seen. Detailed analysis such a multilayers were pre-
sented previously in [16]. Whereas HRTEM analysis of CrC/a-C:H nanocom-
posite coating exhibited the existence of 5–10 nm size Cr2C nanoparticles what
was confirmed by EDS quantitative analysis of these nanograins. The 65 % Cr
atom amount was determined. The beneficial for good mechanical properties is
the low thickness 1–3 nm of the carbon layers that separates the neighboring
ceramic grains [11].

Nanoindentation results showed the positive effect of advanced microstruc-
ture on hardness and elasticity modulus. The nanohardness of CrC/a-C:H -
18 GPa and TiN/Ti/a-C:H - 17 GPa is over 2-times higher than for a single a-C:H
coating - 7 GPa (Fig. 2a). The same tendency was found in the case of the elas-
ticity modulus (Fig. 2b). Such a higher values of Young’s modulus are extremely
advantageous for coatings deposited on steel substrates with E = 210 GPa. Low
mismatch of coating and substrate elasticity results the lower stress concentra-
tion in the coating-substrate interface and promote good coating to substrate
adhesion.

This behavior was confirmed by scratch testing. Critical load led to a-
C:H coating delamination and substrate exposure was only 5N (Fig. 3a), what
excludes the application possibility in many biotribological systems. The low
adhesion of carbon coatings is explained mainly by high state of residual stress
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Fig. 1. Microstructure of a-C:H, TiN/a-C:H and CrC/a-C:H coatings - TEM and
HRTEM images.

Fig. 2. Results of indentation curves: (a) nanohardness, (b) elasticity modulus

after the deposition process that may reach several gigapascals [17]. Meanwhile
first adhesive failures as first minor chipping with the removal of small multilayer
fragments from the scratch track was observed at 16 N load (Fig. 3b). Whereas
up to maximum normal load 30 N adhesive cracks were not induced by an inden-
ter on the surface of nanocomposite coating (Fig. 3c). A large improvement of
adhesion to the substrate of both multilayer and nanocomposite coatings may
result primarily from lower residual stress after the deposition process. Reduc-
tion of residual stress in CrC/a-C:H and TiC/DLC compared to pure carbon
coating is presented in [17,18]. The rise in scratch resistance is also reported in
the literature in the case of multilayers [7,19]. Coatings deposited on suscepti-
ble substrate should also exhibit high fracture toughness. Figure 4 presents the
spherical indentation load-penetration curves. It is clearly seen that the higher
stiffness results the lower penetration depth which was reduced from 2100 nm
measured for a-C:H to 1200 nm for CrC/a-C:H coating. First pop-ins on inden-
tation curves, corresponded to the crack formation in the coatings, were found at
160 and 260 mN for TiN/Ti/a-C:H and CrC/a-C:H coatings respectively, while
for a-C:H coating first crack appeared at 110 mN.
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Fig. 3. Scratch tracks images: (a) - 5 N, (b) TiN/a-C:H - 16 N, (c) CrC/a-C:H - 30 N.

Fig. 4. Spherical indentation curves

From the symmetry axis of indents thin foils were performed for TEM analy-
sis of crack propagation mechanism trough coatings thickness (Fig. 5). Crack in
a-C:H coating nucleated at the coating surface and propagated firstly perpendic-
ular to the surface as a result of tensile stress at the side of indent. At the middle
of the coating thickness, crack was deflected due to the maximum shear stress
in this area. Such a changes of crack direction it is caused A detailed analysis
of contact mechanics and stress distribution in coating-substrate systems during
spherical indentation was given in [13]. The crack on coating-substrate interface
confirmed poor coating adhesion to the substrate found by scratch testing. Crack
in multilayer was not propagated so easily despite the low fracture toughness of
the ceramic TiN and carbon a-C:H layers.

The higher fracture resistance of TiN/Ti/a-C:H is a result of incorporation
of thin Ti layers, which reduce the rigidity and facilitate the deformation of the
coating, allows “sliding” of hard ceramic and carbon layers. Microcracks propa-
gated trough TiN and a-C:H were deflected or closed by plastic deformation of Ti
layers. Hence cracks have low energy and they cannot be noticed on indentation
curve which is smooth with no popins. Such a crack closing was also observed
in a ceramic/metal type multilayer and shown in the previous papers [7,20].
In a case of CrC/a-C:H coating crack surfaces exhibited irregular, a step-like
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Fig. 5. TEM images of coatings cross-sections after spherical indentation

Fig. 6. Result of indentation tests - wear index and coefficient of friction (CoF)

character. Crack probably was splitting at hard nanograins and at the end was
divided into two smaller cracks. This resulted a greater applied load to induce
the crack propagation compared to a-C:H coating. Coatings with complex archi-
tecture showed significant enhancement of tribological properties what was also
confirmed by ball-on-disc testing. The nanocomposite coating exhibited 40 %
lower Wv wear index than the carbon coating, while for the multilayer coating
wear resistance it is up to 5 times higher. In many applications the friction forces
reduction is also crucial. For carbon coatings low coefficient of friction (CoF) is a
result of graphitization of the wear debris and creation of a third body with very
low shear strength in a friction zone [21]. In this studies CoF of a-C:H coating
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was 0.17, while for multilayer was only slightly higher CoF = 0.18, despite the
large amount of ceramic TiN and metallic Ti phases for which tests performed
at single coating showed CoF = 0.2 and 0.5, respectively. However, much higher
CoF = 0.43 was measured for CrC/a-C:H nanocomposite coating. This could be
a result of the presence of small hard nanograins in debris that can remove the
lubricating graphite layer. The similar phenomena for CrCx/a-C:H coatings was
found by Gassner et al. [22] (Fig. 6).

5 Conclusions

Introduction of barriers for easy crack propagation into carbon coatings can sig-
nificantly improve their mechanical and tribological properties. This may allow
to utilize carbon coating deposited by PVD techniques in areas where high frac-
ture toughness and wear resistance are necessary. Two groups of coatings can
fulfill such demands - multilayers and nanocomposite coatings. The conducted
research program of mechanical and tribological testing of carbon based coatings
with advanced microstructures permits the following conclusions:

• Hardness of the TiN/a-C:H multilayer and CrC/a-C:H nanocomposite coat-
ings is over two times higher than hardness of the pure a-C:H carbon coating.
The same trend was found for elasticity modulus.

• TiN/a-C:H and CrC/a-C:H coatings exhibited much better adhesion to steel
substrates than a-C:H coating.

• Results of spherical indentation revealed improved fracture resistance of coat-
ings with advanced microstructure. Compared to a-C:H coating, the critical
load that led to coatings fracture was 50 and 100

• TEM studies of indents after spherical indentations showed that Ti layers in
multilayer and CrC nanograins in nanocomposite coating cause crack deflec-
tion what disrupts their easy propagation.

• Wear index for the CrC/a-C:H coating is 40 % lower than for the a-C:H coating
while the TiN/a-C:H multilayer exhibited 5 times higher wear resistance than
single coatings.
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Abstract. The aim of the study was to develop the technology
of obtaining biodegradable monolithic biomorphous activated car-
bon/calcium alginate (LWA/AW) adsorbent. The composite was pre-
pared by chemical activation of cuboid samples which were cut from a
laurocherry stem and further impregnation with calcium alginate. The
polymer impregnation effect on the selected composite properties was
investigated. The surface area and porous structure of the composite were
characterized using low temperature nitrogen adsorption and helium pyc-
nometry. The functional groups analysis was performed using infrared
spectroscopy (FTIR). The iodine number and the adsorption capacity
in the methylene blue (MB) removal from aqueous solution were also
determined. The adsorbent was characterized by a high porosity on the
level of 60 %, and developed specific surface area (SBET=785 m2/g).
Preliminary studies showed that the resulting material is effective in dye
removal from water. The efficiency of the methylene blue adsorption was
found to be 95.7 %.

Keywords: Biomorphous composite · Adsorbent · Calcium alginate ·
Chemical activation · Surface area · Methylene blue

1 Introduction

Intensive industry development generates hazardous wastes that causes environ-
mental pollution increases. One of such dangerous substances are dyes present in
industrial waste water. These compounds, even in small amounts, may reduce the
light penetration into the water and thus inhibit photosynthesis. Dyes, because
of the complex structures, and the possibility of many substitution are hardly
biodegradable. Furthermore, some of their metabolites are toxic, mutagenic and
carcinogenic for living organisms, and therefore should be removed from the
c© Springer International Publishing AG 2017
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wastewater. Among several methods used for dye removal from aqueous solu-
tions, adsorption has been most widely applied [1]. Adsorbents, because of high
specific surface area and surface reactivity, remove impurities from water very
well. Unfortunately, their production costs often are very high, therefore it is
important to search for new, more effective, low cost adsorbents.

A noteworthy may prove to be a monolithic activated carbons derived
from plants being agricultural waste. Plants are characterized by a hierarchi-
cal ordered, unidirectional open pores structure, that is retained after the car-
bonization process [2,3]. Such a structure has many advantages e.g. does not
cause significant pressure drop during the passage through it different kinds of
substances. Furthermore, such materials have much greater resistance to wear
and can be easily placed in the mobile systems in vertical or horizontal posi-
tions without losing their shape [4]. Therefore, the monolithic carbon materials
can be widely used in the enzymes immobilization, a high throughput bioreac-
tor, a separation column with high flow rates, as catalyst supports, [5] and as
adsorbents [6,7].

The properties of the monolithic carbon materials can be easily modified
using chemical and physical activation or impregnation with various types of
substances e.g. polymers [8,9]. This modification does not affect significantly
open pores structure, but it can lead to improve their functional characteristics,
e.g. increasing the adsorption capacity.

The objective of this study was to obtain novel monolithic, biomorphous
adsorbent by chemical activation of shapes cut from laurocherry stem and fur-
ther impregnation with biopolymer of high sorption capacity – calcium alginate,
to achieve a monolithic composite adsorbent that was used for methylene blue
adsorption from aqueous solution. The literature reports of composite materi-
als based on calcium alginate and activated carbon [10,11]. However, so far,
powdered activated carbon was immobilized in calcium alginate capsules. In the
following work the monolithic, biomorphous activated carbon forms the compos-
ite matrix and the calcium alginate is the substance impregnating its surface.

It is worth noting that the activated carbons and activated car-
bon/biopolymer composites can be also successfully used in medicine e.g. for
the organism purification [12].

2 Materials and Methods

2.1 Preparation of Carbon Adsorbent (LWA)

For the preparation of carbon adsorbents rectangular shapes cut from lau-
rocherry stem were impregnated with 42 % phosphoric(V) acid and carbonized
at 400 ◦C. The heating rate was 5 ◦C/min, and the holding time at the final
temperature was 1.5 h. Derived samples were washed using distilled water and
dried at 80 ◦C to constant weigh.
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2.2 Preparation of Composite Adsorbent (LWA/AW)

The derived activated carbon materials were vacuum impregnated with 1 %
sodium alginate solution and immersed in 3 % calcium chloride solution for 3 h.
The resulting composites were dried at 70 ◦C till constant weight was reached.

2.3 Characterization of Adsorbents

2.3.1 The Open Porosity Determination
In order to determine the open porosity of the samples, apparent and true densi-
ties were used. The true density – the density of the material which is the average
mass per unit volume, exclusive of all voids that are not fundamental part of the
molecular packing arrangement – was measured using a helium gas displacement
pycnometer. The apparent density was determined from the volume of a regular
sample and its weight.

The open porosity (P%) was calculated using an expression:

P (%) =
ρtrue − ρapp

ρtrue
· 100 (1)

where:
ρtrue – true density, g/cm3,
ρapp – apparent density, g/cm3.

2.3.2 The Specific Surface Area
Low temperature adsorption isotherms of the matrix and the composites were
determined using Autosorb IQ, Quantachrome. Before studies the samples were
degassed under vacuum at 105 ◦C for 5 h. Adsorption isotherms were recorded
using gas nitrogen adsorption for relative pressures ranging from 0.05 to about
0.99, at the liquid nitrogen temperature. The surface area was determined using
Brunauerr, Emmett, Teller method (SBET ).

2.3.3 The Surface Chemistry Studies
In order to determine the functional groups expected in the developed materi-
als, the samples were examined using FTIR spectroscopy (FTIR spectrometer
Bruker Hyperion 2000). Powdered samples were mixed with potassium bromide
in weight ratio of 1:20, placed in a measuring flask and put on the path of the
beam of infrared light.

2.3.4 The Adsorption Activity Studies
The adsorption activity towards iodine was measured using monolithic samples.
4 mL of 5 % hydrochloric acid and 20 mL of 0.2 mL/L iodine solution were added
to the sample and shaken vigorously for 4 min. After removing the monolithic
sample, iodine solution was titrated with sodium thiosulfate (0.1 mol/L) in pres-
ence of starch.
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The iodine number (IN) was calculated according to the following equation:

IN =
(V1 − V2) · C1 · 126.9

m
(2)

where:
V1 – volume of Na2S2O3 solution spent on titration of the iodine solution

without sample, mL,
V2 – volume of Na2S2O3 solution spent on titration of the iodine solution

with the sample, mL,
C1 – Na2S2O3 concentration, mol/L,
m – sample weight, g.
The monolithic samples were put into flask, next solution of methylene blue

(MB) in water in proportion of 50 mL/120 mg/L was added and left for 70 h. In
order to determine the equilibrium dye concentration in the solution after the
adsorption a UV–VIS spectrophotometer Jasco manual V530 was used (wave-
length equal 664 nm). The final concentration was calculate using following equa-
tion:

qe =
(C0 − Ce) · V

m
(3)

The percentage MB removal (R%) by the adsorbent was described by the fol-
lowing:

R(%) =
(C0 − Ce)

C0
· 100 (4)

where:
qe – concentration at equilibrium, mg/g
C0 – dye initial concentration, mg/L
Ce – the equilibrium concentration, mg/L
V – the dye solution volume used for the adsorption, L
m – sample weight, g.

3 Results and Discussion

3.1 Characterization of the Porous Structure

The open porosity, which is the percentage of empty space in the porous sample,
was calculated using the values of apparent and true densities. The values of
the true density of composite adsorbent as well as of activated carbon being the
composite matrix are shown in Fig. 1(a). It is visible that calcium alginate thin
film impregnation slightly decreases the activated carbon density (from 1.68 to
1.60 g/cm3). Probably it is due to lower value of polymer density. Figure 1(b)
depicts the influence of the polymer component on the adsorbent open porosity.
It can be seen that polymer impregnation slightly reduce the porosity of the
composite. Both the activated carbon and the composite adsorbent are charac-
terized by high open porosity of order 60–64 %. Determined on the basis of true
and apparent densities porosity (P) is the sum of the volume of all pores in the
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Fig. 1. The true density (a) and the open porosity (b) of the activated carbon (LWA)
and the activated carbon/calcium alginate composite (LWA/AW)

material, but does not give information about the surface area of the samples.
For a more detailed analysis of the received materials low temperature nitrogen
adsorption was used. On the nitrogen adsorption isotherms basis the surface
areas (SBET ) were determined. Table 1 shows a comparison of the SBET surface
area of the materials received. Both the matrix and the composite are character-
ized by developed surface area. The results show that matrix has slightly larger
surface area than the composite. Probably during calcium alginate impregnation
small part of open pores has been sealed, which is confirmed by open porosity
determination results.

Table 1. Specific surface area (SBET ) values determined for the adsorbents studied.
Notation: LWA – the activated carbon, LWA/AW – the activated carbon/calcium algi-
nate composite

Surface area (SBET ), m2/g

LWA 901.7

LWA/AW 784.8
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3.2 Determination of the Functional Groups

The material’s surface chemical character, which is determined by kind of sur-
face functional groups, is extremely important due to its applications. It may
be modified by various kinds of substances (e.g. functionalization) or by ther-
mal treatment (e.g. activation, carbonization). The most important are oxygen
groups, which determine adsorption properties of the materials. The chemical
nature of the surface of the activated carbon and its changes due to the pres-
ence of calcium alginate was tested by FTIR spectroscopy. The FTIR spectra of
LWA and LWA/AW are depicted in Fig. 2. The wide band at 3600–3280 cm−1

corresponds to O–H (hydroxyl) groups which suggest the existence of a phenolic
group. The absorption bands at 2890 and 2830 cm−1 showing the presence of
alkyl groups. The band observed at about 1600 cm−1 could be caused by the
vibration of C=O groups present in single or multiple aromatic rings contained
in the carbon materials as well as vibration of C–O–O groups from alginate
molecule. Interestingly, both spectra are almost identical. This is probably due
to the fact that activated carbon and calcium alginate have the functional groups
having an absorption band at the same wave number values.

40080012001600200024002800320036004000
Wave number (cm−1)
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Fig. 2. The FTIR spectra of the LWA and the LWA/AW composite

3.3 Adsorption Properties

A key step in the study was determination of the influence of the calcium alginate
presence on the adsorbent sorption capacity. For this purpose an iodine number
(IN), i.e. a designated amount of iodine adsorbed by 1 g of the adsorbent, of
the activated carbon and the composite was measured. The results are shown
in Fig. 3. As it can be seen from this figure, the presence of calcium alginate in
the composite significantly increases the iodine adsorption capacity from 53.4 to
125.6 mg/g. This value, in comparison with commercial adsorbents, is not high,
so it can be concluded, that these materials have no competitive properties in
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Fig. 3. Iodine number values determined for the adsorbents studied

Table 2. The adsorption capacity of methylene blue (MB) adsorbed on the activated
carbon (LWA) and the composite (LWA/AW)

Sample Adsorption capacity (mg/g) MB removal (R%)

LWA 4.3 90.1

LWA/AW 5.1 95.7

removal of substances having a particle size of less than 1 nm (the diameter of
the iodine molecule is equal to 0.9 nm). The adsorption properties of received
materials (LWA and LWA/AW) were examined in the process of removing from
water the substance of larger particles diameter (1.8 nm) – methylene blue dye.
Data in Table 2 show that both materials are characterized by high (over 90 %)
degree of the MB removal from water. It can be also noted that the coating
of activated carbon surface with thin layer of polymer having a good adsorp-
tion properties – calcium alginate, increases the dye adsorption capacity of the
composite.

4 Conclusions

Both monolithic biomorphous adsorbents performed using agricultural waste,
i.e. laurocherry were found to be biodegradable and renewable materials charac-
terized by high porosity of order of 60–64 % and developed surface area (SBET ∼
785–902 m2/g). Preliminary studies showed that these monolithic materials are
effective in the dye removal from an aqueous solution. Furthermore, surface coat-
ing of a monolithic activated carbon with calcium alginate, despite of a reduction
in porosity and specific surface area, increased the efficiency of the dye adsorp-
tion properties of the materials from 90.1 to 95.7 %.

Acknowledgement. This study was financed by the Ministry of Education and Sci-
ence (MES) (Poland), under Grant No. BKM/534/RIB4/2014.
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3. Krzesińska, M., Majewska, J.: Biomorphous carbon and carbon-polymer materials.
Scientific Publishers Silesia, Katowice, Poland (2011). (in Polish), (ISBN 978-83-
7164-678-2)

4. Valdes-Solis, T., Linders, M.J.G., Kapteijn, F., Maraban, G., Fuertes, A.B.:
Adsorption and breakthrough performance of carbon-coated ceramic monoliths
at low concentration of n-butane. Chem. Eng. Sci. 59, 2791–2800 (2004)

5. Siyasukh, A., Maneeproma, P., Larpkiattawornd, S., Tonanona, N.,
Tanthapanichakoonb, W., Tamonc, H., Charinpanitkula, T.: Preparation of
a carbon monolith with hierarchical porous structure by ultrasonic irradiation
followed by carbonization, physical and chemical activation. Carbon 46, 1309–1315
(2008)

6. Mohan, D., Pittman, C.U.: Arsenic removal from water/wastewater using
adsorbents-A critical review. J. Hazard. Mater. 142, 1–53 (2007)

7. Garcia-Bordeje, E., Lazaro, M.J., Moliner, R., Alvarez, P.M., Gomez-Serrano, V.,
Fierro, J.L.G.: Vanadium supported on carbon coated honeycomb monoliths for the
selective catalytic reduction of NO at low temperatures: Influence of the oxidation
pre-treatment. Carbon 44, 407–417 (2006)
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Abstract. The paper discusses the basic problems of the possible com-
plications after implant-prosthetic treatment, with particular emphasis
on periimplantitis. Presented are the results of materials science exper-
tise for prosthetic bridge based on the implant, lost by sixty year old
female patient as a result of perigraft tissue inflammation. The results
allowed to assess whether the separation of the prosthetic system – in
addition to biological factors – was influenced by mechanical factors, such
as damage to restoration structures.

Keywords: Computational geometry · Graph theory · Hamilton cycles

1 Introduction

The development of implant prosthetics over the past few decades has made
that, starting from the experimental field of dentistry, it has become almost rou-
tine solution for the reconstruction of partial or complete lack of teeth. Evolu-
tion comprised here both the procedures applied, instrumentation, and implants
themselves in – terms of design and material solutions. While the said method
of treatment has gained great popularity, there are still some failures (around
10 %), leading to loss of stability of the implant-bone system, and in effect the
implant separation. Scheme of the course of implant-prosthetic therapy is shown
below – Fig. 1 [3,6].

Complications arising after the implant surgery are twofold: mechanical and
biological (Fig. 2). The main causes of complications of a mechanical nature
can include improper implant construction, structural defects of materials of
which individual components are made, as well as unfavourable loading of the
implant with occlusion forces. As regards the biological causes complications:
they have their origin in a variety of factors, some of which being only cited
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 8
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Fig. 1. Diagram of the course of the implant-prosthetic treatment [5]

below because of their plurality. Among others these include: systemic diseases
(osteoporosis, diabetes), abnormal occlusion, inadequate design of the implant,
poor oral hygiene, impaired wound healing after surgery, stimulants [1].

Fig. 2. Categorizing of difficulties occurring after implant-prosthetic treatment [4]

One of the most common causes of stability loss, and then separating the
implant is an inflammation of the perigraft tissues (periimplantitis). The direct
consequences of this phenomenon is the soft tissues atrophy of the gingiva and
resorption of bone tissue. Periimplantitis reasons lie in imbalance of the equilib-
rium between the resident flora surrounding the implant and the immune sys-
tem of the body, often intensified by the presence of occlusal disorders, systemic
diseases, genetic and/or social conditions, such as poor oral hygiene, tobacco
smoking, and even stress [1,2].

2 Materials and Methods

Materials science expertise has been applied to elements of the three-point pros-
thetic bridge fixed in the mouth of sixty years old female patient for a period of
six years, lost in the course of periimplantitis. The bridge was anchored to the
conical, self-drilling implant Alpha Bio SPI of nominal diameter 3.75 mm and a
length of 10 mm, made of the alloy Ti6Al4V. The implant system consisted of an
angle joint, screw and implant. Abutment of prosthetic crown was made of Ni–
Cr–Mo alloy, whereas as a veneering layer was feldspathic ceramics GC Initial
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Fig. 3. Dental bridge after removal from the oral cavity of the female patient: (a)
bottom view; (b) buccal view; (c) occlusal view

MC, determined by the manufacturer as being compatible with metal alloys hav-
ing a coefficient of thermal linear expansion in the range of 13.8 ÷ 14.9 μm/m·K.
Part imitating gum (Fig. 3) is made of acrylic. Based on an interview conducted
by a dentist, it was determined that due to smoking tobacco patient is at risk
group of biological complications.

In order to prepare the prosthetic restoration to carry out testing separated
were the system components by using precision cutting device Struers Secotom–
15. In the following steps performed were:

• microscopic observations using a stereoscopic microscope (Zeiss Discovery V8),
scanning electron microscope, a light microscope (Zeiss Observer),

• electrochemical impedance spectroscopy,
• study of resistance to pitting and galvanic corrosion.

Electrochemical impedance spectroscopy was performed by the measuring
system AutoLab PGSTAT 302N in the frequency range 10−3 ÷ 104 Hz. Measur-
ing system was equipped with a module FRA2. The experiment was performed
in Ringer’s solution, which was to simulate the environment of perigraft tis-
sues. Obtained results provided information on the electrochemical properties of
the implant and enabled the assessment of the phenomena taking place on its
surface.

The examinations of corrosion resistance have been carried out using a poten-
tiostat PGP–201 of Radiometer Analytical SAS company. The evaluation of pit-
ting corrosion resistance was carried out – as in the case of the EIS – for the
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titanium implant in an Ringer’s solution. For the abutment and metal substruc-
ture, the evaluation of resistance to galvanic corrosion (Evans method) was per-
formed, and as a study environment the solution of artificial saliva was selected.

3 Results

Based on preliminary observations using a stereoscopic microscope, it was found
that the prosthetic system revealed signs of wear in the form of small cracks,
and abrasions of the surface of ceramic crown. As a result of damages the expo-
sure of the substructure material has occurred (Fig. 4a). There was also damage
to the thread observed (Fig. 4c), probably caused by the destabilization of the
implant and its movement in regard to the bone. On the abutment surface, the
areas covered by corrosive changes were observed (Fig. 4d). It was also found
that within the substructure of the crown based on the patient’s own tooth the
remnants of that pillar have retained (Fig. 4b).

After cleaning the implant surface, observations were made by using a scan-
ning electron microscope. Despite carefully conducted process of removing impu-
rities from the implant surface it failed to remove all biological residues (Fig. 5a).
It was also noticed that the porous surface structure of the implant has deformed
(Fig. 5b).

After preparation of metallographic specimens in accordance with obligatory
methodology, observations were made of the constituent materials structures of

Fig. 4. Images from the stereomicroscope: (a) prosthetic crown; (b) tooth retained in
substructure; (c) thread abrasion; (d) abutment with corrosive changes of the surface
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Fig. 5. SEM image of the surface of the implant in magnification: (a) 78x; (b) 4000x

Fig. 6. The structures revealed in observations made by light microscope: (a) longitu-
dinal section of the implant; (b) cross-sectional view of the implant; (c) longitudinal
section of the abutment; (d) cross-sectional view of the substructure

the prosthetic system being examined. For this purpose a light microscope was
used. The disclosed structures are depicted (Fig. 6) and described below.

On the basis of obtained images, it was found that the material of both the
implant and abutment was characterized by fine-grained two-phase structure
α+β (Fig. 6a–c), typical for the alloys Ti6Al4V. In the case of the substructure
material, observed was the existence of dendritic structure being characteristic
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Table 1. The results of impedance examinations

Material Rs [Ωcm2] Cdl Rct[kΩcm2]

Ydl[Ω
−1cm−2s−n] ndl

Ti6Al4V 40.1 2.535 · 10−4 0.7568 14.25

for the components made by casting, not subjected to metal forming. On the
basis of observations and their comparison with the literature, revealed was the
presence of intermetallic phase γ with increased content of Ni–Cr and molyb-
denum enriched interdendritic areas [7]. In addition, during the observations
of microscopic cross-section of a prosthetic crown (Fig. 7) confirmed was the
existence of a layered construction of veneering layer – on the surface of the
substructure, it was clearly visible layer of opaquer (not translucent) with a
thickness of approx. 150μm.

Literature sources also show the presence of the porous oxide layer on the
surface of the metal substructure, however, used magnifications do not create
the possibility of separating it from remaining structures of prosthetic crown.
The presence of this layer, produced by oxidation process (after streamed abra-
sive treatment of substructure surface), aims to increase the strength of the
connection between the ceramic veneering and substructure materialy [8].

As a result of impedance examinations EIS the spectra of Bode (Fig. 8a)
and Nyquist (Fig. 8b), were recorded, as well as characteristic parameters that
describe the properties of the surface structure of the implant (Table 1).

Nyquist diagram indicates the occurrence of characteristic impedance
response of thin oxide layers, which means that the implant surface has been

Fig. 7. Section through a prosthetic crown in 200x magnification (image from a light
microscope)
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Fig. 8. Impedance spectra (a) Nyquist diagram (b) Bode diagram

passivated. On their basis, it was stated that the phase shift angle is approx-
imately 70◦, whereas the slope of the log|Z| in the applied frequency range is
close to value −1.

Before testing the resistance to pitting corrosion of the implant the opening
potential was established, which amounted to Eocp = −91 mV. Then, starting
from the value Estart = Eocp−100, using the rate of potential change of 1 mV/s,
recorded was the anodic polarization curve (Fig. 9). Then the specific parameters
were appointed: Ecor = −148.9 mV, Rp = 456.5 Ωcm2, Icor = 11.85 A/cm2.

Resistance to galvanic corrosion of the abutment and crown started from the
identification of opening potential. The values of these potentials are −192 mV
for the abutment and −378 mV for the substructure. On the basis of this mea-
surement, it was found that an electrode with a higher electronegativity (sub-
structure) in the main study is to act as the anode while the abutment having
smaller electronegativity – the role of the cathode. The area ratio of anode to

Fig. 9. Anodic polarization curve for implant of Ti6Al4V
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Fig. 10. Graphs of changes of the potential and current density in time (a) curves of
polarization; (b) the point of intersection of the curves

cathode was set at 1:1. As a result of measurements recorded were the graphs
(Fig. 10a) of changes course of the current density and potential in time for the
abutment and substructure. On this basis, the values i = 0.13μA/cm2 oraz
E = −450mV at the curves intersection has been established (Fig. 10b).

4 Conclusions

Microscopic observations allowed a preliminary assessment of exploitative dam-
ages within the prosthetic crown, which could be caused by abnormal occlusion,
and therefore the occurrence of occlusal parafunctions and adverse overloading
of the implant. The reason for the appearance of defects could also be in mis-
matched shape of prosthetic crown to the antagonistic teeth. As a result, it could
lead to the emergence of micro-cracks and loss of integration of the implant with
the bone.

It was also noted the presence of adverse corrosive changes on the surface of
the substructure and abutment, which could – by penetration of metal ions into
the surrounding tissues – to have an effect of perigraft structures irritation. This
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in turn could induce inflammation or exacerbate the adverse influence of other
potential factors responsible for the occurrence of periimplantitis.

Observations with methods of light microscopy confirm that the materials
used, despite the many years of being in the female patient’s body, were char-
acterized by structures typical for these specific material groups. It was also
established that as a result of the periimplantitis course and loss of stability of
the implant there has distorted the porous structure of the implant surface.

Characteristic of impedance spectra EIS and the results of assessment of
resistance to pitting corrosion provide a basis to conclude that the Ti6Al4V
implant has good corrosion resistance in assumed conditions. The basis of this
reasoning is the phenomenon of transpassivation that occurred on the implant
surface.

Evaluation of resistance to galvanic corrosion for the substructure-abutment
system showed that despite the conditions conducive to the formation of a gal-
vanic cell, the examined elements exhibit invulnerability to this type of corro-
sion. This is due to the low current density value. The environment of tissues
and body fluids in the course of inflammation, however, changes its character-
istics and becomes more aggressive (higher temperature, lower pH). Corrosion
changes on the surface of the substructure and the abutment observed through
a stereoscopic microscope can therefore be the result of the implant stay just in
the inflammatory environment. However, relevant experience has not been per-
formed in conditions simulating the tissue reaction changed by inflammation, so
it is impossible to formulate a clear opinion about the cause of corrosion changes
referred to above.

From the information obtained in dental interview it was determined that
the female patient was at risk of biological complications due to habitual smok-
ing resulting in increase of the number of anaerobic bacteria in the oral cavity
and increase of the bacteria activity that cause inflammation of the periodontal
tissues. Therefore, it was concluded that nicotine addiction could be a major
causative factor initiating the periimplantitis. However, the attention should
also be paid to information on the patient’s age (60 years) which may indicate
a reduced bone density or osteoporotic lesions of bone tissue.
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and Żaneta Anna Mierzejewska1

1 Mechanical Faculty, Bia�lystok University of Technology, Wiejska 45c,
15-351 Bia�lystok, Poland

{j.sidun,j.dabrowski}@pb.edu.pl, a.mierzejewska@doktoranci.pb.edu.pl
2 Faculty of Medicine, Medical University of Bia�lystok, J. Kilinskiego 1,

15-089 Bia�lystok, Poland
jjbb7@wp.pl

Abstract. Degradation processes of implant materials have a significant
effect on the reactions taking place around them. Processes related to
mechanical wear, corrosion and tribological wear can be distinguished
here. The phenomenon of fretting has a particularly significant impact
on changes around the implant. Destruction of materials’ surface layers
by fretting occurs in biomedical implants. Oxide formation was observed
in the friction zone. Wear products remain in the area of contact, inside
the fretting corrosion pit, until they accumulate in excess and leave the
area of contact. In fretting, oxidation may be a factor protecting against
wear, when a wear-resistant oxide layer forms on metal surfaces at high
temperatures. The presence of NaCl in the tissue environment intensifies
the progression of fretting corrosion.
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1 Introduction

Setting and immobilizing bone fragments is an important therapeutic problem
in facial bone fractures. In an insufficiently immobilized fracture, the gap widens
and healing (union) is delayed. If fragments are shifted constantly, the healing
process is severely disrupted. The introduction of stable osteosynthesis provides
better stabilization of bone fragments, enables further functional treatment with-
out the use of intermaxillary (maxillomandibular) fixation, and shortens the time
of treatment. The application of micro- or mini-plates in treating facial bones
is currently considered to be one of the most effective methods of maxillofacial
surgery. Osteosynthesis by means of miniplates is recommended in all cases of
mandibular fractures. These plates are made from titanium and its alloys.

As a result of tribological wear and/or corrosion wear processes, metallic
implants may be an “emitter” of many chemical elements and compounds harm-
ful to human health and cause illnesses defined as “metalloses”. Marciniak’s
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research demonstrated that a connective tissue capsule is formed and osteolytic
processes (bone atrophy) develop as a consequence of the development of bio-
corrosion [10,14,17,18]. Peri-implant osteolysis is a complex biochemical process
strictly linked to an implant’s mechanical functioning [1]. Activation of osteoblast
differentiation is stimulated by cytokines released by macrophages as a result of
phagocytosis of hydroxyapatite and polymethylmethacrylate (PMMA) particles
as well as of metal originating from the implant [1,9,10]. Reports in the literature
show that wear products of metallic implants and chronic tissue inflammation
are linked to the excessive presence of toxic elements. Parts of osteosyntheses are
particularly susceptible to tribological and corrosion wear processes. The accu-
mulation of particles and ions of metallic elements in surrounding tissues are the
results of implant materials’ degradation processes. It is observed in the case of
both austenitic steels and titanium alloys, considered to be highly biocompatible.
Reduction of the effects of tribological and corrosion wear of metallic implants is
one of the main subjects of research conducted in many scientific centers [15,17].
A better understanding of the phenomena and mechanisms of tribological and
corrosive destruction of materials at moving joints of systems serving to stabilize
bone fractures will allow for assessment of the impact of environmental factors
in the human body on these processes of materials’ degradation. The presence of
biofilm on metal surfaces may alter the mechanisms of and drastically accelerate
corrosion processes. The effect that biofilm has on friction and wear processes of
implant materials is also not without significance, as mentioned earlier. The influ-
ence of saliva and biofilm on initiation of fatigue cracking of parts in osteosyn-
theses must be explained. Aerobic microbes intensify the formation of cells of
varying oxygenation, which fosters the development of crevice corrosion. In turn,
the presence of anaerobic bacteria in the layer of biofilm aids the development of
pitting corrosion of metals. Under such conditions, hydrogen may be released as
a result of complex biochemical transformations, leading to unfavorable metal
hydrogenation phenomena (hydrogen embrittlement). Data concerning intensive
hydrogen absorption by implant titanium alloys in a biological environment can
be found in professional literature. This leads to reduction of plasticity, changes
of structure and grain size (refinement), and reduction of the fatigue strength
of titanium implants. It should be noted that there is no data in the literature
about tribological degradation of materials used in bone fixations, particularly
in a biological environment [2,7,10,12,13].

After analyzing reports in the literature concerning interactions between
implants and surrounding tissues, one can observe that problems linked to peri-
implant reactions have not been unambiguously explained. The goal of this paper
is to characterize the degradation processes taking place in plate fixations of the
mandible.

2 Research Materials and Methodology

15 mandible fixation plates were tested after the treatment had been completed.
Fixation plates was made of Ti6Al4V titanium alloy - Fig. 1. The system con-
sisted of plates and inter-operating bolts that were present in the human body
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Fig. 1. View of mandible fixation plate tested as discussed below

for a period of about 3 months. Tests were conducted with the consent of the
Local Ethical Committee for Animal Testing in Bia�lystok.

Miniplates were observed from the perspective of surface wear, and their
chemical composition was tested by means of an HITACHI S-3000N scanning
electron microscope equipped with an NSS (Noran System Six) X-ray micro-
analyzer.

Analysis of the structure of the surface layer after fretting and fretting-
corrosion was also conducted using an FIB (Focus Ion Beam system) microscope
[5]. An Hitachi NB5000 double-beam scanning microscope equipped with a Ga+
ion source, with a maximum acceleration voltage of 40 keV and beam current
up to 80 nA, was used in investigations.

The surface of the deformed conical seat was conducted using an 3D confocal
laser microscope LEXT OLS 4000.

3 Research Results and Discussion

Ensuring the proper durability of implants in the environment of tissues is a very
important engineering and clinical problem. The following figure among the dom-
inant processes of biomaterials’ degradation: corrosion, mechanical damage and
tribological wear, particularly under conditions of so-called fretting [8]. Processes
related to fretting, i.e. friction between two apparently permanently joined parts
due to micro-displacements, are the most dangerous and the least understood
[3,11]. These processes are intensified under the influence of an aggressive bio-
logical environment with significant participation of saliva or so-called biofilm.

The plate’s surface, in its initial state, may undergo a change as early as
during the technological process of its manufacturing due to local damage to
the implant’s passive layer. Plate wear in the form of scratches is also observed,
leading to a change in hole shape. All conditions required for fretting to occur are
met in a plate fixation of bone, and various wear mechanisms accompany fretting,
particularly abrasive (fretting-wear), corrosive (fretting-corrosion) and fatigue
(fretting-fatigue) mechanisms. The destructive action of fretting is intensified by
loosening of bolts as well as by damage to the passive layer [4,6,16,18].

It should be emphasized that deformation of plate seats may lead to insta-
bility of the entire system. This is a very unfavorable phenomenon due to the
probability of a reaction on the implant – tissue interface. Changes to the design
of the fixation system and introduction of changes to its manufacturing process
should be considered due to its susceptibility to fretting.
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In the case of large deformations, greater plate wear is observed, meaning
that wear products migrated to surrounding tissues. Wear products are very
fine and can migrate via diffusion to many internal organs, such as: the lungs,
kidneys, liver, brain and bone marrow.

However, the greatest threat is micro-crack initiation in bone plates when
they are primarily, and unskillfully, modeled. This threat is very real when mod-
eling is performed on a segment already weakened by holes. Initiated micro-
cracks propagate very rapidly, resulting in the risk of further destruction of
implants. Implant destruction is further facilitated by the stress state, which
leads to accelerated development of corrosion in areas of stress concentration.

The results of a’posteriori investigations of parts of plate stabilizers used
to make fixations indicate characteristic traces of damage. These traces include
damage to the surface layer of coned seats, and to a lesser extent, damage to flat
surfaces of plates.

Traces of abrasive wear, primarily due to micromachining, are formed during
rotation of joining bolts and bone screws while their conical heads are pressed
into their seats in plates. This unambiguously indicates the form of wear and
the areas where it is present. Only the passive layer on surfaces undergoes abra-
sion. Wear processes develop with particularly intensity in areas of micro-contact
between joining elements. Self-unscrewing of bone screws under the influence of
low-frequency variable loads that a stabilizer is subject to during the period of
its use, also cannot be ruled out as a cause of abrasive wear.

Damage of the second type is characteristic of corrosive destruction processes.
It occurs at points of contact between interlocking parts (stress concentration).
Corrosion pits have a decisive contribution to the process of surface layer destruc-
tion, and their sizes are much larger than in the case of mechanical wear. Corro-
sion pitting is the greatest in areas where scoring (abrasion) is present, which is
typical. This means that the process of corrosive destruction is initiated and, to
a large degree, activated by damage of the first type. It is precisely in these areas
where the passive layer is destroyed and pitting corrosion develops. Moreover,
tribo-corrosion (friction corrosion) processes, augmented by pitting corrosion,
take place at points of contact. Tribo-corrosion is caused by mutual micro-
displacements of contacting parts. Such displacements may occur as a result
of insufficient tightening or loosening of joining bolts, and they may also be the
result of elastic deformations of elements. Crevice corrosion does not have a deci-
sive effect on the total size of corrosion losses, due to its slow rate of progression.

The conducted observations indicate that damage of the first type, probably
occurring during the surgical procedure itself when the stabilizer was mounted,
is the most frequently observed (Fig. 2).

Figure 3 presents damage of the second type. Visible fine wear particles may
intensify secondary abrasive wear processes. Greater wear on elements of the
stabilization system in the single-plate fixation is due to the nature of this fix-
ation’s operation. It is exposed, above all, to bending and torsion loads. The
largest areas of wear are observed on interlocking surfaces of the plate seat and
head of the last screw found in bone, which is caused by greater mobility.
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Fig. 2. Photograph of bolt surface with visible damage of the first type

Fig. 3. Photograph of plate surface with damage of the second type

Examinations of plate surfaces under a microscope revealed visible corrosion
pits formed as a result of the interaction of bodily fluids on the metallic material.
Moreover, the presence of wear particles is visible on the plate’s surface. These
are metal oxides formed as a result of abrasion and/or adhesive interactions. The
degree of wear and deformation of holes in the plate are shown in Fig. 4.

The development of corrosion is observed near holes as a result of the action
of the aggressive environment. Numerous discolorations (Fig. 5a) and corrosion
pits (Fig. 5b) are visible on the surface. Traces of abrasive wear can also be found
near holes. In addition, deformation of hole shape is very frequently observed.
Both processes occur when screws are screwed in and as the implant is used after
that.

Over the course of observations of fixation elements under a microscope, much
damage caused by fretting processes was visible. Fretting losses were formed on
the surface of the screw as a result of micro-displacements accompanied by elastic
deformations occurring between fixation elements. These are characteristic pits.
In addition, discolorations formed on the screw surface that was in contact with
surrounding tissue, and traces of pitting corrosion are visible. The action of
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(a) (b) (c)

Fig. 4. Example results of investigations of screw seat deformations in fixing plates
(a) initial image, (b) changed image for interior hole diameter (c) changed image for
exterior hole diameter

(a) (b)

Fig. 5. Photograph of plate hole surface: (a) discolorations, (b) corrosion pits

the surrounding environment, of reduced pH, and the presence of ions, mainly
chloride ions, were the factors initiating the development of pits.

Observations of plate seats revealed damage to the surface layer in the form of
abrasive wear. The scratches and ridges visible on the presented photograph are
indicative of this. The plastic deformation that can be observed most probably
occurred during the mounting procedure. Figure 6 presents the results of plate
assessment using a LEXT OLS 4000 3D confocal laser microscope. The central
part of the plate, on which traces of wear are visible, was subject to assessment.
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(a) (b) (c)

Fig. 6. 3D view: (a) of the corrosion pit analyzed above, (b), (c) of part of the conical
seat in the miniplate

Traces of friction were imaged and measured, and the depth, width and slope of
these traces were assessed, along with average values arising from the capability
of measuring multiple profiles.

Figure 6b, c presents a part of the conical seat in a fixing miniplate after the
period of its use. Both changes of the surface layer and changes in the seat itself
are visible here. The surface of the conical seat was deformed and sustained
losses due to corrosion as well as fretting. The complex phenomenon that is
fretting corrosion took place here. This phenomenon is still not fully understood
and is practically unknown in the context of osteosyntheses. Understanding it
and describing wear mechanisms will make it possible to prevent much damage
occurring in bone fixations. Furthermore, the presence of a morphological texture
was observed at a depth of approx. 1.5 µ m (Fig. 7). This texture was formed by
plastic deformation generated over the course of friction processes. The presence
of a crack oriented parallel to the surface, marked with an arrow, was observed
just under the sample’s surface. The thickness of the material above the crack,
depending on the point of observation, ranged from approx. 20 to approx. 100 nm.

Fig. 7. Morphological texture along with layer formed as a result of tribo-corrosion
processes at a depth of approx. 1.5 µ m
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4 Summary

Various types of degradation processes are observed in facial bone fixations.
Besides mechanical and corrosion damage, tribological damage can also be seen.
The greatest wear processes are generated as a result of fretting. Fretting is a
very complex process that results in various types of destruction, which have
very significant consequences. Nearly a century has passed since the first reports
of this type of destruction, but despite this fact, scientists still cannot come to
an agreement and provide a clear definition of this process. Some believe fretting
to be a type of wear or corrosion, while others believe it to be a type of friction
occurring under specific conditions. In our opinion, it seems more justified to
define fretting as a specific type of friction between two surfaces subjected to
load and remaining in constant contact. To expound on the above, it is justified
to distinguish the following component processes: fretting wear, fretting fatigue,
fretting corrosion. The surface layer of elements may undergo fretting corrosion.
Corrosion wear is linked to oxygen diffusion and grows along with load and
friction path. In fretting, oxidation may be a factor protecting against wear,
when a wear-resistant oxide layer forms on metal surfaces at high temperatures.
The presence of NaCl in the tissue environment intensifies the progression of
fretting corrosion.
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Abstract. The paper presents the results of influence of surface pre-
treatment of Ti6Al4V alloy, used for short-term implants in orthopedics,
followed by anodic oxidation and steam sterilization on its physical and
chemical properties. The pretreatment was a combination of: grinding,
vibration machining, mechanical polishing, sandblasting and electrolytic
polishing. Studies of surface topography, wettability, hardness and stress
profiles of the substrate after various surface treatments were carried out.
Furthermore, studies of pitting and crevice corrosion as well as ion release
into a Ringer’s solution after long-term exposure were also performed.
The results show that the pretreatment preceding the anodic oxidation
and steam sterilization affects the physical and chemical properties of the
surface layer of Ti6Al4V alloy implants. Moreover, they indicate that the
use of appropriate methods of pretreatment enable formation of a passive
layer characterized by good osteoconductive properties.

Keywords: Ti6Al4V · Anodic oxidation · Osteoconductivity ·
Wettability · Hardness · Stresses in a layer

1 Introduction

Titanium alloys, next to an austenitic stainless steel, are the most often used
metal biomaterials for parts of osteosynthesis systems [1–3]. Popularity of tita-
nium alloy is connected with a high relative strength (Rm/ρ), good corrosion
resistance in the environment of human body and a value of modulus of elasticity
similar to the modulus of a bone. This enables to produce implants providing
an elastic fixation of bone fragments [4–8].

In the initial period of application it was believed that titanium alloys are
biologically inert. However, long-term clinical observations have shown that they
can cause a peri-implant reaction in the implant-bone tissue interlayer. This is
not only due to corrosion products containing alloying elements such as vanadium
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and aluminum but also of titanium. Nowadays the number of patients who have
allergic reactions to titanium is increasing [9–11].

Adverse peri-implant reactions observed after implantation of titanium
implants resulted in the need to modify their chemical composition or their
surface layer. On the surface of implants of titanium alloys usually a passive
layer is generated to ensure the increase of corrosion resistance under conditions
of synergistic interaction of mechanical factors and environment of the organism.
However, for implants used in osteosynthesis, methods of modifying the surface
should also provide a surface layer exhibiting good osteoconductive properties.
Such layer provides favorable conditions for ingrowth of newly formed bone tissue
on the implant surface. This affects a quality of bone tissue-implant interface and
fixation stability of bone fragments. Osteoconductive properties of surface layers
of titanium alloys implants depends on their chemical composition, thickness of
passive layer, surface roughness and wettability [12,13].

In order to modify the surface layer of titanium implants, mechanical process-
ing, chemical and physical treatment may be used [14–17]. These methods allow
the formation of a wide range of properties of the surface layer. However, due
to the need of efficiency, repeatability and complex shape of implants used for
osteosynthesis the most common method of modifying the surface is an anodic
oxidation. It is preceded by other initial surface treatment, for example: grinding,
vibration machining, mechanical polishing, sandblasting and electrolytic polish-
ing.

In order to ensure osteoconductive properties of titanium alloy implants the
anodic oxidation performed at medium voltages (40V–100V) is applied. The
resulting passive layer consisted mainly of amorphous TiO2 oxide with a small
fraction of oxides of the alloying elements. The layers are homogeneous, having a
thickness of several hundred nm, depending on the applied voltage [18,19]. They
also reflect the topography of the substrate.

Despite numerous works on the influence of anodic oxidation parameters and
the applied pretreatment on the corrosion resistance of titanium alloys [20–24],
no comprehensive studies concerning corrosion resistance, degradation kinetics,
physical and chemical properties as well as sterilization have been carried out.

2 Materials and Methods

Ti6Al4V alloy of chemical composition, microstructure and mechanical proper-
ties that meet the requirements of ISO 5832-3 was used in the studies. Sam-
ples were obtained from rods with diameters of 14 mm, 8 mm and 6 mm. Sam-
ples were subjected to preliminary surface treatment consisting of grinding (G),
vibration machining (VM), mechanical polishing (MP), sandblasting (SB), and
electrolytic polishing (EP). An anodic oxidation (AO) and steam sterilization
(S) were applied as the final surface treatment. The grinding was carried out
sequentially with the use of abrasive papers of 120, 320 and 600 grit. The vibra-
tion machinig was carried out with ceramic abrasive grains and a wetting agent.
Electrolytic polishing was carried out in a bath based on chromic acid (E-395
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POLIGRAT Company GmbH) at a current density of j = 10÷ 30 A/dm2. The
process of anodization was carried out using an electrolyte based on phosphoric
acid and sulfuric acid (Color Company POLIGRAT Titan GmbH) at the volt-
age of 97 V. The steam sterilization was conducted at 407 K under a pressure of
2.1 · 105 Pa for 720 s.

Topography of the surface was performed by scanning electron microscope
(SEM) Supra 35 ZEISS and atomic force microscopy (AFM) NTegra Spectra
NT-MDT. In the semi-contact mode silicon probes VIT P of resonance frequency
equal to 400 kHz were used.

Measurements of hardness of the surface layer were carried out by the
Oliver and Pharr method using a Vickers indenter. The hardness was measured
at penetration depth in the range 500÷ 8000 nm. The value of the loading force
and the penetration depth of the indenter was recorded continuously during the
entire cycle. The loading and unloading rate was equal to 3000 nm / min, and
the loading time was equal to 15 sec. The measurements were conducted on the
CSM open platform equipped with a micro-combi tester.

Residual stress measurements of the substrate was made using the sin2ψ
technique. The X’Pert Stress Plus program was applied. The ψ angles of the
samples with reference to the original beam was varied in the range of 0◦ to
75◦. The measurements were conducted for two orthogonal directions. Studies
were performed using the X’Pert PRO Panalytical diffractometer using a strip
detector Xcelerator. A cobalt lamp was used. The applied voltage was equal to
40 kV and current was equal to 30 mA.

To determine the wettability of the surface layers, contact angle mea-
surements were performed using SURFTENS UNIVERSAL by OEG GmbH
goniometer with the Surftens 4.3 software. The volume of the dispensed droplet
of distilled water was 1 mm3.

In studies of concentrations of metal ions releasing to the solution from the
titanium alloy the Ringer’s solution was used. Samples were held for 28 days in
the solution of 0.1 dm3 at the temperature of 37±1◦C. The concentration of metal
ions was determined by the JY 2000 spectrometer using ICP-AES (Inductively
Coupled Plasma - Atomic Emission Spectrometry) method.

3 Results

Surface studies of Ti6Al4V samples after various surface treatments using the
atomic force microscopy allowed determination of roughness parameters Ra and
Sa (Table 1, Fig. 1). Values of determined parameters were dependent on the
applied pretreatment preceding the anodic oxidation and steam sterilization. The
highest values of surface roughness were recorded for the sample for which the
pretreatment consisted of grinding, mechanical polishing, sandblasting and elec-
tropolishing (G/MP/SB/EP/AO/S) while the lowest valued for the samples after
grinding, vibratory machining and electropolishing (G/VM/EP/AO/S). For the
anodically oxidized and sterilized samples after the sandblasting (G/VM/MP-
/SB/AO/S and G/MP/SB/AO/S), the measured surface roughness was similar.



Characteristics of Surface Layers of Ti6Al4V Implants 79

Table 1. Roughness parameters and their standard deviations (in brackets) of the
samples modified by various surface treatments

The method of surface modification Ra, nm Sa, nm

G/VM/MP/SB/AO/S 247(19) 260(10)

G/MP/SB/AO/S 254(21) 249(11)

G/MP/SB/EP/AO/S 310(25) 316(15)

G/VM/EP/AO/S 111(10) 117(10)

Fig. 1. Images of the Ti6Al4V samples after the applied surface treatments: (a)
G/VM/MP/SB/AO/S, (b) G/VM/EP/AO/S, (AFM)

Fig. 2. Hardness distribution in the surface layer as a function of distance from the
surface for the Ti6Al4V samples after various surface treatments

On the basis of the hardness measurements, hardness distribution of the
surface layer formed after the various treatments was determined (Fig. 2). The
hardness of the surface layers varied depending on the treatment applied before
the anodic oxidation and the sterilization. The lowest hardness was measured
for the surface layer, for which the pretreatment consisted of grinding, vibra-
tion machining, and electropolishing (G/VM/EP/AO/S), whereas the highest
hardness was measurer for the anodized samples and sterilized directly after
sandblasting (SB). The hardness of the untreated alloy was equal to 3.4 GPa.
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Table 2. Compressive stresses and their standard deviations (in brackets) in the mod-
ified surface layers on the Ti6Al4V substrate

The method of surface modification Stress, MPa

G/VM/MP/SB/AO/S −774(21)

G/MP/SB/AO/S −898(24)

G/MP/SB/EP/AO/S −650(22)

G/VM/EP/AO/S −550(45)

Studies of stresses in the surface layer showed the presence of compressive
stresses of different values depending on the applied pretreatment (Table 2).
Larger values of stresses were observed for the anodically oxidized samples after
sandblasting (G/VM/MP/SB/AO/S and G/MP/SB/AO/S), while smaller val-
ues were measured for the anodically oxidized samples after electropolishing
(G/MP/SB/EP/AO/S and G/VM/EP/AO/S).

Regardless of the method of modifying the surface layer of Ti6Al4V alloy,
its surface was characterized by hydrophilic properties (Fig. 3). The value of the
θ contact angle depends on the applied pretreatment. The highest wettability
was measured for the layers formed in the process of anodic oxidation and ster-
ilization preceded by grinding, vibratory machining, mechanical polishing, and
sandblasting (G/VM/MP/SB/AO/S), while the lowest value was obtained after
grinding, vibration machining, and electropolishing (G/VM/EP/AO/S).

After the exposure to the Ringer solution a concentration of released metal
ions was determined. Ion concentration was calculated on the mass of the element
released from the sample surface (μg/cm2) (Table 3).

The mass density of the metal ions released into the Ringer’s solution in
28 days from the samples depends on the applied method of surface treatment
(Table 3). The lowest mass density was observed for the samples subjected to
grinding, mechanical polishing and sandblasting (G/MP/SB/AO/S), while the
highest value was recorded for the samples after grinding, vibration machining
and mechanical polishing (G/VM/EP/AO/S). Moreover, for the electropolished

Fig. 3. Wettability angle (with standard deviation) of modified surface titanium alloy
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Table 3. Surface mass density and their standard deviations (in brackets) of metal
ions released to Ringer’s solution from anodized Ti6Al4V alloy after various surface
treatment

The method of surface modification Surface mass density of metal ions, µg/cm2

Ti Al V Cr

G/VM/MP/SB/AO/S 14.98(43) 1.681(31) 0.343(78) -

G/MP/SB/AO/S 10.62(15) 2.435(31) 0.0624(15) -

G/MP/SB/EP/AO/S 14.51(90) 2.711(36) 0.208(68) 3.37(17)

G/VM/EP/AO/S 36.99(99) 16.056(26) 14.152(46) 0.078(10)

samples (EP), beside the presence of ions of alloying elements, chromium ions
were observed.

4 Discusion

Analysis of the results indicates that the final physical and chemical properties
of the surface layer formed on the Ti6Al4V alloy during the anodic oxidation
and steam sterilization depend on the applied pretreatments. The pretreatment
not only affected the geometric structure of the surface of the samples Table 1)
but also the color thereof as a consequence of varying the thickness of the passive
layer. The layers obtained from the anodic oxidation preceded by sandblasting
are characterized by a lower intensity of color and less brightening compared to
those obtained after the electropolishing. The electropolishing also affects the
increase of surface roughness after sandblasting (Table 1).

Differences in hardness of the surface layers, depending on the applied pre-
treatment, demonstrate varying degrees of their strengthening (Fig. 2). The
greatest strengthening was observed for the anodically oxidized and sterilized
after sandblasting. The applied electropolishing after the sandblasting slightly
reduced the degree of strengthening of the surface layer. Compressive stresses
and hardness have the same influence on strengthening as the applied pretreat-
ment (Fig. 2, Table 2).

An important feature of short-term implants used for osteosynthesis should
be good osteoconductive properties of their surface. These properties are influ-
enced by the surface topography, and its wettability. For anodized titanium the
best osteoconductive properties are observed for surfaces for which the roughness
parameter Ra < 0.3µm [12,24] and the contact angle is in the ranges 20 ÷ 55◦

and 55÷ 70 [25,26].
Analysis of the obtained results indicates the surface layers formed on the

Ti6Al4V substrate with the proposed pretreatments prior to the anodic oxidation
and steam sterilization are characterized by roughness (Ra = 111 nm – 310 nm -
Table 1) and surface wettability (θ = 57.1◦ −68.1◦ - Fig. 3), which should ensure
them good osteoconductive properties.
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The main factor determining the suitability of metal biomaterials for implants
is a good corrosion resistance in body fluids. Analysis of the results of pitting
corrosion resistance, regardless of the applied method of surface treatment prior
to the anodic oxidation and sterilization, showed a positive effect of passivation
up to the potential of +2000 mV [27]. This value, according to the requirements
of the PN-EN ISO 10993-15 standard, is a maximum value for which potentio-
dynamic tests of implants should be carried out.

After holding the samples in the Ringer solution for 28 days the presence of
Ti, Al, V ions was observed (Table 3). The concentration of metal ions depends on
the applied pretreatment. The use of sandblasting effects beneficially, reducing
the amount of metal ions releasing to the solution. In contrast, electropolishing
exerts a negative effect in terms of penetration into a solution of chromium ions.

5 Conclusion

Analysis of the results indicates that properties of the passive layer formed on the
Ti6Al4V substrate by anodic oxidation, and steam sterilization can be tailored
by the appropriate pretreatment. Hardening of the surface layer occurred as the
result of the sandblasting before the anodic oxidation benefits the properties of
the layer. As a result of the pretreatment consisting of grinding, mechanical pol-
ishing, sandblasting, and the final anodic oxidation and steam sterilization the
obtain surface layers are characterized by resistance to pitting and crevice corro-
sion, limited ion release into the tissue environment, and good osteoconductive
properties.
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Abstract. An interaction of blood with artificial materials is an impor-
tant aspect in designing cardiovascular tissue analogues. The processes
occurs on liquid/solid interface depends both on structural and mechan-
ical properties of biomaterials. Main goal of the work was to develop
novel blood contacting materials in the form of thin coatings with anti-
thrombogenic properties by reduction of shear stress improving sufficient
washing of biofunctional-adapted surfaces. Preliminary studies and sim-
ulations led us to carbon based thin coatings considered as silicon doped
amorphous carbon. The rigidity of the surface design of materials dedi-
cated for the biomedical purpose is of particular importance. The paper
presents an analysis of the impact of material stiffness and mechanical
for interaction with blood cells. Material analysis of in the context of
the mechanical properties showed changes in stiffness depending on the
thickness of the coating. The Young modulus and hardness of materials
were examined by indentation test using Berkovich indenter geometry.
Cell-material interactions were assessed using the cellular components of
blood. Shear stress on the between the cell-and material were considered
taking into account red blood cells and platelets concentrates.

Keywords: Hemocompatybility · Shear stresses · Blood-material
interaction

1 Introduction

In blood-material interfacial the outermost layer of biomaterial is the most cru-
cial for hemocompatibility properties of implant. Thus, an intensive research
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 11
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has been focused on surface modification by controlling their physico - chemical
properties [1]. There is growing interest in application of carbon based materials,
in particular diamond like carbon (DLC) due to its bio-haemocompatible nature
[2]. Carbon- based coatings exhibit attractive tribological, electrical, chemical
and optical properties for blood contacting materials [3]. Many studies show
that ultrathin a-C:H and a-C:H:Si films can be used to improve the surface fea-
tures necessary for improved biocompatibility both metals and polymers [4].
Krishnan et al. [5] showed that DLC coating on titanium substrate exhibit
a lower platelet adhesion in comparison to non-modified titanium. The blood
compatibility of DLC coating depends on the deposition conditions which was
confirmed by Alanazi et al. [6]. They have also proved that surface wettability
and chemical composition is independent of film thickness. DLC coatings show
very well adherent properties as well as the ability to protect biological implants
against corrosion or serve as diffusion barriers [7]. Thus, DLC coatings have
found many potential biological application for intra-coronary stents [8], pros-
thetic heart valves [9] or rotary blood pump [10]. Over the past decades evolu-
tion in the field of biomaterial engineering has shifted from developing materials
that were merely tolerated by the body to creating those that elicit a specific
response. When it comes to blood-material interaction it is necessary to design
fully atrombogenic surface which do not adverse interact with any blood compo-
nents [11,12]. This represents a really complex task due to a variety of processes
occurring within this interface including plasma protein adsorption, cell adhe-
sion, and activation followed by thrombus formation [1]. Interaction of blood
cells with artificial surfaces plays a major role in host response and determine
the material hemocompatybility [13]. Shear stresses as a consequence of blood
flow can also improve cell activation and aggregation. Blood cascade activation
can lead to a serious consequences including formation of blood clots followed by
unhindered in blood flows and resulting in implant failure [14]. Thus, the blood
-material interaction under physiological conditions is critical when designing
new materials for blood interface. This interactions can be influenced by factor
such as surface charge, hydrophobicity, topography and material strength. The
work is focused on the in vitro interaction of red blood cells and platelets with
artificial surfaces under physiological conditions. a-C:H and Si-DLC coatings
with different thickness were deposited on the surface of silicon wafers by mag-
netron sputtering. The coatings adhesion strength, Young modulus, hardness
and wettability were analysed. The protein adsorption from fatal bovine serum
solution were performed in order to analyse surfaces affinity to albumin. Cell-
materials interaction were analysed using dedicated radial flow chamber which
gives ability to apply different values of shear stresses. Mechanical interaction
between substrates and platelets/erythrocytes were analyzed. In the frame of
the work, the radial detachment chamber was described in details.
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2 Materials and Methods

2.1 Coatings Preparation

The silicon wafer (diameter 14 cm) were modified by ultrathin carbon based
thin films using magnetron sputtering in direct current (DC), unbalanced mode.
For the work the following thin coatings were prepared: a-C:H 100 nm, Si-DLC
500 nm, Si-DLC 300 nm, Si-DLC 200 nm, Si-DLC 125 nm and Si-DLC 15 nm
thick. Carbon targets (the latter for Diamond Like Carbon-DLC) were used
to deposit films on silicon wafer substrates at room temperature in an argon
atmosphere. To ensure homogenous film thickness over the entire coated surfaces,
substrates were rotated during deposition at a speed of 5.4 cm s−1 through the
plasma plumes. A detailed description of the deposition arrangement is given
elsewhere [15].

2.2 Radial Flow Chamber

Cell-material interactions were analysed using dedicated radial flow chamber
(Fig. 1A). For analysis red blood cells concentrate and platelets concentrate were
used irrespectively. The radial flow chamber allows to apply different values of
shear forces in cell-material interface. The detachment of the cells from the
surface depends on the value of applied shear forces (Fs) and adhesion forces
(Fa), which determine the strength of cell adhesion (Fig. 1B). When the Fs is
less or equal to Fa, cell detachment is not observed (Fig. 1Ba). In other cases,
cells are removed from surface one by one (Fig. 1Bb) or randomly (Fig. 1Bc).
In radial flow chamber, hydrodynamic stresses are applied on material surface
by liquid flow along the radius of disc-shape sample (Fig. 1C). A workspace of
chamber consists of a liquid reservoir with stand in a central location. A sample
was placed on stand when liquid (phosphate buffered saline (PBS, pH 7.4)) level
was below its surface. Concentrate of human erythrocytes and platelets (diluted
4000x by using a phosphate buffered saline (PBS, pH 7.4) was uniformly applied
to the surface of the tested materials. The covered samples by cell solution were
left for a 10 min in order to cells adhesion to the surface. After that time, the PBS
level in reservoir was raised until the draft of the sample. On the top of sample,
disc-shape tripod was placed leaving a 150µm gap. A constant volumetric flow of
PBS was pumped through the whole in center of the tripod and flows radially to
the disc-shape sample edges. The distance between the surface of the investigated
material and the flow chamber had the strong influence on the value of the shear
stress. It was set on the level of 250µm. The flow rate was constant during
the entire experiment and depended individually on the tested material. In the
center of the radial flow chamber, in the place of injection of the elution medium,
the direction of flow of the liquid is perpendicular to the surface of the sample
located under the chamber. At this point, the likelihood of the cell detachment
is the lowest. At the edge of the hole the direction of flow of elution medium
changed from perpendicular to parallel to the surface analyzed. At this point,
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Fig. 1. Schematic illustration of radial flow test; (A) Radial flow chamber assembly
(Aa) working reservoir (Ab) stress determining reservoir (Ac) radial flow chamber with
sample; (B) Influence of shear forces into cell detachments (Ba) no cell detachment,
(Bb) detachment one by one, (Bc) selective cell remove from substrate; (C) Distribution
of shear forces on the sample and exemplary of cell detachment from surface. The arrows
represent the liquid flows. The graph shows standard example of the percentage of cells
on surface along radius (Color figure online)

the likelihood of cell detachment is the greatest. The applied shear stress can be
calculated using Eq. (1).

σ =
3Dη

πre2
(1)

where D is the flow rate, which depends on the material, η is the dynamic
viscosity of the fluid (10 g/(cm*s)), and e is the distance between the disk and
the plate set at 150µm for this experiment.

3 Results and Discussion

3.1 Cell Detachment

The percentage of adhered erythrocytes and platelets in the function of applied
stresses is presented in Figs. 2 and 3, respectively. The values of shear stresses
were calculated using equation (1). Generally, the strength of cell-material inter-
action depends on the coating composition, thickness as well as on cell type. The
differences in erythrocytes and platelets affinity to substrates were observed.
The platelets-material interaction reaches plateau at higher stresses than for
erythrocytes except SI-DLC 300 nm film. Si-DLC 300 nm exhibit strong affinity
to both, platelets and erythrocytes. The 85,5 % of attached erythrocytes were
removed from the Si-DLC sample after exposure to 73 Pa. Comparing to other
samples, at plateau the smallest number of detached cells at the highest value
of applied stresses was observed. Si-DLC 500 nm, Si-DLC 200 nm and Si-DLC
15 nm films show weak affinity to erythrocytes but strong to platelets. For Si-
DLC 15 nm coating, cell detachment at plateau is about 90 % for erythrocytes
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but only 70 % for platelets. For platelet-material interaction, Si-DLC 15 nm func-
tion reach plateau at stress equal to 60 Pa which is the highest value comparing
to other samples. Comparing to other coatings, a-C:H 100 nm sample shows
weak interactions with both, erythrocytes and platelets. About 90 % of attached
cells were removed from the surface of a-C:H 100 nm film by applying the shear
forces in the range of 20–25 Pa. For Si-DLC 125 nm film differences in materials
interaction with erythrocytes and platelets are very gentle.

Fig. 2. The percentage of adhered erythrocytes to the surfaces in the function of applied
shear stresses

In Figs. 2 and 3, 50 % of detached cells determine critical stresses in which
the probability of cell detachment or their remain on the surfaces is the same.
The values of critical stresses for each coating is presented on Table 1. In most
cases critical stresses for erythrocytes are higher than for platelets except Si-DLC
300 nm and Si-DLC 15 nm. Generally, applying stresses between 4 Pa to 12 Pa
remove half of adhered cells from surfaces. For all coatings detachment rates,
which represent the number of detached cells per minute were presented in the
function of applied stresses for erythrocytes (Fig. 4) and for platelets (Fig. 5).
Exponential trends lines were adjusted to measurement points. The exponential
function was extrapolated to 0 shear stress in order to determine the detachment
rate under conditions where there is no shear force generated by flow applied. The
values of the spontaneous shear rate are presented in (Table 1). For all materials
the values of spontaneous detachment rate of platelets are much higher than
derachment rate of erythrocytes.
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Fig. 3. The percentage of adhered platelets to the surfaces in the function of applied
shear stresses.
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Table 1. Critical shear stresses and spontaneous cell detachment rate for platelets and
erythrocytes.

Material Critical stress [Pa] Spontaneous detachment rate [1/min]

Erythrocytes Platelets Erythrocytes Platelets

a-C:H 100 nm 5.62 3.88 0.25 4.95

Si-DLC 500 nm 6.37 3.86 0.23 4.33

Si-DLC 300 nm 9.13 11.24 0.11 0.52

Si-DLC 200 nm 6.59 5.68 0.24 0.51

Si-DLC 125 nm 7.39 4.98 0.12 2.04

Si-DLC 15 nm 7,96 9.01 0.19 1.49

Fig. 4. Detachment rate in the function of applied stress for erythrocytes.
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4 Conclusions

Progress in developing materials for blood interfaces have been an area of active
research over the last two decades. Thrombus formation as an effect of blood-
biomaterial interaction represent one of the greatest risk factor of cardiovascular
implant failure. Blood cells-material interaction is a key factor which has direct
influence on surface hemocompatybility. Based on achieved results the follow-
ing conclusions can be made: The surface modification by ultra-thin coatings
deposition impacts on the interaction of materials with blood components

• The surface modification by ultra-thin coatings deposition impacts on the
interaction of materials with blood components

• The interaction of Si-DLC coatings with platelets differs than for erythrocytes.
Only Si-DLC 300 nm film exhibit strong interaction with both, platelets and
erythrocytes (Table 1).
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Abstract. Breast tissue deformation has recently gained interest in var-
ious medical application. The recovery of large deformation caused by
gravity or compression loads and image registration is non-trivial task.
The need arise to estimate large breast deformation, which can mimic
natural body movement caused by examinations or surgery. Finite ele-
ment methods (FEM) have been widely applied in this field. In this
work we present the current breast deformation modelling trend. The
meaningful applications and essentials examinations are described. The
modelling software and basic techniques are presented.

Keywords: Breast deformation · FEM · Breast modelling

1 Introduction

Breast cancer is the most frequent women’s cancer around the world and is the
second most frequent among all human cancers. Consequently, diagnosis needs
to be precise and fast, whereas treatment needs to be as personalised as possible.
Considering specific anatomy of the female breast any examination or interven-
tion results in breast deformation. Due to that, on every resulting image set the
tumour in question is placed in different area. There are several methods, which
were created to allow fusion of images obtained in different modalities. One can
discriminate three types of deformation models: geometric transformation based
on physical models, geometric transformation derived from interpolation theory
and knowledge-based geometric transformation [32]. In case of breast deforma-
tion modelling both types of geometric transformation are mainly used for rigid
and small non-rigid deformation (i.e. respiratory movements) [27]. To model big
non-rigid deformation (i.e. mammography compression or prone to supine move-
ment) knowledge-based transformation inspired by biomechanical models is used.
The main motivation of biomechanical models usage is that more information
enables reliable estimation of complex deformation [21]. Usually Finite Element
c© Springer International Publishing AG 2017
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Method (FEM) is used to model biomechanical properties of tissue [32]. FEM is
a numerical technique, which allows approximate solving of partial differential
equations (PDE). Solving PDE for complex structures is reached by decompos-
ing object domain into smaller elements which limits degrees of freedom of the
object and simplified computations.

This paper presents briefly main ideas and techniques in FEM breast defor-
mation modelling.

2 Finite Element Modelling of Breast Deformation

2.1 Model Simplification

Breast modelling relates strictly to its anatomical structure. Female breast con-
sist of glandular lobules, adipose, milk ducts, connective tissues and skin. It is
impossible to model glandular lobules and milk ducts as separate layers, since
it is almost impossible to differentiate them on the MRI. Due to that, these
are both usually treated as one fibroglandular tissue. Between breast tissue and
chest wall, there is pectoralis muscle, which also determines the breast shape
and movement.

2.2 Modelling Applications

There are several applications of biomechanical breast modelling. Almost all of
them are related to breast cancer diagnostics and treatment. The oldest praxis
is a mammography simulation which presents the breast deformation caused
by the plates compression [14,24]. Another, more recent, application is breast
deformation caused by the gravitational force. Such simulation is commonly used
when different breasts shapes comparison is needed [15]. Breast shape simulation
in different patient positions is used while treatment planning and to locate
tumour during medical procedures, e.g. a biopsy procedure [2].

The breast cancer related simulations are used to predict the breast deforma-
tion in order to predict tumour location [3]. Examination performed in different
patient position using equipment causing deformation needs to be converted
into one space. Known practice is comparison between breast MRI and mammo-
grams [35]. The modelling task is to get mammograms into MRI space. Fusion
of different examinations helps with more accurate diagnosis [1]. There are also
visualizations performed to simulate breast reconstruction after mastectomy [36].
The same praxis is used during a standard plastic surgery, which may not be
related with the breast cancer [10]. FEM deformation modelling is also used to
test movement of breast implant materials [11].

2.3 Model Input Data

The model usually is created using data from in-vivo acquisitions with modalities
as described in following subsections [12,19]. However, in some cases it is more
optimal to use known geometry and data conditions. A phantom measurements
are very useful to obtain that aim [22].
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2.3.1 Mammography
Mammography technique uses low-energy X-rays to contrast very low differ-
ences in electron densities between breast tissues. It has very high resolution in
comparison to others modalities, but it requires high doses of radiation. High
sensitivity and low risk on inducing cancer in women population after age of 50
makes it a perfect tool for screening [4]. The mammograms are taken while the
breast is compressed for stabilization and better image quality. In most cases
craniocaudal (CC) view and mediolateral oblique (MLO) images of the breast
are taken. Any suspected regions of higher density are localised for biopsy and
tissue identification.

2.3.2 Magnetic Resonance Imaging
The Magnetic Resonance Imaging (MRI) uses differences in proton’s magneti-
zation relaxation times to create contrast in images. MRI can create anatomical
images of proton (water) concentrations and relaxation times. Additionally, MRI
can create functional images like metabolite imaging, diffusion imaging and blood
oxidation imaging. It can also measure flows of blood. During the examination a
patient is in prone position with breasts placed in signal receiving coils. Breasts
are not fixated. It is very safe technique because the MRI do not use the ioniz-
ing radiation. The possibility of multiple contrasts acquisitions, both anatomical
and functional, plays a key role of MRI breast cancer detection.

2.3.3 Positron Emission Tomography and Computer Tomography
Positron emission tomography with computed tomography (PET) is a functional
imaging modality. A radio-tracer is injected to patient and it binds according
to its metabolic path. In breast cancer a Flurodeoxyglucose is administered.
This radio-traces accumulates in all cells that use energy and the uptake is
proportional to energy consumption. This method is very sensitive due to selec-
tive uptake, but it lacks of specificity. Higher uptake of glucose may localize,
beside the cancer, inflammations, mechanical injuries and all other physiologi-
cal processes that temporally elevate the glucose consumption. In breast cancer,
the PET is used for metastasis localisation and for therapy effectiveness eval-
uation. Since the breast cancer is localised, the PET examinations during the
chemotherapy can monitor the effects on-line and allows for treatment adjust-
ments [33]. The patient is scanned in supine position with arms above the head
and the breasts are not fixated.

2.3.4 3D Scanning
3D Scanning is a 3D, non-invasive surface imaging method. 3D scanning allows
to acquire spatial coordinates of surface points with relative high resolution.
3D scanning provides useful information about shape [30]. It is commonly used
to pre- and postoperatively evaluate breast shape [7]. Recent work presents
also 3D scanning as a tool used for breast surface deformation simulation and



100 M. Danch-Wierzchowska et al.

correspondence finding. However, commercially available system do not take into
account the biomechanical behavior of the tissue [10].

2.4 Modelling Software

To create breast model and deform it, several programs can be used. All of them
are based on similar modelling techniques mentioned in further sections. The
software used can be divided into two types. The first group consists of general
purpose modeling software, like ANSYS [12,35], Abacus [40], MSC.Marc [31],
which in particular case allow to create a breast deformation model. The second
group consists of dedicated algorithms created in research facilities, specifically
for breast modelling [3,16]. There are also papers which present solutions based
on both own algorithms and commercial software [19,28].

2.5 Modelling Techniques

In breast deformation problem, one can specify a few issues that need to be
addressed. According to breast deformation modelling medical images obtained
during mammography, MRI or PET-CT examinations constitute basis for the
domain creation.

2.5.1 Types of Mesh
To approximate breast shape created from medical images two mesh types are
chosen. The most common is tetrahedral mesh [10,12,24,31], i.e. each element
is a polygon composed from four triangular faces. Tetrahedron could be 4-nodes
or 10-nodes. Another, less often used, is hexahedral mesh, i.e. each element is a
polygon composed from six faces [3]. Similar to tetrahedrons there are more than
one type of hexahedrons. One can discriminate between 8-nodes, 20-nodes and
27-nodes hexahedrons. Mesh element type determines it’s shape function, which
characterizes nodes dependencies and some of the material properties. Depending
on the shape function one can obtain different computation precision. The more
complex shape function of the element, the more precise the result, but also
longer computational time. In practice, the simplest 4-nodes tetrahedron and
8-nodes hexahedrons meshes are used.

2.5.2 Types of Tissues Considered in Modelling
Whole model, also called object or geometry consist of layers, which represent
individual tissue types. In general, breast models consist of fat, muscle and glan-
dular tissues, tumour and skin. However, there are set of models, which do not
consider separate part for skin. Fat tissue with modified parameters is treated
as external model boundary [14,19]. There are also models, in which fat and
fibroglandular tissues are one part with averaged parameters [9,16].
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2.5.3 Types of Boundary Conditions
Boundary conditions describe models boundary behaviour. When concerning
mammography simulation, the reaction between breast and compression plates
needs to be described. The contact is modelled as frictionless [14], rough - no
sliding [19] or as frictional, with estimated friction coefficient [22] e.g. set on
values 0.2 [31] or 0.5 % [35]. In every type of model, back side of the breast
needs to be considered. Created model ends on thorax wall [12,24,35], which
movement can be also simulate [9]. Representation of the tissues boundaries are
modelled as rigid - shared nodes between fat and glandular [19], surface based
motion constrained for chest wall movement [8], frictionless - free sliding between
chest wall and muscles [15] or constrained to zero-displacement - fixed chest wall
[31] with Dirichlet boundary conditions [17].

2.5.4 Types of Tissue Constitutive Models
The simplest way to model breast deformations is to treat the whole object as
isotropic, linear elastic, homogeneous, incompressible body - Poisson ratio close
to 0.5 (eg. 0.4995) [35]. However to represent specific breast movement, there are
several types of models, which represent the tissue behaviour in more reliable
way. Most popular way to describe stress-strain relationship for fat and glandular
tissues is the hyperelastic neo-Hokean constitutive model [14,18], isotropic with
right Cauchy-Green deformation tensor [10,22]. There are also anisotropic [24],
quasi-incompresible [13] and polynomial quadratic hyperelastic [35] models.

2.5.5 Model Parameters
In breast deformation modelling three main parameters are taken into account:
Young modulus, which defines the relationship between stress and strain in a
material, Poisson ratio, which is the negative ratio of transverse to axial strain
and material density. The first two material parameters are usually set as con-
stant [24] or optimised during simulations [12], with constant initial value, upper
and lower limits [14]. Material density differs from real measured values, to water
density for every model part.

Fat material parameters have more influence on deformation results than
fibroglandular material parameters. 10 % fat parameter change results in 10 %
change in deformation. 10 % fibroglandular parameters change results in 1 %
change in deformation [24]. According to deformation modelling small tumour
parameters has negligible impact on breast deformation. Its stiffness should be
10 times greater, than surrounding tissue, to imply deformation change ca. 5 %.
Such difference do not occur in nature [24]. However, there are significant stiffness
differences measured for malignant and benign tumours, which influences breast
deformation [23]. Moreover spiculated tumour generate stress increase at a local
level [39].

One of the reliability testing method is verification of calculated von-Mises
stress values [17]. Another method is comparing resulting model with real MRI
or mammograms [15,35] or with landmarks applied on patient skin [25].
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2.6 Modelling Difficulties

Despite different models development there appear some limitations that cause
inaccuracies of the created models. The main issue is accurate tissue parame-
ter estimation. Biomechanical properties of breast tissues have been measured
ex vivo [29,38]. However living tissues have different properties that those,
extracted from body, void of blood circulation. Moreover existing in vivo mea-
suring methods (i.e. elastography) do not provide information precise enough to
estimate big deformation [20]. Another issue is accurate mesh selection. Different
types of mesh elements and different mesh node density gives different results
[28] and in some cases the FE mesh requires manual intervention [14] as well
as image segmentation [15,24]. Further difficulty provides boundary conditions
setting, especially on chest wall side, where the model ends but the real body
consistency needs to be preserved [34]. Still unsolved modelling issue remains
patient-specific fully-automation, which is essential in clinical practice.

3 Conclusions

This paper provides an overview of FEM practices applicable to breast deforma-
tion modelling. Common breast deformation practices have been outlined. The
most popular models and techniques have been described and key difficulties
for future development have been specified. Authors are currently working on
own deformation model, which would enable patient-specific fusion of PET-CT
and MR images in supine position. Our preliminary results and conclusions were
presented in [5,6].
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Abstract. The human gait analysis by using wavelets transform of sig-
nal obtained from six inertial ProMove mini sensors is proposed in this
work. The angular velocity data measured by the gyro sensors were used
to estimate the translational acceleration in the gait analysis. As a result,
the flexion - extension of joint angles of the knees were calculated for
healthy people and with impaired locomotion system. After measure-
ments we propose to use one of wavelet transform (wavelet type) in
order to analyze the signals, indicate a characteristic feature and com-
pare them.

Keywords: Human gait · Inertial sensors · Wavelet analysis

1 Introduction

Gait analysis is a clinical tool for obtaining quantitative information of the gait
of a person to diagnose walking disabilities [5,6]. Common methods of gait analy-
sis include using cameras to track the position of body by using reflective mark-
ers. Although this conventional system has been utilized successfully in many
research fields, such as sport and clinics, it is limited to the laboratory work
space required by the camera [7]. An alternative is to use acceleration and angu-
lar velocity data measured from inertial sensors attached to the body. Minia-
ture inertial sensors are steadily gaining interest because of their limited power
consumption, low cost and good user compliance when they are embedded in
wearable sensor systems or portable devices [2]. Currently several applications
in human motion analysis may benefit from miniature inertial sensors [1,12].
Human body motions are captured and measured, next inertial data from IMUs
are transmitted to computer via Bluetooth. Then data are processing because
this method does not directly measure position. A major challenge is to translate
these data into meaningful three dimensional positional data, such as the joint
angles of hip, knee and ankle. The differences between lower limbs can be used
for evaluating symmetric gait or some of disorders.

c© Springer International Publishing AG 2017
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2 Wireless Sensing System

The sensing system is composed of six body area wireless inertial sensor nodes
based on ProMove mini platform [13]. The system creates the bridge between
inertial measurements units and wireless sensor networks. It is embedding in one
device the following: 10 degrees-of-freedom inertial sensors: ±2 to 16 g accelerom-
eter, ±250◦/s to 2000◦/s gyroscope with resolution 0.007◦/s and ±250◦/s range
and magnetic field intensity (compass), 2 GB flash memory in each sensor, low-
power RF transceiver in the 2.4 GHz license-free band. Inertia gateway as a
central hub for synchronized data collection <100 ns. Battery life 4 h in full
streaming mode.

The ergonomic design of ProMove-mini allows for easy strap attachment and
body mount. Each sensor unit is 51-46-15 mm with weight 20 g (including bat-
tery). The Inertia Studio software enables real-time visualization of sensor data,
as well as over-the-air reconfiguration of the sensors and wireless parameters.
All data retrieved by the Inertia Studio software is logged for post-analysis. As
shown in the Fig. 1, the ProMove mini sensors are placed on the part of body
along the right and left leg on the thigh, shank and foot. In global coordinate
system (green color) the x-axis is the walking direction, y-axis lateral direction
and z-axis opposite direction of gravity. For each sensor the orientation is cal-
culated relative to Earth reference frame in terms of roll, pitch and yaw angles.
By combining the orientation of each node, we obtain the joint angles.

By using four quaternion parameters q0, q1, q2, q3 obtained from the investi-
gations carried out in this work, we calculated the Euler angles of each node as
follows

θ = arcsin (2(q0q2 − q3q1)) (1)

where θ means rotation about y-axis.

3 Experiment

The main objective of our experiments is to validate the knee angle in sagittal
plane and wavelet analysis of human gait. To achieve these objectives, we focus
in the experiments on the following tasks:

• prepare the patient for testing (interview about the illnesses locomotor) and
connect the gateway to the computer and sensor parameter settings (sampling
200 Hz);

• mount the sensor as shown in Fig. 1, turn sensors on and verify that data is
received from all of them;

• standing starting position for the examination of the patient;
• resetting the button resets the algorithm used for calculating the orientation.

After resetting, it is necessary hold the nodes still for a few seconds to stabilize
their orientation;

• start recording (patient goes) and stop recording;
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Fig. 1. The human model and coordinate systems. The x, y, z coordinates represent
the global coordinate system, the xs, ys, zs represents the sensor coordinate system (a),
subject wearing the ProMove mini nodes (b)

• collect all the raw data from all sensors to a central computer via the USB (by
using wireless system at the highest possible data rate there is packet loss).
Therefore packet loss can be avoided by enabling flash logging and download-
ing the logs after the experiment (via USB cable is faster);

• process the data on the computer and marking the beginning of each of the
left and right step and calculation of the knee angles for the left and right leg
as the arithmetic mean of several steps;

• data transformation into gait cycle and plots and wavelet analysis.

In the Fig. 2 the knee average flexion of left and right leg a health person
in sagittal plane it is shown. The man 44 years old, 176 cm height and 76 kg
weight. The angles were calculated by divided data into steps. Each step was
interpolated, because there was different number of samples. The mean angle of
right and left knee was transformed to the cycle. It is noted a slight difference
between angles in loading response and swing (approx. 3◦). In the left leg in
stance phase there was noticed the characteristic change in flexion angle in 13–
15 % of cycle, whereas in the right leg this phenomenon does not occur.

The 42 years male patient complaining of paralysis of the left foot limb.
A study of MR spine lumbosacral. The smoothing lumbar lordosis and multi-
level changes distort the intervertebral joints were determined. The symptoms
of degenerative disc disease L4/L5/S1 with central protrusion disc m-k L5/S1
entailing root compression, and the center-left-sided disc protrusion m-k L4/L5
adjacent to the left L5 nerve root in the spinal canal. The conclusion was: The
symptoms of lumbar disc L4/L5/S1, the more the left hand side at L4-L5 (Fig. 3).
The disc herniation caused stretching and inflammation of an overlying nerve
root. It also caused the leg pain, numbness and tingling and weakness in the
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Fig. 2. Knee angles during a normal and abnormal gait

Fig. 3. The patient spine magnetic resonance-data from own sources

distribution of the nerve root. In the Fig. 2 red curves show knee angles in case
of abnormal gait. The disc herniation caused stretching and inflammation of an
overlying nerve root. It also caused the leg pain, numbness and tingling and
weakness in the distribution of the nerve root.

4 Wavelet Analysis

The sensors transfer an acceleration signals, among others. The signals consist of
three components related to three directions of Cartesian coordinate system of
each sensor. The sum of the components is taken into consideration as analyzed
signal, which describes the movement of the part of a leg. The signal includes
acceleration of gravity. Because the human gait is characterized by periodici-
ties and simultaneously some characteristic periods may occur in specific time
periods, the wavelet tool is chosen. The advantage afforded by wavelets is the
ability to perform local analysis. Because wavelets are localized in time and scale,
wavelet coefficients are able to localize characteristic changes or differences in
analyzed signals [3,4]. By shifting parameters of wavelets, they can be applied
as a focus directed to interesting signal area described by time and scale related
to frequencies.
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Here it is introduced an algorithm combining discrete Fourier transform
(DFT) and continuous wavelet transform (CWT). It applies DFT of the sig-
nal in first step and next the same transform of the analyzing wavelet at the
appropriate angular frequencies in order to obtain directly comparable scales.
In the next step the algorithm takes the product of the signal DFT and the
wavelet DFT over all scales found. Eventually, it inverts the DFT to obtain
the CWT coefficients. This procedure easy allows to convert wavelets scales to
frequencies, precisely to so-called pseudo-frequencies. These pseudo-frequencies
represent, not the exact frequencies, but some frequency ranges. But the most
useful in the case of wavelets analysis is an ability of filtering and in the same
time reconstruction of signal in the chosen range of scales. The Morlet wavelet
is the analyzing wavelet in the using algorithm [8,9,11]. The conducted analy-
sis shows some particular features of the human gait, which are not possible to
observed in raw signal. Look out for important symptoms of human gait may
be difficult as well in raw signal. The example of analysis of one step during a
gait health person, for the sensors number 2 and 5 placed on right and left leg,
is shown in Fig. 4.

In the Fig. 4a, b it is shown the analyzed signal and the signal after recon-
struction by using inverse wavelet transform. These analyses are conducted in
the case of normal gait i.e. during health person walk. In the upper row of figures
one can see at first measured and next reconstructed signals (red curves), respec-
tively for right and left leg. Both signals look like to be the same, which indicates
that the wavelet transform does not cause any loss of information when it is con-
ducted in properly width range of scales. Additionally in first figures for each leg
in the upper row, blue curves show the signal which is reconstructed for chosen,
limited range of scales. These limited range is considered as the part of the signal
represents main feature of each leg movement during one step. In these figures
(Fig. 4a, b) in the middle row, in first figures in case of each leg, there are absolute
scales values (modulus) of wavelet coefficients shown. This kind of analysis, in a
form of bands seen in these figures, may deliver details about components of a
gait characterized by constant periodicity (frequencies), having variation similar
to harmonic functions, for instance sine function. In the next figures there are
shown real parts of wavelet coefficients, which precisely shown the periodicity.
In the side legends of these figures the values of coefficients change from positive
maximal to negative minimal values in the clearly seen areas in these particular
figures. The area approximately between 0.24 and 0.49 scales values along whole
time axis indicates constant pace of human gait. The character and variation of
this pace, confirm the harmonic components, which is clearly seen in sides figures
at the appropriate scales level. The other area is in the range of lower scales, at
scale levels approximately below 0.24 value. First area up to about 0.25 ms is
related to steps periods, when the human foot, at first moment a heel and next
a mid-foot, take a contact with a floor and next it is lifted above. This period of
step is represented in first 20 % of pace cycle, shown in Fig. 2 and characterized
by appropriate knee angle changes. Next looking along the time axis at these
figures, there is the another region that shows a moments, when a body weight
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Fig. 4. The analyzed signal and reconstructed signal after inverse wavelets transform
of a person right (a) and left (b) leg. Continuous wavelet transform of the analyzed
signal obtained by using Morlet wavelet of parameter 4, where modulus, real part and
modulus vs. pseudo-frequencies of wavelet coefficients are shown in case of normal gait.

is moved on other leg, what allows person step forward. In the Fig. 2. it is char-
acterized by relatively large knee angle changes. It is seen in the figures, in the
case of normal gait, that the pace is nearly harmonic. The main part of energy,
which a man need to move, is relatively evenly distributed during the step and
change harmonically during this step. The symmetry of the steps is also evident
in these figures. Additionally, lower figures show the same wavelet transform as
the figure presents absolute values (modulus) of wavelet coefficients but after
recalculation to pseudo-frequencies. For comparison, in the Fig. 5 there is pre-
sented the case of abnormal gait obtained from a person with disease recorded
and reported in the form of spine magnetic resonance, shown in Fig. 3. In real
this disease appears as a human left leg limping. In the Fig. 5 there are recorded
signal and analyzed by using the same wavelets with the same parameters as in
case of normal gait. Comparing the analysis in both figures (Figs. 4 and 5) it is
possible to observe the asymmetry of a gait in Fig. 5. In this case the significant
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Fig. 5. The analyzed signal and reconstructed signal after inverse wavelets transform
of a person right (a) and left (b) leg. Continuous wavelet transform of the analyzed
signal obtained by using Morlet wavelet of parameter 4, where modulus, real part and
modulus versus pseudo-frequencies of wavelet coefficients are shown below in case of
abnormal gait.
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differences occur in scales low value range. In comparison to Fig. 4 i.e. the nor-
mal gait, the abnormality occurs in Fig. 5 as the areas in time range from 0 s
to 0.2 s and from 0.6 s to 0.9 s in both legs. In the first time’s range the sum
of acceleration components and in the same way force characterized by pseudo-
frequency between 6–10 Hz and in the second time range by pseudo-frequency
between 4–6 Hz represents this abnormality. The next difference is clearly seen
in values of wavelets coefficients in harmonic band of normal and abnormal gait
signal. The normal gait is nearly harmonic and main amount of force is imposed
on that period. In the case of normal gait the values of wavelet coefficients in
harmonic band for both legs equal 40, while in the case of abnormal gait equal
approximately 15 for right leg and 25 for left leg. It seems that some part of
energy is “wasted” on unwanted movement. That mention above is confirmed in
case of several steps analyzed in sequence shown in Fig. 6. It is still seen fro that
analysis that normal gait is harmonic, which is the effect opposite to abnormal
gait. In each step in case of person with disease is the additional force or move
component in higher frequency than harmonic component.

5 Discussion

We presented the design of a portable wireless sensor network that can be used
for real-time monitoring of lower-limb kinematics during gait. Due to the impor-
tance of the joint kinematics to assess the gait technique, we focus on measuring
the knee joint angle. We performed experiments with a health and person and
with patient with a lumbar disc. Firstly, the MR was performed and after diagno-
sis the experiment was done. The solution proposed is not constrained to obtain
lower limb angles only. It can be used for analyzing human abnormal locomotion.
In this work the wavelet transform is applied for chosen signal represented by
acceleration. On the one hand it gives a information about the force introduce
during the gait and other hand the wavelet transformation of this signal gives
a energy concentration during the gait and possibility to focus on chosen part
of signal simultaneously in time and frequency domain. These feature may be a
useful tool to compare the specific details and differences in human gait. Next
the analysis give the possibility to recognize a specific feature of abnormality
in human gait caused by specific diseases. The many more analysis are possible
using wavelets. In the paper we propose the methodology, which helps to recog-
nize specific feature of human gait, that can be useful in health diagnostic or
sport individual training programs creation.
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Abstract. System of engineering support of upper limb diagnosis was
developed and verified as a part of the research. Virtual Cave 3D, Sys-
tem VRTouchDevice and inertial motion analysis system MVNBiomech
were used to build this system. In cooperation with the physiotherapist
2 applications were developed to motivate to do exercises during which
kinematic parameters of the examined people were registered. The pre-
pared system was positively verified by correlating waveforms angles in
joints for a physiotherapist with the waveforms of people who exercise
in the developed system.

Keywords: Upper limb · Diagnostic · Technology of virtual reality ·
System Cave 3D · Virtual Cave 3D

1 Introduction

The use of computer graphics in the process of engineering support of diagnosis
and therapy can be used to treat many ailments associated with abnormal or lim-
ited functions of the nervous system, skeletal and muscle system or impairments
of cognitive and sensory functions [1–3]. Modern IT tools allow to effect many
senses at the same time through specially designed, and consulted with doctors
and physiotherapists, stimuli and scenarios applications in the world of two-
dimensional and three-dimensional graphics. An increased activity of selected
parts of the brain, obtained by suitably prepared visual stimulation [6], was
also confirmed on the basis of the EEG measurement. This knowledge is used
in researches on stimulating parts of the brain responsible for social reactions
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 14
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and learning [7] as well as maintaining an upright posture [4,5]. This technol-
ogy is also used in the process of overcoming fears associated with the course
of the therapeutic process and to increase motivation to exercise. This technol-
ogy has attracted interest of patients, and by its interactivity, allows real-time
correction of exercise. The literature review provides us with information on
the effectiveness of systems based on Virtual Reality Technology in the field of:
a supplement of traditional therapeutic methods, the positive impact of the use of
virtual rehabilitation systems for posture control, improvement of the efficiency
of visual processing, increase mobility and improve physical performance [1–3,7].
Still, there are no systems that would provide information useful in the diagnosis
while simultaneously doing exercises.

2 Purpose of Research

The aim of the research is to develop and verify system of engineering support
of the diagnosis of upper limb using Virtual Reality Technology.

3 Designing Interactive System of Engineering Support
of Upper Limb Diagnosis

The construction of the diagnostics support system was based on the spatial
image projection system called the Virtual Cave 3D together with interacting
systems “MVNBiomech” and “VRTouchDevice.” The system is modular, so it is
possible to connect more devices to enrich its function. The developed solution is
a tool that can be dedicated to the rehabilitation and diagnosis of many diseases
depending upon the used applications and the hardware modules connected with
motion tracking and feedback.

3.1 The Hardware

Cave system consists of a space bounded by four canvas screens (left, right,
front and floor) on which the image is displayed, synchronized between neigh-
bouring areas. Therefore the available exercise space is a cube with sides of
about 3 m. Three-dimensional image is displayed by four projectors for each
wall separately, in addition in some screens the projection is directed at the mir-
ror, which enables a reduction of the size of the room and the extension of
the projection way. The image is projected on the rear part of the translucent
wall. An integral part of the Cave system is also an optical system for motion
analysis DTrack2. It allows to automatically track the position of the glasses
in the space delimited by the walls. Its construction account for four cameras
working in infrared technology, positioned on the upper corners of the image,
and computer with the software, responsible for the acquisition and processing
of data from the cameras. Change of the image projection takes place in time
to change of the markers position placed on the 3D glasses so that the user
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(a) (b)

Fig. 1. Construction of the system of engineering support of upper limb diagnosis.

(a)

(b)

Fig. 2. Selected sequences of movements.

wearing the glasses has the feeling of being in the world of computer graphics.
Optical tracking system also provides information about spatial position of a
hand of an examined person thanks to locating the markers on the apparatus
“VRTouchDevice”. Cave part of the system associated with synchronization and
image projection is shown in Fig. 1.
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(a)

(b)

Fig. 3. Scenario diagnostic applications.

3.2 Measured Units

Measurement of kinematic quantity was based on inertial suit for motion analysis
MVNBiomech produced by the company Xsens. During the research temporal
change of the size of the angles for each of the joints in the upper limbs was
registered.

3.3 Interactive Diagnostic Applications

Basing on the project recommendations and following consultation with thera-
pists from the Department of Neurological Rehabilitation in Sosnowiec, in order
to develop a diagnostic application scenario, motor function were selected. Two
sequences of movement were selected from the rehabilitation exercises performed
by patients in everyday clinical therapy and from exercises aimed at the diagno-
sis of muscle activity in the upper limbs referring to the tasks of large grapho-
motor abilities. The first sequence of movements consists of alternating lifting
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and lowering the hands as shown in Fig. 2(a). The second sequence involves lift-
ing the hand in a movement which simulates pushing the object as shown in
Fig. 2(b). Selected movement sequences formed the basis for the development of
diagnostic scenario of interactive games based on two graphic scenes.

The first scenery, whose models prepared and distributed are presented in
Fig. 3(a), is in a form of the diagnostic game. The task of the game is to knock
down the approaching balloons in a given combination with ones hands. The dis-
tance between the balloons is prepared in such a way as to continuously encour-
age the patient to perform the first, pre-selected locomotive activity. The sec-
ond scene, the layout of which is shown in Fig. 3(b), allows diagnostic game in
the form of clapping hands or so-called “bouncing hands” motivating to perform
the second sequence of movements. At the moment when a person, who does
the exercises, places his/her hands on the items in the form of stars located in
front of her at shoulder height, it will cause application interaction in the form of
illumination of the upper limbs of fairy-tale characters. This effect is the reward,
and information about the proper execution of this part of the exercise.

4 Receivers of the System

The recipient of the developed diagnostic systems are people with physical dis-
abilities in the upper limbs, combined with other neurological diseases such as:
dysfunction of interhemispheric integration or intellectual disability of deeper
level.

5 Methodology of Verification of the System
of Engineering Support of Upper Limb Diagnosis

In order to verify the developed system experimental studies were carried out
in the presence of a physiotherapist performing complex sequences outside
the system and with a group of 5 people (3 men and 2 women) exercising in
the developed system. The measurements were performed three times for each
of the selected physical activities for physiotherapists with the use of the sys-
tem MVNBiomech by Xsens company for motion analysis. Then with the same
system for motion analysis the kinematic scale of people exercising in the devel-
oped system was registered, taking into account three repetitions of the complex
sequences of movement. The results obtained from measurements of the angle
values of the joints of the upper limbs were presented graphically, then a compari-
son of the angle waveforms was made with the use of the correlation coefficients.
For averaged waveforms for the examined patients Pearson correlation coeffi-
cient was calculated with the averaged course for a physiotherapist for each of
the analysed movements in the joints of the upper limbs.
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Fig. 4. The results of basic waveforms trajectory of joint angles during performing
the first and second sequences of movement. The bold (red) line shows the results of a
physiotherapist practicing outside the system, the other waveforms are the values for
the examined patients exercising in this system. (Color figure online)

6 Results of the Verification

The results of the research for a physiotherapist performing exercises, on
the basis of which the scenarios for applications were developed, were com-
pared with the results for healthy people who exercised in the developed system.
The comparison of results serves as a visual assessment of the shapes of joint
movement trajectory performed by a healthy person, in relation to the estab-
lished pattern. The results of angular values are shown in Fig. 4.

Absolute values of calculated average correlation coefficients are presented in
Table 1.
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Table 1. The absolute values of correlation coefficients for averaged charts for subjects
with a averaged waveform for physiotherapists.

The first motion sequence

Left Right

p1 p2 p3 p4 p5 p1 p2 p3 p4 p5

Sterno clavicular
flexion/extension

0.85 0.19 0.84 0.86 0.76 0.81 0.88 0.87 0.59 0.3

Sterno clavicular
rotation

0.99 0.6 0.88 0.98 0.68 0.89 0.85 0.84 0.98 0.6

Shoulder abduc-
tion/adduction

0.67 0.62 0.73 0.59 0.76 0.95 0.94 0.86 0.92 0.9

Shoulder rotation 0.99 0.96 0.93 0.96 0.96 0.99 0.97 0.92 0.99 0.98

Shoulder
flexion/extension

0.99 0.95 0.97 0.99 0.95 0.99 0.98 0.95 0.99 0.96

Elbow prona-
tion/supination

0.99 0.47 0.94 0.95 0.65 0.92 0.36 0.96 0.89 0.97

Elbow
flexion/extension

0.52 0.68 0.64 0.5 0.36 0.93 0.95 0.81 0.43 0.43

Wrist radial
abduction/ulnar
adduction

0.15 0.23 0.31 0.23 0.26 0.12 0.28 0.34 0.48 0.42

Wrist palmar
flexion/dorsi flexion

0.91 0.69 0.91 0.94 0.77 0.83 0.74 0.79 0.86 0.67

The second motion sequence

Left Right

p1 p2 p3 p4 p5 p1 p2 p3 p4 p5

Sterno clavicular
flexion/extension

0.96 0.82 0.84 0.84 0.87 0.94 0.77 0.78 0.9 0.77

Sterno clavicular
rotation

0.99 0.6 0.88 0.98 0.68 0.89 0.85 0.84 0.98 0.6

Shoulder abduc-
tion/adduction

0.71 0.18 0.19 0.47 0.4 0.49 0.6 0.19 0.51 0.49

Shoulder rotation 0.8 0.94 0.77 0.66 0.9 0.9 0.96 0.88 0.8 0.61

Shoulder
flexion/extension

0.87 0.96 0.88 0.76 0.94 0.89 0.98 0.95 0.86 0.83

Elbow prona-
tion/supination

0.44 0.83 0.19 0.41 0.22 0.4 0.17 0.11 0.4 0.12

Elbow
flexion/extension

0.67 0.51 0.84 0.55 0.64 0.68 0.32 0.92 0.62 0.6

Wrist radial
abduction/ulnar
adduction

0.7 0.6 0.58 0.72 0.51 0.3 0.31 0.67 0.32 0.51

Wrist palmar
flexion/dorsi flexion

0.91 0.8 0.58 0.91 0.66 0.84 0.82 0.51 0.76 0.51

The values for correlation higher than 0.5 were bolded.
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7 Discussion of the Results

Comparison of the angle waveforms for healthy people who exercise in this sys-
tem with angle waveforms for those working with a physiotherapist indicate
similarities in the shapes of obtained angle trajectory for most of the measured
movements. It can also be indicated that angular values measured for healthy
people, in some parts of the charts, differ by more than a dozen or so percentage
points compared to the value achieved by a physiotherapist.

A more objective method to compare waveforms for patients with wave-
forms for the physiotherapist is the correlation tool between the curves. Basing
on the analysis of the correlation coefficients one may draw a conclusion that
trajectories measured for the physiotherapist have a similar shape as the trajec-
tories for people exercising in the developed system as far as significant move-
ments in the joints are concerned. As important movements for the first sequence
of movements, after consultation with a physiotherapist, flexion/extension
and rotation in the shoulder joint were indicated. For the second motion
sequence flexion/extension and rotation in the shoulder joint, flexion/extension
in the elbow and wrist were indicated as significant movements. The waveforms
for these movements are highly correlated, with the exception of patient p2 for
flexion/extension at the elbow, and the difference may be due to the smaller
range of movement and its shift in time.

8 Conclusions

Comparative analysis of the results obtained by a physiotherapist with
the results for healthy people, and the consultation of the registered results with
the physiotherapist performing exercises, allows to accept the designed system
as motivating to perform selected physical activities. A satisfactory recurrence
was achieved with minor differences, which according to experts, do not affect
the effectiveness of conducted diagnosis and therapy with the use of the devel-
oped system. The obtained results allow to evaluate the possibility of using
the developed applications in the diagnostic and therapeutic processes.
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Abstract. The paper presents the results of clinical trials using dynamic
hip screw (DHS) for the treatment of fractures of the proximal femur
and the results of numerical simulation of the model of femoral fixation
using stabilizer DHS for the fixations most commonly occurring in clin-
ical cases. The simulation results constituted the basis for the selection
of mechanical properties and allowed to define the zones most vulnerable
to mechanical failure of both the implant and bone tissue. Furthermore,
designated zones of maximum stress enable the identification and assess-
ment of corrosion processes in the areas of the damaged surface layer of
the metal biomaterial.

Keywords: Dynamic hip screw · DHS · Finite element analysis ·
Treatment of proximal femoral fracture · Treatment of intertrochanteric
fracture · Osteoporosis

1 Introduction

Majority of proximal femur fractures occur among the elderly as a result of low-
energy trauma - e.g. fall from own height (fall from stending height or less). Less
fractures of this type is caused by high energy trauma or neoplastic lesions. In
Poland, every year, there are around 16–20 thousand inter- or pertrochanteric
fractures. Most of the cases involve older patients with more severe osteoporo-
sis than in the case of femoral neck fractures [1,2]. According to the literature,
over 50 years old the incidence of fractures of the proximal femur doubles every
6 years. Because of the concomitant osteoporosis fractures are more likely to
occur among women than men. Fracture of the proximal femur is one of the

c© Springer International Publishing AG 2017
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most dangerous complications of osteoporosis. It is associated with high mortal-
ity (fracture of the femoral neck - approximately 8–11 %), what is more leads to
temporary or permanent loss of independence. Risk factors of proximal femur
fractures include: age, sex, alcohol abuse, rheumatoid arthritis, impaired abil-
ity to walk, impaired brain function, dementia, use of psychotropic drugs and
peripheral neuropathies [1–6]. The aim of the surgical treatment of trochanteric
fractures is stable fixation, restoration of limb function and as soon as possible
walking, which protects against general and local complications [1,2]. One of the
methods used for osteosynthesis of proximal femur fractures, including the treat-
ment of femoral neck fractures and intertrochanteric fractures is DHS (Dynamic
Hip Screw) also known as Sliding Screw Fixation. DHS method includes three
components: appropriate lenght lag screw (inserted into the neck of the femur)
which is connected with sideplate and cortical screws (fixated into the proximal
femoral shaft corticales). It is recommended to insert lag screw in longitudinal
axis of femoral neck approx. 10 mm below bony surface of the femoral head.
Rotational stabilization is achieved by introducing lag screw into sideplate (with
special internal antirotational notch). Mechanism of dynamic osteosynthesis is a
result of possible movement of lag screw into sleeve of sideplate. To carry out such
a procedure it is necessary to have adequate instruments and variety of implants
(screws and plates) of different geometry and size [1,2]. Biomechanical numerical
analysis preceding implantation of the stabilizing system performed to determine
the state of displacements and stresses occurring in the implant during the stabi-
lization and in bones, and on the implant - bone interface is important due to the
selection of biomechanical characteristics of the stabilizer and metal biomaterial,
and modification of the surface layer structure of applied implants [7–13]. On the
basis of the literature review, it may be said that the authors [14–19] attempt at
the numerical analysis of the system: femur - dynamic hip screw system (DHS).
In each case, the simulated fracture was an intertrochanteric fracture. The results
of their analyses are based on the models of various degrees of simplification:
from very simple models in which the plate is fixed with four screws [16] (made
as one element), to sophisticated models with up to eight screws presented as
separate elements [19]. However, in all of the cases, there is a simplification that
the bolts are not threaded and the diameter of the cortical screws and thread
geometry are not taken into consideration. The analyses resulted in determin-
ing the values of displacements, von Misses strains and stresses. Taking into
consideration the simplifications applied by other authors, the study involved
the biomechanical analysis using finite element method supplemented by clini-
cal observations. DHS screw of thread diameter equal to G = 12.5 mm (standard
DHS screw used for cancellous healthy bone), and standard cortical screws of
BS = 4.5 mm diameter were used. The analysis was performed for the most
frequent DHS fixations with the use of the plate intended for use with three
cortical screws.
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2 Materials and Methods

2.1 Clinical Studies

422 patients between years 2009–1013 were treated because of intertrochanteric
fracture in the Janusz Daab Provincial Hospital of Orthopaedics and Trauma-
tology in Piekary Śl ↪askie. Clinical and radiological outcomes were analyzed.
369 patients were treated with open reduction and internal fixation with DHS
method. Patients group consists of 272 (73.7 %) women and 97 (26.3 %) men.
The average age of all treated patients was 78.4 years (mean age of women -
73±26 years, men - 60±37 years. The structure of patients gender, age, circum-
stances of the injury, time, method and results of treatment were analyzed.

2.2 FEM Analysis

Numerical simulation of loading of the femoral fixation model, with the use of
dynamic hip screw DHS, was performed in Ansys Workbench 15 environment.
The fixation of intertrochanteric femoral fractures of the type I according to the
classification of trochanteric fractures of femur by Evans and Jensen modifica-
tions was analyzed [20]. Preliminary tests included evaluation of a non-fractured
femur. The generated finite element mesh (element type SOLID 187) was char-
acterized by the skewness parameter of mean value equal to 0.4 ± 0.2 providing
its good match to the geometry of the analyzed system. The geometric model
of the femur was prepared in the Mimics Innovation Suite software based on
CT images with the following parameters: The size of the pixel in the lateral
plane: 0.684 mm, The imaging field width: 171.68 mm, Distance between sections:
1.5 mm, The number of sections: 331. In order to segment bones, thresholding
operation was performed with the lower threshold value of 226HU and upper
threshold value of 1613HU . It included both the cortical and the cancellous
part of the femur. In the numerical analysis the DHS system was analyzed. The
geometry of the system has been commonly used in the Provincial Hospital of
Orthopaedics and Traumatology in Piekary Śl ↪askie. The fixation was performed
using the DHS plate of neck length of Ls = 38 mm, plate length of L = 105mm
and the angle 135◦. DHS screws with a thread diameter G = 12.5 mm and three
cortical screws of diameter BS = 4.5 mm were used. The width of the fracture
gap was d = 0.2mm. A callus forming in the gap was simulated. In order to per-
form numerical calculations, the mechanical properties shown in Table 1 were
assumed.

On the basis of the developed geometric models, numerical models were pre-
pared. Because of the complex shapes and in particular the threads of the cortical
screws and the irregular geometry of the bone, in order to reduce the number
of finite elements and speed up the calculations a simplification omitting the
threads in the cortical screws, as in works [14–19] was done. However, the thread
of the DHS screw was taken into account in the analyses. The following were
assumed for the needs of the analysis:
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Table 1. Mechanical properties assumed in the numerical analysis

Element of a computing system Mechanical properties

E υ Rc Rp0.2 Rm

Femur Stem [21] 17900 0.3 180 – –

Head [18] 17000 0.3 – – –

Trabecular bone [21] 10500 0.3 – – –

Early stage of fracture healing [18,19] 3 0.4 – – –

Cr–Ni–Mo steel [22] 200000 0.3 – 690 1300

E - Young’s modulus MPa, υ - Poisson’s ratio, Rc - Ultimate compressive strength
MPa, Rp0.2 - Yield strenght MPa, Rm - Ultimate tensile strength MPa

• distal part of femur was immobilized by depriving the nodes situated along
the plane of all the freedom degrees,

• the bone was loaded following B ↪edziński model [23].

The values of forces assumed for the test corresponded to peak values reached
when carrying a load with one limb by a walking person of 70 kg bodyweight -
Table 2.

Table 2. Values and direction of forces assumed in the numerical calculations relative
to the coordinate system

B, N C, N D, N

x y z x y z x y z

0 −912 −247 10.5 0 27 0 604 247

B - force acting on the femoral head, C -
ilio-tibial band reaction, D - muscle reaction
force (gluteal band)

Furthermore, friction between the thread of the DHS bolt and the cancel-
lous bone in the femoral head was assumed. An asymmetric friction coefficient of
η = 0.3 [15,17] was assumed. The contacting surfaces were described as automat-
ically adjusting to one another, and the calculations were made with Augmented
Lagrange equations. Friction contact and geometry correction corresponding to
M4 thread geometry were also applied between the compressive bolt and the
DHS bolt. In the remaining contact areas between the elements of the DHS sys-
tem and the model femur, a standard bonded contact was applied in order to
simulate the connections between the cortical screws and the bone, and between
the DHS plate and the bone. The stresses and strains obtained in the analysis
are the values reduced in accordance with the Huber–Hencky–von Misses theory.
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3 Results and Discussion

3.1 Clinical Studies

Hip fractures occurred as a result of fall from own height (standing height or
less) in 325 (88.1 %) patients; as a result of other circumstances in 41 (11.1 %)
patients, including fall from a higher altitude, e.g. ladders, chairs, stairs, roof,
scaffolding, etc. 3 (0.8 %) patients had a traffic accident. 309 (83.7 %) reported to
the hospital immediately after the injury, 30 (8.13 %) patients reported within
48 h after injury, 30 (8.13 %) more than 48 h after injury. In the Emergency
Room after diagnosis in 237 (64.2 %) patients proximal tibial skeletal traction
was applied, 132 (35.8 %) patients did not have skeletal traction. In 70 (19 %)
patients underwent surgery immediately after admission, 59 (16 %) patients had
surgery on the next day. 240 (65 %) patients had surgery later due to additional
general conditions, other diseases or need to perform additional tests and con-
sultations. Among analyzed cases 12.5 mm diameter DHS lag screw was used.
The shortest lag screw length used was 60mm, the longest - 135 mm (average -
94.24 mm). Side-plate used for surgery had angle of 135◦, 2 to 12 hole (average
3.75) with cortical screws 4.5 mm diameter and a length adapted to the anatom-
ical characteristics of the femur. In 4 (1,1 %) cases 2 holes plate was used, 3-hole
- in 174 cases (47.2 %), 4-hole - 133 (36 %), 5-hole - 13 (3.5 %), 6-hole - 14 (3.8 %
), 8-hole - 4 (1.1 %), 10-hole - 5 (1.4 %), 12-hole - 1 (0.3 %). Compression screw
was used in 287 cases (77.8 %). Additional stabilization devices were necessary
in 28 (7.6 %) patients (metal loops, spongy and cortical screws). 176 (47.7 %)
patients who underwent surgical treatment in outpatient clinic control showed
complete radiographic bone union. This group consisted of 129 women (47.4 %)
and 47 men (48.5 %). 94 (25.5 %) patients did not report at all for clinical control
after surgery. In the group of patients treated with 2-hole plate bone union was
achieved in 2 (50 %) cases, 3-hole - 78 (44.8 %), 4-hole - 69 (51.9 %), 5-hole - 8
(61.5 %), 6-hole - 4 (28.6 %), 8-hole - 3 (75 %), 10-hole - 4 (80 %), 12-hole - 1
(100 %).

3.2 FEM Analysis

The results of the analysis of the displacements, von Misses strains and equivalent
stress for all femur - DHS system models are presented in Table 3 and Fig. 1.

In the presented work taking into account the results of the clinical evalua-
tion of the DHS stabilizer the numerical analysis of the DHS system with three
cortical screws with a diameter of 4.5 mm was performed. The DHS stabilizer
was placed in the femur in accordance with the recommendations of the implan-
tation technique. Placement of the implant corresponded to the one used in the
Provincial Hospital of Orthopaedics and Traumatology in Piekary Śl ↪askie and
at the same time was in accordance with the works [15,17]. Calculations were
carried out for bone models both non-fractured and with the intertrochanteric
fracture. For the non-fractured model of the femur, wherein the implant was
not used, a displacement of the proximal section of the femur L = 6.5 mm was
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Table 3. The results of the numerical analysis for the models

No Models Results
for whole
model

von Misses stress for individual
parts of models, MPa

L ε σ σfs σfh σfhc σDHS σcoms σDHSp σcs

1 Femur 6.50 0.19 34.20 – – – – – – –

2 Femur - DHS 7.9 0.49 401 85 9 14 315 154 306 401

L - displacement, ε - von Misses strain, σ - von Misses stress, σfs - femur steam,
σfs - femur head, σfhc - femur head - cancellous bone, σDHS - DHS screw, σcoms -
compression screw, σDHSp - DHS plate, σcs - cortical screws

Fig. 1. Stress distribution in DHS system and femur elements, MPa

observed, which resulted in stresses in the cortical bone equal to σ = 34 MPa.
The values of displacements of the femur - DHS stabilizer system were higher
than those obtained for the non-fractured bone and were equal to L = 7.9 mm.
Reduction in stiffness of bone after use of the DHS with three cortical screws
can contribute to a reduction of treatment efficiency (44.8 % of full bone union
according to clinical trials) compared to stabilization using more cortical screws
for example 5 - 61.5 % efficiency. The results indicate that in the analyzed model,
the maximum stress do not exceed the yield strength of the metal biomaterial -
Table 3. Furthermore, the strength of both cortical and cancellous bone was
not exceeded as well. The maximum stresses in the parts of the stabilizer were
observed in the contact zones between the DHS screw and the neck of the DHS
plate and cortical screw slots of the DHS plate. Furthermore, in the cortical
screws an accumulation of stress in the transition zone between the shaft to the
head was observed - Fig. 1. Taking into account the results of the analysis can
be concluded that for the implant made of the austenitic stainless steel results
obtained by authors [14–19,24] are similar, and on this basis threats related to
the application of the DHS system in intertrochanteric femur fractures can be
concluded. Maximum stress areas are vulnerable to mechanical failure of the
implant, leading to its destruction. At the same time damage of passive layer
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in the contact zones may lead to initiation of corrosion processes. These zones
will be exposed to the initiation and development of crevice, pitting and fatigue
corrosion [24].

4 Conclusion

On the basis of the performed treatment analyses of intertrochanteric fractures
stabilized with the DHS system in the Provincial Hospital of Orthopaedics and
Traumatology in Piekary Śl ↪askie in 2009–2013 it can be concluded that:

• pertrochanteric fractures occur more often among older females and are a
result of low Energy trauma,

• DHS system is the most often used implant for trochanteric fractures stabi-
lization in the hospital,

• DHS osteosynthesis is an effective method of treatment,
• better results of DHS surgical treatment were observed among men than

women.

Moreover, summarizing the numerical analysis of displacements and stresses in
the elements of the DHS dynamic hip stabilizer, in particular taking into account
the stresses in the femoral shaft and cancellous bone, one can conclude that the
maximum stress in the analyzed models do not exceed the assumed yield strength
of the biomaterial Rp0.2 = 690 MPa and the established compression strength of
bone Rc = 180 MPa. The analysis allows the determination of potentially dan-
gerous areas, vulnerable to damage due to overload. Furthermore, the analysis
identifies the areas of initiation and development of crevice, pitting and fatigue
corrosion.
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Abstract. This paper presents a morphological analysis of the skull
shape in infants under one year of age. Three-dimensional measurements
were performed on models generated from images in Mimics software.
Subsequently, a multivariate statistical analysis of the measured dimen-
sions was performed to determine key indicators of the skull shape. Even-
tually it was developed the norms of skull indices for children up to
one year of age. Regular values of these indices were compared with
abnormal values measured in patients with isolated craniosynostosis.
With the use of these indices it is possible to perform a quantitative
evaluation of head deformity.

Keywords: Skull · Craniosynostosis · Craniometry · Morphometry ·
Infant · Statistical analysis · Index · Norm

1 Introduction

Infant skull is composed of several major bones that are held together by fibrous
material called sutures. In the first two years of life the skull growth is signif-
icant and its course can run properly only with non-ossified sutures. However,
sometimes one or more cranial sutures are prematurely fused. Consequently, the
growth is impaired and deformations occur [15,17]. This disease, called cran-
iosynostosis, may result in very dangerous complications such as the increase of
intracranial and intraorbital pressure and incorrect growth of the brain [6] Fig. 1.

Congenital craniosynostosis can be isolated or connected with more compli-
cated genetic defects, such as Apert or Crouzon syndromes. There are four main
types of craniosynostosis [2]:
c© Springer International Publishing AG 2017
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• scaphocephaly - sagittal suture synostosis,
• trigonocephaly - metopic suture synostosis,
• brachycephaly:

– anterior - bilateral coronal suture synostosis,
– posterior - bilateral lambdoid suture synostosis,

• plagiocephaly:
– anterior - unilateral coronal suture synostosis,
– posterior - unilateral lambdoid suture synostosis.

Most infants born with craniosynostosis will need surgery to repair their skull
deformity and enable the proper growth of brain.

It is important, that there may be reasons other than synostosis that the
child’s head is misshapen, so only X-rays or CT scanning are the methods
enabling the diagnosis and confirmation of the craniosynostosis.

Medical imaging such as CT scanning allows generating 3-dimensional mod-
els of selected structures. On the basis of these models it is possible to perform
the quantitative analysis of geometry. Also there is a possibility to plan the
surgical correction individually for each patient [4,5,8,14–17]. The craniometry
based on CT images is known and used to evaluate the regular growth of the
skull or skull asymmetry [1,3,7,9–14]. In this work the researchers performed
complex cranial measurements based on the CT images and multivariate statis-
tical analysis in order to obtain the skull indicators determining the deformation
in craniosynostosis.

Fig. 1. Types of craniosynostosis (highlighted lines present the characteristic shape of
deformation): (a) sagittal synostosis, (b) metopic synostosis, (c) bilateral lambdoid or
coronal synostosis, (d) unilateral coronal synostosis, (e) unilateral lamdoid synostosis

2 Materials and Methods

A test group consisted of 129 infants of a regular head structure (Group 1) and
104 patients with various types of craniosynostosis (Group 2). Morphological
tests were conducted in order to calculate indices determining the shape of the
skull in children under 1 year of age. In anthropometric measurements CT images



134 E. Kawlewska et al.

were used, which were obtained from the Upper Silesian Children’s Health Centre
in Katowice. CT examinations were performed with a 16-slice scanner (Aquilion
S 16, Toshiba, Tokyo, Japan). Standard vendor diagnostic protocols for head
CT were modified according to ALARA principle and patients age, with follow-
ing parameters: spiral mode, 80–120 kV tube voltage, 80–150 mAs tube current,
gantry rotation time 0.5 s, FOV 240. Whole head from gonion to vertex, was
included into field of view, together with soft tissue of the face. Scanner gantry
was not tilted. Reconstructed slice thickness was 0.5 mm, with an increment
of 0.5 mm. Children in which ’feed and wrap’ technique was not working were
examined in general anesthesia. Regional Ethics Board approval was received
and all parents gave informed consent for CT scan.

In Group 1 (Table 1) computer tomography was done during the diagnosis
of neurological, oncological and other diseases. The patients with a suspected
craniosynostosis or other diseases resulting in a possible skull deformation were
excluded. The patients with hydrocephalus and after skull injuries were not
taken into consideration either. On the day of the CT examination the youngest
child was 3 days old, whereas the oldest was 12 months old. The patients were
divided into 12 age groups with monthly intervals. Each group consisted of at
least six children in order to enable reliable statistical analyses in a further part
of the research. A detailed description of sub-groups has been presented in tables
below In Group 2 (Table 2) CT images of 104 patients were used. These patients
had the examination conducted before the operation. Two patients had also CT
done after corrective operations. Designations such as: TRI, SCP, BCP and PCP
stand for the name of a condition and mean respectively: TRI - trigonocephaly,
SCP - scaphocephaly, BCP - brachycephaly and PCP - plagiocephaly. The age
of all patients before the operation was within 0–12 months.

Table 1. Specification of group of children with regular skull shape

Age (months) 1 2 3 4 5 6 7 8 9 10 11 12 Σ

Number 6 12 9 11 9 6 16 13 13 11 14 9 129

Table 2. Specification of group of children with various types of craniosynostosis: SCP -
scaphocephaly, TRI - trigonocepfaly, PCP - plagiocephaly, BCP - brachycephaly

Age (months) SCP TRI PCP BCP Σ

0–6 14 13 2 0 29

6–12 32 18 8 2 60

12–18 7 4 3 1 15

SUM 53 35 13 3 104

The CT results made it possible to develop models of skulls which accurately
mapped geometrical features of the real structure. Thanks to special engineering
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Fig. 2. Procedure of obtaining the database used in statistical analysis

software, the above mentioned models can be modified, improved and used as
input data in various types of research and examinations, beginning from the
geometrical analysis to advanced numerical simulations.

The research took advantage of Mimics software which enabled finding the
location of several dozen characteristic anatomic points of the skull (Fig. 2).
These points were selected together with the neurosurgeon, as well as from the
literature review. On this basis, some distances were selected and calculated in
order to create a database of indices characterizing the shape of the skull and
head in children at the first year of age. The analysis of such data made it possible
to precisely define characteristic features of the head structure defects and deter-
mine the location of deformations on the skull. On the grounds of the determined
points, the head perimeter was calculated for all the children; 13 angles and 167
distances. The distances were calculated by joining selected points (Fig. 3) with
one another, however, with the consideration of interesting directions of indi-
vidual dimensions. In this way, a broad database of craniometrical values was
created and then subjected to a multidimensional statistical analysis.

Fig. 3. Exemplary points marked on the models during the morphological analysis
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Due to a considerable amount of data, it was necessary to conduct a statis-
tical analysis for the database created. The following software was used for the
calculation and visualization of results: StatSoft Statistica v10.0 and MS Excel
2007. On the basis of the analyses performed the graphs of the major dimen-
sions of skulls in children under 12 months were developed. In order to create
the description of the database of healthy children the researchers calculated
mean values, standard deviations, variances as well as checked regularity of the
distribution of the values of individual dimensions. Variance homogeneity was
tested in the test group by means of Levene’s test in order to apply a proper
test of the variance analysis (Welch’s test).

3 Results

At first it was performed the multivariety statistical analysis. In order to bet-
ter understand the variability of such a vast database, a factor analysis was
conducted to reduce the variables. Thanks to that, ten factors responsible for
variability between subgroups were isolated. Subsequently, post-hoc tests were
carried out. With the use of ROC curves the classification of factors was made.
They were correlated then with particular types of craniosynostosis.

The analysis of variance conducted revealed that for regular skulls the major-
ity of measurements (89.4 %) was statistically significant, which is connected with
a regular growth of the head. While in the case of deformed skulls, at most half
of the measurements met the criterion of mean variabilities. On the basis of the
variance analysis results, the diversity of patterns of the dimensions of the heads
in healthy and sick children was found, which is particularly significant for the
prediction of further deformity of the head.

Having conducted a principal component analysis in the factor analysis, it
was stated that all angles and distances measured may be reduced to 10 fac-
tors which describe almost 80 % (79.46 %) of variances of the skulls variability
between both groups of patients. For all these variables the distribution of the
factor loading was determined in subsequent classifiers. The list of a precise
number of variables in individual classifiers has been presented in Table 3.

The analysis adopted the cutoff point equal 0.7 for loading. Analyzing the
results of the factor analysis it should be noted that in the case of a given distance
being located both on the right and left side of the skull the table shows only one
of them as they are equivalent. The first factor, including 36.619 % of variability
variances, consists of 67 variables of the factor loading above 0.70. All of them are
highly correlated with the skull perimeter calculated by means of the equation for
the ellipsis perimeter, where the maximum length and width of the skull are the
diameters. The correlation coefficient equaled to 0.89. It can be thus concluded
that these 67 parameters are responsible for the variability related to age. The
second classifier includes 14 essential distances from point ‘ba’ (basion) located
on the perimeter of the large opening (foramen magnum) of the occipital bone.
It should be noted that for this factor the correlation coefficient with the skull
perimeter (and thus with the child’s age) was very low and amounted to 0.046.
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Table 3. The variable distribution of factors selected in factor analysis

Factor
number

Number of
variables

Number of
variables with
the factor
loading >0.70

% of vari-
ability
variances

Exemplary dimensions included
in factors

1 87 67 36.619 Euryon left-right (skull width)
metopion-opisthocranion (skull
length)

2 15 14 8.344 Euryon-porion

3 13 6 6.906 Lambda-bregma nasion-bregma
(skull vault height)

4 9 4 6.470 Nasion–basion lambda-basion
(skull base height)

5 9 3 6.256 Orbitale-basion

6 7 5 3.614 Lateral orbitale left - right

7 8 1 3.472 Nasion-nasale

8 5 2 2.968 Nasale-porion, nasale-lateral
orbitale

9 4 2 2.429 Opisthocranion-basion

10 2 1 2.384 Angle spc.r-n-spc.l (Fig. 9)

Factors 3–10 also include variables which distinguish between a group of children
with a regular skull shape and patients with craniosynostosis. These variables
are particularly significant as they are not directly connected with growth. It
can be stated thus that they constitute the database of the determinants of the
abnormal shape of the head. Additionally, it is noteworthy that factors 7 and 10,
being variables of the highest factor loading, include the skull angles responsible
for 3.47 and 2.38 % of the variability of variances.

In the next phase, the analysis of ROC curves was conducted in order to
evaluate the predictive value and classifying value of the previously determined
factors.

The surface area under the diagram of ROC-AUC curve, which has values
in the range from 0 to 1, defines the ability of the test to distinguish between
correct and incorrect results. The higher AUC (and in the same way the more
concave ROC function), the bigger diagnostic force of the test.

First of all, the researchers analyzed a classifier between children with a reg-
ular head shape and all patients with various types of craniosynostosis. It was
found that factors 2, 4 and 10 distinguish irregular skulls from regular ones
(Fig. 4). Further on, a classifier between regular skulls and skulls with scapho-
cephaly was analyzed. The surface area under the curve was the biggest for
factors 5 and 10. A subsequent analysis was concerned with a classifier between
regular skulls and trigonocephaly. This defect was best distinguished from reg-
ular skulls by means of factors 8, 9 and 10. It was found that the best classifiers
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Fig. 4. Results of AUC analysis in four tests. Each column represents factors from first
to tenth respectively. Yellow columns represent the factors with the biggest value, that
were selected to subsequent analysis (Color figure online)

for the group of children with plagiocephaly were factors 2, 4 and 5. It should
be emphasized that the predictive value for factor 10 was exceptionally low for
this subgroup.

Within the scope of this work, nine indices and cranial angles were deter-
mined for scaphocephaly and trigonocephaly. They were selected on the basis
of the results obtained from a prior statistical analysis and consultations with a
neurosurgeon. Standard values of indices were examined in age groups of chil-
dren with a regular skull shape and a comparative analysis was conducted among
patients.

Indices for the Assessment of the Skull Shape in Scaphocephaly. In the
case of scaphocephaly, it is characteristic that the growth disorder of the skull
occurs in the anterior and posterior directions. The length of the skull is thus
one of the most important dimensions that should be watched. On the basis of
the characteristic anatomical points, the following items were determined: the
cephalic index, the index of lateral anterior and posterior length of the cranial
vault, the index of anterior and posterior height of the cranial vault, the index
of anterior and posterior height of the cranial base and additionally, predicting
the changes within eye sockets (on the basis of prior ROC curves analysis) - the
nasal-orbital angle.

Fig. 5. Obtained values of cephalic index values for healthy children (light grey) and
patients with sagittal synostosis (dark grey) in groups of age
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Fig. 6. Obtained values of index of lateral anterior and posterior length of the cranial
vault for healthy children (light grey) and patient with scaphocephaly (dark grey) in
groups of age.

Fig. 7. Obtained values of index of anterior and posterior height of the cranial vault
for healthy children (light grey) and patient with scaphocephaly (dark grey) in groups
of age.

Fig. 8. Obtained values of index of anterior and posterior height of the cranial base
for healthy children (light grey) and patient with scaphocephaly (dark grey) in groups
of age.

Fig. 9. Obtained values of nasal-orbital angle for healthy children (light grey) and
patients with scaphocephaly (dark grey) in groups of age
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Fig. 10. Obtained values of angle of frontal bone for healthy children (light grey) and
patients with trigonocephaly (dark grey) in groups of age

Fig. 11. Obtained values of index of the external width of the eye sockets and the skull
width for healthy children (light grey) and patient with trigonocephaly (dark grey) in
groups of age.

Fig. 12. Obtained values of index of the internal width of the eye sockets and the skull
width for healthy children (light grey) and patient with trigonocephaly (dark grey) in
groups of age.

Fig. 13. Obtained values of interorbital angle for healthy children (light grey) and
patients with trigonocephaly (dark grey) in groups of age

Indices for the Assessment of the Skull Shape in Trigonocephaly. In
patients with trigonocephaly a visible deformation occurs first of all in the frontal
and orbital area. It is therefore advisable to examine the dimensions of the angles
in the eyes area as well as the distance between the eyes in relation to the skull
width - in order to discover hypotelorism (abnormally close eyes). Taking into
account the above, the following items were determined: angle of frontal bone,
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index of the external width of the eye sockets and the skull width, index of the
internal width of the eye sockets and the skull width and interorbital angle.

4 Discussion

On the basis of the tests conducted, it was discovered that during the growth of
the head with obliterated cranial suture some cranial angles and measurements
become subject to alteration which does not occur in a regular growth. In pre-
vious studies mostly focused on the analysis of the cephalic index [4,9,11]. The
analysis showed that in the case of each defect, except for characteristic defor-
mations of the head (e.g. a triangular forehead in trigonocephaly or elongated
skull in scaphocephaly) one can distinguish the dimensions which disturb the
growth of other parts of the skull - the parts which are not directly connected
to the obliterated cranial suture. This constitutes significant evidence that it is
essential to apply complex treatment as soon as possible due to the fact that
irreversible deformations of the skull shape may appear with its growth. It refers
not only to the cranial vault, which can be relatively easily reconstructed, but
to the facial skeleton, cranial base and vertebral column. To sum up the sta-
tistical analysis of morphometric tests of the skulls in healthy children and in
children with craniosynostosis made it possible to determine a set of dimensions
classifying and distinguishing irregular skulls from regular ones.

The results obtained enable better understanding of the skull deformation
mechanisms. The results may also constitute the basis for a quantitative evalu-
ation of the effectiveness of craniosynostosis treatment in infants.

In healthy infants under 12 months, the relation of maximum width to length
of the skull oscillates between 83.8± 6.9 (Fig. 5). For sick children, the value of
the index is considerably lower, about 70.0, which is obviously caused by the
elongated posterior part of the head in the case of scaphocephaly.

In patients with scaphocephaly the value of the index of anterior and posterior
length of the skull calculated from the left and right side in the first months
of life is almost identical to the one in healthy children and oscillates between
1.1± 0.05 (Fig. 6). However, an interesting phenomenon was observed in children
at the age of 6–8 months old. In these children this index is higher than in healthy
children, whereas in children above the age of 9 months this index significantly
decreases. It may be thus concluded that the occurrence of some deformations
in the proportions of the posterior and anterior parts of the head is connected
with the children’s age.

The index values of the anterior and posterior height of the cranial vault and
cranial base are lower in children with scaphocephaly (Figs. 7 and 8). With age
the difference between the index values in sick and healthy children increases. It
may be thus concluded that these indices can constitute markers for the assess-
ment of the phase and degree of scaphocephaly.

In healthy children under 12 months, the nasal-orbital angle oscillates
between 108◦ ± 6◦ (Fig. 9), whereas in children with scaphocephaly this angle is
lower (99◦ ± 5◦) due to a smaller width of the skull caused by blocking the head
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growth in lateral directions. The biggest difference in the values of the angle can
be noticed in children above 6 months of age.

On the grounds of the diagrams presented in the Figs. 10 and 11, it can be
stated that in patients with trigonocephaly the angle of the frontal bone and the
interorbital angle may constitute the marker of this defect. During the planning
of a surgical procedure, it is essential to take into consideration the increase
of these angles in order to obtain a rounder shape of the head. Figures 12 and
13 present the dependence of linear dimensions of the skull, which enables the
evaluation of hypotelorism in patients. The values of both indices in patients are
lowered in comparison with the children having a regular head shape.

To sum up the analysis of the values of skull indices, it can be stated that
it is possible to assess the degree of the skull deformation on the basis of the
distances between ten and twenty anatomical points in a proper configuration
determined for a particular defect. In addition to that, it should be emphasised
that the points constituting the basis for the distances may be relatively easily
found on the childs head. The development of standard indices for the group
of healthy children enables a quick comparison of the index values in the case
of patients, both during the initial diagnosis and during check-ups before the
operation (it should be noted that usually the time between a diagnostic CT
examination and an operation takes around three months). There is also one
more significant observation that the values of the majority of the presented
coefficients differ from standard values, especially in patients above 6 months
of age. In this period a dynamic irregular growth of the head can be noticed,
therefore early diagnosis and treatment of the malformation are necessary to
avoid further complications.

The statistical analysis of morphometric tests of the skulls of healthy children
and those with craniosynostosis enabled the determination of a set of dimensions
distinguishing regular skulls from pathological ones. The results obtained make
it possible to better understand the mechanisms which deform the skull. The
research results also constitute the basis for a quantitative assessment of effec-
tiveness of the treatment of craniosynostosis in infants. On the grounds of the
distances between selected anatomical points, the indices were determined in a
proper configuration corresponding to a particular defect. The standard values
calculated for the group of healthy children enable a quick comparison of the
patient’s indices obtained during the initial diagnosis as well as the evaluation of
the degree of the skull deformation. The development of standard indices allows
also an objective assessment of the treatment progress and effects of the opera-
tion during medical check-ups. The examinations of the skulls morphology made
it possible to select morphometric features typical of particular types of skull
shape defects. They constitute a set of qualifiers which enable the differentiation
of the shape defects of not only the cranial vault but also the facial skeleton and
the cranial base. In the case of scaphocephaly, it is characteristic that the growth
disorder of the skull occurs in the anterior and posterior directions. It is thus the
length of the skull which is the most important dimension to watch. Apart from
the cephalic index, there are also other important indices for this defect such as
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the index of the anterior and posterior length of the cranial vault as well as the
index of the anterior and posterior height of the cranial vault. In patients with
trigonocephaly the deformation occurs first of all in the frontal and orbital area.
It is therefore advisable to test the dimensions which characterize the angles in
the area of eyes and the distances between eyes as they determine hypotelorism.
Moreover, there are further indices typical of children with trigonocephaly. Such
indices relate to anthropometric points located within nasal bones. The indices
characteristic of trigonocephaly determine the symmetry of the skull. They are
based first of all on the distances between points located in the area of the facial
skeleton and cranium. The index of the anterior and posterior length of the skull
as well as the index of the anterior and posterior height of the cranial base are
typical of this kind of defect. In the case of brachycephaly, this malformation
is characterized by the index of the anterior and posterior length of the skull
as well as the index of the anterior and posterior height of the cranial vault.
Assigning individual indices to typical defects of the skull shape may result in
the practical application in the decision-making process during diagnosing and
selection of treatment suitable for a particular type of craniosynostosis.
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Abstract. The mechanical properties of a pig’s skin which is used as the
human skin substitute in the studies carried out in vitro are important
for a number of applications, including surgery and biomechanics. In this
study, uniaxial tensile experiments were performed on porcine skin for
the two directions of the samples taken (parallel and perpendicular to the
spine) to investigate the tensile stress-strain response. The experimental
results show that pig’s skin exhibits anisotropic and non-linear behavior.
The Ogden model was adopted to describe tensile behavior of the pig’s
skin. The Ogden model provides a good tensile curve fit for the animal
skin tissue in the low range of deformation (first and second stage of
elongation curve).

Keywords: Tensile test · Mechanical response · Porcine skin · Ogden
model

1 Intoduction

The human skin is a complex tissue which consists of several heterogeneous
layers: the epidermis, the dermis, and the hypodermis. Each layer has a unique
structure and function [5,13]. Due to the legal regulations and the ethical issues,
obtaining human skin for experimental tests is difficult. A literature analysis
shows that substitute of human skin like animals’ skin is used in the majority of
in vitro skin examinations. The similarity of anatomical features and mechanical
properties makes the pig’s skin most commonly used human skin substitute
[10,16]. The mechanical examinations carried on towards recognizing skin tissue
properties show that it is an anisotropic, viscoelastic and non-linear material
[13]. The exact determination of skin’s mechanical properties is still an open
question, and there is no one and only standard that has been established in
determining skin’s behavior. Additionally, tests results are influenced by the
conditions of samples taken (e.g. a direction of sample taken, a type of animal,
parameters of samples storage: medium, temperature, time, humidity). There
are several methods of samples storage, e.g. cooling, freezing [5].

The determination of mechanical properties of skin is essential both in engi-
neering and medicine, in such fields like surgery and dermatology to predicting
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 17
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the effect of surgical treatment. The knowledge acquired in experimental tests
in vivo and in vitro is used for designing surgical tools, medical robots and in
criminology to estimation the history of damage formation and the nature of
skin lesions due to mechanical injuries or traffic accidents [13].

Constitutive modeling of biological tissues is important in many fields such
as biomechanics of collisions [4,7,12], rehabilitation, tissue engineering, surgical
simulations [3,9], drug delivery systems. For skin, existing hyperelastic models
such as Neo-Hookean [1], Mooney-Rivlin [15], Ogden [2,15] have been employed.

In this study, in vitro, tensile uniaxial stress versus strain response for pig’s
skin tissue and the approximation of experimental results with the use of the
Ogden model were presented.

2 Material and Methodology

The pieces of skin for examinations were taken from the back of a 9-month
domestic pig (the weigh of animal was 135 kg). Hairs and the fat were removed
from the skin using a sharp scalpel blade and then skin samples were cut in two
directions: parallel and perpendicular in the reference to the spine. All samples
had the same dimensions: the length 100.0 ± 0.2 mm, the measurement base for
all samples was 50 ± 0.2 mm, the width 10.0 ± 0.2 mm and the average thick-
ness was 2.2 ± 0.2 mm. The samples were stored at the temperature of −18 ◦C
wrapped in polypropylene foil. The tests were carried out after 1 hour from
defrosting in the temperature of 22 ± 2 ◦C. The uniaxial tensile tests were carried
out with the use of the MTS Insight 50 testing machine, the range of measuring
head was 1 kN. The samples were mounted using flat clamps and they were elon-
gated at the constant rate of 5 mm/min (the strain rate of 0.0017 1/s), which is
commonly used for soft tissues [17]. Each set of samples for tension testing (the
samples divided according to the direction of their taking) contained minimum
5 samples. In the results the average stress-strain curves were presented. Next,
the Ogden model with two material constants was used to describe the tensile
behavior of the pig’s skin.

3 Results of Tensile Test

The characteristic tensile curves for the parallel and the perpendicular directions
of sample taking were presented in Figs. 1, 2 and 3. The elongation curves for
the skin present non-linear characteristic with two quasi-linear segments. The
shape of the curves allows to distinguish three phases, what is specific for soft
tissues. The first phase (I) showed in Figs. 1 and 2, is known as “toe region”, in
which the elastin fibres are mainly responsible for stretching mechanism, while
the contribution of the collagen fibres is negligible. In the second phase (II)
of stretching, the collagen fibres align themselves in the direction of applied
load and become straighter, the force-extension relation becomes approximately
linear. In the third phase (III), the ultimate tensile strength is reached [5,6]. In
dependence of sample direction taking, the curves had different slope and the
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Fig. 1. The average tension curve for perpendicular samples pig’s skin tissue with
specific phases (I), (II) and (III).

Fig. 2. The average tension curve for parallel samples pig’s skin tissue with specific
phases (I), (II) and (III).

Fig. 3. The comparison of elongation curves for parallel and perpendicular samples.
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range of maximal extension. The tensile test of skin samples was carried out to
characterize the mechanical parameters of skin material, the tensile strength for
the perpendicular samples was 11.87 ± 1.69 MPa, 10.65 ± 1.75 MPa for parallel
samples and the strain was respectively 0.66 ± 0.05 and 0.34 ± 0.02.

4 Constitutive Model

To describe the measured constitutive response of skin tissue, the Ogden model is
commonly employed [15]. The Ogden model is used to describe non-linear behav-
ior of hyperelastic material, such as polymers, rubber and soft tissue. The model
assumes that materials behavior may be characterized by a strain energy density
function. On the base on this function stress-strain relationship is obtained. A
strain energy density function W is given as (1):

W (λ1, λ2, λ3) =
2μ

α2
(λα

1 + λα
2 + λα

3 − 3) (1)

where α and μ are material constants - shear modulus and strain hardening
exponent. For incompressible material, the principal stretch ratios are described
by the formula (2):

λ1λ2λ3 = 1 (2)

A strain energy function can be given as the function of two independent
stretches with the use of formulas (1) and (2):

Ŵ (λ1, λ2) = W (λ1, λ2, λ
−1
1 λ−1

2 ) =
2μ

α2
(λα

1 + λα
2 + λ−α

1 λ−α
2 − 3) (3)

Under plane stress condition it is assumed σ3 = 0, nominal stress σi is
described by dependence [14]:

σ1 =
∂Ŵ

∂λ1
, σ2 =

∂Ŵ

∂λ2
(4)

For uniaxial elongation carried out by the load in the direction of the long
axis, the nominal stress can be given as (5):

σ1 =
2μ

α
[λα−1 − λ−1−(α

2 )], σ2 = 0 (5)

The materials constants for the Ogden model (α i μ) can be obtained experi-
mentally. During the calculation of the Ogden model, the values of shear modulus
and strain hardening exponent were set up as variables larger than zero. The
procedure of calculation was carried out until the value of R2 (coefficient of
determination) was higher than 0.99.
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4.1 Results and Discussion

In Fig. 4, the tensile stress-strain curves fitted with the Ogden model at 0.0017/s
strain rate were shown. The Ogden model provided a good approximation of the
experimental data obtained in the tensile test for pig’s skin but only for low
stretching ratio value, first and second stage of stress-stain curves (Fig. 5). This
corresponds to a range of elastic deformation of elastin and collagen fibers, where
initially the non-linear shape of the stress-strain curve changes the character
on the similar to a straight line. For the third stage of elongation, the stress-
stain curves didn’t fit with the Ogden model (for stretching ratio above 1,15
for perpendicular samples and 1,3 for parallel samples). The Ogden constants
determined experimentally for two directions of samples taken were summarized
in Table 1.

In our research, one value of the strain rate and variable values of shear
modulus and strain hardening exponent were used. However in the literature,

Fig. 4. The engineering stress versus stretch ratio response of pig’s skin, experimental
data and the Ogden fit for the first and second phase of elongation test.

Fig. 5. The comparison of theoretical Ogden model curves and stress-stretch ratio
curves for parallel and perpendicular samples in the total range of elongation.
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Table 1. Ogden constants (α and μ) evaluated from uniaxial tensile stress versus strain
response of pig’s skin.

Direct of sample Shear modulus μ (MPa) Strain hardening exponent α

Parallel 0.78387 ± 0.01388 28.10237 ± 0.2113

Perpendicular 0.64764 ± 0.01862 17.02676 ± 0.1708

the noticeable influence of the strain rate on changing the value of the Ogden
coefficient μ and its negligible influence on the Ogden exponent α was observed
[14]. The data used by Manan et al. [11] for numerical investigation of influence
of the Ogden coefficients (μ and α) on stress-stretch ratio curves showed its
quasi-linear dispersion. According to [11] the low value of shear modulus will
influence the stress-stretch ratio curve linearly, where by increasing the values
will cause the curve to behave highly non-linear.

In the literature, elongation curves fitting by the Ogden model are shown
for the elastic behavior of the material. In the research carried out by Shergold
et al., the Ogden material model was used to detail the mechanical characteristics
of pig’s skin under uniaxial tension [15]. The results showed that the Ogden
model provides a good curve fit for the pig’s skin. A good elongation curve
fit was obtained by Lim et al. for the stretch ratio of about 2,3 for specimen
perpendicular to spine and 1,4 for the specimen parallel to spine [8]. The value
of shear modulus for perpendicular and parallel pig’s skin samples agrees with the
shear modulus reported by Shergold et al. (0,4–7,5 MPa in dependence on strain
rate and constant α = 12). In our research, the parallel specimens have higher
values of strain hardening exponent (about 40 %) and shear modulus (about
17 %) than perpendicular samples. The low strain rate shear modulus of human
skin μ = 0.11 MPa and α = 9 are close to our values. The study conducted
by Ni Annaidh et al., shows the value of mechanical properties for human skin:
ultimate tensile stress 21,6 ± 8,4 MPa, but in the literature 1–32 MPa, failure
strain 0,54 ± 0,17, but in the literature 0,17–2,07 [13]. Wide range of values
depends on age, orientation/location of specimens, conditions of in vivo or in
vitro tests.

5 Conclusions

An analysis of the stress versus strain response for pig’s skin tissue under quasi-
static uniaxial tensile test of samples taken in two directions, parallel and per-
pendicular with respect to the long axis of the animal (identified by the axis
of the spine) was performed. The experimental results indicate the non-linear
nature of the behavior and the effect of anisotropy of skin tissue on the stress-
strain characteristics. Presented results demonstrate that the Ogden model can
provide a good approximation to experimental data, particularly in the range
of low stretch ratio. For the good approximation of constitutive model, it is
essential to obtain the values of material constants for different strain rates,
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particularly shear modulus which is dependent on strain rate [8,15]. The under-
standing of skin behaviour under applied load is important for the production of
skin substitutes, temporary and permanent. The anisotropic tensile properties
are significant for surgery simulation and skin graft. Mechanical properties of
pig’s skin should be investigated and compared with human data.
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Abstract. The paper presents a numerical method of blood flow simu-
lation in two geometries. The first geometry covered the ascending and
descending parts of aorta and its main branches in patient with a congen-
ital heart disease - coarctation of aorta (inborn narrowing of the descen-
dent aorta). The second geometry used in the flow field analysis mimicked
the state of the vessel after a successful percutaneous intervention and
thus without pathological narrowing (virtual therapy). The blood was
treated as a non-Newtonian fluid. The pulsating flow was set at the inlet
to ascending aorta. The lumped model based on electrical analogy using
three-element-Windkessel model was created to calculate pressure at the
outlets. In the publication the fields of velocity and pressure were pre-
sented. The obtained outflow streams were modified after virtual therapy.

Keywords: CFD · Blood flow · Coarctation of the aorta · Lumped
model · non-Newtonian flow

1 Introduction

In the last years the Computational Fluid Dynamics (CFD) was gaining
a wider application in bio-engineering. Combining a numerical flow simulation
with images obtained from a computed tomography or magnetic resonance may
give a novel quality for a non-invasive blood flow analysis in the medicine and
thus help to better identify the pathological changes within the circulatory sys-
tem or set more accurate diagnoses [1]. The CFD implementation could model
and visualize the blood flow before intended endovascular therapy or surgical
intervention and show the consequences for the patient prior the invasive proce-
dure [2].

Nowadays the multiphase approach of blood flow CFD modeling is the state
of art [3–5]. It is proved to be essential especially in the simulations of the blood
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 18
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flow in the coronary arteries [3]. To obtain more precise results a coupled model
with mechanic solver has to be implemented in order to take in account the
influence of elasticity of vessel walls and their deformation caused by the blood
flow [6]. This coupled approach is used as Fluid Structure Interaction (FSI). In
the current publication the authors intended to present a single-phase blood flow
model with rigid walls.

There are many congenital heart diseases described in the literature where
the cardiovascular abnormalities cause the alternations of the blood flow within
the circulatory system. Coarctation of aorta (CoA) is one of the most frequent
inborn cardiovascular defects. This defect is a pathological narrowing of the
descending aorta causing a pressure drop in the descending aorta and conse-
quently hypoperfusion of the lower parts of the human body. The upper parts
of the body in this disease are exposed to arterial hypertension with all con-
sequences like coronary artery disease or stroke. The curative therapy for CoA
includes a surgical or percutaneous intervention intending to remove or dilate
the narrowed site.

Up till now the application of the CFD methods is not a validated approach
for clinical use. The main barriers for the implementation of numerical blood
flow simulation in the clinical practice are time demanding pre-processing of the
scan images and long calculation times caused by the unsteady flow phenomena.
Usually for the blood flow simulation of the selected part of vascular system
using CFD a lumped model is added to create a boundary conditions which
simulates the remaining part of the circulatory system [7–10]. In this study
a three-element-Windessel model was implemented for this purpose.

In the current work the authors present a blood flow distributions in the
coarcted aorta before and after the virtual therapy. This virtual therapy could
help to estimate the alternations of the blood flow within aorta and its main
branches as a consequence of a real surgical therapy.

2 Numerical Model

In the research, models were built on the base of two geometries. The first one was
converted from the surface format collected from a real 8-year old female patient
by MRA imaging (Gadolinium – enhanced Magnetic Resonance Angiography).
The original geometry is presented in Fig. 1. The second geometry was rebuilt
from the first one in the region of CoA. In order to implement the reconstruction,
the lumen before and behind the coarctation was smoothed and in consequence
the narrowing was removed.

The mesh in both cases exceeded about 1.2 million of elements. The meshes
were of a hybrid-type. In the first part of the inlet and main part of descend-
ing aorta hexahedral elements were used. In the bifurcation region mostly the
tetrahedral elements were applied. The tetrahedral cells were chosen since this
domain part was geometrically complex. The first layer of the boundary layer
mesh was about 0.1 mm. Moreover, the boundary layer mesh was built from five
layers and the growth ratio was at the level of 1.1. The sensitivity analysis of
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Fig. 1. The geometry with outlets description

the meshes leaded to a conclusion, that the mesh density did not influence the
solution.

Seven main boundary conditions were assigned to the numerical domain.
At the inlet, the pulsating velocity function was imitating the work of heart.
This function is presented in Fig. 2. The vessel walls were treated in the model
as rigid and in this boundary the no slip wall condition was used. The rest of
boundary conditions were used as the pressure outlets, which were calculated
separately for each one on the base of the Windkessel model.

The modeled fluid was treated as single phase and non-Newtonian. The non-
Newtonian properties of the flow were implemented using Carreau model for the
local viscosity calculation by (1), in accordance with [11]. The value of density
used in calculations was 1055 kg m−3.

η = η∞ + (η0 − η∞)
[
1 + (λγ̇)2

]n − 1
2 (1)

where η means the local non-Newtonian viscosity and the local share rate γ̇ is
a scalar and was calculated locally from (2), the rest constants were: infinite shear
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viscosity η∞ = 0.0034 Pa s, zero share viscosity η0 = 0.056 Pa s, time constant
λ = 3.313 s, Power Law index n = 0.355.

γ̇ =

√
1
2

¯̄D : ¯̄D (2)

where ¯̄D is the rate of deformation tensor and is defined by (3).

¯̄D =
(

∂uj

∂xi
+

∂ui

∂xj

)
(3)

where u is the velocity component and x is the Cartesian coordinate.

Fig. 2. Pulsatile velocity profile set at the inlet to the domain

The model domain contains five outflows represented by the pressure bound-
ary conditions. The Windkessel model applied as the lumped parameter model
was used at the outlets to set the proper overpressure simulating the vascular
system response to the flow. The three-element Windkessel model [12] can be
expressed by (4).

(
1 +

Rp

Rd

)
I(t) + CRp

dI(t)
dt

=
P (t)
Rd

+ C
dP (t)

dt
(4)

where I(t) is the blood flow out of the pump (heart) as a function of time, Rp is
the resistance encountered by blood as it enters the aortic or pulmonary valve,
while Rd is the resistance of blood as it passes from the aorta to the narrower
arterioles, C is the constant ratio of air pressure to air volume (capacitance of
the capacitor), P (t) is blood pressure as a function of time.

Rp and Rd were constants and were adopted according to the values from
Table 1. They were implemented from [13]. Created lumped model was applied
in the similar way in [14].
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Table 1. LPM model parameters

Artery name Abbrev Rp (kg m−4 s−1) C (m4 s2 kg−1) Rd (kg m−4 s−1)

Right
subclavian

RSA 0.885 × 108 7.13 × 10−10 1.3858 × 109

Right common
carotid

RCCA 1.122 × 108 5.62 × 10−10 1.7571 × 109

Left common
carotid

LCCA 1.124 × 108 5.62 × 10−10 1.7611 × 109

Left subclavian LSA 2.895 × 108 2.12 × 10−10 4.5361 × 109

Descending
thoracic
aorta

DA 0.271 × 108 2.92 × 10−9 0.3122 × 109

The solver used to create and calculate solution was ANSYS R© Fluent in the
pressure based approach. The solver contained governing equations based on the
mass and momentum conservation principles and they can be expressed by (5)
and (6) as follows:

∂ρ

∂t
+ ∇ · (ρv) = 0 (5)

where ρ is the density, t is the time and v is the velocity.

∂ρ

∂t
(ρv) + ∇ · (ρvv) = −∇p + ∇ · ¯̄τ (6)

where p is a static pressure and ¯̄τ is the stress tensor, which can be calculated
for the non-Newtonian fluid from (7).

¯̄τ = η
(∇v + ∇vT

)
(7)

3 Results

All results presented in this section are referred to the maximum flow correspond-
ing to the characteristic point of the systole (marked in Fig. 2). The results are
presented as the instantaneous values.

The velocity field in the model with CoA is presented in Fig. 3 for the max-
imum flow during the systole (point marked in Fig. 2). The maximum velocity
occurs in the region of the coarctation and reaches about 3.2 m/s.

After applying virtual therapy (narrowing removal), the maximum speed
decreased to 2.7 m/s. The velocity profile in the reconstructed region with main
aorta bifurcations is presented in Fig. 4. In Figs. 3 and 4, it is visible that the
velocity profile did not change significantly after the coarctation reconstruction
in the region of the main aorta bifurcations. The main change after virtual
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Fig. 3. Velocity field in m/s in model
with CoA

Fig. 4. Velocity field in m/s in model
after virtual therapy

Fig. 5. Pressure field in Pa in model
with coarctation

Fig. 6. Pressure field in Pa in model
after virtual therapy

therapy can be noticed in the velocity field in the region of narrowing. The
velocity decreased in this region.

The static pressure profile on the walls region for the original geometry with
coarctation is presented in Fig. 5. While, in Fig. 6 the same profile is shown
for the reconstructed geometry. From presented pressure fields, one can notice
that the local static pressure minimum in the region of CoA vanished after
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Table 2. Mass flows and pressures at the outlets.

Artery Mass flow (kg/s) Overpressure with CoA (Pa)

With CoA After Virt. therapy With CoA After Virt. therapy

Inlet 0.212 0.212 6979 6722

RSA 0.044 0.040 4253 3734

RCCA 0.032 0.030 3997 3565

LCCA 0.035 0.033 4354 3897

LSA 0.010 0.009 3281 2799

DA 0.091 0.099 2617 2769

geometry changing. Additionally, the pressure values at the outlets are pre-
sented in Table 2. The pressure fields indicate decrease of the static pressure
on the vessel walls after virtual therapy. The maximum pressure differences
between inlet and outlets reached 4362 Pa before coarctation removal and after
that was 3953 Pa. Moreover, the flow after the CoA removal increased by 9 % in
the descending aorta.

4 Conclusions

In this paper a numerical models of blood flow through aorta with congenital
coarctation and after a virtual therapy were presented. The first model covered
the geometry converted magnetic resonance angiography of an 8-year old patient
with the CoA (with an approximately 65 % lumen reduction of the proximal
part of descending aorta). The virtual therapy included the reconstruction of
the abnormal narrowing to average diameter corresponding to the next section
of descending aorta. The models presented the pulsating blood flow as a non-
Newtonian single phase fluid coupled with lumped model setting the pressure at
the outlets. The lumped model was built on the base of three-element-Windkessel
model.

The stream flowing through descending aorta increased by 9 % after elimina-
tion of the coarctation in comparison to flow before virtual therapy. Moreover,
the removal of CoA caused the velocity decrease in the modified region. Also
the pressure difference between main inlet and descending aorta outlet has been
reduced after virtual therapy.
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Abstract. The aim of this study was to analyze locomotor function of
children with cerebral palsy based on changes in muscle length and to
evaluate if the muscle length changes may be used as a diagnostic indi-
cator. The study group consisted of 23 people with normal gait and 3
patients with cerebral palsy. Locomotor function tests were performed
using the BTS Smart system, while the length of the muscles were deter-
mined using mathematical modeling methods with the help of Anybody
Modeling System software. In this study the muscle group functioning
in connection with the knee joint were analyzed. The results of muscle
length changes for children with CP were compared to those of people
with no evidence of impaired locomotor function, as well as to the values
of GGI and GDI indicators and to kinematic parameters.

Keywords: Muscle length · Gait analysis · Musculo-skeletal model ·
Anybody modeling system

1 Introduction

Biomechanical studies are being used in the analysis of locomotor function more
and more commonly. They allow the assessment of the gait through a series
of kinematic and kinetic gait parameters i.e. joint angle changes, ground reac-
tion, torque and force in the individual joints. Frequently patient diagnostics
requires obtaining information concerning the function of individual muscles.
EMG tests used for this purpose allow for assessment of muscle activity, but
only of those directly beneath the skin. Meanwhile somewhat more problematic
is the appointment of forces generated by muscle groups, because there is no pos-
sibility of direct measurements [12]. Muscle strength is dependent on: the muscle
fiber length change rate (the speed of muscle shortening), the cross section of
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 19
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the muscle, energy production efficiency in muscle cells, intramuscular temper-
ature or fatigue. For a detailed description of muscle function during walking it
is necessary to characterize the muscle fiber length changes, which is also very
difficult to perform. So far to directly measure the length of sarcomeres either
laser diffraction [6] or microendoskopy [9,10] methods were used. Attempts were
also made to assess muscle length using imaging techniques and mathematical
modeling [2–5,11,13,14]. However, none of the existing methods allows for the
direct measurement of changes in muscle length during movement [1]. Without
evaluating muscle length changes it is not possible to determine the operating
characteristics of the muscle, i.e. determining whether the muscle during activ-
ity works concentrically or eccentrically. In addition, in patients with impaired
muscle functions caused by, for example, spasticity, knowledge of the course of
the changes in their length may allow for easier evaluation of abnormalities [14].

The aim of this study was to determine the course of length change in selected
muscles during gait for a group of healthy children and patients with cerebral
palsy. Gait kinematics studies and musculo-skeletal system modeling methods
were used to achieve this. The paper presents an initial evaluation of the possi-
bilities of using designated changes in muscle length as a diagnostic indicator.

2 Materials and Methods

Locomotor function tests were carried out in the Upper Silesian Child Health
Care Center in Katowice using the optical system BTS SMART. The system for
gait analysis consists of: a set of markers placed in specific anatomical points
on the body of the tested person, a set of eight cameras registering the mark-
ers’ position change (with a sampling frequency of 250 Hz), two video cameras
and two dynamometric platforms manufactured by Kistler. Before examining
gait necessary anthropometric measurements were taken. During the study, each
patient performed a static test requiring standing still and then walked through
the measuring path with his own natural speed. Kinematic and dynamic gait
parameters registered during the experiment allowed for numerical simulation in
the Anybody Modeling System program. The calculations used a modified Gait
Full Body model allowing for simulation of the muscular system function during
gait. The musculo-skeletal models were scaled off of the person’s anthropometric
parameters and registered marker location. The use of mathematical modeling
in Anybody software allowed us to determine the trajectory of length changes
in selected muscles during walking. For the studied group of patients, using self-
developed applications written in Matlab, gait indicators: Gillette Gait Index
(GGI) and Gait Deviation Index (GDI) were calculated.

The control group (standard) consisted of 23 people (13 boys and 10 girls)
ranging in age from 7 to 16 years with no locomotor function impairment. In
addition three patients with spastic forms of cerebral palsy, who have been qual-
ified for treatment using botulinum toxin had their gait analyzed. The P2 patient
was diagnosed with bilateral spastic paralysis of the lower limbs (diplegia), while
patients P1 and P3 were diagnosed with right hemiplegia. The characteristics of
the group studied have been presented in Table 1.
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Table 1. Characteristics of control group and patients with CP

Control group P1 P2 P3

Number (males/females) 23 (13/10) F F M

Age [years] 12 ± 4 12 3 3

Height [m] 1.57 ± 0.19 1.4 1.0 1.0

Body weight [kg] 47.28 ± 13.68 26 16 15

BMI [kg/m2] 18.7 ± 2.4 13 16 15

3 Results

The determined values of gait parameters: Gillette Gait Index and Gait Devi-
ation Index, together with the values of selected parameters GGI consists of
for the group of patients with normal gait and patients with cerebral palsy are
presented in Fig. 1. Based on medical diagnosis and set parameters of GGI all
patients with cerebral palsy were evaluated as having problems with knee joint
function, which is for most part the result of muscle malfunction. As part of this
study length change of muscles associated with the joint were therefore analyzed.
The knee angle in flexion during the gait cycle for the group of patients with
normal gait and patients with cerebral palsy are presented in Fig. 2.

Fig. 1. Values of gait parameters: Gillette Gait Index and Gait Deviation Index for
the group of children with normal gait and patients with cerebral palsy

The results acquired for the group of healthy children formed a standard courses
of selected muscles’ length changes, where results obtained by patients with
cerebral palsy (Figs. 3 and 4) were then applied for comparison. Changes in the
value of muscle length (LM) have been normalized to their length during the
static test (while standing still; LMO) and related to the gait cycle.

Figure 5 shows the parameters characterizing the length change of selected
muscles during walking for healthy children and for patients with CP, i.e. the
average length of the muscle (LMavg) and range of length variation (ΔLM) in a
single gait cycle.
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(a) (b)

Fig. 2. The knee angle in flexion during the gait cycle for (a) right lower limb, (b) left
lower limb
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Fig. 3. Waveforms length change courses of selected muscles (Gastrocnemius head 1
and 2) during gait for children with normal gait and patients with cerebral palsy
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Fig. 4. Waveforms length change courses of selected muscles (a) Biceps Femoris Long
and Biceps Femoris Bravis, (b) Rectus Femoris and Vastus Lateralis during gait for
children with normal gait and patients with cerebral palsy
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Fig. 5. Characteristics of length changes of selected muscles during gait for children
with normal gait and patients with cerebral palsy

4 Discussion

In the case of many diseases accurate diagnostics needs information concerning
the functioning of muscles. A comprehensive assessment of muscle function is not
possible without specifying its length changes during motion. Acquired in this
study courses of muscle length changes during gait for the normative group (the
templates) overlap with the results of other authors [1,7,8,14]. There is however
few papers in which the same problem was evaluated for children with cerebral
palsy [14]. Determining muscle lengths change courses during gait for this disease
is extremely valuable because of the occurring muscle spasticity, contractures and
lack of synergy between agonist and antagonist muscles. Moreover, in the case of
pathological gait of patients with cerebral palsy compensatory mechanisms can
be observed. Inactive or insufficiently active muscles are replaced by excessive
activity of other muscle groups.

Therefore, in this study, the muscle length changes during walking in patients
with cerebral palsy were calculated. For all the studied patients the greatest dis-
turbances were noted in the knee joint function. Flexion of the knee at the initial
contact for all patients is measured as outside the norm both for the right and
left lower limb (gait of all patients is characterized by increased flexion). More-
over, deviations from the standard values were observed for time to maximum
knee flexion and range of flexion-extension in the knee joint. The greatest length
change disorders of selected muscles during walking with respect to the standard
charts were recorded for the patient P3, and lowest for patient P1, which is in line
with the general evaluation of patients’ gait described by Gait Deviation Index
and Gillette Gait Index (Fig. 1). Analyzing the parameters characterizing the
muscle length change during gait, i.e. the average length of the muscle (LMavg),
the range of length variation (ΔLM) in a single gait cycle (Fig. 5) and the muscle
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length change courses (Figs. 3 and 4) in patients with CP, an asymmetry between
the left and right lower limb muscle function was observed.

The lowest deviation from the normal value, both for the obtained gait index
values and individual performance indicators, as well as the muscle length change
courses was observed in patient P1. For patient P2 a reduced range of flexion-
extension of the knee joints in both lower limbs was observed. For the left lower
limb it is nearly two times lower than the standard range. Reduced range of
flexion-extension of the knee joints is associated with a reduced range of length
change in most analyzed muscles during gait. Whereas the P3 patient’s results
of knee flexion at initial contact and the time to the maximum knee flexion
significantly differ from normative data for the right lower limb. Based on the
obtained muscle length change courses we can assume that the increased flexion
of the knee joint in the right leg could be the result of improper function of the
gastrocnemius muscle, which in relation to the standard is excessively shortened
throughout the gait cycle. Excessive contracture of the gastrocnemius muscle,
which is the main flexor of the knee interferes with the function of other skeletal
muscles.

5 Conclusion

1. The paper presents the possibility of using mathematical modeling methods
to determine the change in length of muscle fibers.

2. The results for the group of healthy people have been used to form standard
normalized muscle length change courses during walking.

3. The obtained courses of muscle length change, supported by other parameters
of gait and the knowledge and experience of the doctor can help determine
which muscles work improperly.

4. Thanks to the research methodology the symmetry of muscle function
between the right and left lower limb can be assessed.

Acknowledgements. The study was supported by the research grant DEC-
2011/01/B/NZ7/02695 of the National Science Center.
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Andrzej Myśliwiec2, Jacek Jurkojć1, S�lawomir Suchoń1, and Micha�l Burkacki1
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Abstract. The paper presents an analysis of the loads acting on lum-
bar spine during movement of sitting down and getting up from a chair.
The study was conducted on a group of 30 people (parents of disabled
children) complaining about chronic low back pain. Basing on kinemat-
ics, obtained during experiment from APAS system, simulations were
performed in the Anybody Modeling System environment. The use of
methods, mathematical modeling and static optimization, allowed to
determine the magnitude of the loads acting on musculoskeletal system.
The results of reactions in the L5-sacrum joint, the muscular forces of
erector spinae and the transversus abdominis are significantly correlated
with the kinematics of the movement.

Keywords: Mathematical modeling · Loads · Muscle strength · Any-
body Modeling System · Lumbar spine

1 Introduction

Back pain relates to almost half of the adult population. About 6–9 % of people
with back pain consults annually with doctor [4]. Among the risk factors it can
be calculated: the wrong posture, work in non-ergonomic positions, lifting, obe-
sity, insufficient rest, incorrect positions while sitting or excessively long time in
sitting position [17]. Morloc et al., who monitored the frequency and duration
of daily activities, report that the most common form of human activity during
the day is seating that occupies a total of approximately 44 % of the time [14].
Another interesting issue is the problem of physical activity. On the one hand
researches indicate a sedentary lifestyle as a factor increasing the likelihood of
becoming ill, on the other hand, according to some authors, above-average phys-
ical activity is one of the risk factors [10,19].
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 20
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Low back pain causes a number of changes in the body and has impact on
social and career field. The emergence of this pain in youth signals probability
of occurring in the later years, which should suggest early diagnosis and conse-
quently prevention efforts. For the rise of lumbar spine pain, beyond overloading
of the musculoskeletal system, may correspond to the failure of the muscular
system, as well as disorders of motor control mechanisms in statics and in the
course of the movement. For this control of local short muscles, acting with
stabilizing effect, are responsible [7–9]. One of stabilizing muscle is transverse
abdominal muscle. Transversus abdominis (TRA) is the deepest located muscle
from the abdominal group and belongs to the local stabilizers, thereby directly
affecting segmental control in the lumbar region. It has no motor function, and
its task is to control the neutral zone and increase the stiffness of the spine seg-
ment [15,16]. It also controls rotational and translational movements [9]. TRA
and the internal oblique abdominal muscles stabilize the sacroiliac joints, which
ensures the stability of the entire lumbo-pelvic-hip complex.

Motor disabled children care induces many factors that can cause the for-
mation of pain. Activities performed by the parent associated with the child
care can be compared to the work of the disabled person or assistant nurses [1].
These people are exposed to lift their children which cause repetitive, monoto-
nous motions performed in the awkward positions and also the inclination of
the body while performing nursing activities. Relevant information from the
biomechanics, medicine and ergonomics point of view, is the knowledge of the
mechanism loading the spine and the size of the load acting on musculoskeletal
system while performing different tasks. Currently, the loads on musculoskeletal
system can be determined by: implants measuring EMG signals and mathe-
matical models [3,18,20]. The only direct method for determining response in
the measuring joints are implants (eg. Intradiscal pressure transducer or tele-
metric prosthesis of vertebral body VBR). Unfortunately, this method involves
performing an invasive surgical procedure and the measurements may only be
made at the implantation site. Therefore noninvasive mathematical models of
the musculoskeletal system are more frequently used [2,6,12,13,20].

The aim of this study was to determine the size of the load acting on muscu-
loskeletal system within the lumbar spine region, occurring during the movement
of standing up and sitting down, mainly the influence of the kinematics on the
results of the reaction forces in the intervertebral joint L5-sacrum and the values
of selected muscle strength.

2 Materials and Methods

The study group consisted of 30 people (parents with motor disabled children)
who complained of chronic low back pain. Group characterization is presented
in Table 1.

In first stage of our study, kinematic analysis of sitting down and standing
up from chair was made using APAS optical system. Obtained kinematics data
was used as input data for simulations in AnyBody Modeling System software.



The Loads Acting on Lumbar Spine During Sitting Down and Standing Up 171

Table 1. Study group characterization

Age (years) Body weight (kg) Height (cm)

Males 37.67 ± 1.15 76.67 ± 1.53 174 ± 5

Females 43.39 ± 9.10 65.30 ± 7.32 161.95 ± 3.92

Whole group 43.05 ± 8.96 66.66 ± 7.83 163.51 ± 5.84

Fig. 1. Lumbar spine model and motion analyzed in Anybody Modeling System
software.

The model of whole body (Standing Model) was used. Model parameters were
scaled using ScalingLengthMassFat method according to height, body mass and
percentage of body fat of a measured person. The analyzed model of lumbar
spine contains 5 vertebras, pelvis, thorax, joints, over 180 actons of back and
abdomen muscles and model of intra-abdominal pressure (Fig. 1). The used
methods of mathematical modelling and static optimization allowed to determine
loads acting on muscle-skeletal system around the lumbar spine. The muscle
activities were estimated according to a 3rd order polynomial optimization. The
muscle activity is defined as the muscle force divided by its strength. This paper
presents the results of described studies, investigating impact of kinematics on
force reaction in L5-Sacrum joint and activity of abdominal and back muscles.

3 Results

Maximum values of loads in lumbar spine and values of muscle forces are pre-
sented in Fig. 2. The values were normalized respectively to the body weight
value (BW).
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(a) (b)

Fig. 2. (a) Range of maximum reaction forces in lumbar spine segments, (b) muscle
activity during sitting down and standing up

Table 2. Reaction force in L5-Sacrum joint versus body tilt and knee and hip joints
angle

Knee joint Hip joint Body tilt

Pearson’s correlation coefficients

Sitting down −0.46 0.73 0.82

Standing up −0.39 0.77 0.84

The analysis of results shows influence of angle in knee and hip joints and
body tilt angle on resultant reaction force in L5-Sacrum joint and also force
value of erector spinae muscle and transverse abdominal muscles. Determined
Pearson’s correlation coefficients are shown in Tables 2 and 3. These results are
statistically significant. Figure 3 presents scatterplots for selected relationship.

Table 3. Abdominal and back muscles activity versus body tilt and knee and hip joints
angle

Knee joint Hip joint Body tilt

Pearson’s correlation coefficients

Erector spinae muscles −0.41 0.76 0.84

Transverse abdominal muscle −0.39 0.63 0.83
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(a)

(b)

Fig. 3. Maximum reaction forces in L5-Sacrum joint during sitting down versus
(a) hip joint angle, (b) body tilt

4 Discussion

The problems of overload among disabled children’s parents are very complex
issue. The research carried out on attendants of bedridden patients, presented
in [20], shows that static and dynamic overloads cannot be omitted as factors
causing spine pain. Undesirable position is taken during feeding, hygiene, bed-
ding, dressing or undressing and conversation with disabled person. Nachem-
son’s diagram (1976) illustrating load on third lumbar disc in various positions
clearly shows consequences of everyday tasks performed by disabled children
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attendant. Only 20 degrees body tilt increases compression value in fourth lum-
bar spine intervertebral disc by 50 %. The same body position with 20 kg in
hands increases this value by 220 % [10]. Researchers from Medical University
Charite in Berlin have used telemetric implant of vertebral body VBR to mea-
sure loads in lumbar spine during 1000 different daily activities. They put sitting
down and standing up from chair in first 10 of most overloading activities with
value of 1200 N resultant reaction force measured in Th12-L1 joint [17].

The results show that most significant loads occur in at the moment of sep-
aration of the body from the chair (standing up) and also at the moment before
the first contact with a chair (sitting down). Load values are different in sections
of lumbar spine. Greater resultant reaction force is present in lower sections of
lumbar spine. Resultant reaction forces in T12-L1 segment, acquired in simula-
tions, are consistent with in vivo measurements by Rohlmann et al. [17] with
VBR implants. Average value of maximum reaction during sitting down and
standing up for 4 patients oscilates between 0.85 and 1.33 [N/BW] [17], while
average reaction value in numerical studies was between 0.80 and 1.36 [N/BW].
However, in case of results obtained with VBR method, acquired values are lower
because some portion of load is transferred through implant itself, stabilization
device and bones.

The forces generated by the muscles around the lumbar spine were analyzed.
The most activated muscles during sitting down and standing up were erector
spinae muscle and transverse abdominal muscle. Average value of maximum
muscle forces of erector spinae muscle were 56 ± 13 %BW during sitting down
and 47 ± 20 %BW during standing up. Among abdominal muscle most engaged
was transverse abdominal muscle: 37 ± 6 %BW (sitting down), 34 ± 6 %BW
(standing up). The action of the transverse abdominal muscle affects the lateral
stability of lumbar spine and lumbo-pelvic-hip complex [5]. It is possible due to
abdominal pressure, which reduces spine compression during rest and activity
[19]. Correct tension control of deep stabilizing muscles including transverse
abdominal muscle reduces occurring of neutral zones and sharing forces which
may cause overload of lumbar spine.

The influence of kinematics during sitting down and standing up on loads
around lumbar spine was also examined. Angle in knee and hip joints and body
tilt affects reaction forces in L5-Sacrum joint as well as abdomen and back
muscles activity. The following relations were found:

• lower loads in lumbar spine are linked with greater angle in knee joints,
• greater angle in hip joint or body tilt moves body center mass which causes

greater forces.

The results shows how kinematics of activity, especially body tilt and hip joint
angle affect loads in the lumbar spine. Incorrect performance of simple activities
contributes to increased loads which lead to increasing of strains and deforma-
tions. With no doubt this has a destructive effect on human musculoskeletal
system and increases pain [6].
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5 Conclusion

1. Sitting down and standing up may increase loads in L5-Sacrum segment up
to 180 % comparing to standing pose.

2. The most activated muscles during sitting down and standing up were erector
spinae muscle and transverse abdominal muscle.

3. Reactions forces in L5-Sacrum joint and muscular force of erector spinae and
transverse abdominal muscles are significantly correlated with kinematics (hip
joint angle and body tilt).

4. The results may become helpful in validation and modification of therapeutic
exercises in order of better abdominal muscles activation and better control of
pelvis position which may reduce pain of lumbar spine and improves society
quality of life.
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Abstract. In this paper a mathematical way of calculating the
existing parameters on the basis of magnetic resonance images is
introduced together with assessment of statistical significance in the
analysis of patellar instability. 11 anthropometrical parameters were cal-
culated, in various variants, using own methodology. Next, a statistical
analysis was performed in order to evaluate their significance in patel-
lar instability assessment. The most significant were Insal-Salvati ratio,
trochlear depth, lateral tilt of the patella, lateralisation of tibial tuberos-
ity, patellofemoral angle and sculus angle. The relation between patellar
stability and the parameters selected as the most significant was studied
with a computer simulation in the multi-body dynamics model.

1 Introduction

The patellar instability is one of the most common knee disorders among the
young, it covers 2–3 % of all the knee injuries. Among the elements influencing
the stability of the patellofemoral joint both passive and active stabilizers are
identified. The passive ones contain: geometry of the patellofemoral joint, as
well as ligaments of the knee. The active stabilizing is performed by the muscles,
especially thigh quadriceps.

In the Chorzow Pediatrics and Oncology Center (ChPiOC) large numbers
of patellar instability are diagnosed among patients below 18 years old. Among
these about 50 pro year are qualified for surgery for restoring the stability of the
patella.

Currently used methods of patellofemoral joint stability evaluation are based
on clinical assessment and anthropometrical parameters determined on X-ray
images, which, however, are two-dimensional and do not provide full information
about the joint morphology.

Attempts at assessment of the patellofemoral joint based on quantitative
anthropometrical parameters have been performed since 1840s [2] and are still
conducted. Numerous methods of knee joint parameters assessment based on
X-ray images can be found in the literature [2,15] Thanks to the progress in
technology, the three-dimensional medical imaging, e.g. MR or CT, is getting
more and more accessible. In the papers published during last years definitions
c© Springer International Publishing AG 2017
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of parameters for patellar instability based on 3D imaging can be found. It is
worth mentioning that most authors support the claim that MR imaging gives
best results thanks to the fact that it includes soft tissues [1,13,14].

The aim of this work is to define the parameters which are statistically most
significant for patellar stability assessment based on MR images as well as to
conduct a simulation of the kinematics of the joint, which allows for model
studies of their influence of the patellofemoral joint motion.

2 Materials and Methods

2.1 Patients

MRI scans performed in diagnostic purposes for patients of Chorzow Pediatrics
and Oncology Center (ChPiOC) were used for anthropometrical analysis. Stud-
ies were acquired with magnetic resonance 1.5 T, distance between slices 1.5 mm,
pixel size 0.39 mm, resolution of each slice 384×384 px. Study group contained 16
patients aged 14–18, who had habitual patella dislocation diagnosed during clini-
cal studies. Control group consisted of 23 patients aged 13–18, treated for reasons
other than patella instability. In this group, MRI scans did not show patholo-
gies for patellofemoral structures. On the whole, anthropometrical analysis of
39 patients was done, who had MRI scans of knee joint for diagnostic purposes
performed in 2014–2015.

2.2 Anthropometrical Analysis

In order to calculate the anthropometrical parameters, the list of 34 landmarks
for further calculations of anthropometrical indexes was proposed. A library
which allows to quickly input 34 landmarks was created in Mimics Innova-
tion Suite software. These points were crucial. The list of these points with
the description of their localisation is given in the Table 1. Based on Cartesian
coordinates of points presented above, anthropometrical indexes for quantitative
assessment of patellar instability were calculated. The first set of the analysed
parameters were the ones used for assessment of the height of the patella loca-
tion: Insal-Salvati ratio [9,11,15], Blackburn-Peel ratio [2,15], Caton-Deschamps
ratio [3,6]. It should be pointed out that all of these parameters were assessed
during knee extension, while in case of RTG assessment usually the knee is flexed
by angle about 30 ◦C.

The next studied parameter was the lateralization of the tibial tuberos-
ity, which has incorrect value for 56–93 % of patients with patella instability
[14]. Next, the parameters which describe the morphology of condyles joint sur-
face and patella joint surface were evaluated. Among these parameters trochlear
depth (3 variants) [1,5], asymmetry of the femur condyles, sculus angle [1,13],
and patella angle 16 were assessed. In the end, the parameters which describe the
patella position relative to the distal humerus of the femur-lateral patella dislo-
cation, patellofemoral angle, lateral tilt of the patella (which can be calculated
in two ways [4], were analyzed.
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Table 1. The list of anthropometrical landmarks, which are applied in order to calcu-
late parameters for assessment stability of the patella

No Localisation No Localisation

1 Top point of the patella 18 Vertex of the patella auricular
surface (c)

2 Bottom point of the patella 19 Lateral point of the patella

3 Central point of the patellar
tendom attachment

20 Medial point of the patella

4 Posterior point of the patellar
tendom attachment

21 Posterior point of the lateral
condyle of the femur (b)

5 Bottom point of the joint surface
of the patella (b)

22 Posterior point of the lateral
condyle of the femur (c)

6 Bottom point of the joint surface
of the patella (c)

23 Posterior point of the medial
condyle of the femur (b)

7 Top superior point of the tibial
plateu (b)

24 Posterior point of the medial
condyle of the femur (c)

8 Top anterior point of the tibial
plateu (c)

25 External point of articular surface
of the lateral condyle (b)

9 Top anterior point of the tibial
plateu (b)

26 External point of articular surface
of the lateral condyle(c)

10 Top anterior point of the tibial
plateu (c)

27 External point of articular surface
of the medial condyle(b)

11 Anterior point of the lateral
condyle of the femur (b)

28 External point of articular surface
of the lediall condyle(c)

12 Anterior point of the lateral
condyle of the femur (c)

29 External point of articular surface
of the patella (b)

13 Anterior point of the medial
condyle of the femur (b)

30 External point of articular surface
of the patella (c)

14 Anterior point of the medial
condyle of the femur (c)

31 External point of articular surface
of the patella (b)

15 Condyle intercondylar fossa (b) 32 External point of articular surface
of patella (c)

16 Condyle intercondylar fossa (c) 33 Lateral point of patellar tendom
attachment

17 Vertex of the patella articular
surface (b)

34 Lateral point of patellar tendom
attachment

b point marked on bone, c point marked on cartilage

2.3 Statistical Analysis

The calculated parameters were analyzed statistically using STATISTICA 12
software. First, a test of the normality of the distribution was performed using
Kolmogorov-Smirnov test (K-S test). For all of the studied parameters, on the
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assumption of 10 intervals, p parameter (the value of the probability of error)
was higher than 0.05, which indicates the normality of the distribution.

Next, the statistical significance for all of the parameters was studied using
a t-test. Parameters which had p value lower than 0.05 were assumed significant
for the differentiation between groups, these values are marked in Table 2.

2.4 Model of the Kinematics of the Knee Joint

Based on the MR images of a 17-year-old woman, using Mimics Innovation
Suite 3D, a three-dimensional model of the knee joint has been created. The
model includes: femur, fibula, tibia, patella, femoral cartilage, tibial cartilage and
patellar cartilage. Based on the resultant 3D geometry other variants simulating
pathologies were created, i.e. patella alta, lateralisation of tibial tuberosity, lat-
eral tilt of the patella, decreased patellofemoral angle, reduction of the trochlear
depth and lateralization of the patella.

To perform the simulation, the models were imported to Madymo software.
For all bodies kinematic properties (center of gravity mass, inertia) were imple-
mented. Femur was fixed, for another bodies all degrees of freedom were free.
Motion of these elements was limited and stabilized by implemented ligaments
and shapes of joint surfaces. Ligaments are implemented as elements working
on extension, with mechanical properties taken from literature [12]. Patella was
loaded by the resultant force of quadriceps from gait cycle. This force was exam-
ined during experimental research using motion capture, Xsens. The same value
of this force was applied in all variants of the model.

3 Results

This chapter presents the results of anthropometrical parameters related to the
morphology of the patellofemoral joint, together with their statistical significance
presented in the form of the p-parameter (Table 2).

Among the parameters for the patella height assessment, the most significant
differences were observed between the study group and the control group for the
Insal Salvati ratio (p < 0.02). Another parameter which highly correlates with
patellar instability is the trochlear depth (p < 0.01). Anthropometric analysis
also showed a strong dependence between the patellar stability and the lateral
patella position (p < 0.01) and between the patellar instability and the value
of the sculus angle (p < 0.005). A relationship between patellar instability and
the value of the patellofemoral angle was also observed, which resulted from the
patella tilt in correlation to the femur imaged on transverse plane.

By a method of computer simulation, the influence of knee joint geome-
try modification on patella trajectory during the knee extension motion was
analysed. The resultant patella dislocation and patella dislocation in transverse
axis of the body, which shows increased values in clinical studies, were presented
on the figures below (accordingly Figs. 1 and 2).
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Table 2. Comparison of the results of the anthropometrical analysis with assessment
of the statistical significance, described by p (p value, probability value)

Study group Control group p

Mean STD Mean STD

Insal-Salvati

ratio

Midpoint of PT att. 1.512 0.26393 1.252 0.2559 0.002959

Postr point PT 1.4218 0.27525 1.2146 0.23677 0.016372

Blackburn-Peel

ratio

Midpoint of PT att. 0.9506 0.21275 0.9548 0.18933 0.948876

Post. point PT att. 0.8367 0.23909 0.8503 0.22295 0.856917

Caton-

Deschampes

ratio

Midpoint of PT att. 1.354 0.23109 1.2252 0.17895 0.057482

Posterior point PT att. 1.1205 0.23578 1.0471 0.20946 0.312876

Trochlear depth

v.1

b 6.2772 1.79771 8.096 1.88266 0.004537

c 4.4175 3.03063 6.0072 2.46223 0.079405

Trochlear depth

v.2

b 6.4755 1.79542 8.2107 1.89109 0.006632

c 5.2754 1.79859 6.7815 1.57668 0.008713

Trochlear depth

v.3

b 7.9492 2.26813 9.599 2.50176 0.042316

c 6.3283 1.85293 8.2405 1.92904 0.003751

Lateralisation of

the patella

b 8.1624 9.99836 −1.4683 9.71842 0.004702

c 8.6726 8.35128 0.2775 9.6383 0.007635

Lateralisation of

the tibial

tuberosity

b 14.6997 8.36828 7.1371 4.64944 0.001062

c 14.5564 7.73928 6.9778 4.76556 0.000654

Condyles

asymmetry

b 0.6021 0.15724 0.7275 0.24889 0.083459

c 0.6051 0.15788 0.7348 0.22619 0.055221

Sculus angle b 133.3985 10.36325 126.6641 9.70372 0.045135

c 110.7017 16.02788 113.4393 9.89529 0.513365

Patello-femoral

angle

b −8.3618 20.01415 11.4976 9.67333 0.000198

c −5.9133 21.13361 10.1353 10.26511 0.003703

Patella tilt angle External points of the

patella

−2.0099 20.62972 −7.6808 4.62605 0.208566

b articular surface 5.8892 21.0248 12.9002 11.06144 0.18307

c articular surface 6.6571 21.58547 13.0886 10.7299 0.225894

Patella angle b 122.9699 12.69385 126.6606 8.99618 0.294044

c 119.6219 12.27239 125.032 8.75381 0.116017

b indexes for points marked on bone, c indexes for points marked on cartilages

In case of slight lateralisation of the tibial tuberosity (around 5 mm in com-
parison to a healthy joint), and patella alta (patella placed around 7 mm higher
than in a healthy joint), there were no significant differences observed for the
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Fig. 1. Values of the patella displacement obtained during simulations: 1 normal joint,
2 patela alta, lateralisation of tibial tuberosity, 4 lateral tilt of the patella, 5 reduction
of the trochlear depth, 6 lateralization of the patella

Fig. 2. Values of the lateral displacement of the patella obtained during simulations:
1 normal joint, 2 patela alta, lateralisation of tibial tuberosity, 4 lateral tilt of the
patella, 5 reduction of the trochlear depth, 6 lateralization of the patella

patella trajectory. In case of patella lateralisation, the increase of the value of
patella lateral movement in was observed for the initial phase of movement (for
knee flexion around 40 ◦C).

A significant increase of total patella displacement, together with displace-
ment in the transverse axis was observed in the case of a decrease of the trochlear
depth and a decrease of the patellofemoral angle.

4 Conclusions

In this study analysis of an impact of particular antropometrical parameters
on patellar stability was presented. In this study analysis of patellar stability
effect of antropometrical parameters was presented. The analysis was done using
statistical tests and computer simulations. Firstly, statistical studies made it
possible to choose indices that were studied during computer simulations.

Performed studies have confirmed that reduction of trochlear depth affects
the stability of the patella. In cases of patella lateralisation and the change of the
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patello-femoral angle significant changes were observed. It should be taken into
consideration that during statistical tests there was no remarkable correlation
between the angle of the patella and its stability.

During further research other simulations will be performed. They will
include assessment of stability of the patella related to the value of the anthro-
pometrical parameters. The values of these parameters may change in specific
ranges suitable for either normal or pathological knee. simulations to assessment
the stability of the patella according to values of anthropometrical parameters
will be performed. Ranges of the parameters will be adequate to as well results
for normal knee as for pathological.

The results may appear useful help for surgical techniques used when restor-
ing stability of patella which could reduce the proportion of postoperative com-
plications.

Dynamic simulations were created and were based on medical images. They
may be a useful tool to the patient-oriented planning of a surgery. Creation of
the individual model can help with prediction of post-operative clinical results
and it may also help to choose the better surgical technique.
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Abstract. Safety systems in rally car are quite different than systems
in passenger car. Differences arise from various factors including usage
specifics and vehicles construction. In this paper authors presents com-
parison of conventional and rally safety systems. The basis parameters
for evaluation were injury criteria determined for driver during frontal
crash. For research authors used models developed in Madymo software.
Results allowed to identify differences between common car and rally
safety systems.

Keywords: Driver safety · Rally car · Injury criteria · Hans device ·
Frontal impact

1 Introduction

Major effort of automotive industry is focused on drivers and passengers safety
[1,6]. There are plenty of safety system used in cars. They can be divided into
two groups: active (e.g. ABS) and passive (e.g. seat belts). Active safety systems
are not applied in rally car, because of rally discipline specifics. However passive
safety systems in rally cars are used which have evolved and at this moment
they are significantly different than common car protection. Whole car body is
modified and enforced by safety roll cage. In place of seat there is bucket seat
with multipoint harness. Crew wears fire resistant rally suit, helmet with head
and neck support device (Fig. 1). Rally safety systems are designed especially
to protect crew in case of accident with high speed [3,4,8] and focus on body
fixation for reduction of displacement.

Technology migrates from rally and racing to commercial cars, for example:
dual-clutch transmission or brake discs. The question is: Why not to use highly
developed rally passive safety system in commercial cars? Putting aside user
comfort, it is hard to tell if benefits overcome disadvantages.

The aim of presented studies is to determine advantages and disadvantages
of using rally car safety systems compared to common car safety system. Fac-
tors chosen for assessment are injury criteria [2] obtained in selected scenarios.
Authors decided to use Madymo software for conducting experiments which is
designed to evaluate efficiency of safety systems [10].
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 22
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Fig. 1. The attachment method of HANS head and neck support device with multipoint
harness [5].

2 Numerical Models

Two numerical models of car interiors created with Madymo software were used.
The first one as reference model representing common car from Madymo library
Frontal, second one was interior of common car with implemented rally safety
systems (HANS ). As a reference model, generic model of front-left quarter of car
interior with Hybrid III dummy in driver seat was used. This model was verified
by Tass International. Second model (HANS ) was created with the same interior
model (dashboard, steering wheel etc.) and the same dummy model but with
rally buckle seat, 5-point harness and HANS device (Fig. 2), which was verified i
previous work [9]. The dummy set-up reflects rally driver position. Safety systems
added to second model was verified by authors. Force-elongation characteristics
of HANS tether were acquired with MTS Bionix strength test machine.

Helmet and head support device geometry was created basing on point cloud
obtained through 3D scanning of real objects. These elements and buckle seat
was made as multibody bodies with proper characteristics. Foam elements was
represented by bodies with foam material properties. Seat belt, multipoint har-
ness and head tether was created using finite elements. In both models contacts
between dummy and interior were defined. Detailed boundary conditions and
material properties were described in [9].

Authors have conducted scenarios during frontal crash with the following
peak accelerations: 30 g, 45 g and 60 g for both models.
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Fig. 2. On the left Frontal as reference model, on the right prepared model with rally
systems - HANS.

3 Simulations Results

Simulations output data, besides animation (Fig. 4), includes waveforms from
dummy sensors which give informations about accelerations, force and torque
acting on dummy segments (Fig. 5). Basing on this values injury criteria for
head and neck were determined (Fig. 3).

Highest resultant acceleration in thorax and head with 60 g impulse was
obtained in Frontal model. The highest resultant acceleration of pelvis with 60 g
impulse was observed in HANS model. Maximum shear force in upper and lower
neck was acquired in Frontal model with 60 g input acceleration. Also flexion and
extension torque in upper neck was highest with 60 g impulse for Frontal. Chest
deflection was highest in every scenario for Frontal model.

Head Injury criterium HIC15 was highest for Frontal 60G. The limit for
HIC15 was exceeded for Frontal 45 g and 60 g. Neck injury Criteria for NCF,
NCE (Neck Compression-Flexion, Compression-Extension) was highest in 60G

(a) (b)

Fig. 3. Comparison of injury criteria with different decceleration impulses (a) Head
injury criterium - HIC15, (b) Neck injury criteria.
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for Frontal and NTF (Neck Tension-Flexion) was highest for HANS 45G. In all
cases limit of neck injury criteria was not exceeded.

4 Discussion

Subject of modelling rally systems is not popular. Authors focus on vehicle
structure FEM analysis [7,11,12] and also dynamic interactions in human body
during common car crash [13]. The conducted research allowed to identify the
differences between common car safety systems and rally safety systems. Results
indicate that common car safety systems are less secure than rally systems during
higher acceleration than 30 g, which corresponds to expectations of developing
rally systems for higher accelerations. Safety belts and seat for Frontal are less
rigid because of user everyday comfort which results in worse protection during
high speed accidents.

Head acceleration in thorax is lower and more flattened than in every scenario
of Frontal except 30 g simulation in which it is lower. Head acceleration and
HIC15 parameter is higher for Frontal, because of more rapid contact with airbag
during high accelerations. In this case it is recommended to keep greater distance
from the airbag. Pelvis acceleration is similar in every scenario but the highest
peak starts sooner for HANS because of more rigid seat. Thorax acceleration is
highest for Frontal because of highest chest deflection, which is caused by smaller
contact area of single belt with respect to 5-point belt system. Despite of user
comfort, multipoint harness allows more firm body fixation which could also
exclude possibility of lap belt slip. These kind of approach also grants symmetry
during crash and reduces risk of hitting inertial objects.

Resultant force in lumbar spine is higher in every scenario of HANS because
fixation of body is more firmer. However shear force in upper neck is smaller in
every scenario for HANS model. It is also a consequence of excluding airbag.
Application of HANS device reduces flexion and extension torque in upper neck
and also head acceleration by transferring the load to shoulders and chest. High
extension in lower neck was observed in Frontal especially in 60 g simulation
(Fig. 6) which could cause neck injuries.

Presented models are conducted in isolated conditions, without taking into
account the moment of braking, rotation of the vehicle during crash and many
other factors that could affect injury assessment. However studies indicate that
rally systems are more safe which should lead to develop safety systems for
common cars which will derive innovative solutions reducing risk of injury during
crash.

Advantages and disadvantages of analysed systems are presented in Table 1.
In general conclusion: common cars safety systems are less secure for driver pro-
tection during high speed frontal impact with respect to rally systems. However
modern active safety systems reduce probability of crash, it is recommended to
use rally systems for not only professional teams but also during occasional rally
events for amateurs.
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(a)

(b)

(c)

Fig. 4. Comparison of dummy kinematics with different decceleration impulses (left
Frontal, right HANS): grey - 30 g, green contour - 45 g, red contour - 60 g; (a) at 30ms,
(b) at 90ms, (c) at 160ms. (Color figure online)



190 K. Joszko et al.

(a) (b)

(c) (d)

(e) (f)

Fig. 5. Comparison of waveforms from dummy sensors: (a) head resultant acceleration,
(b) thorax resultant acceleration, (c) shear force in upper neck, (d) flexion/extension
torque in lower neck, (e) flexion/extension torque in upper neck, (f) Chest deflection
distance.
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Fig. 6. Lower neck extension in Frontal during highest peak acceleration 60 g.

Table 1. Comparison of presented safety systems

Common car Rally car

Advantages – More secure for normal speed
frontal impact (<30 g)

– More secure for high speed
frontal impact (>30 g)

– Focusing on overall safety – Preventing collision with
interior by body fixation

– More comfortable to use – 5-point seat belt grants body
symmetry during impact

Disadvantages – Less secure for high speed
frontal impact

– Focusing on head and neck
safety

– Is most efficient for
50-percentile human

– Less secure for normal speed
frontal impact

– Airbag could be harmful if
user does not keep
recommended distance

– Requires 5-point safety
harness with buckle seat
and helmet

– Requires invidual setup
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Abstract. The main objective of the work was to prepare the analysis
of blood flow through the arteries taking into account the mechanical
properties of the vessel wall. The mechanical properties of the specimens
were determined using a testing machine MTS Insight 2, and digital
image correlation (DIC). The developed numerical model allowed the
assessment of the state of stress and deformation of the walls while the
blood flow through the physiologically correct aorta.

Keywords: Computational fluid dynamics (CFD) · Blood flow ·
Artery · Mechanical properties · Endurance tests

1 Introduction

In the twenty-first century, a growing number of people has been affected by
cardiovascular disease. The results of many epidemiological studies have shown
that arterial hypertension and cigarette smoking are two independent risk factors
that predispose to pathological changes in blood [23]. However, the basic patho-
physiological mechanism is an increase in blood pressure associated with arterial
stiffness. Its late diagnosis can lead to death and that is why it is important to
detect it early and start an appropriate treatment. Extensive research using
computer modelling of the dynamics of blood flow (called Computational Fluid
Dynamics - CFD) conducted in recent years in the models of the arteries showed
that the initiator of pathological changes is a high level of wall shear stress (Wall
Shear Stress - WSS) influencing the vascular nodes [14,17,18]. Changes in the
values of shear stress acting on the vascular nodes of arteries lead to endothelial
dysfunction and remodelling of its structure initiating formation of aneurysm,
which was confirmed histologically [17].
c© Springer International Publishing AG 2017
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Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 23



194 W. Wolański et al.

The question what determines the increase in wall shear stress on these vas-
cular nodes remains unanswered. The results of experimental studies made by
Ferguson, Roach and Scott give a partial answer to this question. They observed
that with the increase of the division angle the risk of local disorders of blood
flow increases, including turbulence around the apex of the division [3,19]. This
suggests that the geometry of division of the vessel can substantially determine
the hemodynamic load around the top division and influence its value.

Latest technological achievements and computer-aided engineering methods
of modern medical diagnostics, to which scientists have access nowadays, allow
for help in treating cardiovascular diseases by preoperative planning. Numerical
simulations allow to specify the distribution of stresses and strains in the blood
flow in the aorta, which can be valuable information for physicians [1,21]. Engi-
neers are becoming more and more often co-creators of effective procedures of
diagnosis and treatment, while doctors formulate their opinions in an increas-
ingly objectified, formal and repeatable way, skilfully using the latest technology.
On the basis of this cooperation, engineers develop new methods of functional
diagnostics at the meeting point of the organ and technological system, they
determine intervention activities in cases of organ dysfunction [9,13,24], simu-
late the operating procedures [10,15] and lay down the rules of optimal surgical
procedures [8,25]. Therefore, the goal of this work is the development of a numer-
ical model of the aorta and carrying out simulation studies of the influence of
the stiffness of the vessel wall on the value of the intravascular pressure.

2 Materials and Methods

The process of preparing the analysis of blood flow through the artery included
several steps. At the beginning of the modelling of the aorta, it was necessary to
develop the geometry of the modelled system and the identification of mechani-
cal properties of the mapped structures. Mimics software was used to build the
model, because it allowed the segmentation of two-dimensional images of com-
puted tomography (CT) and preparation of three-dimensional geometric model
(Fig. 1a, b). The process of creating geometry began by importing CT images
obtained during routine tests in the diagnostic process. The segmentation was
performed by threshold method of homogeneous areas in terms of shades of grey
in a previously pre-defined search area using a Hounsfield’s scale. In the next
step of modelling the vessel, discretization of the model was performed (Fig. 1c),
which was next exported to the ANSYS program.

The most problematic and questionable in numerical modelling of the flow
is to determine the boundary conditions. It is necessary to define in the model
the parameters of the blood flow at the inlet and outlet of the vessel. In order to
analyse the blood flow the following parameters of blood were used: the speed at
the inlet of the artery - 0.5 m/s, the molecular weight - 18.02 kg/kmol, density -
1050 kg/m3, the heat capacity - 4181.7 J/kg K, viscosity - 0.0035 Pa · s. Figure 1d
shows the model of the aorta with marked boundary conditions. The speed of
blood is obtained from Doppler ultrasound examination that was set to the
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surface of the inlet in the analysed vessel model. Other properties of the blood
were taken from the literature [6,11,16]. They allowed to analyse the blood
flow at 37 ◦C, at a reference pressure ratio of 1 bar. The results of numerical
simulations made it possible to display the maps of blood flow and distributions
of wall shear stress of the vessel.

After making numerical calculations, one received the values of pressure, WSS
on the surface of the vessel caused by the flow and lines representing the flow
rate (Fig. 3a, b, c). The results characterizing the distribution of pressure are
particularly important, since they have been used in the next step to calculate
the deformation of the arterial wall.

It is necessary to define the properties and thickness of the arterial wall [12]
in the simulation of blood flow taking into account the deformation. Materials

(a) (b)

(c) (d)

Fig. 1. The process of creating a model of the aorta: (a) segmentation of CT images,
(b) geometric model, (c) discrete model, (d) model of the aorta with marked boundary
conditions
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(a) (b)

Fig. 2. The results of the strength analysis of the aorta: (a) equivalent stress according
to Huber-Mises’ hypothesis, (b) total deformation

data of the arterial wall needed to perform strength analysis (Static Structural)
have been obtained from experimental studies that were conducted according to
the methodology [5,7] with the use of digital image correlation and endurance
machine MTS Insight 2. Previously prepared aorta samples were subjected to
tensile test after placing their ends in the specially prepared clamps. The test
was performed in a quasi-static conditions at a speed of 5 mm/min. Prior to per-
forming the test the initial distance of the clamps and the thickness of the vessel
were measured, and then it was stretched in the direction of the longitudinal
axis. The head Q-400 from Dantec Dynamics was used for measuring displace-
ments and deformations. It consists of two cameras in a stereoscopic system,
light sources (LED) and ISTRA 4D software.

Mechanical properties of the aorta obtained from the experimental researches
(Young’s modulus - 2.3 MPa Poisson’s ratio - 0.49) made it possible to analyse
blood flow taking into account the deformation of the vessel wall. To this end, in
the model of the aorta the pressure map, previously calculated in the first phase
(Fig. 3b), was applied to its wall, whereas the edges of the inlet and outlet of the
aorta were supported (Fixed Support). Next the calculation of stress analysis
was prepared. Figure 2 presents the map of the stress reduced according to the
Huber-Mises’ hypothesis and the total deformation of the aortic wall. In the
next part of the work the obtained results were used to make the analysis of the
flow through the aorta taking into account the flexibility and the thickness of
its walls.

All parameters concerning the blood property and the boundary conditions
(initial) of the flow were the same as in the earlier analysis. What made this
analysis different from of the previous one, was taking into consideration the
deformation of the walls of the aorta induced by the flow. Figure 3d, e, f shows
the results of the conducted analysis, which illustrate the total displacement of
the aortic wall and pressure distribution.
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3 Results

The results of the simulation of blood flow in the artery, including deformation
of the vessel wall differ from the results of the analysis carried out in the absence
of changes in the geometry of the aorta. The noticeable differences were observed
between the distribution of pressure and tension, as well as between the velocities
of blood flow through the vessel. The highest speed obtained for analysis of the
deformable wall of the vessel is equal to 0.9 m/s, whereas in the absence of
deformation of the vessel to 1.4 m/s (Fig. 3a, d). Furthermore, it was observed
that the flow is less turbulent when the arterial wall is deformable.

A similar situation exists while comparing the distribution of blood pressure
in the aorta (Fig. 3b, e). Higher values of the pressure are present in the artery
when the vessel wall is rigid. In the presented case the maximum pressure was
537.5 Pa. Much lower pressure occurred in a vessel with a deformable wall, which
amounted up to 418.3 Pa. It can therefore be concluded that the parameters of
blood flow through the aorta are strongly influenced by the properties of the
vessel wall. This is clearly evident on the example of distribution of WSS of the
aorta (Fig. 3c, f).

The maximum value of the WSS of the aorta in the case of deformable
vessel wall is much less than the average stress of rigid artery. The difference in
those two cases is greater than 20 Pa and is almost four times greater than the
maximum stress of the deformable vessel wall. WSS of the vessel without taking
into account the properties of the artery may locally even reach 260 Pa, which
can indicate maladjustment (no distortion) of the aorta to the parameters of
blood flow. That is why it is so important in modelling the dynamics of blood
flow (CFD) to take into account the properties of the vessel wall.

4 Discussion and Conclusions

The work presented in the research referred to the analysis of blood flow through
the aorta. Computer simulations of blood flow dynamics (CFD) allow to specify
a number of hemodynamic parameters which make it possible to assess of the
state of the tension in the vessel. As it is known one of the factors contributing
to the damage of the artery is hypertension leading to local increases in the wall
shear stress in the vessel. These may conduce to damage of the artery and to the
formation of aneurysms. Therefore, in the prediction and prevention of the for-
mation of vascular lesions the above hemodynamic parameters are determined,
in particular WSS. However, to be able to reliably estimate the risk of patho-
logical changes, the simulation results and received values of these parameters
must be as close as possible to the physiological (real) ones. The results of the
simulation of blood flow through the aorta with a rigid wall, and taking into
account the deformation of the vessel wall, have shown the differences in the
blood flow in these two cases. The received results of hemodynamic parameters
show that the properties of the vessels play a very important role in blood flow
in the artery. Although the aorta is subject to constant physiological changes
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Numerical results for models without taking into account the properties of the
vessel wall - top row and taking into account the properties of the wall - bottom row :
(a,d) velocities of the blood flow through the aorta, (b,e) the distribution of blood
pressure in the aorta, (c,f) Wall Shear Stress (WSS) of the aorta

of the pressure, the blood flow is stable. This is so because of the elastic vessel
wall, which thanks to deformations cause a reduction in pulsation. Therefore, it
is important in the analysis of blood flow to take into consideration deformation
of the vessel’s walls. Values of hemodynamic parameters such as for example:
pressure, stress (WSS) or the velocity of flow obtained during the analysis of the
artery with non-deformable wall are larger than in case of the flexible vessels.
Large values of these parameters may suggest the danger of damage to the vessel
or aneurysm formation. However, in a situation close to physiological (the vessel
with a deformable wall) these values are much lower, so there is no risk of the
initiation of pathological lesions. Therefore, conclusion or prediction of artery
damage should be based on the analysis of blood flow, taking into account the
mechanical properties of the vessel wall, which is also confirmed by the researches
of other authors [1,22].

One method to obtain a higher arterial properties are experimental tests with
the use of the endurance testing machine [7]. During the tensile test, we are able
to determine the material properties of the vessel indispensable to analyse the
flow. In this paper the authors, however, do not describe the DIC method used
to determine the properties of artery, since this was not the aim of this study.
However, one should be very careful so that the acquired properties of the vessels
were close to the actual. This may be a problem in the case of preparing flow
analysis for a particular patient. In this case it is impossible, or very dangerous
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for the patient, to obtaining samples of the vessels. In this situation one can
use the properties of the vessels designated in advance, from the preparations
done post-mortem (this is what the authors of this article have done), or taken
from the literature [2,4,20]. However, when drawing conclusions based on such
an analysis one should be cautious about the results.
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Abstract. Acoustic stimulation in prenatal period is the issue that
interest growing group of people. In this paper the ratio of maternal
internal sounds (noise) and attenuated sounds from external environ-
ment (signal) is considered. There is indicated that only narrow range of
frequencies is not drowned by internal sounds. The problem of a distance
of sound source was also considered. It was noticed that the application
of sound source on maternal abdomen does not increase the sound level
in the uterus.

Keywords: Signal to noise ratio · Sound attenuation · Music therapy

1 Introduction

Acoustic stimulation in prenatal period which is used in order to induce positive
impact in fetal development is an issue of a dual nature. On the one hand it
arouses cognitive problems, but on the other it arouses willingness (at all costs)
to stimulate the development of a child from the earliest moments of his/her life.
However, knowledge about acoustic stimuli, that are registered by fetus brain
(we cannot name it as recognition because of the lack of patterns for comparison
and interpretation) is still insufficient and there is the lack of research.

The idea which is recommended and used by mothers is controversial. They
use devices like headphones on the belly (anyway it is prohibited by experts [1])
or intravaginal speaker [2]. The main aim of such devices is (1) to isolate mother
from perception of annoying or boring sounds or (2) to place the sound source
as close as possible to fetal ear and brain. However, we should be critical to such
acoustic stimulation on living organism without checking his/her behavioural
state (fetus sleeps even 20 h per day). We can easy imagine “contentmen” of an
adult man who is stimulated by Aida Triumphal March during his deep sleep.
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 24
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Movements of mother’s and fetus’ bodies, activity of internal organs or amni-
otic fluid generate sounds louder and closer to fetal ear than the sounds which
come from the external environment. Basic problem is to determine the level
an external signal height to the level of permanent noise from inside the body.
This problem was the main issue, which was analyzed in this study. Moreover,
purpose of the study was to evaluate the impact of the distance of the sound
source from the recorder (in this case a hydrophone) and the appointment of
attenuation characteristics of the mother’s abdominal wall.

2 Hearing System Development

Development of a hearing system is a complex process that begins at early stage
of pregnancy. It begins in third week, when otic placodes are formed. In the
next stage, they grow and create two auditory vesicles. The vesicles divide into
semicircular canals. It is considered that the inner ear ends its development in
sixth pregnancy week. In the next step, in 8 week of pregnancy ossicles, eardrum
and earlobe — the middle and outer ear are developed.

The nervous system begins to develop around the 17th day of fetal life. In the
early development 3 stages: neural plate, neural groove and, finally, neural plate
can be distinguished. The latter one is the base of the brain and the spinal cord.
In 4th gestational week forebrain, midbrain and hindbrain appear. In 5th week
5 distinct parts: cerebrum, diencephalon, midbrain, secondary hindbrain, and
myelencephalon can be discriminated. In the next weeks cerebral hemispheres
develop. It is believed that in 7th week the brain of the fetus has configuration
similar to the adult brain, and then it starts to fulfill its main role — coordination
of the work of other organs [3,4].

The brain achieves full functionality, which allows to hear sounds, until 25th
week of gestation. Since that moment the fetus can receive sound and respond to
this stimuli. Hair cells in the cochlea are properly “tuned” to specific frequencies
between 26th and 30th gestational week. In 30th week the auditory system is able
to receive the entire sound bandwidth and distinguishes the particular phonemes
(the smallest unit of the language system). The last feature is associated with
the beginning of the speech and language development [5].

3 Attenuation of Sound Stimuli

The hearing system is completely developed in prenatal life, so fetus can hear
sounds before his/her birth. However it is uncertain what exactly reach to the
fetal inner ear. The sounds which have a source in external (from the fetus point
of view) environment are distorted on a path to the uterus. At the beginning,
sound from the source, for example sound speaker, has to reach to maternal
body. Then it has to go through mother’s clothes and her multilayer abdominal
wall. At the end the sound is propagate through aquatic environment (amniotic
fluid) and, finally, it can reach the fetal inner ear. The most significant is the
barrier of maternal abdominal wall, which is complex and changes in time of
pregnancy.
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3.1 Layers of Maternal Abdominal Wall

Abdominal wall consists of several layers of various thicknesses. External layer is
the skin (which include epidermis, dermis and subcutanecous tissue), underneath
skin is subcutanecous fat. Then there are abdominal muscles and tendons and,
finally, peritoneum. Also uterine wall should be considered. It should be underline
that everybody has different body structure and, what is more, changes during
pregnancy also vary in female population. Therefore, sound attenuation during
acoustic stimulation is the complex process which changes in population and
also for women with the same pregnancy stage. So the modelling of such process
faces many difficulties and needs a careful approach.

3.2 Experiment

Even simplified model can indicate some features of sound attenuation in tis-
sues. In our work we propose measurements of the sound attenuation in muscle
tissue, which considered the impact of the sound source distance. Measuring
system, which was used in the experiment, consisted of a hydrophone, amplifier,
A/D converter, computer and speaker. Hydrophone was suspended on a stand
to eliminate resonance of substrate. Then hydrophone was connected to other
elements of the measuring circuit (Fig. 1). Muscle tissue of pregnant woman was
simulated using a striated muscle tissue of beef 3 mm thick.

Acoustic stimulus consists of a few generated synthetic sinusoidal signals
with frequency 100, 200, 500 and 1000 Hz separately. Acoustic signal was pre-
pared using the Audacity. The experimental procedure involved registration the
acoustic wave propagation in two environments:

• air,
• striated muscle tissue.

Hydrophone registered an acoustic signal, which has a source in a speaker placed
in two distances:

• speaker close on the hydrophone,
• speaker at a distance of 40 cm.

Fig. 1. The measuring system
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Fig. 2. The configuration of the environment and the distance

Fig. 3. The workflow

The measurement was repeated 5 times for each configuration of the environment
and the distance (Fig. 2).

During analysis, for each frequency the fragment containing 10 complete
periods was chosen. Data from 5 measurements of the same conditions were
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averaged. The same transformations were done for both cases — air and muscle
tissue. Finally the averaged signals were compared (Fig. 3).

3.3 Results

Table 1 contains obtained results of attenuation of acoustic stimulus in two cases:
a speaker near the hydrophone and at a distance of 40 cm. Sound stimulus after
passing through striated muscle tissue was attenuated of 20–30 dB. Small changes
of recorded values suggest little influence of close distance on sound attenuation.

Table 1. Change of sound intensity level in relation to the distance

Frequency, (Hz) Sound intensity level (dB)

0 cm 40 cm

100 −29.62 −25.47

200 −33.15 −28.27

500 −26.70 −25.59

1000 −22.22 −22.48

4 Signal to Noise Ratio in Intrauterine Environment

The fetal sound environment does not consist only of external sounds but also
of sounds which have a source in maternal body, so the level of both to assess
resultant sounds in uterus should be taken into consideration.

4.1 Coefficients of Sound Attenuation

Abrams et al. and Gerhardt et al. [6,7] had conducted the experiments by the
use of the hydrophone, which had registered the sound level in the sheep’s uterus.
There had been reported that low frequency sounds (250–300 Hz) were hardly
attenuated and the attenuation had increased with the rate of 5 to 6 dB per
octave reaching the value of 20 dB for 4 kHz. These data correspond to the char-
acteristics of the first order low–pass passive filter. On this basis coefficients of
sound attenuation for particular frequencies could be designated [8].

4.2 Background Sound Level in Uterus

Sounds produced by maternal body comes from her digestive, respiratory and
cardiovascular systems and they are consisted of low frequency components. The
lowest frequency reaches the level up to 90 dB [9], which for higher components
is decreased to 40 dB [10,11].

The works of Abrams et al. and Gerhardt et al. [10–12] contain the dia-
grams of intrauterine sound pressure level which enabled us to prepare averaged
characteristics of sound level in the uterus. It is presented in Fig. 4.
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Fig. 4. Intrauterine sound level

Fig. 5. Level of sound produced by maternal body (a), limit of intelligibility (a, c),
base level of external sound (b) and filtered sound characteristics (b, c)

4.3 Signal to Noise Ratio

Sound intelligibility in noise environment are discussed in literature. They indi-
cate that maximum acceptable level of background noise is 20 dB below the voice
level [13,14].

According to these data information about limit of intelligibility was added
in Fig. 4 — only sounds with level above blue curve had not been drowned by
sounds of maternal digestive, cardiovascular and respiratory systems (Fig. 5a).

For this analysis level of external sounds at 80 dB was stated. This level
corresponds to sounds of loud music. Then filtration of this sound using first
order low–pass filter characterized in previous chapter was simulated. These
data are presented in Fig. 5b.
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Finally, curves of filtered air sound level and limit of intelligibility level were
connected. During stimulation with external sounds at level 80 dB stimuli in very
narrow range were intelligible in uterine environment. This range is marked in
Fig. 5c with gray area.

5 Conclusions

In this research it was established that sound stimulation (for the fetus it is not
music) close to maternal abdomen is not justified. Stimulation from a few feet
distance is equally effective. What is more, sounds should be supplied at high
level, which can exceed level of intrauterine noise. Only in such condition the dis-
tinction between signal and noise is possible (according to theory of signals). For
acoustic wave at level 80 dB, transmission through maternal abdominal wall is
an effective barrier. Only narrow range of remaining frequencies can carry resid-
ual information (including elements of music). The need of obtaining results
without effort is an obvious stimulator for the development of civilization. How-
ever, during prenatal music therapy it is reduced to invasion in the environment
of the developing fetus without consideration of his/her emotional state. Aside
from the problem of children’s right, it is worth to consider the possibility of
extraction elements of music whose organized and predictable influence can be
the background sound for relaxation of tension states of the mother and the
fetus. Such research, which is a continuation of presented observations, is the
main topic of the works of the authors’ group.
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Abstract. In this paper we present an analysis of relationship between
the level of uptake of radio-label at the time of treatment and the level of
uptake of radio-label before and after treatment. The analysis is based on
correlation analysis of the tumor features. The patients had 3 examina-
tions: before, during, and after the therapy within 1 month. The fusion of
the examinations was performed and the tumors were designated. Then,
108 features were calculated. 3 features determine the tumor: maximum,
minimum and average value of Standardized Uptake Value (SUV). 105
features are the texture indices indices based on histogram, histogram of
sums, histogram of differences and co-occurrence matrix. The relation-
ship between the features and the uptake levels was analyzed using the
Pearson correlation. 29 features proved to be relevant for the correlation.

Keywords: PET/CT · Tumor characterization · Texture indices

1 Introduction

Contemporary oncology uses diagnostic imaging as a very important source of
information about a patient’s health and stage of the disease. Imaging reveals
anatomical details as well as physiological processes. Medical images can be
divided into images showing the morphology or metabolism of organs [7].

Morphological images show anatomical information by measuring physical
properties of tissues. This can show whether a structure is growing or shrink-
ing [7]. Metabolic images show processes undergoing in an organ or tissue.
Cancer cells proliferate more rapidly than normal. Therefore, they consume
c© Springer International Publishing AG 2017
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increased amounts of energy [7]. Metabolic images do not show the anatomy,
which makes it difficult to determine the location of the tumor. Therefore, hybrid
imaging methods, which allow for connection of morphological and metabolic
images become useful. The most common example of a hybrid method is the
fusion of images of PET/CT and SPECT/CT. The possibilities of connection of
PET/CT/MR images are developed as well.

PET is performed after injecting of a biologically active radio-label into the
patient’s body. It is a chemical substance consisting of two major parts. The
first one is the marker which is a specifically selected radioactive isotope. The
second part is the carrier, which is a chemical compound with the ability to be
accumulated in certain tissues normal or tumor cells [8]. Most commonly used
radio-labels are:

• 18F-FDG,
• 18F-Choline,
• 68Ga-DOTA-TATE, 68Ga-DOTA-TOC.

18F-FDG is a very popular radio-label. Glucose (FDG) is the carrier dis-
tributed throughout the body. Rapidly proliferating cells, such as cells of heart,
brain or tumors feature a greater demand for glucose. Therefore, they accumu-
late more isotope which, in this case, is flour (18F) [8].

68Ga-DOTATATE, 68Ga-DOTA-TOC are used in the diagnosis of neuroen-
docrine tumors (NET). 68Ga-DATATATE or 68Ga-DOTA-TOC connect easily
with somatostatin receptors, which are common in NET [8].

90Y-DOTA is an octapeptide (which is a somatostatin analogue) labeled
with yttrium (90-Y). During the decay, yttrium emits electrons of an energy of
2.28 MeV, which destroy cells in their environment. The octapeptide transports
the isotope 90-Y to the tumor cells. Thus, most of the isotope is absorbed by
tumor cells and destroyed then. 90Y-DOTA is used in radiotherapy, not for
diagnosis in PET. During the therapy, the activity of 90-Y is high (1–2.5 GBq)
and performing PET is possible [8].

Frequently calculated 18F-FDG PET image features are: a standardized
uptake value (SUV) [1–4], the size of metabolic value (MV) [1–4], the total change
in glucose [1,2,4], the texture indices calculated based on the co-occurrence
matrix [1,2,4], matrix of gray levels [1] and matrix of gray level differences [1],
the intensity histogram [2,4] and the matrix of differences of intensity in neigh-
borhood pixels [2].

Texture is a representation of image properties such as directionality of a
pattern or porosity. On this basis it is possible to distinguish between two images,
as well as determine whether a region of interest satisfies certain conditions [6].

The analysis of image features is performed for different purposes, for example
to determine the effect of changes in the characteristics of the various ways of
segmentation of the tumor [1], finding the changes of parameters describing the
tumor reaction for treatment [2,3] or the specific tumor type.

The aim of the study is to find a correlation between the level of uptake of
90-Y radio-label during treatment and the level of uptake of radio-label 68Ga-
DOTA-TATE tests before and after therapy based on the calculated value of
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SUV and texture indices. The study was performed among patients who were
diagnosed with lung cancer [1,3], small intestine cancer [1], breast cancer [1] or
the esophagus cancer [2].

2 Materials and Methods

2.1 Patients

In the study, 3 patients were included. Table 1 presents the patients’ character-
istics. All patients received the radiotherapy with 90-Y radio-pharmaceutical.

Table 1. The patients’ characteristics.

Age Diagnosis Number of
lesions

Patient 1 54 Pheochromocytomas and paragangliomas adrenal
neuroendocrine tumor of unknown starting

5

Patient 2 42 Point metastatic to the ovaries, lymph nodes in
the neck, supraclavicular, mediastinal and numerous
metastases to the spine and pelvis

18

Patient 3 53 Endocrine tumor of the small intestine 3

2.2 PET/CT Protocol

The study was conducted in the PET Diagnostics Department, Center of Oncol-
ogy - Maria Sklodowska-Curie Memorial Institute, Branch in Gliwice. Each
patient had 3 hybrid PET/CT examinations: before (examination 1), during
(examination 2), and after (examination 3) the therapy within one month. All
tests were performed on a hybrid camera PET/CT Siemens Biograph mCT.
Examinations 1&3 provided two series: CT (size 512 × 512 × 300) and PET (size
200 × 200 × 300), which correspond to scanning the patient from mid-thigh to
elbows (hands above his head). Examination 2 provided one series of CT (size
512 × 512 × 75) and PET (size 200 × 200 × 75), which corresponds to scan-
ning the whole abdomen and part of the pelvis and the chest. PET scans during
examinations 1&3 were performed after the injection of the radio-pharmaceutical
68Ga-DOTA-TATE. Examination 2 was performed using 90Y-DOTA.

2.3 The Fusion Study

To compare the examination result, the fusion of the images is necessary. The
fusion is carried out on CT images. At the beginning, images CT were subsam-
pled and aligned in a common space. Then Mutual Information, Nelder-Mead
Simplex and Affine Transformation are performed. In contrast, the fusion of
CT and PET require only interpolation and superimposing the images, as the
images are made on the same apparatus at the same time and the position of the
patient does not change. Figure 1 shows a block diagram of the fusion procedure.
Figure 2 shows an example of fused PET/CT images.
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Fig. 1. Block diagram of the fusion procedure.

Fig. 2. Example of fused PET/CT images.

2.4 Tumor Segmentation

In order to designate all pathological changes in the PET examination, thresh-
olding is employed. The threshold value is set to 41 % of maximum SUV value
in the examination. Then, the expert has to approve the resulting images of
tumors. Figure 3 shows an example of segmentation image.

Fig. 3. Example of segmentation image.
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2.5 Tumor Characterization

Characteristics (maximum, minimum and average value of SUV) are determined
for each tumor. We also calculate the texture indices based on histogram, his-
togram of sums, histogram of differences and co-occurrence matrix. Histogram
of sums and histogram of differences are calculated in four directions: top-down,
bottom-up, left to right and right to left. Similarly, co-occurrence matrices are
calculated in the directions of 0◦, 45◦, 90◦ and 135◦. Based on these matrices, 105
texture indices are calculated (Table 2). A total number of 108 tumor features
are determined.

2.6 Correlation Analysis

The analysis of the correlation between uptake of radio-label in examination 2,
and the ratio of uptake in examinations 1&3 was performed. The ratio indicates
the tumor response to radiotherapy. Then, the results of the relationship and the
feature values in examination 2 were normalized to the range 0-1 for each patient.
The relationship was analyzed using the Pearson’s correlation coefficient.

3 Results

The expert’s verification confirmed, that the segmentation was successful for all
tumors.

For each tumor 108 features were calculated (105 features were texture
indices). Some features were invariable for all tests. These features included:

• energy and entropy calculated based on the histogram,
• average, moment of 2nd order and energy calculated based on the sum and

difference histograms,
• average sum of rows and columns of the co-occurrence matrix.

The Pearson correlation coefficient analysis showed, that some features
depend on others. Table 3 shows the features for which the correlation coef-
ficient proves an existing relationship.

4 Discussion

The main aim of the research was to find a correlation between the level of uptake
of radio-label in the examination during treatment and the level of radio-label
uptake in examinations before and after the treatment, based on the calculated
characteristics of the tumor. 29 features proved to be relevant for the analyzed
correlation. It can be noted, that the texture indices calculated based on the
histogram did not correlate with each other. Similarly it is with the SUV values.
The greatest correlation was found between the texture indices calculated based
on the co-occurrence matrix.
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Table 2. List of indices calculated from texture matrices.

Matrix Index

Histogram Average

SD

Skewness

Energy

Entropy

Histogram of sums Average

Moment of 2nd Order

Contrast

Energy

Histogram of differences Average

Moment of 2nd order

Contrast

Energy

Co-occurrence matrix Average sum of rows

SD sum of rows

Average sum of columns

SD sum of columns

2nd moment

Contrast

Correlation

Variance

Inverse differential moment

Sum of average

Entropy summation

Variance summation

Entropy

Differential entropy

Differential variance

Correlation meter information

Maximum correlation coefficient

The feature values calculated for the examination 2 are much smaller than
for the examinations 1&3. For example, the maximum value of SUV for exam-
inations 1&3 is about 20 and for the examination 2 is about 1. Such great
differences are due to different radio-labels. Y-90 is usually used for treatment
and not the diagnosis. Using the same radio-label for all studies could prove that
more features are relevant for the correlation.
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Table 3. List of indices for Pearson’s correlation coefficient greater than 0.5 or less
than −0.5.

Texture indices Correlation coefficient

Histogram sums - bottom to top: contrast 0.5

Histogram sums - bottom to top: energy −0.5

Co-occurrence matrix 0◦: SD sum of rows 0.97

Co-occurrence matrix 0◦: SD sum of columns 0.97

Co-occurrence matrix 0◦: contrast 0.58

Co-occurrence matrix 0◦: variance 0.58

Co-occurrence matrix 0◦: differential variance 0.72

Co-occurrence matrix 45◦: SD sum of rows 0.96

Co-occurrence matrix 45◦: SD sum of columns 0.96

Co-occurrence matrix 45◦: 2nd moment 0.96

Co-occurrence matrix 45◦: contrast 0.57

Co-occurrence matrix 45◦: variance 0.57

Co-occurrence matrix 45◦: entropy summation −0.59

Co-occurrence matrix 45◦: variance summation 0.75

Co-occurrence matrix 45◦: entropy −0.97

Co-occurrence matrix 45◦: correlation meter information −0.52

Co-occurrence matrix 90◦: SD sum of rows 0.59

Co-occurrence matrix 90◦: SD sum of columns 0.59

Co-occurrence matrix 90◦: contrast 0.66

Co-occurrence matrix 90◦: variance 0.66

Co-occurrence matrix 90◦: inverse differential moment −0.98

Co-occurrence matrix 90◦: entropy −0.96

Co-occurrence matrix 135◦: SD sum of rows 0.96

Co-occurrence matrix 135◦: SD sum of columns 0.96

Co-occurrence matrix 135◦: 2nd moment 0.64

Co-occurrence matrix 135◦: contrast 0.75

Co-occurrence matrix 135◦: variance 0.75

Co-occurrence matrix 135◦: entropy −0.65

Co-occurrence matrix 135◦: correlation meter information −0.55

5 Conclusion

It has been demonstrated that the SUV and texture indices are not correlated
with the uptake of the radio-label. Therefore, the therapy effectiveness cannot
be determined based on these features. In contrast, texture indices calculated
based on the co-occurrence matrix are correlated with the uptake levels. They
can be used to determine the effectiveness of radio-pharmaceutical therapy using
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Y-90. In the future, the experiments have to be performed on a larger number
of cases.
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Abstract. Increasingly, fMRI is used for preoperative diagnosis of
patients. This method gives the possibility to locate the relevant func-
tional areas of the brain responsible for movement, sensation and speech,
which are often adjacent to the tumor. The ultimate success of any exper-
imental fMRI depends not only on the quality of the collected image data
but also appropriate selection of the parameters (Gaussian kernel, level of
significance, extent threshold) so as to maximize statistical power. Our
fMRI analysis carried out in SPM 12 package for the 5 patients with
lesions have shown that increasing the value of clinical diagnosis requires
an individual approach taking into account a given pathology and the
possible implications for surgical intervention. The values of parameters
which could be taken as preliminary to analyze of activations of motor
cortex - primary (M1) and supplementary (SMA) are discussed.

Keywords: fMRI · Preoperative · Motor cortex · Optimization ·
Human brain

1 Introduction

Currently increasingly used, non-invasive method of mapping brain activity is
functional magnetic resonance imaging. fMRI based on the fact, that the local
intensity of the blood flow is closely related to the activity of the brain region [1].
The most commonly used sequence is BOLD [2,3], although diffusion sequence
is also applied. Especially important application of fMRI examination seems
to be used to pre- and postoperative diagnostics, because it allows to checking
whether the location of functionally important structures adjacent to tumor or
other pathology.

c© Springer International Publishing AG 2017
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The fMRI imaging of preoperative patients allows to more accurate planning
neurosurgeries in order to save functionally important structures and reduce
postoperative neurological deficits resulting from medical procedures. On the
other hand, studies of postoperative patients allow for postoperative control
and monitoring the effects of further treatment. Functional magnetic resonance
imaging may contribute to the explanations of neurological disorders and can
aid in further diagnostic or neurological rehabilitation [4].

Functional neuroimaging studies are highly specialized medical imaging pro-
cedures, which not only require close cooperation between medical staff during
examination, but also earlier preparation of individual paradigms, which consider
localization of lesions and neurosurgical interventions. In our studies we focused
on activations of motor cortex - primary (M1), premotor (PMA) and supplemen-
tary (SMA) [5], which are important in terms of life quality - ability of movement
and process of speech. Brain movement areas known as a Brodmann Areas (BA)
1–4,6,8, are located in frontal lobe and parietal lobe [6], which are connected with
cerebellum. These areas are responsible planning, making exercise, controlling
and coordinating of movements. There are also area related with motor cortex,
which are responsible for motor imagery and learning, saccadic movements, inhi-
bition of blinking and executive control of behavior. Paradigms such as finger
tapping, ankle dorsiflexion and ankle plantar flexion and also tongue movement
are generally used for activation motor cortex ([2,7,8] and references inside).

The fMRI study depends on the number of used paradigms and usually
last about one hour, so it is relatively long and also costly. Description of
results requires accomplish a specialized analysis using SPM software (Statis-
tical Parametric Mapping [9]) frequent updates. It is known, that all steps of
fMRI study: proper preparation patient to the study, appropriate selection of
paradigm, processing of acquired data are important. Results of SPM analysis
depend on the used parameters [10] such as: fixed Gaussian kernel (σ), level of
significance (p) and also the number of analysed voxels. Therefore in this paper
we draw attention to the optimization of fMRI in preoperative patients consid-
ering the duration of measurements and analysis as well as diagnostic value of
clinical study.

2 Materials and Methods

2.1 Subjects and fMRI Data Acquisition

Five preoperative patients with different lesions were included in the study,
comprising 3 females of age ranging 24.3 ± 4.7 years and 2 males (a mean age
37 ± 4 years)) which listed in Table 1. For comparison healthy 24 years old
volunteer has been included in experiment. Brain imaging studies were per-
formed with 1.5T MAGENTOM Aera scanner (Siemens, Erlangen, Germany),
equipped with a 20-channel head-neck coil in Helimed Diagnostic Imaging Center
in Katowice as part of normal clinical work. Ultrafast Gradient Echo 3D sequence
(3D T1-MPRAGE) [TR = 1900 ms, TE = 2.67 ms, TI = 1100 ms, slice thickness
1.0 mm, FOV = 250 mm × 250 mm, matrix size = 256 × 256] and axial EPI



Optimization Analyses of Functional MR Imaging 221

SE sequence [TR = 3140 ms, TE = 50 ms, TI = 1100 ms, slice thickness 4.0 mm,
FOV = 1320 mm × 1320 mm, matrix size = 384× 384] are applied. Scanner soft-
ware containing syngo.MR Neuro 3D Engine allowed to preview the results of
the study (activation) in real time [11].

2.2 Experimental Paradigm

Paradigms with classic blocked design, which means, that the “active” and “rest”
blocks emerge alternately were prepared in PsychoPy software [12]. Nonetheless,
human brain works continuously, so “rest block” means here the part of paradigm
when the task not displayed. Created paradigm to stimulate the motor cortex
composed of 4 active and 5 rest blocks - collected 90 volumes. For activation
motor cortex we used paradigms finger tapping and ankle flexion (dorsiflexion
and plantar flexion) using a computer coupled projector. For all preoperative
patients both hands finger tapping tests were performed. Additionally in two
cases ankle flexion paradigm was used.

2.3 Data Analysis

Analysis of brain activations based on EPI SE sequence was performed in SPM12
package in MATLAB (MathWorks, Inc.) environment. The steps of data analy-
sis process consisted of spatial pre-processing: ‘realignment’, ‘coregistration’ and
‘spatial smoothing’. Realignment was used to reduce the misalignment between
images in an fMRI time series, which were resulting of head movement during
fMRI session. This step is also known as motion correction technique is realized
using a rigid body transformation. This implies, that spatial transformation
model based on six parameters: three related with translation (along x, y and
z axis) and three with rotation (around x, y and z axis) and assumed that the
effects of motion did not change the shape of the brain. Only position and ori-
entation can change. All images were realignment to the first image according
these six parameters [10,13]. Coregistration was performed to maximizing the
mutual information between anatomical and functional MRI scans. It is neces-
sary, because EPI images have low resolution and geometric distortion, while
activated brain areas should be indicated on the anatomical images. This step
is slow because a function has to be found, which measures a difference between
these images [13]. Finally the, data has to be smoothed. Smoothing is a convolu-
tion operation, therefore it relies on multiplying each voxel intensity time-series
data with a Gaussian kernel of a specified width at half maximum (FWHM).
As a result each voxel’s signal takes the averaged within neighbourhood values.
The step is needed to be performed because of two particular reasons. First,
to suppress the noise and make the data having distribution closer to normal
for statistical reasons. Second, to facilitate the inter-subject analysis by data
unification [14–16].

The goal of fMRI statistical analysis is to define those brain regions that
show significant activation. The most popular statistical approach assume that
dependence of the signal and stimulus is linear. This is described by so called
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General Linear Model. For its purpose, a model of expected response is at first
created and then estimated. In these analyzes we used model based on the T-
statistic, where selected significance level (p) defined probability, that exist a
difference between active and rest phases. The smaller value of p, the threshold
level (T-threshold) increase. The T-threshold is the T-value in a T distribution
with number of degrees of freedom that corresponds to the given significance
level (p) [17].

In order to obtain the optimal highlighted active area analysis of fMRI mea-
surements was performed for different parameters such as: fixed Gaussian kernels
with various widths (FWHM of 0, 2, 4, 6 and 8 mm), significance level (p< 0.001
and p< 0.01) and extent threshold: 0 and 10 voxels (extent threshold ie. selec-
tion the number of voxels to restrict the minimum cluster size, where 0 means
including single voxel clusters (’spike’ activations)) [18]. Localization of active
areas were made using functional atlases [19–22] and Talairach Client [23].

3 Results

3.1 Movement Activations

Figure 1 shows activations in M1 and SMA induced both hands finger tapping for
healthy volunteer after normalization. Activation of BA 1–4 located in primary
motor cortex (prefrontal gyrus) and activations of supplementary motor cortex
(BA 6,8) located in midline surface of the hemisphere anterior to the M1 [24]
were obtained in line with expectations. Reference regions of activation of motor
cortex reveal high space resolution and are symmetrical.

For preoperative patients different disturbance of motor cortex activity in
comparison with healthy men were observed. First of all, it is important to
check the placement of pathologies in relation to the expected areas of motor
activity. The obtained activities as a function of the estimated distance from
the pathology are collected in Table 1. One can see that activations induced by
finger tapping in patients no. 1–4 occurred in the near and in direct adhesion to
the pathology for both M1 and the SMA. Only for patient no. 5 activations were
symmetrical and far away from the lesion. In order to deepen the analysis of
the cases in which the areas of physical activity are located near the pathology
indicated was the use of the second test (unless there are medical contraindica-
tions e.g. pregnancy). The paradigm “ankle flexion” confirmed in two patients
occurrence of activations directly adjacent to the pathology.

Figure 2 displays results of fMRI study for preoperative patient (no. 2) with
an expansive lesion on the left side of hemisphere where activations in M1 and
SMA areas are in the direct adhesion to the brain pathology or even overlap
partly with potential regions of activation. It should be noted that this expansive
lesion on the left side of hemisphere caused paresis of right upper. In other cases
a shift activation were observed because of due to the proximity of pathology
(not shown in this paper).
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(a)

(b)

Fig. 1. Activations in primary (a) and supplementary (b) motor cortex in healthy vol-
unteer. Applied paradigm: both hands finger tapping. Parameters: kernel 5, 10 voxels,
p < 0.001.

3.2 Effect of Parameters (σ, p) on Motor Cortex Activation

Using different values of parameters in analysis SPM causes usually influences
on size and shape of activated regions which may vary across the brain lead-
ing to images of different quality [25]. An effect of Gaussian kernel and level
of significance on motor activations is presented in Fig. 3. The analysis shows,
that activations induced by hands finger tapping are achieved in similar loca-
tions. However, for p< 0.001 areas of activations have better resolution than for
p< 0.01, especially in the primary motor cortex. Nevertheless, it should be also
noted that the small activation occurring in areas SMA may go unnoticed during
the analysis with p < 0.001 unlike p< 0.01. Nonetheless, it seems that the analy-
sis with the lower significance p-value (p< 0.01) can be helpful in preliminary
imaging as well as finding the weak activations.

It follows from our analyses (Fig. 3) that Gaussian filter changing in 0–8 mm
range has no a significant effect on activation images which is also confirmed
by the similar value of T-value. However using higher kernels (not shown in
this paper) leads to the expansion of the activation area and its blur which was
reported earlier [25 and references inside].

The dependence of motor activity regions on extent threshold (10 and 0
voxels) for a patient.

Figure 4 shows that results of the analysis for extent threshold 0 and 10
(kernel 6, p< 0.001) differ substantially. Activities in SMA are displayed with
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Table 1. Activities in M1 and SMA as a function of the estimated distance from
pathology in both hemispheres (left (L) and right(P)) for finger tapping and ankle
flexion. “+”/“–” (activity/no activity in the hemisphere) locations marked with these
signs were not taken for further analysis but these activations were not relevant from
the point of view medical diagnostic.

Finger tapping Ankle flexion

SMA M1 SMA M1

ID Localization of

pathology\
Activity

Left Right Left Right Left Right Left Right

1 Right frontal lobe

brain tumor

+ Adjacent + ∼1.5 cm + c Adjacent – –

2 Expansile lesion of

left parietal

lobe

– – Adjacent + Adjacent + Adjacent +

3 Right frontal lobe

brain tumor

+ ∼2 cm + Adjacent No paradigm No paradigm

4 Cavernous

malformation

in the left

frontoparietal

lobe

+ ∼1.5 cm – Adjacent No paradigm No paradigm

5 Expansile lesion of

left hemisphere

∼4 cm + ∼4 cm + No paradigm No paradigm

Fig. 2. Activations of M1 and SMA in direct adhesion to the lesion in preoperative
patient. Applied paradigm: both hands finger tapping. Parameters: kernel 6, 10 voxels,
p < 0.001.

better space resolution for 10 voxels than 0 probably because of omissions ‘spike’
activations present in 0 voxel analysis. Moreover analysis in the Talairach Client
includes 32 statistically important areas for 10 voxels while for 0 voxel - 84 areas.
The similar effect can be noted in M1.

4 Discussion

Preoperative fMRI studies allow to more accurate surgery planning, therefore it
is possible to reduce not only the resection nearby the motor cortex but also other



Optimization Analyses of Functional MR Imaging 225

Fig. 3. Imaging of activations on SMA application for kernel, significance level for 10
voxels. Used paradigm: both hands finger tapping.

Fig. 4. Activity areas induced by right ankle flexion focused on SMA (coordinates: −8,
−7, 58) for voxels 0 and 10, p < 0.001.
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neurological injuries. It is essential to draw attention to appropriate selection of
parameters i.e.: kernel, significance level and number of voxels. With the change
of Gaussian filter, significance level (p) as well as extent threshold may increase
medical value of functional imaging. Modification of these parameters can lead
to situations where certain regions are under-smoothed, while others are over-
smoothed – hence the necessity of methodology optimization. Choosing a low
value we get false positive results, for the high we omit significant activations [27].
Moreover, to shorten the time and reduce the cost of measurement is possible to
perform studies fMRI for reduced number of slices [26] covering the selected area
instead of the whole brain, which can be especially useful for small lesions or in
need of more accurate imaging of the selected brain area. Problem of adopted
statistical techniques is not new subject, but still breaks the neuroscientists
environment. An appreciate selection of parameters in the analysis of SPM has
important implications as it may potentially allow researchers to discriminate
between areas of true activation and those simply adjacent to activation. For
analysis of preoperative patients we recommend to use two values of significance
level because p < 0.01 seems to be suitable for display supplementary motor area
and p< 0.001 for primary motor cortex. However, preoperative diagnosis using
fMRI requires an individual approach taking into account pathologies as well as
possible implications for surgical intervention. Method of examination as well as
analysis of the results with adaptive parameters allows to obtain images with
appropriate spatial resolution which is important from the point of view of the
operation. However in our opinion personal approach is recommended because
of individual variation among preoperative patients. Presentation of numerical
results requires an increase in the number of cases in different pathologies in the
future.

5 Conclusion

The fMRI is very helpful and a supportive tool for the diagnosis of preopera-
tive brain. Is best to use two different procedures that application more than
one paradigm increases the reliability of interpretation of results and their con-
vergence with the medical descriptions and improve the quality of life of the
patient. We suggest to perform a preliminary analysis using p< 0.01 and in a
further steps to modify parameters in the analysis of SPM to yield a balance
between smoothing the image and retaining detail in the activated regions for
every patient individually taking into account his pathology.
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Abstract. This study presents methods of pointer calibration in opti-
cal tracking system. First, the problem of calibration is defined and
algorithms solving this problem are described. Various input data are
provided to assess the algorithms accuracy. If the process of calibration
is performed carefully, a minimisation of algebraic linear equation sys-
tem yields the smallest absolute error of calibration equal to 0.27 mm. If
the procedure of calibration is disturbed, presented improvements of the
algorithms allow to preserve error values below 1mm.

Keywords: Image navigation system · Pivot calibration · Validation
and evaluation

1 Introduction

Image navigation systems play important role in surgery nowadays. Especially,
neurosurgeons or orthopaedists willingly make use of them, as they allow to fuse
virtual model and the patient body during the surgery [1,2]. Elements, whose
location and spatial orientation are tracked by the navigation system, are called
“markers”. A pointer is a specific type of marker, as it contains additional stylus
whose tip allows to precisely mark points in the space.

Before a pointer can be employed by the navigation system, it has to be
calibrated first. The process of pointer calibration is usually a first engineering
procedure during image-guided surgery, it precedes image registration or seg-
mentation [3]. Use of pointer is necessary to obtain the position of landmark
points on the patient body.

There are several methods of pointer calibration. Usually they minimise an
overdetermined system of linear equations or fit a sphere to a set of recorded
marker positions. A wide review of calibration methods was performed recently
by Yaniv [4].

The main goal of this paper is to assess the accuracy of the pointer calibration.
The paper is organized as follows. Section 2 presents the navigation system and
the calibration algorithms. Section 3 discuss the results. Section 4 concludes the
study.

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 27
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2 Materials and Methods

2.1 Optical Navigation System

Optical navigation system Polaris Spectra (Northern Digital Inc., ON, Canada)
contains stereoscopic camera, which acquires infra-red image with maximum
acquisition frequency equal to 60 Hz. Both camera lenses contain additional
infra-red LEDs which beam the scene. The elements tracked by the system (i.e.
markers) consist of three or four spheres of diameter equal to 10 mm rigidly fixed
to cross-shape frame (Fig. 1). The spheres are covered by silver surface which
intensively reflects IR-light, therefore they are presented as bright points at dark
background (Fig. 2). The position and orientation (translation and rotation) of
the markers are obtained by triangulation method using the images of both
cameras [5].

Marker tracking accuracy is not worse than 0.25 mm, according to the man-
ufacturer’s note sheet [6]. The volume tracked by the camera ranges from 0.95
to 3 m (Fig. 3).

Fig. 1. Polaris navigation system markers

Fig. 2. Images of the markers from Fig. 1 recorded by both system cameras
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Fig. 3. Polaris spectra measurement volume. Orange colour denotes part with worse
tracking accuracy [7] (Color figure online)

2.2 Pointer Calibration

A stylus tool with a marker attached to it is called “pointer” (Fig. 1, first from
the left). Its goal is to get coordinates of arbitrary chosen points, touched by
its tip.

Pointer calibration (also called “pivot calibration”, Fig. 4) is a process of
determining position of the pointer’s tip in relation to the pointer marker’s local
coordinates frame L (denoted as PL ). This position is constant regardless of
pointer’s movement in global space, as the pointer is a rigid body. The result of
calibration (PL ) is a homogeneous translation vector [tx, ty, tz, 1]T of transfor-
mation matrix ML

K , which transforms the tip to the marker’s local coordinate
frame L . Rotation part of transformation matrix rij is irrelevant, because the
position of the tip in global coordinates frame PG depends only on the position
of marker MG

L and the calibration vector PL :

PG = MG
L ML

K PK = MG
L

⎡
⎢⎢⎣

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1

⎤
⎥⎥⎦

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦ = MG

L

⎡
⎢⎢⎣

tx
ty
tz
1

⎤
⎥⎥⎦ . (1)

The calibration procedure involves fixation of the tip and rotation of the
marker around the pivot point (Fig. 4) over the part of sphere. The frequency
of circulation should not exceed 1 Hz to increase the accuracy of marker local-
isation. The higher the number of acquired positions is, the better accuracy is
obtained [8]. In this study, the number of positions during calibration was equal
to 200 in each experiment. The positions of the marker recorded in the global
coordinate system

(
ML

G

)
i

are then used to determine the translation vector of
transformation matrix MK

L (or, the coordinates of the tip in marker’s coordi-
nates system PL ). Once the matrix is known, the global coordinates of the tip
PG are given on-line.



Estimation of Pointer Calibration Error in Optical Tracking System 231

Fig. 4. Marker trajectory during calibration process. G , L and K denotes coordinates
system related to global camera, local marker and the pointer tip, respectively. P
denotes position of the tip

2.3 Mathematical Formulations

The methods solving pivot calibration problem lead to the same result – the
coordinates of translation vector PL . Algebraic basis of the employed methods
are described below.

2.3.1 Algebraic Linear Equation System (ALES)
Assuming the tip of the pointer is fixed at one point and the pointer trajectory
is spherical, the following equation is satisfied for all N positions:

∀i∈{1,...,N}PG =
(
MG

L

)
i
· PL . (2)

Therefore single equation may be written:
⎡
⎢⎢⎣

xG

yG

zG

1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

(r11)i (r12)i (r13)i (tx)i
(r21)i (r22)i (r23)i (ty)i
(r31)i (r32)i (r33)i (tz)i

0 0 0 1

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎣

xL

yL

zL

1

⎤
⎥⎥⎦ , (3)
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which after some transformations leads to the following overdetermined equation
system:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(r11)1 (r12)1 (r13)1 −1 0 0
(r21)1 (r22)1 (r23)1 0 −1 0
(r31)1 (r32)1 (r33)1 0 0 −1

...
...

(r11)N (r12)N (r13)N −1 0 0
(r21)N (r22)N (r23)N 0 −1 0
(r31)N (r32)N (r33)N 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

⎡
⎢⎢⎢⎢⎢⎢⎣

xL

yL

zL

xG

yG

zG

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(−tx)1
(−ty)1
(−tz)1

...
(−tx)N
(−ty)N
(−tz)N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

To minimize it, the LSQR method [9] was implemented.

2.3.2 Nonlinear Minimal Distance (NMD)
The method assumes that during the process of calibration the tool tip position
PL is invariant. Then root mean square distance between each pair of acquired
tip positions is minimal [10]. Therefore the formula of cost function for minimi-
sation is as follows:

E(PL ) =

√√√√√ΣN−1
i=1 ΣN

j=i+1

∥∥∥(
MG

L

)
i
· PL − (

MG
L

)
j
· PL

∥∥∥
2

1
2N(N − 1)

. (5)

The formula above can be transformed into a simplified form:

E(PL) =√
NΣN

i=1

(
(xG

i )2 + (yG
i )2 + (zGi )2

) − (ΣN
i=1x

G
i )2 − (ΣN

i=1y
G
i )2 − (ΣN

i=1z
G
i )2

1
2N(N − 1)

,

(6)

where [xG
i , yG

i , zGi ]T =
(
MG

L

)
i
PL .

Minimisation of the cost function was performed with downhill simplex
method (amoeba method, Nelder–Mead method) [11].

2.3.3 Sphere Fitting (SF)
A sphere, for which the sum of squares of the distances to the given points is
minimal is referred to as “best fit”. Determining the coordinates of the best fit
sphere (i.e. radius, centre) is called as “sphere fitting”. Given the positions of the
pointer marker MG

i during the calibration, if PG denotes the centre (pivot point)
and r denotes length of the radius, the formula of cost function for minimisation
is as follows:

E(PG , r) = Σm
i=1(‖MG

i − PG ‖ − r)2. (7)

Iterative minimisation method was implemented based on description pre-
sented in [12].
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2.3.4 Power of Average Transformation Matrix (PATM)
PATM is an iterative method where a mean transformation matrix between
consequent marker positions is created. Let

M̃ =
1
N

ΣN
i=1M

Li

Li−1
, (8)

where MLi

Li−1
is the transformation matrix between i − 1 and i-th marker coor-

dinate frame. It can be shown [13] that fourth column of consequent powers (i.e.
M̃N ) of the matrix gradually approximate the solution.

In the study the powers are computed until the exponent is equal to 5000 or
the difference between last and previous translations is smaller than 10−6 mm.

2.4 Error Estimation

There are two approaches of estimating the error of the calibration. If ground
truth (i.e. the real value of PG ) is not known, then the error of calibration
depends on the variation of tip position during the process of calibration [14].
Both root-mean-square error and mean error may be use to estimate the accuracy
of calibration. If ground truth is known, then the error is simply the distance
between it and the position computed during the calibration.

Let E is a vector of individual errors of all positions acquired during the
calibration:

E =

⎡
⎢⎣

∥∥PG − (
MG

L

)
0

· PL
∥∥

...∥∥PG − (
MG

L

)
N

· PL
∥∥

⎤
⎥⎦ . (9)

2.4.1 Root-Mean-Square Error
(RMSE) of vector E is defined as:

RMSE =

√
1
N

ΣN
i=1

∥∥∥PG −
(
MG

L

)
i
· PL

∥∥∥
2

. (10)

2.4.2 Mean Error
(ME) of vector E is defined as:

ME =
1
N

ΣN
i=1

∥∥PG − (
MG

L

)
i
· PL

∥∥ . (11)

2.4.3 Absolute Error
(AE) is known only if real value of PG is known. Let PG

0 is this ground truth,
whereas PG

alg is the result of current calibration algorithm. Then AE is defined as:

AE = ‖PG
alg − PG

0 ‖. (12)

To be able to compute AE of all calibration procedures, P0 was estimated
by averaging PG of five series having the smallest variation.
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2.5 Modification of the Calibration Method

In this study, original ALES method was improved as follows:

1. After PL value during calibration procedure had been obtained, a vector
E = {ei} containing all tip positions was computed:

ei =
(
MG

L

)
i
PL , (13)

2. Mean value and standard deviation (SD) of the vector E was computed,
and all positions, whose distances from the mean are greater than 3SD, were
rejected from further computations,

3. Vector E was divided into 8 parts and variation of each part was computed,
4. The elements of two parts with greatest variations were rejected from further

computations,
5. The ALES algorithm was repeated with remaining input positions.

The goal of the above modifications was to reduce the impact of outliers –
positions, that could be acquired inaccurately. Moreover, if during the calibration
the global coordinate system was displaced (i.e. Polaris camera was shifted), the
proposed procedure would allow to decrease the total error. In this study the
modified algorithm will be denoted as ALES∗.

3 Experiments and Results

3.1 Input Data

Input data consisted of two parts. First one contained trajectories recorded by
Polaris camera during pointer calibration procedures. There were 47 independent
calibrations, the numbers of acquired positions ranged from 214 to 286. Second
part contained 33 artificially generated trajectories, each having 200 positions.
Movement of the pointer during calibration was various. We can distinguish four
different groups of pointer trajectories:

1. Precise circulatory movement on the sphere (Fig. 5a),
2. Precise movement on the sphere, but different paths: on one or two planes

(Fig. 5b),
3. Movement on the sphere, but the tip was not fixed precisely and it slid on

the surface (Fig. 5c),
4. Movement on the sphere, and the camera was shifting during the calibration

(Fig. 5d).

Artificially generated trajectories were also divided into the following groups
depending on type of added noise.

5. Points lying perfectly on the sphere (Fig. 5e),
6. Points on the sphere blurred by Gaussian or uniform noise (Fig. 5f),
7. Points on the sphere with the tip slided on the surface,
8. Points on the sphere with noise and 5 % of outliers.
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. Visualisations of pointer’s marker positions from top and side view (left and
right column, respectively). (a) to (d) Recorded trajectories, (e) and (f) Artificial tra-
jectories

3.2 Results

In this study 47 series of calibration data were recorded and 33 series were
generated. Four different algorithms and one modification were compared. Each
algorithm was performed on each series of data.

Three types of errors defined in Sect. 2.4 were compared – AE, ME and
RMSE. Dependencies between these errors were assessed. The values of mean
values and standard deviations of the errors are given in Tables 1, 2 and 3.

Groups 3 and 4 of recorded data imitate a situation in the operating theatre,
where there are disruptions during calibration procedure, such as sliding the tip
of the pointer on the surface of operating table or the shifting of tracking camera.
If there is no time to repeat the procedure, the algorithm should be as robust as
possible [15].

Error values of ALES∗ algorithm are not significantly worse then the best
results in groups 1 and 2, and in groups 3 and 4 its errors are the smallest.

Comparison of ME and RMSE with t-Student test (p = 0.05) indicates that in
1st and 2nd group of data RMSE is significantly higher than ME for algorithms
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Table 1. Absolute errors [mm] of the algorithms performed on trajectories of four
groups of recorded data

Algorithm 1 [mm] 2 [mm] 3 [mm] 4 [mm]

Mean SD Mean SD Mean SD Mean SD

ALES 0.27 0.10 1.19 0.44 2.27 1.94 185.36 101.60

NMD 0.28 0.10 1.18 0.42 2.37 1.98 195.41 104.28

SF 2.52 1.70 7.47 6.71 9.83 16.55 716.69 318.71

PATM 0.29 0.12 1.12 0.45 2.29 1.81 195.74 108.27

ALES∗ 0.36 0.15 3.49 2.07 0.96 0.39 20.53 14.44

Table 2. RMSE [mm] of the algorithms performed on trajectories of four groups of
recorded data

Algorithm 1 [mm] 2 [mm] 3 [mm] 4 [mm]

Mean SD Mean SD Mean SD Mean SD

ALES 0.42 0.04 0.32 0.01 2.51 1.55 49.20 14.19

NMD 0.42 0.04 0.32 0.01 2.75 1.66 53.72 12.92

SF 0.99 0.40 0.88 0.80 3.89 3.20 157.84 60.66

PATM 0.42 0.04 0.32 0.01 2.76 1.66 53.82 12.97

ALES∗ 0.41 0.04 0.32 0.02 2.53 1.59 70.08 25.19

Table 3. Mean errors [mm] of the algorithms performed on trajectories of four groups
of recorded data

Algorithm 1 [mm] 2 [mm] 3 [mm] 4 [mm]

Mean SD Mean SD Mean SD Mean SD

ALES 0.39 0.03 0.29 0.01 2.29 1.45 45.52 13.77

NMD 0.39 0.04 0.29 0.01 2.41 1.47 49.12 12.35

SF 0.95 0.41 0.78 0.70 3.54 3.15 150.12 59.87

PATM 0.39 0.04 0.29 0.01 2.41 1.47 49.12 12.35

ALES∗ 0.37 0.03 0.29 0.02 2.33 1.52 59.13 21.08

ALES and ALES∗. Additionally, in 2nd group this is true also for NMD and
PATM. In 3rd and 4th group no significant differences is noticeable.

3.3 Estimation of Spatial Distribution of Absolute Error

Absolute error was defined as the distance between the real pivot point P0 and
the point yielded by the calibration algorithm Palg (Sect. 2.4). Current study is
the first approach to assess the direction of the 3D vector [P0 −Palg] in the local
marker coordinates system.
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Table 4. Mean and standard deviations of absolute error distribution in space of four
groups of recorded data

1 [mm] 2 [mm] 3 [mm] 4 [mm]

Mean SD Mean SD Mean SD Mean SD

ALES X 0.18 0.13 0.47 0.42 0.18 0.51 37.15 30.49

Y 0.13 0.09 0.61 0.59 0.85 0.69 176.77 99.79

Z 0.09 0.05 0.68 0.31 0.07 2.13 30.64 17.46

NMD X 0.18 0.13 0.48 0.43 0.18 0.48 38.40 31.05

Y 0.14 0.10 0.61 0.56 0.73 0.61 185.53 102.89

Z 0.09 0.05 0.68 0.31 0.07 2.21 35.72 20.95

PATM X 0.19 0.14 0.46 0.38 0.21 0.57 41.78 37.47

Y 0.16 0.07 0.56 0.54 0.72 0.51 183.33 107.43

Z 0.10 0.06 0.68 0.31 0.06 1.95 35.64 25.20

ALES∗ X 0.23 0.15 1.42 1.21 0.49 0.28 4.81 5.57

Y 0.21 0.11 2.38 2.52 0.30 0.27 14.03 11.56

Z 0.11 0.08 1.10 0.62 0.26 0.36 11.04 11.45

Results indicates that the distribution of the vector was symmetrical in all
directions, as mean values did not exceed 0.05 mm in first group of trajectories.

If absolute values [|P0x − Palgx|, |P0y − Palgy|, |P0z − Palgz|] are taken into
account, their means indicate the level of error variations in each direction
(Table 4). The results show that in first group of recorded data there is no sig-
nificant difference between the directions, although the values of mean and SD
in Z-direction are always the smallest. This states that the tip localisation is the
most accurate along Z axis.

4 Conclusion

In the paper, the study of pointer calibration error estimation has been presented.
The results were obtained from recorded and artificially generated data. The
latter proved correctness of the implemented algorithms.

For carefully performed calibration procedure, ALES method yielded the
smallest errors, although there was no significant difference between its and
NMD results. The values of AE were significantly smaller than RMSE and ME.
Moreover, RMSE and ME might significantly differ, especially if these values
were not large. This indicates, firstly, that RMSE and ME obtained during cal-
ibration process are in fact upper limits of the tip localisation inaccuracy and
secondly, that two navigation system with different calibration error estimation
(i.e. RMSE and ME) should not be compared directly.

If the process of calibration was disturbed, e.g. because of sliding the tip or
shifting Polaris camera, improved algorithm ALES∗ (Sect. 2.5) yielded signifi-
cantly better results – in group 3 AE was smaller than 1 mm, whereas values
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of other algorithms exceeded 2 mm, and in group 4 AE equalled to 20.53 mm,
whereas others algorithms yielded values of AE higher than 180 mm.

There was no evidence that there were better pointer trajectories than cir-
culating movements on the sphere.

Methods and algorithms described in this study are not limited to optical
tracking systems. Other types of tracker (e.g. electromagnetic) could be freely
used with presented algorithms.
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Abstract. In this paper data from a contextual database of radiological
images were analyzed in order to extract the parameters related to the
volume and dimensions of the liver alongside with its intensity in the
Magnetic Resonance Imaging (MRI) and Computed Tomography (CT).
Pearson correlation of P= 0.99, p< 0.01 between mean value of pixels
computed for the whole liver and for the biggest liver area in the 2D
slice was obtained. High correlations (P = 0.71, p< 0.001) were received
for the area of the largest 2D region of interest (ROI) and the overall
volume of liver, independently of the image source. The results are even
higher for CT studies only (P = 0.79, p= 0.001). The estimation of the
whole liver parameters based on only one slice can significantly shorten
the time needed for the preliminary diagnosis and help in the computer
aided diagnosis (CAD) systems development.

Keywords: Medical imaging · Contextual database · Atlas · Liver ·
Segmentation

1 Introduction

It is estimated that approximately 29 million people in Europe suffer from var-
ious liver diseases. One of them, and the most dangerous is cirrhosis. The fatal
outcome of the cirrhosis is the hepatocellular carcinoma which is the fifth most
common cause of cancer in European countries and results in around 170 000
deaths per year [1]. The correct diagnosis of liver diseases and their suitable
treatment is one of the main goals of modern medicine. The segmentation of
the liver and the calculation of its features becomes an important issue. E.g. the
liver size and volume is essential in the planning of the living-related donor liver
transplant, split-liver transplantation and major hepatic resections [2,3].

The relationship between the body and the liver size has been examined for
many years [4,5]. Several studies have been conducted in order to calculate the
standard liver volume (SDL) [6]. For those purposes Computed Tomography
(CT) as well as ultrasound have been used [7–9]. The ultrasound has become
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 28
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the standard procedure because of the lower costs and the patient’s safety. Still,
the CT is the most reliable method determining the overall dimensions of the
liver [10] due to various factors influencing the procedure.

A commonly used reference point for clinical assessment of liver size and
localization in the ultrasound examination is the midclavicular line (MCL). It
starts in the midpoint of the clavicle and extends downward over the trunk. The
main disadvantage of the use of the midclavicular line is the reliance on the
anterior surface of the body, which may vary from the interior body structure.
The shift of the MCL can lead to the liver’s volume under- or overestimation.
In the study of Naylor et al. [11] the estimated distance from the midline to
the MCL varied by up to 10 cm for 20 clinicians evaluating 3 subjects and was
therefore called a wandering landmark. The error was independent from the
patients build. The use of the body surface landmarks generates also the need to
remove the clothes from the patients trunk which is another drawback. Therefore,
despite the artifacts connected to the respiratory cycle, the CT scan seems to be
a more approachable method in the evaluation of the liver volume. The reduction
of the number of delineations needed to obtain the whole liver volume from
the CT examination would be a step forward in the computed aided diagnosis
systems (CAD).

Along with the CAD, the patient specific models (PSM) are an impor-
tant innovation in the modern health care. Scientists design tools allowing the
customization of the treatment of diseases and developing the branch of the
minimally-invasive medicine. The obtained models can be used for guidance
during laparoscopic operations, where the camera provides only a partial sur-
face view of the organ to the surgeon [12]. Models simulate the deformations
resulting from any kind of pressure or the respiratory cycle [13] and allow to
construct patient specific phantoms [14].

The first step in obtaining a model is the collection of images and the seg-
mentation of the selected organs. Still, the segmentation of the liver is a major
issue that cannot be easily solved. The already published approaches involve
a variety of methods from statistical shape models to granular computing [15].
The necessity to tackle this problem led to the organization of special events
such as the MICCAI (Medical Image Computing and Computer Assisted Inter-
vention) 2007 Grand Challenge workshop, where 16 research groups evaluated
their liver segmentation algorithms on a set of 20 clinical images [16]. Already
verified images (and delineations) can be indexed and arranged to form a data-
base. Such databases (also known as atlases) were already implemented using
lung radiograms and CT scans [17–20] as well as mammograms [21].

An appropriate atlas plays a crucial role in the assessment of algorithms and
serves as a gold standard. In the current study, the existing radiological atlas [22]
for patient specific model generation is extended to contain manual, expert delin-
eations of selected organs (region of interests, ROI) and ROI-dependent features.
One of the extracted parameters, the liver volume, is of our main interests.

In this paper we present the further work on a contextual database of radi-
ological images. It focuses on the liver features. We present the correlations
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between the various parameters calculated from the 2D slice with the biggest
ROI area and the whole generated volume. In the Sect. 2 we describe the data
and the workflow of our research, the results are presented in the Sect. 3. The
discussion in Sect. 4 concludes the paper.

2 Materials and Methods

2.1 Materials

The image database, partially indexed using radiological atlas, consists of 490
studies: 395 Computed Tomography (CT) and 95 Magnetic Resonance Imaging
(MRI) examinations registered between years 2008 and 2013 using GE Light-
Speed16 and GE Sigma HDxt 1.5T. The images are anonymized, evaluated and
described by a physician.

Based on the radiological atlas, 41 CT and 6 MRI examinations of the abdom-
inal were selected for delineation. The patients (17 women and 22 men) were
born between 1927 and 2006. Twenty-one livers were tagged as healthy. Several
pathologies were observed. Some of the examinations displayed more than one
pathology (Table 1).

Table 1. Liver evaluation

Diagnosis Number of cases

Normal 21

Enlarged 2

Steatosis 2

Cirrhosis 2

Focal lesions 4

Heterogenity 4

Cysts 14

2.2 Methods

The database presented in [22] was extended to contain manual, expert delin-
eations of selected organs. The combination of raw data, expert delineations and
descriptions made by a physician allowed the extraction of several parameters
and their statistical analysis (Fig. 1).

Raw medical images in the DICOM format were imported into the open-
source image viewer Horos1 (macOS successor of OsiriX). Mac Book Air (13”
screen) was used. The region of interest (ROI) was manually selected in 47
examinations in the traverse plane as seen in the Fig. 2. First, the series providing

1 https://www.horosproject.org/.

https://www.horosproject.org/
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Fig. 1. Workflow

the best quality of the image was selected. Next, liver ROI was delineated in all
relevant slices (frames). Finally, on the basis of the largest ROI in the series,
several features were calculated:

• area – the area of the ROI outlined in the traversal plane,
• mean – the mean pixel intensities within the ROI,
• standard deviation – the standard deviation of pixel intensities belonging to

the ROI,
• sum – the sum of the intensities of pixels belonging to the ROI,
• min – the minimum intensity value of pixels belonging to the ROI,
• max – the maximum intensity value of pixels belonging to the ROI,
• length – the length of the liver contour.

Fig. 2. 3D image of a healthy liver with manually delineated ROI

Using multiple 2D ROIs, a volume of interests was automatically generated
(Fig. 3) and the parameters for the whole liver were obtained. The parameters
were similar to those in the 2D space (for example the volume of the liver was
calculated instead of area of the ROI).

The obtained features were collected in the database alongside the medical
examination results and statistically analyzed.
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Fig. 3. 3D image of a healthy liver

3 Results

The obtained parameters were statistically analyzed. The modality-dependent
parameters (signal intensity-based) were processed separately in MR and CT
groups. Spatial parameters were processed together in both groups (CT and
MR combined).

First, the distribution of the parameters was analyzed in the control group
and groups featuring different pathologies. Selected parameters were shown to be
statistically different. For example, volume of the liver was lower in the group of
people with cyst, tumor (U Mann-Whitney test, p = 0.014), the liver perimeter
was longer in the group with non-uniform liver density (U Mann-Whitney test).
However, the number of subjects in each affected group was very low (over 30
patients in control group vs. 4 or 6 patients in tested groups).

Next, the correlation analyses was performed for all the subjects including
extracted parameters only. High dependency was found between selected 3D
parameters group and parameters computed over single slice with the largest
ROI area:

1. Mean value of pixels computed in a whole liver volume and mean value
computed in single slice was highly correlated (Pearson correlation P = 0.99,
p< 0.01); CT studies (Fig. 4).

2. The area of the largest 2D ROI corresponded significantly to the overall vol-
ume of liver (P = 0.79, p< 0.001; CT studies only, and P = 0.71, p< 0.001 CT
for and MR studies combined).

3. Maximum and minimum intensity values were related (P = 0.79, p< 0.001
and P = 0.91, p< 0.001, respectively; CT and MR studies combined).

4 Discussion

The outlining of ROIs is a laborious occupation. The precise delineation of liver
borders in only one examination can consume up to one hour for more complex
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Fig. 4. Scatter plot 3D vs. 2D mean value of pixels

cases. The rendering of volumes based on data from several scans registered
during one examination needs to be divided into consistent groups (one slice for
one abdominal region). It this study the division was performed manually but
for further research it should be automated.

The analysis of parameters distributed within control and pathology groups
shows relationships between prevalence of selected diseases and some of the
extracted parameters. Interestingly, despite MRI being considered more sensitive
to the changes in the liver tissue than CT, the results seem to be independent of
the modality or acquisition protocol (admission or lack of contrast agent, used
phase, etc.). However, the number of subjects in affected groups is insufficient for
statistically relevant inference and so is the number of cases for each acquisition
protocol. The detected relationships shall not be considered valid until further
research. One of the most important aims of the future studies will be finding
the correlation of the parameters connected with cirrhosis in the 2D (Fig. 5)
and 3D (Fig. 6) space. For this reason, more examinations concerning this fatal
condition need to be gathered and analyzed.

Fig. 5. 2D image of a liver diagnosed with cirrhosis

However, the impact of the 2D and 3D parameters dependency analysis seem
to have practical implications. In selected cases, tedious 3D segmentation can
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Fig. 6. 3D image of a liver diagnosed with cirrhosis

be replaced by 2D segmentation of the largest liver slice in both CT and MRI
series. Reduction of the processing time, especially involving manual outlining,
can be a significant factor on a way to fast diagnosis.
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Abstract. Despite fast growth of scope and availability of telemedi-
cine, the concern of data security still remains one of crucial unresolved
problems. This paper presents a review of solutions applied to ECG
watermarking in both: local area and wide area networks. Digital water-
marking provides a simple yet effective way of data protection against
unauthorized access and modification, authentication of the sender
and secret data containers for additional data. Thanks to a thorough,
cardiology-oriented data analysis, all this is possible without alteration
of medical content of the record. The review is followed by a discussion
of their features and hierarchy in aspect of personalized telemedicine of
cardiovascular diseases. It is possible to code in this transmission any
other information. Why not to invent a new way of watermarking? This
paper shows selected results of the work about this topic.

Keywords: Watermarking · ECG · Digital watermarking · Secret ·
Security · Secure communication · Authentication · Image retrieval ·
Medical data protection

1 Introduction

In medicine it is very important to get a good ECG signal without distortion.
Now a doctor can send the data to his or her colleague to have another opinion
about the illness.

Watermarking is a process by which a discrete data stream (watermark) is
hidden. Information hiding techniques were primarily developed for data copy-
right protection. They can be also quite suitable for biomedical signal authenti-
cation. In these techniques the embedded data has been ‘invisible’ to maintain
the quality of the host data. In present time, healthcare systems are expected
to experience a drastic change in its structure and organization. As the volume
of health care data increases, more complex storage of medical information is
necessary. One of the major technological and ethical issue is data privacy. Pro-
tection from unauthorized access on medical history data and personal patient
data is very important and should have a good quality. Watermarking has been

c© Springer International Publishing AG 2017
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implemented on digital audio, images or video data by using different methods
like Fourier transform, wavelet transform and a scheme based on independent
component analysis [3].

Digital watermarking is an adaptation of paper watermarks to the digital
data carriers. Digital watermarking describes methods and technologies for hid-
ing information in a digital carrier. There are several properties that a watermark
should have [6]:

1. Imperceptibility,
2. Readability,
3. Low Complexity,
4. Security.

Digital watermarking allows to have information cross linked on the document, so
as some parts are redundant. The name of a passport owner is printed in an open
text and is also hidden as an invisible watermark in the owners photo. If anyone
would try to counterfeit the passport by replacing the photo, it would be possible
to detect the change in the way of scanning the passport and verifying the name
hidden in the photo. In that case, it is also embedded patient’s identification in
two different ways [6].

Body area networks (BANs) are networks of wireless medical sensors,
deployed on a person, for enabling pervasive, individualized, and real-time health
management. As BANs deal with personal health data, securing them, especially
their communication over the wireless link, is very important. Lack of adequate
security measures may not only lead to a breach of patient privacy, but also
potentially allows adversaries to compromise patient safety by modifying actual
data resulting in wrong diagnosis and treatment [3].

2 Considered Methods

2.1 Digital Watermaking of ECG Data for Secure Wireless
Communication

An interesting method for watermarking of the ECG signal, first proposed by [6]
uses the 8-bit chirp signal. In that scheme, the chirp used is ‘quadratic’, where
instantaneous frequency sweep φ(t) is given by:

f1(t) = f0 + βt2 (1)

where
β = (f1 − f0)t−2

1 (2)

Each sample of ECG is quantized using 10 bits. The ECG signal is divided into
frames using a rectangular window of a size equal to length of the chirp signal
[3]. To each bin of the ECG signal a modulated chirp signal is added. The chirp
signal is modulated according to the ‘patient ID’ which is exclusive for each
individual

ychirp,mod = ychirp ∗ f(bj) (3)
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where bj is the j-th bit of the patient ID in binary format:

f(x) =
{

1 where x = 1
−1 where x = 0 (4)

ychirp is the chirp signal and ychirp,mod is modulated chirp according to bj .
For embed the bit of value ‘1’ the added chirp is in same phase and for ‘0’ - in

opposite phase to the ECG signal. In order to make the system less vulnerable
to errors, the ‘patient ID’ is spread to a certain factor u. It is defined as the
number of times each bit of the watermark is embedded (for example - if u = 3
then three in phase chirps will be embedded for the bit ‘1’ and three opposite
phase chirps will be embedded for the bit ‘0’). Spreading factor is chosen to
exploit the maximum payload capacity. The watermark sequence is a binary
stream, dependent on patient’s personal data which is unique. Now, to balance
between the recovery capability of the watermark and its perceptibility, a ‘k
factor’ is included to represent the required signal to chirp ratio (SCR) (5).
The modulated chirp is multiplied with window-dependent k and then added to
the ECG signal, resulting in the watermarked ECG signal with each sample of
11-bits.

SCRdesired = 10log

(
Pi

ki ∗ Pchirp

)
(5)

where, Pi is ECG signal power of i-th window and Pchirp is the power of the
chirp signal.

Each sample of the final signal is of 16-bit with first 11-bits representing
the watermarked signal and in the remaining 5-bits the value of k and ID are
embedded. This makes it a zero distortion watermark embedding scheme i.e. at
the receiver one can separate the watermark, hence the patient’s ID and the
original ECG signal.

From the received signal the bits of ‘k’ and ID are extracted. The extracted
ID facilitates in the detection of any alteration in the received ECG signal. The
extracted k is used to get the replica of original signal at the receiver side. These
bits are removed to get the ‘watermarked signal’. It is then correlated with the
chirp signal of same specifications as in encryption to find the ID. This ID is
used to modulate the chirp signal using the same procedure as in encryption.
It is then multiplied by extracted ‘k’ factor. To recover the original undistorted
ECG signal, it is then subtracted from the obtained watermarked signal. The
ID obtained from correlation is compared with extracted ID. This comparison
enables the receiver for verification of the ECG signal. If they are not equal then
it indicates that some tampering has been done [6].

2.2 Usable and Secure Key Agreement Scheme for Body Area
Networks

Another concept was introduced in [7] to secure the inter-sensors communication
by cryptographic keys.
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The purpose of PSKA is to facilitate secure intersensor communications
between two sensors by enabling them to agree upon a pair wise symmetric
key, using physiological signal-based features. The key agreement process works
as follows: one of the two sensors (sender) generates a random symmetric key
that is then hidden using a feature vector obtained from the physiological sig-
nal. This hidden key is sent over to the other node (receiver) that uses its own
version of the feature vector and obtains the random key after compensating for
the differences between its own feature vector and the one used by the sender.

The fuzzy-vault scheme is designed to lock (hide) a secret (S) in a construct
called a vault using a set of values A. Once the vault has been locked, it can
be unlocked only with another set of values B that has a significant number
of values in common with set A. The construction and locking of the vault is
described in [7]:

The key agreement is achieved as follows [7]:

1. Feature Generation: First, both the sender and the receiver obtain
physiological-signal-based features,

2. Polynomial Choice,
3. Vault Creation,
4. Vault Locking,
5. Vault Exchange,
6. Vault Unlocking,
7. Vault Acknowledgement.

2.3 A Low Complexity High Capacity ECG Signal Watermark
for Wearable Sensor Network Health Monitoring System

In recent years, much work has been done for telemonitoring. Such medical data
need to be protected from changes, during its online transmission. Various image
(X-ray, MRI, PET, ...) and signal (ECG, EKG, ...) modalities all having unique
data properties and formats, need also to be watermarked in a wireless health
care system [5].

In a typical wireless telemonitoring scenario, the patient wears wireless sen-
sors capable of reading samples of ECG, temperature, blood pressure, etc. In
general, these data streams are sent separately to the hospital. In this scenario,
biomedical information of different kind is watermarked inside the ECG signal
in a patient’s PDA device. Consequently, they are sent wirelessly to a central
server, which can check the watermarked signal and extract the meta-information
hidden within the signal. The server is then distributing the received deassem-
bled information to e-doctors (e.g. doctors who are roaming around with mobile
devices) that can take quick action according to its priority [5].

In this scenario, the watermarking algorithm must preserve the main features
of the ECG signal for a typical normal and abnormal ECG. Moreover, it must
guarantee that correct diagnostic interpretation of the ECG signal can be done
directly without removing the watermark. The watermark must thus ideally be
invisible on a trace. The methodology is described in [5].
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Comparison of the resulting watermarked signal with the original signal is
performed using a simple Euclidean error-distance: the Percentage Residual Dif-
ference (PRD), in common use for ECG measurements, as shown in Eq. 5.

PRD =

√√√√
∑N

i=1 (xi − yi)
2

∑N
i=1 xi

2
(6)

where xi represents the original ECG signal, and yi represents the watermarked
signal [5].

2.4 Secure and Efficient Health Data Management Through
Multiple Watermarking of Medical Images

Healthcare and medical data management has changed over last years and has
a guest influence in patient’s treatment. The personal data can be send in net-
work sensor in real time. That is why physicians can get information about the
diagnosis from specialist quickly and threat in right way. Very important is that
the communication between sender and receiver should be safe. Intruder can not
get any personal information about patient’s data. Thats why watermarked is a
great challenge in future. It is new area, which can discover new solutions. This
scheme is used in images but it can also be used in ECG. Multiple watermarks are
embedded in the image by applying a 4-level discrete wavelet transform (DWT)
and a proper quantization of coefficients. For protection medical images, patient’s
data or integrity control physician can use a specific algorithms.

There are many kind of information. For example: images, personal data or
ECG signal. Each of them can be incoding using different algorithm. Some of
them are similar. If someone want to encode information he should have specific
key. This section describes especially image watermarking.

There are a few kind of purpose-specific watermarks, which are detaily
described in [4]:

1. A signature watermark comprising the physician’s digital signature or iden-
tification.

2. An index watermark that contains keywords.
3. A caption watermark containing patient’s personal examination data.
4. A reference watermark is embedded for data integrity control.

In [4] is presented an overview of medical data watermarking and based on
wavelet transform (DWT) watermarking scheme. A reference watermark can
for example add a diagnostically significant region of interest (ROI), which is
inserted information using reference watermark. Manipulation in sending data
by someone other in unacceptable. That is why right and correct algorithms with
good complexity are so important.

The embedding procedure is based on image decomposition through DWT.
The proposed method exploits this attribute in the quantization scheme used
to insert the multiple watermarks in embeddable coefficients. According to the
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algorithm, any coefficient selected to cast a watermark bit, is assigned a binary
value through the following quantization function [4]:

Q(f) =
{

0 if 2k ∗ Δ + s ≤ f < (2k + 1) ∗ Δ + s
1 if (2k + 1) ∗ Δ + s ≤ f < (2k + 2) ∗ Δ + s

(7)

where k is an integer, s is a user defined offset for increased security, and, the
quantization parameter, is chosen to be equal to 2lin order to exploit the dyadic
rationality of Haar coefficients. The above quantization function can be equiva-
lently rewritten as follows:

Q(f) =
{

0 if �f − s/Δ� is even
1 if �f − s/Δ� is odd (8)

where is the floor function.
Nowadays telemedicine has a great potential. Many personel and image data

are in digital bases. Patient’s identification code can help to find information
about archiving information treatment in simple way. That is why right incoding
is so important.

In simple description the multiple watermarks embedding procedure includes
the following steps [4]:

• Step 1: The image is decomposed through 4-level Haar wavelet transform in
a coarse scale image approximation at the highest decomposition level and a
sequence of detail images at each of the four levels.

• Step 2: The above quantization function is applied to each coefficient f that is
to be watermarked.

• Step 3: The 4-level inverse wavelet transform is implemented to produce the
watermarked image [4].

The wavelet coefficients to be watermarked are specified based on a random key
and the region of interest (ROI) map. Initially, the key selects the embeddable
coefficients of all levels and subbands; in the cases of the data watermarks (sig-
nature, index, caption) however, the wavelet domain ROI map determines which
of the key-selected coefficients will finally be used for embedding, by not belong-
ing to the ROI. The specific distribution of the watermarks is also in accordance
with the robustness requirements; due to the fact that most of the energy is
concentrated in the high decomposition levels. The energy is calculated using
the following equation:

ek =
1

NkMk
∗

∑
i

∗
∑
j

| Ik(i, j) | (9)

where k denotes the approximation and the detail images at each of the decom-
position levels, Ik are the coefficients of the subband images, and Nk, Mk are
their corresponding dimensions.

Due to the generally resembling behavior of horizontal and vertical subbands,
the image modification is very likely to affect them in a similar way. Therefore,
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the selection of vertical subbands for reference watermark embedding provides a
reflection of the potential tampering of the image. For imperceptibility reasons,
the coarse scale image approximation is leftintact by the embedding procedure,
because of its crucial effect on image quality resulting from the large energy con-
centration. Besides, the first decomposition level, coefficients are used exclusively
for reference watermarking and not for signature, index, and caption watermarks
embedding, due to their minor effect on image quality that makes them suscep-
tible to common image processing, compression, or attacks. In order to enable a
comprehensive image distortion report, the reference watermark is embedded in
selected coefficients of the other three decomposition levels as well; in this way,
it can be extracted from specific frequencies and/or spatial regions, in order to
reflect their potential tampering [4].

3 Discussion of Features Relevant for Personalized
Healthcare

In Sect. 2.1, a simple technique for watermarking of biomedical signals (ECG)
is presented. The scheme highlights on ‘Blind Recovery’ of the original signal
from the watermarked signal. Through this method one can also conceal the
information about the patient’s ID which can further be used for detection of
any corruption of the original signal. Another novelty of the proposed scheme is
its ability to remove the watermark completely from the recovered ECG signal
and display it to the clinicians without distortion [6].

In Sect. 2.2, the author presented a usable and secure key agreement scheme
for BANs called PSKA. It allows two sensors to agree on a shared key, in an
authenticated manner, without any form of initialization or setup. The secu-
rity analysis of the PSKA protocol showed that physiological signals meet the
design goals for key agreement namely, length and randomness, low latency, and
distinctiveness. Future work includes an expanded in-field study of PSKA to
better understand the distinctiveness and temporal variance properties of the
scheme [7].

In Sect. 2.3, another technique of watermarking is presented. Because the
ECG signal collected over long periods of time can be enormous in size, it can
be used as a host to carry other biomedical information watermarked inside
it. Therefore, a bandwidth preserving technique is presented, where has been
demonstrated that changing some parts of the ECG signal will not affect the
medical utility of the ECG signal. Watermarking can also be used to embed
the information inside the ECG signal [1,2]. It can be implemented in real time
monitoring systems and does not add to overall transmission bandwidth [5].

Section 2.4 discusses the perspectives of digital watermarking in health infor-
mation management and proposes, a medical purpose-oriented wavelet-based
multiple watermarking scheme. This scheme simultaneously embeds four types
of watermarks into medical images, intending to enhance the protection of sensi-
tive data, provides origin and data authentication capability, and allows efficient
image archiving and retrieval [4].
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4 Conclusion

The main purpose of this work is review of watermarking methods suitable for
wirelessly transmitted digital ECG signal. A few results of the digital images
and ECG data watermark were also presented in this paper, however they may
easily be adapted to the one-dimensional data series. It is noteworthy that this
area of science is recently developed by several lead in research centers in the
World. The presented review lead the author towards new ideas of implementa-
tion of watermarking technique. To conclude the paper it is worth writing that
watermarking may be efficiently implemented in transform domain (e.g. bijec-
tive wavelet transform), the host ECG signal can carry supplementary digital
data of any type (e.g. personal, diagnostic, auxiliary) and the effective capacity
of the host signal strongly depends on local ECG features.
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Abstract. Research on heat transfer and temperature distribution in
human tissues is significant not only in thermal comfort but it is also
applied in modern dermatology. Information about temperature gradi-
ents near skin lesions can assist diagnosis of malignant melanoma. The
main purpose of this research was to study sensitivity of temperature field
on metabolic heat production rate and artery temperature of numerical
model of bioheat transfer with active thermoregulation in human fore-
arm. The influence of blood temperature and metabolic heat source on
temperature profile in tissues was examined. Numerical results were vali-
dated against measurement data. In experiment the cold brass compress
was applied on human forearm. Temperature of skin after the mild cool-
ing was measured using IR camera.

Keywords: CFD · Pennes equation · Active thermoregulation

1 Introduction

The study presented here is a part of wider research project targeted in inves-
tigating the possibility of early diagnosis of skin lesions, with special interest in
early stage malignant melanoma identification. Not only numerical simulations
are the aim of this project. Measurements of heat transfer and temporal tem-
perature distribution can also be used as input in diagnostic tools and methods
of skin lesions.

In previous numerical work of the research team [3] thermographic (IR cam-
era) measurements of skin recovering from local cooling was used to validate the
numerical model of passive thermoregulation. However, during above mentioned
research, additional experimental possibilities were identified. In a follow up
research [4] model validation was done employing skin–cooling compress interfa-
cial heat flux measurements. New experimental setup, including custom design
cuboid brass cooling compress, was proposed to measure and record transferred
heat flux using differential thermopile sensor. Comparison of the numerical model

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 30



260 P. Buliński et al.

response with experimental data showed that the model meets the in vivo mea-
surements.

The main purpose of this study was sensitivity analysis of two crucial para-
meters: metabolic heat production rate and artery blood temperature. Both
of these quantities are hard to measure in vivo, therefore it is indispensable
to inspect its impact on temperature distribution in human tissues. Examined
simulation model include bioheat transfer equation with vasoconstriction term.
Computational results were then validated against measurement data within
current study. In reference case the properties of human tissues were based on
well-established literature sources.

2 Methodology

To perform numerical calculations of heat transfer in human tissue, the geom-
etry of forearm was developed. Two symmetry planes were assumed, therefore
only quarter of model was analyzed. Geometry was consisted of five concen-
tric homogeneous layers corresponding with real tissues types (i.e. bone, muscle,
fat, skin) and is presented in Fig. 1. Precise dimensions of layers are presented
in Table 1. To simulate mild cooling small cylinder was introduced on the top
of skin. The length of simulated arm was 200 mm which was enough to provide
solution independence of the boundary condition applied on the external bound-
aries – zero temperature gradient (Neuman BC). For outer skin as well as for
compress external walls Robin boundary condition was specified with convective
heat transfer coefficient 5 W·m−2·K−1 and air temperature 23 ◦C. For all sym-
metry planes Neumann BC was applied (temperature gradient equal to zero.
Numerical discretization of geometry was performed in ICEM CFD (Ansys Inc.,
USA). To provide high quality of elements blocking scheme was applied. Mesh
was refined in areas where high temperature was expected, especially in the skin
layers underneath compress. Final grid had 825 k elements and is presented in
Fig. 2.

In proposed mathematical model the set of differential equations of bioheat
transfer proposed by Pennes [5] was solved for each tissue in multilayer model:

ciρi
∂Ti(ri, t)

∂t
= ∇ [ki(Ti)∇Ti(ri, t)] + qm,i(ri, t) + qp,i(ri, t) (1)

qp,i(ri, t) = β0,i [Ta − Ti(ri, t)] = ωb,i( ri, t)cbρb [Ta − Ti( ri, t)] (2)

where: ci, cb – specific heat (tissue, blood); ρi, ρb – density (tissue, blood);
Ti, Ta – temperature (tissue, perfusing (artery) blood), t – time, ki – tissue
heat conductivity, qm,i – metabolic heat production rate, qm,i – perfusion heat
production rate, β0,i – blood perfusion energy equivalent, ωb,i – tissue specific
blood perfusion rate, r – vector coordinate, subscript i denotes the tissue type.

On the tissue layers interfaces, as well as on metal compress–outer skin inter-
face, ideal contact (i.e. continuity of heat flux and temperature) was assumed.
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Under non-neutral conditions metabolic and perfusion rates vary with the
local tissue temperature. The influence of temperature on metabolism and per-
fusion is modelled according to the Q10 relation. It states that for every 10 K
reduction (change) in the tissue temperature, there is a corresponding reduction
(change) in the cell metabolism Δqm and perfusion Δqm by the factor Q10 = 2,
as reported in [1,7,9]:

qm = qm,0 · 2(T−T0)/10 (3)

qp =
(

β0 · 1
1 + αcs,iCs

· 2(T−T0)/10

)
(Ta − T ) (4)

where T0 – basal temperature distribution (i.e., in thermoneutral conditions),
αcs,i = 0.1945 – distribution factor for vasoconstriction and Cs = 0.0695 –
vasoconstriction signal for forearm (according to [2]).

Simulations were carried out using ANSYS Fluent 14 commercial CFD pack-
age (ANSYS Inc., USA). The additional source terms of heat conduction equa-
tion arising in bioheat transfer Eq. (1) were introduced by means of UDF (user-
defined function) functionality of the ANSYS Fluent code. First order upwind
scheme was applied to solve differential equation. Transient computations were
performed using 0.5 s time step. To introduce initial condition transient simula-
tions were preceded by steady state calculations in which thermoneutral state
was archived. Material properties of human tissue are presented in Table 1.
Metabolic heat production rate and perfusion source term were applied only
within three layers: inner skin, fat and muscle. These properties, hard to mea-
sure in vivo, are based on [1,6]. Properties of brass were examined during exper-
imental research using Laser Flash Analysis (LFA) for thermal diffusivity and
Differential Scanning Calorimetry (DSC) for heat capacity. According to results
density of brass was set to 730 kg·m−3, thermal conductivity to 51 W·m−1·K−1

and specific heat to 475 J·kg−1·K−1.
The proposed numerical model of skin cooling and rewarming processes was

validated against experimental data collected from subjects examined in course

Fig. 1. 3-D geometrical model of computational domain with visible tissues layers:
bone, muscle, fat, inner skin, outer skin (1 – cooling compress, 2 – symmetry planes,
3 – forehand outer skin, 4 – insulated walls - external boundary of the model)
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Fig. 2. Selected regions of numerical mesh: in symmetry plane (left) and seen from
above the compress (right)

Table 1. Dimensions and properties of tissues and initial values of model variables
(for steady state analysis) [1,6]

Tissue Outer
radius
mm

Thermal
conductivity
W·m−1·K−1

Density
kg·m−3

Specific
heat
J·kg−1·K−1

Perfusion
rate s−1

Metabolic heat
production rate
W·m−3

Outer skin 42.9 0.47 1085 3680 0 0

Inner skin 42.1 0.47 1085 3680 0.0011 631

Fat 41.1 0.16 850 2300 0.0000036 58

Muscle 35.3 0.42 1085 3768 0.000538 684

Bone 15.3 0.75 1357 1700 0 0

of pilot medical experiment (being part of wider research project). The medical
ethical committee of Maria Sk�lodowska-Curie Memorial Cancer and Institute of
Oncology Gliwice Branch approved the study. Each subject gave written consent
prior to participation in the study. For the initial analysis at hand, the group
of eight adult males was selected. Subject’s characteristics (mean±SD) are: age
31.1±5.0, height 1.80±0.07 m, weight 102.0±10.4 kg. The studied skin sites were
dorsal and ventral side of the left forehand halfway the wrist and inner side of
the elbow. The subjects were asked to stay sited for 15 min prior to the measure-
ments. The skin temperature history was recorded using PI160 (Optris GmbH,
Germany) infrared camera (160× 120 px, 120 Hz, LWIR, 7.5–13 μm detector,
standard lens 23◦ × 17◦). Cooling of skin was done by means of brass cool-
ing compress at stabilized initial temperature 6–7 ◦C. The basal (thermoneu-
tral) skin temperatures were measured by wireless iButton DS1922L (Maxim
Integrated, USA) temperature data logger attached using adhesive tape near
cooling zone (approx. 3 cm). Room temperature was measured using Almemo
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2390-5 multifunction measuring instrument (AHLBORN, Germany) equipped
with K-type thermocouple sensor.

3 Results

Numerical computations were performed in three steps: steady state (step #1),
mild cooling (step #2) and recovery (step #3).

Step #1 In steady state run the same set of differential equations is solved,
while the reference temperature (T0) and initial temperatures are assumed
to be uniform and (equal 37 ◦C) for all layers. Under this assumption, the
transient simulation was performed long enough to obtain stationary tem-
perature field (i.e. to mimic thermoneutral state = energy balance with envi-
ronment). Resulting distributions of temperature, metabolic heat production
rate as well as perfusion rates are then used as initial condition (state) for
transient simulation of cooling (step #2) processes.

Step #2 Mild cooling was realized by means of cooled compress which was put
on skin for 15 s. Ideal contact on skin-compress interface was assumed. The
initial condition being result of step #1.

Step #3 Afterwards the compress was switched off and recovery stage was sim-
ulated for following 45 s, with initial state distributions being result of step
#2.

Sensitivity analysis was executed for two most important material properties
of tissues: metabolic heat production rate and artery temperature. In reference
case blood temperature was set to 37 ◦C, for other cases it was decreased and
increased by 1 K. The change of metabolic heat production rate was chosen to
be ±10 % of basal value (cf. Table 1).

Step #1. Steady state simulation was performed not only to get an initial
temperature distribution for step #2, but was used to tune model and obtain
metabolic heat production rate qm distribution and perfusion rates ωb in the
thermoneutral state (i.e. model in thermal equilibrium with environment). Dur-
ing this step type of volume representing cooling compress was turned off. Tissue
properties, initial metabolic heat production rates and perfusion rates used in
steady state calculations in reference case were presented in Table 1 after [1,6].
The temperature distribution being result of steady state analysis (shown in
Figs. 3 and 4) is then prescribed as initial condition for further transient calcu-
lations. In addition, the resulting distributions of: temperature, metabolic heat
production rate and perfusion rate are thereafter treated as:

• basal temperature distribution T0,
• basal metabolic heat production rate qm,0,
• basal blood perfusion rate ωb,0.

Sensitivity analysis of artery temperature revealed significant influence of that
quantity on temperature distribution. In the bone region difference between tem-
perature profiles is equal to 1 degree while for skin region it decreased to almost



264 P. Buliński et al.

Fig. 3. Initial tissue temperature (in ◦C) distribution for transient analysis (step #2).
Plot shows the radial distribution (bone-to-surface direction) in meters, plotted for
three different artery temperatures

Fig. 4. Initial tissue temperature (in ◦C) distribution for transient analysis (step #2).
Plot shows the radial distribution (bone-to-surface direction) in meters, plotted for
three different metabolic heat production rates

half of degree. On the other hand, metabolic heat production rate changes indi-
cate negligible effect on temperature distribution in forearm, which is confirmed
in literature [8].

Step #2. Transient simulations were conducted to mimic the cooling procedure.
The volume of compress was switched on and the uniform initial temperature of
7 ◦C was prescribed there. As reported in [3], application of ideal contact between
compress and skin is irrelevant because of presence of hairs and limited allowable
cooling compress pressure on skin therefore non-ideal contact was simulated.
Contact resistance of 0.001 m2·K·W1 was implemented on the skin-compress
interface.
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Fig. 5. Minimal outer skin temperature (in ◦C) vs. time (in s) for experiment (N =
14 samples) and CFD simulation for different artery temperature, presented results for
time after cooling compress is removed

Fig. 6. Minimal outer skin temperature (in ◦C) vs. time (in s) for experiment (N = 14
samples) and CFD simulation for different metabolic heat production rate, presented
results for time after cooling compress is removed

Step #3. After the cooling stage (15 s) the simulation of recovery was carried
out. Compress volume was again switched off and 45 s of recovery process was
examined and comparison of minimal skin temperature versus time was pre-
sented in Figs. 5 and 6.

Likewise in steady state computations the impact of metabolic heat
production rate is insignificant on recovery temperature of skin, while artery
temperature is crucial in prediction of that temperature. In comparison to experi-
mental data none model predicted accurate skin temperature. It was noticed that
the temperature in the beginning of recovery stage for numerical simulations
was higher than in experiment which might mean that the contact resistance is
improperly introduced.
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4 Conclusions

Simulation of bioheat transfer with active thermoregulation in human forearm
was conducted. The influence of artery temperature and metabolic heat produc-
tion rate was examined. Artery temperature demonstrates significant influence
in every stages of the cooling process, while the impact of metabolic heat pro-
duction rate was minimal. In future computations it is necessary to check the
influence of other material properties of human tissues which were based on
literature.
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Abstract. Methods based on light diffraction on bacterial colonies cre-
ate the new perspectives for innovations in microbiological diagnosis.
Contrary to the conventional techniques, the proposed optical methods
are non-contact and non-destructive. There is no requirement for any
additional chemicals, immunological or fluorescence markers. The pro-
posed methods are based on the images of light diffraction on bacterial
colonies grown on solid nutrient media analyzed by statistical methods.
The application of the digital holography can additionally facilitate and
improve the efficiency of the microbiological examination.

Keywords: Optical diffraction · Digital holography · Bacterial colony ·
Bacteria identification

1 Introduction

The problem of rapid, sensitive and effective detection, as well as accurate iden-
tification of pathogenic bacteria is extremely important issue in many fields of
life science, health safety and food protection (see [1]). Although the majority
of microorganisms are able to coexist with humans, plants and animals with
beneficial relations, many of them are pathogenic and can evoke some infec-
tious diseases. There is a continuous increase of the bacteria resistance to the
commonly used antibacterial chemicals (antibiotics, sterilization agents etc.),
worldwide observed. In particular, the antibiotics resistance is widely analysed
and discussed in the medical literature. The National Institute of Allergy and
Infectious Diseases - NIAID warns that over 70 % of various bacteria species,
most often causing hospital infections, are already completely resistant to at
least one kind of antibiotics commonly used for their treatment (see [2]). In con-
sequence, the therapeutics have a limited ability to fight infectious diseases and
complications, quite common in patients undergoing chemotherapy, dialysis and
surgery for that the treatment of secondary infections is crucial. The antibiotic
therapy is one of the most important factors causing the antibiotic resistance
around the world. It is assumed that up to 50 % of all prescribed antibiotics are
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 31



268 I. Buzalewicz and H. Podbielska

not necessary or are not effective as assumed. The effective diagnosis, essential
for identifying bacterial species, enables appropriate therapeutic treatment by
choice of antibiotic dedicated for specific bacteria species, what in consequence,
will lead to reducing the use of broadspectrum antibiotics. According to the
NIAID antibacterial resistance program (see [3]), the appropriate diagnosis is
crucial in order to facilitate the use of narrow-spectrum therapeutics targeted to
a specific pathogen. Therefore, some efforts are made towards the development
of novel bacteria detection and identification techniques that can reduce the cost
of analysis and quickly detect bacterial pathogens in food, water or in clinical
samples.

2 The Current Problems and Challenges in Modern
Microbiological Diagnosis

The most widely used techniques in microbiological laboratories to identify bac-
teria include biochemical, molecular, immunological or immunoassays and mass
spectrometry methods (see [4]). The most commonly used in microbiology labo-
ratories for bacterial identification are biochemical methods. Identification in this
case is based on: the evaluation of bacterial colonies growth or its lack, the color
change of the medium, the generation gas or a color reaction caused by the intro-
duction into the medium of the reactant products generated by bacteria. The
main disadvantage is that they rely on differentiating bacteria in terms of their
certain biochemical properties, which can sometimes be common for the whole
group of different bacteria species, and therefore obtained results can sometimes
be ambiguous. The molecular methods involve amplification of the genes with-
out cloning a DNA and the analysis is performed based on the polymerase chain
reaction (PCR- Polymerase Chain Reaction) (see [5]). The fundamental disad-
vantage is the need to prepare the high quality samples containing only the
genetic material to be tested, without any impurities. Typically, the initial stage
of this technique include bacteria culturing on solid nutrient media and then only
the representative colony is used for further analysis. In addition, it is necessary
to obtain an appropriate amount of genetic material to ensure quantitative bac-
teria identification. Depending on the number of bacterial cells in the sample,
as well as their rate of growth, the process of obtaining a suitable amount of
genetic material of bacteria can take from 4 to 12 h. Although it is very sensi-
tive, it is time-consuming according to hours needed for molecular analysis and it
requires very pure samples, which additionally makes it expensive. Immunologi-
cal or immunoassays methods are based on the reaction of bacterial antigens with
antibodies directed against these antigens (see [6]). Currently, there is a large
diversity of immunological tests, which differ only in the principals of detecting
and visualization of immunological reaction. Despite the high effectiveness of
this technique, which is based on a highly selective interaction of antibodies (or
antigens), immunoassays are targeted for specific bacterial antigens. Therefore,
it is necessary in conventional microbiological investigation to use a series of tests
with different antibodies to identify different bacteria species/strains present in
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the sample. Moreover, these tests are not reusable, what additionally increases
the cost of analysis. In recent years, the mass spectrometry is used, which is
determining the ratio of the sample mass to the electric charge of sample ions.
For the identification of the bacteria most commonly used type of mass spec-
trometry is the MALDI -TOF (Matrix - Assisted Laser Desorption - Ionization
- Time Of Flight) (see [7]). This technique not only allows the identification
of bacterial species, but also the analysis the relationship between the various
bacterial strains of the same species. To conduct the test, samples containing at
least 105 bacterial cells, are required. Thus, the process of initial sample multi-
plication procedures have to be included. Depending on the number of bacterial
cells in the initial sample, this process can take up to 12–16 h. It should be
pointed out, that described above methods, according to their costs and compli-
cated procedure of measurements, are limited to the professional microbiological
laboratories. The main disadvantages are the need of each time using chemical
reagents, professional microbiological laboratory staff, high costs and relatively
long duration of investigation. Therefore, some efforts are made towards the
development of techniques that can reduce the cost of analysis and time of
the bacterial pathogens detection. Optical biosensors are based on noninvasive
and non-destructive detection, because in this case the amplitude and phase of
light modulated by pathogens are examined, instead of pathogens themselves.
Common optical techniques include infrared and fluorescence spectroscopy, flow
cytometry, chromatography and chemi-luminescence analysis (see [8]). However,
their main disadvantages include demanding and timeconsuming preparation of
high quality samples and necessity to use an equipment with high sensitivity and
spectral resolution according to need of single cells examination. The high per-
centage of false positives may be caused by e.g. similar pathogens fluorescence
signature generated by non-biological objects existed in the examined sample.
Over the past few year it was demonstrated that analysis of forward light scat-
tering on bacteria colonies, mostly affected by diffraction effects, can be used for
identification of different bacteria species (see [9–14]). Proposed by our group
method is based on verified assumption that the diffraction patterns of bacterial
colonies exhibit some specific features, which are suitable for bacteria species
characterization and can be analyzed using scalar diffraction theory.

3 The Bacteria Identification by Light Diffraction

The fundamental concept of the proposed method is based on the already veri-
fied assumption that in case of bacterial colonies growing on the solid nutrient
medium, the variation of the optical properties (as the refractive indices and
transmission coefficients) and morphology properties (as the profile, size and
shape the colony), are responsible for generating diffraction patterns that are
unique for each bacteria species and strains. This identification system classifies
the bacteria species/strains/serovars based on optical diffraction fingerprints or
diffraction signatures of bacterial colonies. It is a new approach, which enables
the preliminary examination on the first stage of bacteria sample preparation for
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other conventional bacteria identification methods. Our solution is a consequence
of the collaboration of scientists from different fields of science and technology
as: microbiology, biomedical optics, informatics and robotics.

3.1 The Optical System Configuration

The measurement setup is based on modified and developed optical system
with converging spherical wave illumination, which was already described in
(see [9–13]).

Fig. 1. The configuration of optical system for bacteria identification (description in
the text)

This system configuration, which was not so far used for analysis of bacteria
colonies diffraction patterns and significantly improves the process of investiga-
tion of light diffraction on bacteria colonies. The present setup was reconfigured
and miniaturized and the main optical elements were integrated in cage-system
(see Fig. 1). The proposed microbiological diagnosis system includes: (1) the laser
diode module, (2) amplitude filters wheel, (3) beam expander, (4) iris diaphragm
with automatically controlled diameter, (5) transforming lens, (6) sample of bac-
terial colonies in Petri Dish on automatic X-Y translation stage, (7) diffraction
patterns recording CCD camera with imaging objective and a (8) computer. The
modified optical system has cage configuration enables the automatic registra-
tion of diffraction patterns of bacterial colonies located on analyzed Petri dish.

3.2 The Methodology of Diffraction Patterns Analysis

The diffraction patterns for different bacteria species/strains exhibit the unique
features observable under visual inspection, however to obtain the quantitative
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accuracy the image processing algorithms and statistical methods have to be
applied (see [10–12]). Therefore, after recording of bacterial colonies diffraction
pattern, edges and centers of pattern are marked. Next, each examined pattern
is partitioned into 10 disjoined rings of equal thickness and, linear normalization
algorithm is applied. Then, for each of the rings, numerical features denoting
morphological and textural properties based on the central statistical moments,
are calculated. Finally, the classification stage consists of building classifica-
tion models QDA (Quadratic Discriminant Analysis) and SVM (Support Vector
Machine).

3.3 The Exemplary Results Achieved by the Proposed Method

Measurements were performed on 13 bacteria species including: Citrobacter fre-
undii, Escherichia coli, Proteus mirabilis, Pseudomonas aeruginosa, Salmonella
Enteritidis, Staphylococcus aureus, Staphylococcus intermedius, Klebsiella pneu-
moniae, Salmonella Typhimurium, Bacillus subtilis, Enterococcus faecalis, Lis-
teria monocytogenes, Rahnella aquatilis (two strains:x31N, x31E).

Fig. 2. The exemplary bacterial colonies diffraction patterns after 18 h of colony incu-
bation

The bacteria samples were prepared according to the conventional microbi-
ological procedures described in (see [9–14]). By fixing the parameters of the
incubation process (nutrient medium, temperature and time of incubation etc.)
and defined diameter of the colony, it is possible to perform the analysis of
the differences between recorded diffraction patterns affected only by bacte-
ria species/strain. These incubation and registration conditions have a signifi-
cant influence on diffraction patterns and the classification accuracy what was
reported in (see [9,11]). The exemplary diffraction patterns of bacterial colonies
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are presented on Fig. 2. It is shown that colonies diffraction patterns of dif-
ferent bacteria species and strains exhibit unique features and are suitable for
bacteria identification. Performed statistical analysis of recorded diffraction pat-
terns enabling the quantitative investigation have shown that it is possible to
classify the bacteria species/strains with nearly 99 % accuracy. Obtained results
have shown that the proposed technique based on optical signatures of bacterial
colonies supported by statistical and image processing analysis enables bacteria
classification and may be performed without professional laboratory equipments
and highly qualified personnel. The developed method is appropriate for practical
implementation for monitoring the bacteria presence in environmental samples
with the differentiation on the level of the bacteria strains. It is possible to iden-
tify all bacteria genus, which diffraction signatures are collected in our reference
database.

4 The Novel Perspectives on the Characterization
of Species-Dependent Optical Signatures of Bacterial
Colonies

Described above technique is based on the light diffraction in one selected direc-
tion and at a fixed distance from the colony, although the spatial distribution of
diffraction patterns is significantly affected by the observation distance. During
the single measurement, only one diffraction/scattering pattern can be recorded.
Therefore, it is necessary to perform series of measurements in different distances
from the colony, what is quite time consuming process. It should be pointed
out, that the bacterial colonies being the continuously evolving in time biolog-
ical structures, exhibit the light focusing properties similar to classical optical
lenses (see [13]). This behavior significantly affects the possibility of recoding
the series of diffraction patterns for different observation plane localizations.
To eliminate above disadvantages, the digital holographic microscopic (DHM)
technique was applied (see [14]). The digital holograms (DH) was recorded in in-
line configuration of the pointsource digital holographic microscope. From the
recorded inline holograms of bacterial colonies, it was possible to reconstruct
numerically both the amplitude and the phase of the incident optical fields
diffracted on these analyzed biological objects. Obtained results have shown
that the colonies of different bacteria species generate different holograms and
reconstructed optical field amplitude and phase distribution inside the space
occupied by bacterial colony (see [14]). Moreover, it was possible to reconstruct
the optical field diffracted on bacterial colony in any desire observation plane
based on single measurement-DH recording. Therefore, the DHM enables more
effective performance of measurements focused on recording the series of dif-
fraction patterns for different locations of observation plane. Presented patterns
exhibit unique features associated with the morphological and optical properties
of the bacterial species under study. Moreover, the obtained results have indi-
cated high correlation between the numerically reconstructed DH of E. coli and
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Fig. 3. Representative results of measurements for S. intermedius (A) and E. coli
(B) bacteria. (1) Phase and (2) reconstructed intensity patterns of the optical fields,
and (3) the representative diffraction patterns. (4) The wavelength-dependent differ-
ences between patterns of bacterial colonies reconstructed from digital holograms and
recorded in our system (see [14])

S. intermedius colonies and previously recorded Fresnel patterns in optical sys-
tem with converging spherical wave illumination (see Fig. 3).

The DHM creates new perspectives for the use of the light diffraction on
bacterial colonies for their characterization and identification. The numerical
reconstruction of DH enables to choose the most adequate amplitude patterns
to classify different bacterial species without the need of time-consuming record-
ing of diffraction patterns for different observation planes as in the classical
optical system. The DHM enables the analysis of the reconstructed amplitude
and intensity patterns that can be regarded as bacteria species classifiers and can
be used for bacterial identification by choosing the diffraction patterns exhibit-
ing many species-dependent features. Reported in (see [14]) results have shown,
that DH, phase and amplitude patterns of optical field occupied by bacterial
colonies, as well as from the desired observation plane location, can be used
as species dependent optical signatures. The single DH hologram recording and
its numerical reconstruction enables to obtain an additional reference bacterial
diffraction signatures. In consequence, it is possible to extract the additional
differentiating features, in contrast to the already proposed methods based on
single scattering/diffraction patterns recorded in a fixed observation plane.

5 Conclusion

The optical diffraction on bacterial colonies have create new perspectives in
microbiological diagnosis. The proposed methods enable nondestructive exami-
nation and offer significant facilities as no need for advanced and time-consuming
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sample preparation or the use of additional chemical reagents -fluorescence-
immunological markers. Moreover, identification is reliable, fast, not expensive
and what is extremely important it does not require any knowledge in advance.
The automatization of the sample preparation process will enable the use of this
method by non-professional staff. These techniques can significantly facilitate
the increase of the common bacteria identification centers without the labora-
tory equipment on a much larger scale than conventional techniques. Therefore,
the proposed techniques can contribute the facilitation of the use of narrow-
spectrum therapeutics by enabling the use of therapeutics targeted to a specific
pathogen. Currently, with the cooperation with the Bioavlee Ltd. (Wroclaw) the
advanced works on the commercial device based on proposed technique of the
diffraction patterns analysis, are conducted.
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Abstract. In order to facilitate designing new drugs by means of the
in silico method, it is necessary to first develop a model describing the
influence of descriptors of a certain group of chemicals on their biolog-
ical activity and cytotoxicity. For the purpose of this paper, the quan-
titative structure-cytotoxicity relationships have been determined for 11
thiourea derivatives containing the 2-aminothiazole moiety and demon-
strating varied cytotoxicity against MT-4 cells. The statistical analyses
were conducted by means of Multiple Linear Regression (MLR). This
paper contains linear models of cytotoxicity depending on electronic,
steric and lipophilic descriptors of the examined compounds containing
the 2-aminothiazole moiety. The models have been validated by means
of the Leave-One-Out Cross Validation (LOO CV).

Keywords: Structure-cytotoxicity relationship · Thiourea derivatives ·
2-aminothiazole · Multiple linear regression

1 Introduction

The in silico method of drug design, i.e. theoretical design of new drugs utilizing
computational systems in computer’s virtual space, is developing very dynam-
ically. One quite commonly used chemoinformatic method of drug discovery is
the Quantitative Structure-Activity Relationships (QSAR) method [1], which
entails determining mathematical relationships between chemical structure of
compounds and theirs biological activity. This method is based on the assump-
tion that the differences between particular compounds in terms of biological
activity and physicochemical properties result from differences in their chemical
structure. It is expected that compounds similar in structure are also similar in
terms of biological activity [2]. In the case of this method, the physicochemi-
cal properties of compounds are described quantitatively by means of molecular
descriptors that can be divided into several groups, e.g. hydrophobic, steric, elec-
tronic, electrostatic. The QSAR method is commonly used to find mathematical
c© Springer International Publishing AG 2017
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Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 32
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relationships between cytotoxicity and molecular descriptors [3,4]. Several rela-
tionships describing the influence of molecular descriptors for electronic prop-
erties (μ chemical potential, ω electrophilicity index, HOMO the highest occu-
pied molecular orbital energy, LUMO the lowest unoccupied molecular orbital
energy, EE electronic energy, IC−C core-core interaction) on cytotoxicity can be
found in literature [5–7]. In the case of this research, after conducting an in-
depth statistical analysis, models describing the influence of molecular descrip-
tors on cytotoxicity of compounds containing the 2-aminothiazole moiety have
been developed.

2 Experimental Works and Methods

Linear dependencies have been determined for all 11 compounds on Fig. 1 ver-
sus 7 molecular descriptors described on Fig. 2. Statistical analyses have been
conducted for cytotoxicity expressed as log(1/MT-4) = –log(MT-4), where com-
pound concentration (µM) required to reduce the viability of mock-infected
MT-4 cells by 50 %, as determined by the MTT method. The measure of cyto-
toxicity described in this manner is characterized by nearly normal distribu-
tion. The first phase included statistical analysis for all 18 molecular descrip-
tors described in the paper [8]. Statistically significant linear models have been
obtained for 7 molecular descriptors: volume (V ), surface area grid (SAg), loga-
rithm of the partition coefficient (logP ), the highest occupied molecular orbital
energy (HOMO), electronic energy (EE), core-core interaction (IC−C), chem-
ical potential (μ) described by the following equation: (LUMO + HOMO)/2,
electrophilicity (ω) described by the following formula: μ2/(LUMO−HOMO).
The statistical analysis was conducted using the STATISTICA 12 software [9].
The linear models of cytotoxic activity versus molecular descriptors proposed in
the paper were determined by means of multiple linear regression (MLR) [10].
Cytotoxic activity log(1/MT-4) was the dependent variable, while the molecu-
lar descriptors were the independent variables. The statistical calculations were
conducted at confidence level of 95 % (p <0.05). The analyses were conducted by
means of multiple backward regression which entailed successively rejecting the
least statistically significant molecular descriptors (molecular descriptors having
the highest p value). Statistical parameters for the resulting regression equa-
tions: correlation coefficient (R), determination coefficient (R2), adjusted deter-
mination coefficient for calibration (R2

adj), a standard error of estimate (SEE),
determination coefficient of LOO validation (Q2) are presented on Fig. 3.

The model has been validated by means of the Leave-One-Out Cross Valida-
tion (LOO CV). Successively one compound, utilized to validate the resulting
model, was eliminated from the data set used as a basis for model (n − 1). The
Q2 validation coefficient was calculated from the formula [11]:
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Fig. 1. Structures of thiourea derivatives used in the study

Q2 = 1 −

n∑
i=1

(yexp,i − ypred,i)2

n∑
i=1

(yexp,i − yave,i)2
(1)

where: yexp,i - experimental output value for the i-th compound, ypred,i - pre-
dicted output value for the i-th compound, yave,i - average value for the output
variable without the i-th compound.
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Fig. 2. Molecular descriptors of thiourea derivatives used in the study

ω

ω

Fig. 3. Formulas describing the relationship of cytotoxicity against selected molecular
descriptors

3 Results

Mathematical models of relationships between cytotoxicity and molecular
descriptors have been determined as part of the research. They are presented
in Figs. 4, 5, 6, 7, 8, 9, 10 and 11. The relationships were established by means of
stepwise multiple regression. Figure 3 contains linear equations for two explana-
tory variables, so that the following condition is met: at least 5 compounds per
one described parameter [12]. At least one explanatory variable in each equation
is a descriptor describing electronic parameters of compounds. It is worth noting
that electronic descriptors describe electron density distribution and, as a result,
reactivity of a compound, i.e. the capability to interact electrostatically with the
molecular target. On the other hand, steric descriptors describe molecular geom-
etry, as well as general size and shape of a molecule. This makes it possible to
consider the compatibility of the molecule with the molecular target. Lipophilic
descriptor is another important descriptor worth mentioning. It describes the
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Fig. 4. Correlation of the cytotoxicity and μ, logP

Fig. 5. Correlation of the cytotoxicity and μ, SAg

compound’s ability to permeate cell membranes, and therefore describes also
transport and resorption parameters of the compound [13].

Four compounds 3, 10, 7 and 4, are outside the confidence interval for the
relationship presented in Fig. 4. These compounds are different from the rest in
terms of structure, as they contain fluorine atoms in different places (ortho, para
and meta position) of the R substituent aromatic ring (Fig. 1). Compounds 3, 7,
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Fig. 6. Correlation of the cytotoxicity and μ, V

Fig. 7. Correlation of the cytotoxicity and μ, EE

10 and 5 are outside the confidence interval for relationships presented in Figs. 5,
6, 8 and 11. Three compounds, 3, 7 and 10, contain fluorine atom in R substituent
ring, and compound 5 contains chlorine atom in meta position and methyl in
para position of the R substituent aromatic ring. Only two compounds, 3 and
5, are outside the confidence interval for the relationship presented in Figs. 7, 9
and 10. Compound 3 is outside the confidence interval for all relationships. It is
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Fig. 8. Correlation of the cytotoxicity and HOMO, SAg

Fig. 9. Correlation of the cytotoxicity and HOMO, IC−C

the only compound in the researched group in which the ortho position of the
aromatic ring is occupied. All presented equations are statistically significant
and meet the condition of acceptability for model R2>0.6 and Q2>0.5 [2,14], as
well as coincidence condition.
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Fig. 10. Correlation of the cytotoxicity and ω, IC−C

Fig. 11. Correlation of the cytotoxicity and ω, SAg

4 Conclusion

As shown by conducted statistical analyses, cytotoxicity of the analyzed com-
pounds is influenced by electronic descriptors such as μ, HOMO, ω, EE , IC−C ,
octanol/water partition coefficient logP , and steric descriptors V , SAg. For all
relationships on Fig. 3 a negatively correlated influence of electronic descriptors
μ, HOMO and positively correlated influence of all other electronic descriptors
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ω, EE , IC−C on cytotoxicity of the analyzed compounds is noticeable. Steric
descriptors (V , SAg) and lipophilic descriptor (logP ) show a positively corre-
lated influence on cytotoxicity of analyzed compounds. The best compatibility
in terms of R2 and Q2 has been achieved for μ and logP .

The presented models may be utilized to determine the influence of other
atoms or molecules in R substituent aromatic ring on cytotoxicity of synthe-
sized substances. When designing new compounds, the quantitative influence
should be considered, and the type of influence (electronic, steric or lipophilic)
on compound’s cytotoxicity should be analyzed.
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Abstract. The principal objective of this project was to investigate
the detection of QRS complexes in noisy ECG signals. This study pro-
vides a novel approach to the construction of a QRS detector based on
the Ensemble Empirical Mode Decomposition. The detection function is
based on predicted probability that the current signal sample is a QRS
fiducial point. The performances of the proposed method were verified on
the MIT-BIH Arrhythmia Database. Results showed that this approach
improves the QRS detection accuracy.
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1 Introduction

In the field of ECG signal processing, besides signal denoising [6,17,19,28], the
concept of QRS complexes detection is of key importance. Almost all analysis
and measurement performed on the ECG signal depend on correctly detected
beat-by-beat QRS wave positions [8]. Classification of QRS complexes [16], fetal
ECG signal processing [5,11], heart rate variability [2,27,30], and arrhythmia
recognition [25,26] are some examples of application where the localization of
QRS waves is a dominant feature.

The constant research in the area of software QRS detection methods for
more than 40 years clearly indicate the great importance of this research topic.
In this period, and particularly in the last twenty years, a multitude of new
QRS detection methods have been presented in the literature. These methods
use a vast range of different approaches: artificial neural networks, genetic algo-
rithms, wavelet transforms, filter banks, matched filters, digital filtering and
many others. A systematic review of classic QRS detection methods is presented
in [12,24].

The quality of QRS detection is influenced mainly by two factors: the ECG
signal noise and a vast spectrum of potential QRS shapes. In order to limit the
influence of the first factor a noise attenuation techniques are applied [1,3,7,17,
21,28,34].

c© Springer International Publishing AG 2017
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QRS detection and noise attenuation in case of the fetal ECG signals is much
more complicated [13,15,18,31,32]. False detection of fetal QRS complexes may
be caused not only by accidental interference signals, but also by other biophys-
ical signals, whose power is often much higher than the useful signal power. Par-
ticularly complex procedure for verification of the fetal QRS detection methods
has to be applied for the signals recorded for a twin pregnancy, where there are
two sequences of uncorrelated events with similar amplitude characteristics [14].

Recently, a considerable literature has grown up around the theme of Empir-
ical Mode Decomposition (EMD) [10] and Ensemble Empirical Mode Decom-
position (EEMD) [33] and theirs applications in processing of non-linear and
non-stationary signals. These methods were also applied in ECG processing for
attenuation of baseline wander and powerline interference [1,3,21], as well as
for QRS detection [22,23]. In the latter case the results of (E)EMD are used to
construct a detection function, but the choice of a given model is often unclear.

The aim of this paper is to propose and evaluate a more systematic app-
roach to construction of QRS detectors based on the Ensemble Empirical Mode
Decomposition.

2 Method

The Empirical Mode Decomposition (EMD), proposed by Huang et al. [10],
is a data-driven technique designed to process non-linear and non-stationary
signals. This technique adaptively decomposes signals in terms of N intrinsic
mode functions (IMFs)

x(t) =
N∑
i=1

ci(t) + r(t) (1)

where x(t), ci(t) and r(t) denote the time-domain signal, the i-th IMF and the
residual signal, respectively. The signals ci(t) are intrinsic to the signal x(t)
and represent different time-scale oscillations composing, together with r(t), the
entire signal. Every IMF is obtained in a recursive process called sifting and
satisfies two conditions: (1) the number of extrema and the number of zero
crossing must be equal or differ at most by one, and (2) the average value of the
envelopes defined by the local maxima and the local minima should be equal to
zero.

The main drawback of EMD is that oscillation with the same time scale could
exist in different IMFs or one IMF may contain oscillation with different time
scale. To overcome this mixing effect Wu and Huang [33] proposed an extended
technique called Ensemble Empirical Mode Decomposition (EEMD). Figure 1
presents an example of ECG signal x(t) decomposed into N = 10 IMFs and
residual signal.

The higher the IMF number i is, the more lower time-scale oscillation the IMF
contains. Using this property selective reconstruction of x(t) could be performed.
In order to attenuate low frequency components the following reconstruction,
described by
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Fig. 1. Decomposition of ECG signal into N = 3 IMF

f2cn(t) =
n∑

i=1

ci(t) (2)

may be used, where n � N . In the opposite case, when the high frequency signal
components are undesired, more appropriate reconstruction is described by

c2fn(t) = x(t) − f2cn(t) = x(t) −
n∑

i=1

ci(t). (3)

Figure 2 presents the reconstruction signals f2cn(t) and c2fn(t), 1 � n � 6
for IMFs presented in Fig. 1.

The ci(t), f2cn(t), c2fi(t) where 1 � i, n � N as well as their respective
absolute values were used to create the feature set used to design the QRS
detection function. For a given ECG signal, this function takes a value equal
to 1 for maximum of each R-wave and 0 otherwise. The detection function,
defined as
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Fig. 2. Reconstruction signals f2cn(t) and c2fn(t), 1 � n � 6 for IMFs presented in
Fig. 1

D =w0 + w1c1 + · · · + wNcN + wN+1f2c1 + . . . + w2Nf2cN
+ w2N+1c2f1 + · · · + w3Nc2fN + w3N+1|c1| + · · · + w4N |cN |
+ w4N+1|f2c1| + · · · + w5N |f2cN | + w5N+1|c2f1| + · · · + w6N |c2fN | (4)

contains 6N + 1 unknown parameters. In order to determine optimal parame-
ter values, the Gradient Boosting with Component-wise Linear Models method
developed by Buehlmann and Hothorn [4] was applied.

3 Experimental Results

The evaluation of the described above approach was performed using ECG sig-
nals from the easily available MIT-BIH Arrhythmia Database [9,20]. It contains
48, 30 minutes long, manually annotated ECG records, sampled at 360 Hz.
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Fig. 3. Relative number of missed QRS complexes with different annotation labels.
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Fig. 4. Distributions of errors between instances when a QRS complex was detected
and corresponding reference time

For each record in the database the values of ci, f2cn, c2fn, |ci|, |f2cn|, |c2fn|,
1 � i, n � N = 5 were calculated. This data set was randomly divided into train-
ing (75%) and testing (25%) subset. The optimal parameters wi were deter-
mined using 10-fold cross-validation on the training data. This procedure was
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repeated ten times and the results verified on the testing set. The reproducibility
of the obtained results was verified by the detection accuracy (Ac), sensitivity
(Se) and positive prediction value (P+). These values, calculated for all available
data, attain, respectively, Ac = 97.34%, Se = 99.21% and P+ = 98.10%.

Figure 3 presents the relative number of missed QRS complexes with different
annotation labels with respect to number of all QRS complexes with given label.
The letters describing the different beat labels are standard symbols used in
the MIT-BIH database annotations. The (relative) highest number of missed
beats was for the following beat classes: Q (unclassifiable beat), V (premature
ventricular contraction), a (aberrated atrial premature beat), E (ventricular
escape beat), L (left bundle branch block beat) and F (fusion of ventricular and
normal beat); the label N represents normal beat. This high relative miss error
in many cases may be associated with small number of QRS complexes with
given label, causing insufficient impact of this beats class during the learning
process. A possible solution may be to develop a separate QRS detector branch
for these “minority” cases.

The next figure, Fig. 4, presents distributions of errors between instances
when a QRS complex was detected and corresponding reference time. The width
of distribution corresponds to the number of result with given error value. For all
beat classes, the large majority of obtained results is close to the corresponding
reference values.

4 Summary

The purpose of the current study was to make a first step towards proposing a
systematic approach to construction of QRS detectors based on the Ensemble
Empirical Mode Decomposition. This approach does not require a separate noise
attenuation step. The main obstacle to achieve very good detection rates seems
to be the large diversity of QRS shapes and a small number of representative
QRS shapes for less common QRS beats.
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Abstract. Mismatch negativity (MMN) is an event related potential
generated by brain’s electric activation as an automatic response to
change in repetitive stimulation. Two scenarios of an oddball experiment
were performed among 9 students of University of Silesia at the age of
20–25 years, with the use of standard, deviant and distractor events.
Difference deviant-standard waveforms were obtained, which presented
posterior negativity in the range 140–200 ms after stimulus onset. Sub-
traction of the standard from deviant ERP waveforms, irrelevance to
participant’s task, and independence from stimulus physical parameters
imply that the posterior negativity evoked in this study seems to be
a visual mismatch negativity as a result of pre-attentive central visual
processing.

Keywords: Event related potentials · Visual mismatch negativity ·
EEG

1 Introduction

The sensory system of human organism has an ability to extract the regularities
and form predictions of upcoming events, which is essential because it optimizes
the accuracy and speed of perceptual and cognitive processes, and minimizes
processing resources as well as computational demands for redundant predictable
events in the brain [1–3]. One of the tools for consciousness, memory trace effi-
ciency, lack of perceptual processing and processing accuracy measurements is
mismatch negativity waveform - an ERP, which is a reaction of brain activity to
violation of regular schema of presented stimuli [4]. Most often, this waveform
is elicited by a discriminable change in auditory stimulation, when infrequent
sound is presented in a homogeneous sequence of frequent sounds [5–8]. It seems
that the temporo-prefrontal network compares the current incoming signal with
a memory trace of previous stimuli [9–13]. The biological function represented by
an aMMN (auditory mismatch negativity) is to monitor and detect any change
in ongoing auditory stimulation, irrespective of where attention is directed, as
it represents the brain’s automatic process involved in encoding of the stimulus
difference or change [14]. It has been revealed that this MMN waveform might
c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 34
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be associated with pre-attentive cognitive operations, what means it might be
connected to ‘primitive intelligence’ in the auditory cortex [15].

Recently, there have been attempts to obtain a visual analog of auditory
mismatch negativity–vMMN (visual mismatch negativity) waveform, distributed
posteriorly, around 100–400 ms after stimulus onset. However, the existence of
vMMN potentials has not been unambiguously confirmed yet, and an opinion
about vMMN is divided in the scientific community [1,16–21,23–27]. The aim
of our study was to evoke mismatch negativity with visual stimuli and to speak
in a discussion about the existence of visual mismatch negativity.

2 Material and Method

2.1 Participants

The experiment was performed among 9 students of University of Silesia (5 males
and 4 females) at the age of 20–25 years. They all were healthy, physically active,
right-handed, non-smokers, with normal blood pressure and body temperature
at the day of the study, with no neural disorders diagnosed. The subjects had
normal or corrected to normal vision and normal hearing. The methodology
was fully explained to the participants who gave their consent to perform the
experiment. Information about their health condition and life style was gathered
in a questionnaire.

2.2 Procedure

The study consisted of two experiments. The first scenario was based on [28],
where the authors described visual mismatch negativity they managed to obtain.
The second scenario was modified changing some physical parameters. The pre-
sented paradigm in both scenarios were two kinds of checkerboards: red-black
and green-black, displayed alternately. The choice of used colors was determined
by the high sensitivity of human eye on the contrast of red and green. The
signal was gathered with the use of 32 Ag/AgCl electrode cap (using standard
10/20 EEG system) with AFz electrode as ground electrode and common refer-
ence, using Advanced Source Analysis system ASA-Lab (ANT) with ASA v.4.7.1
software. The impedances were kept below 5 kΩ.

The schema of red-black and green-black checkerboards in paradigm 1 is
presented in Fig. 1. The checkerboards were displayed in pairs containing two red-
black checkerboards and two green-black checkerboards (RRGGRRGG). After
ten standard stimuli presented in such an order, the arrangement was disturbed
by inserting from time to time, a deviant stimuli - the third checkerboard of the
same color. Deviants were 10 percents of all stimuli.

In order to stimulate pre-attentive processes, which is the scope of evoking
vMMN waveform, this block of stimuli contained a distractor, which was a red-
black or green-black checkerboard with a white cross in the middle. The arms of
that cross changed and the participants were instructed to pay attention to the
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Fig. 1. Red-black and green-black checkerboards as standard stimuli with entered an
additional checkerboard as a deviant stimuli used in an oddball paradigm in the first
scenario (small checks and checkerboards presented in pairs) (Color figure online)

changes of length of arms of that cross. Time interval between stimuli (ISI) and
presentation time were set to 400 ms and 20 ms, respectively, and the size of the
checks was 0.4◦ with 1 m viewing distance.

In the second paradigm, the size of checks was increased to 1.5◦ and the
checkerboards were presented one by one, not in pairs (RGRG). ISI and presen-
tation time were kept as the same level as in the previous experiment. The aim
of this change was to simplify the paradigm in order to check if it evokes any
change in the signal.

2.3 Signal Processing

Recorded EEG signals were filtered using band-pass filter with frequencies 1–
30 Hz and filter slope 24 dB/oct. Signals with amplitude over ± 75µV were
treated as artifacts (including electrooculography artifacts arised from eye move-
ment) and removed from the analysis. After baseline correction and detrending
using 100 ms prestimulus time window, the analyzed EEG epochs were averaged
within 0.5 s time window. A difference waveform was created by subtracting
standard signals from deviant ones and the data was grand averaged in order
to establish mean values from the whole experimental group. The acquisition as
well as processing of the signals were performed according to International Fed-
eration of Clinical Neurophysiology (IFCN) Guidelines for eliciting, recording,
and quantifying mismatch negativity, P300, and N400 [14].

3 Results

3.1 Paradigm 1

Stimulation of the participants with red-black and green-black checkerboards
resulted in evoking waveform with the highest amplitude in the posterior region.
Figure 2 presents grand averaged ERPs at Cp1, Cp2, Pz, P3, P4 and POz elicited
by standard and deviant stimuli.

The most evident is a positive peak in the 160–270 range with maximum at
around 200 ms, dominating at POz, where the amplitude is 7.4µv. The ampli-
tudes at the other electrodes were between 1.06 and 5.86µv. This waveform was
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Fig. 2. Grand-averaged ERPs recorded from Cp1, Cp2, Pz, POz, P3 and P4 electrode
site for standard (gray solid), deviant (black solid) and deviant-standard (black dot)
stimuli evoked in the first scenario (small checks and checkerboards presented in pairs)

generated for both - standard and deviant stimuli, however the deviant stim-
uli generated smaller amplitudes. Second waveform generated in the experiment
was a negativity in the 50–150 ms range with maximum at around 100 ms. It
was also the highest at POz, where the amplitude was –5.15µV, while for the
other electrodes the amplitudes were between –1 to –4.51µV. These peaks were
not detected in the anterior regions. The waveforms were identified as P2 and
N1 component, respectively. N1 is found to be a reaction to unexpected stimuli.
There is also a second positivity seen between N1 and P2 around 130–150 ms -
mostly seen at Pz, P4 and POz.

In order to obtain information about non-attentive reaction of the brain on
the stimuli, a difference waveform was obtained by subtracting standard signals
from deviant ones (black curve), which is presented in Fig. 3. This picture also
presents a difference waveform obtained by subtracting standard signals from
distractors (gray curve).

A negativity between 120 and 200 ms is well seen in the deviant-
standard waveform, which is not present in the distractor-standard waveform.
The amplitudes of this waveform are highest at 160–170 ms and amount to
0.94µV for P4 to 1.18µV for Cp1.

Fig. 3. Representative grand-averaged difference ERPs waveforms recorded from Cp1,
Cp2, POz and P4 electrode site for deviant-standard (black) and distractor-standard
(gray) stimuli evoked in the first scenario
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3.2 Paradigm 2

The scenario used in the first experiment was modified to verify if these changes
will affect the obtained waveforms. The size of checks was increased to 1.5◦ and
the checkerboards were presented one by one, not in pairs. Figure 4 presents
grand averaged ERPs at Cp1, Cp2, Pz, P3, P4 and POz elicited by standard
and deviant stimuli using paradigm 2.

Fig. 4. Grand-averaged ERPs recorded from Cp1, Cp2, Pz, POz, P3 and P4 electrode
site for standard (gray solid), deviant (black solid) and deviant-standard (black dot)
stimuli evoked in the second scenario (big checks and checkerboards presented one
by one)

In this experiment, we obtained a broad positivity around 200 ms with a
4.15µV maximum at POz. The maxima from the other electrodes were in the
range 1.3–2.53µV. The negativity at around 100 ms was also seen, however it was
not as well pronounced as in the first paradigm. The second negativity around
130–160 ms following N1 was also observed. These waveforms were evoked for
both: standard and deviant stimuli, likewise in the first scenario. What is impor-
tant, a standard-deviant difference waveforms was also obtained (negativity at
around 140–200 ms), what is seen in the Fig. 4. The amplitudes were in the range
0.53–0.84µV.

4 Discussion

The studies using MMN waveform give information about neurobiological sub-
strate of central auditory or visual processing [29], which, according to Kahne-
man, are executed by two general systems. System 1 is automatic and fast, and
works without effort of voluntary control, whereas System 2 uses attention to
carry out effortful mental activities [30]. The main function of System 1 is to
maintain and update our model of the world, which represents what is normal,
i.e., what is predictable based on past events. The visual MMN can be described
as the electrophysiological correlate of the automatic detection of unpredicted
changes in our visual environment carried out by System 1 [31]. In previous
studies it was shown that visual mismatch negativity has latency in the range
100–350 ms, however vMMN has been identified even in the range up to 400 ms
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[7,18,20,21,23–27]. Such a wide latency range is connected to a wide range of
different stimuli which may evoke a violation of regularity - colors, face and
non-face objects, grating and many others, with emotions also included in some
experiments. The MMN reflects central code of stimulus change and its ampli-
tude and latency is related to the degree to which the deviant stimuli differ from
the standard stimuli [4].

In order to properly interpret MMN waveform and what cognitive processes
it represents, several conditions must be met. The sensory system must generate
representations of the stimulus input, providing memory traces which represent
the original sources and their regularities. It also has to up-date the represen-
tations to maintain integrity of the ongoing sources [29,32]. MMN waveform
is correlated with non-attentional processes with substantial complex analysis
outside the focus of perception. However, it might be argued that the poste-
rior negativity observed in MMN studies is associated with attentional capture
effect rather than memory-comparison-based change detection effect [22]. For
that reason, it is important to eliminate impact of voluntary attention during
stimulation. This is achieved by introducing to the scenario, a distractor, which
dissuades attention of the subjects from the non-target stimuli. Furthermore, the
MMN signal is presented as a difference waveform that arises from subtracting
standard stimuli from deviant ones. In our experiment, we fulfilled both crite-
ria using a white cross in the middle of the checkerboards as a target stimulus.
Moreover, a difference deviant-standard stimulus waveform as a representation
of MMN was calculated. What is noteworthy, we obtained a posterior negativity
in the same latency range of the difference ERP waveform after changing checks
to bigger ones and changing stimulation sequence to ‘one-by-one’, what con-
firms the irrelevance of the vMMN from physical character of the stimuli. Our
results show a posterior negativity waveform appearing from 140 to 200 ms after
the stimulus onset with maximum at 160–170 ms. Because of the fact that this
is a difference waveform (deviant-standard) and it didn’t involve participants’
attention (the target stimuli were omitted from the analysis), it is likely that we
managed to evoke visual mismatch negativity potentials - which are indications
of automatic change detection system [22]. This seems to prove the independence
of the pre-attentive processes from physical change of the upcoming signals. It
may indicate that even with a slight modulation of signals coming from the sur-
rounding world, brain still can maintain pre-attentive processes which administer
receiving information.

5 Conclusions

Visual mismatch negativity, as an analogue to auditory mismatch negativity, is
assumed to be connected with brain’s automatic process involved in encoding
difference or change of events upcoming from the surrounding world. In our
study, irregular (deviant) repetition of red-black and green-black checkerboards
elicited a posterior difference negativity waveform appearing from 140 to 200 ms
after the stimulus onset. This is in agreement with results obtained by others
[7,18,20–27].
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Moreover, a change of physical parameters of the experiment (bigger checks
and presentation of the stimuli one by one), still allowed to evoke a posterior
negativity in the same latency range. The three aspects of the experiment: sub-
tracting the standard from deviant ERP waveforms, irrelevance to participant’s
task, and independence from physical stimulus parameters make the posterior
negativity evoked in this study seem to be a visual mismatch negativity as a
result to pre-attentive central visual processing.
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Abstract. Noncommunicable diseases (NCDs) kill 38 million people
each year, 17.5 million among them die of cardiovascular diseases [1].
Although for over 100 years we know electrocardiography, technique
which is essential tool in diagnosis of heart diseases, as well as other
organs, still cardiovascular diseases are the deadliest from all NCDs. In
XXI century we have all necessary tools, knowledge and technology to
save more lives. Simple electronic device measuring and analysing ECG
signal connected to smartphone could be a solution for this dramatic
problem.

Electrocardiography is used to measure electrical activity of the heart
as a function of time and presents it in digital or analogue form. The
measurement is usually recorded from the body surface of the patient,
which makes the standard electrocardiogram painless. Although the 12
lead ECG is the basic clinical procedure of heart diagnosis it has some
drawbacks. Measuring all 12 leads is difficult and impractical, but most
of all it restricts patient movement. In 1988, Gordon Dower developed
a system of quasi-orthogonal lead called EASI, which uses only 5 elec-
trodes in order to register standard 12 lead ECG signals [2]. The main
goal of this work is to propose a simple electronic device based on EASI
model, which transforms EASI electrocardiographic signals (ECG) into
a standard 12-channel ECG. Such a device, which will have high cor-
relation with standard 12 lead ECG would be easier and faster to use
because of smaller number of electrodes and also would be a simple and
efficient tool in diagnostics of patients suffering from noncommunicable
diseases (NCDs).

Keywords: EASI · ECG · Artificial Neural Network · SVM · Linear
regression · PACE regression · Least Median of Squares Regression ·
Gradient boosting
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1 Introduction

In Europe noncommunicable diseases (NCDs) are responsible for the largest
share of mortality: about 80 % of deaths in 2009. Diseases of the circulatory
system caused nearly 50 % of all of those deaths. This number is higher among
men and it ranges in different countries from less than 30 % to more than 65 % of
all deaths. In less wealthy countries those numbers are greater, because access to
qualified medical personnel and the social awareness of the risks is limited. As a
contrast, cancer is responsible for only 20 % of deaths, ranging from around 5 %
to more than 30 % in some countries [3]. That is why it is so important to find
ways to increase the availability of diagnostic methods which will assist in the
detection of cardiovascular disease and to design such a device, which with help
of appropriate algorithms and telemedicine, will allow more accurate or even
automatic and remote diagnosis of the patient. All of those features we can find
in a device measuring ECG using the EASI method. In 1988 Dower and his team
introduced EASI ECG system, which derives standard 12 lead ECG using only
5 electrodes [4]. The E electrode is on the sternum while, the A and I electrodes
are at the left and right mid-auxiliary lines, respectively. The S electrode is at
the sternal manubrium. The fifth electrode G is a ground and is typically placed
on one or the other clavicle, see Fig. 1. EASI was proven to have high correlation
with standard 12 lead ECG, as well as with Mason-Likar 12-Lead ECG. Apart
from that it is less susceptible to artefacts, it increases mobility of patients, it
is also easier and faster to use because of smaller number of electrodes. What is
more, smaller number of electrodes reduces cost of a device [5].

Fig. 1. Lead placement for the EASI system (A) and the Mason-Likar (B) 12-lead
electrocardiogram.
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2 Problem Description

In the classical approach introduced by Dower, using the EASI lead configu-
ration, 3 modified vectorcardiographic signals are recorded from the following
bipolar electrode pairs:

• A-I (primarily X, or horizontal vector component)
• E-S (primarily Y, or vertical vector component)
• A-S (containing X, Y, plus Z, the anteriorposterior component)

Each of the 12 ECG leads is derived as a weighted linear sum of these 3 base
signals using the following formula:

Lderive = a(A− I) + b(E − S) + c(A− S), (1)

where L represents any surface ECG lead and a, b, and c represent empirical
coefficients. These coefficients, developed by Dower, are positive or negative val-
ues, accurate to 3 decimal places, which result in leads very similar to standard
leads. Our idea was to improve EASI ECG performance by finding a new model
used for 12 ECG leads calculation. To do that we treated the system as a black
box with 4 input variables: E, A, S, I and 12 output variables: I, II, III, aVR,
aVL, aVF, V1, V2, V3, V4, V5, V6 and we used various machine learning and
regression techniques to build a new model.

3 Proposed Device Solution

The system consists of a device that captures EASI signals and a smartphone
connected via bluetooth, see Fig. 2.

Possible uses of the system include:

• diagnostic ECG;
• continuous supervision electrocardiographic patient, regardless of location as

well as physical activity;
• ECG stress;
• ECG Holter independent of the location of the patient.

Advantages of this solution include:

• versatility of solution;
• possibility of sending data via Internet directly to medical center;
• unrestricted mobility;
• intuitive operation;
• high comfort;
• the low cost of the system.
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Fig. 2. Proposed device.

4 Methods Used

Our work was focused on improving Dower model by using some regression and
machine learning techniques. Obtained model must have been easy to imple-
ment both in hardware and software. Several different methods were tested to
find a best fitting model, namely LARS method, Lasso method, Forward Stage-
wise method [7], Linear Regression - Least Squares method [6], Least Median
of Squares method [8], Regression Pace [9], Bagging Predictors method [10],
Gradient Boosting method [11], Artificial Neural Networks - Multilayer Percep-
tron method [12–14] and Support Vector Machine method [15]. Some of them
produced a linear model, other created a nonlinear one. Both models, linear
and nonlinear, have different advantages and disadvantages. Linear models, so
in other word models described by set of linear equations, usually are easier to
understand and build, their total error could be easily estimated. However, they
are less effective in most cases. Example of obtained model is given below:

5 Results

Improved model
Based on results obtained from all tested methods one linear model was gener-
ated:

aVF = 0.21 × E + 0.11 ×A− 1.09 × S + 0.72 × I − 3.06, (2)

aVL = −0.12 × E + 0.59 × S − 1.68 × I + 2.30, (3)
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aVR = −0.08 × E − 0.11 ×A + 0.49 × S + 0.94 × I + 0.78, (4)

I = −0.03 × E + 0.08 ×A + 0.07 × S − 1.74 × I + 1.00, (5)

II = 0.19 × E + 0.15 ×A− 1.05 × S − 0.14 × I − 2.56, (6)

III = 0.22 × E + 0.07 ×A− 1.12 × S + 1.59 × I − 3.57, (7)

V1 = 0.63 × E + 0.08 ×A + 0.50 × S + 0.49 × I + 4.04, (8)

V2 = 1.08 × E − 0.09 ×A + 0.52 × S − 1.24 × I + 13.66, (9)

V3 = 0.80 × E + 0.28 ×A + 0.09 × S − 2.31 × I + 5.06, (10)

V4 = 0.37 × E + 1.23 ×A + 0.09 × S − 1.19 × I − 2.24, (11)

V5 = 0.14 × E + 1.56 ×A + 0.09 × S + 0.36 × I + 0.02, (12)

V6 = 0.04 × E + 1.25 ×A− 0.15 × S + 0.70 × I − 1.23, (13)

Results Comparison
Each calculated model was 10 fold cross validated. All results are based on
data from PhysioNet database [16] and also on the data that were generated
according to the following model (described in the paper “Investigation Of A
Transfer Function Between Standard 12-Lead ECG And EASI ECG” [17]):

E = −6.4073889 × II − 4.58091464 × aV R + 4.4236590 × aV F

+ 1.4023342 × V 10.2316670 × V 2 + 0.63803224 × V 3 − 0.3104148
× V 4 − 0.5253245 × V 5 + 0.7453142 × V 6, (14)

A = 0.1205489 × I + 0.1440902 × aV L− 0.07460267 × V 1
− 0.005248586 × V 2 + 0.04413031 × V 3 − 0.001846735 × V 4
+ 0.14529887 × V 5 + 0.5326776 × V 6, (15)

S = −0.9615144 × II + 0.07950829 × aV L + 0.21000511 × aV F

− 0.096557012 × V 1 + 0.3608502 × V 2 − 0.32692627 × V 3 + 0.252434208
× V 4 + 0.04650518 × V 5 − 0.1318653 × V 6, (16)
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Table 1. Correlation coefficient

Obtained model EASI dower approach Improved EASI coefficients

aVF 0.939 0.984 0.776

aVL 0.966 0.955 0.922

aVR 0.984 0.985 0.966

I 0.985 0.971 0.973

II 0.964 0.994 0.894

III 0.941 0.963 0.786

V1 0.99 0.882 0.849

V2 0.984 0.968 0.872

V3 0.975 0.971 0.751

V4 0.971 0.981 0.851

V5 0.992 0.977 0.97

V6 0.997 0.888 0.985

Table 2. Root mean squared error [mV]

Obtained model EASI dower approach Improved EASI coefficients

aVF 27.45 28.41 66.29

aVL 22.02 35.45 34.22

aVR 16.03 31.86 55.3

I 18.01 40.75 42.47

II 26.13 32.57 78.2

III 31.41 37.19 60.03

V1 21.01 99.24 86.42

V2 40.54 177.75 119.61

V3 46.62 120.25 141.69

V4 55.6 144.6 129.96

V5 24.66 119.93 49.9

V6 10.77 93.17 33.1

I = −0.1494002 × I − 0.24593780 × aV L− 0.003465868
× V 1 − 0.1516211491 × V 2. (17)

Calculated models were compared with results obtained using classical Dower
approach and also with Improved EASI Coefficients described in the paper [18].
We have determined performance of all systems by calculating for each of
them correlation coefficient (Table 1) and root mean squared error (Table 2).
All obtained results are presented in tables below. Performance of the linear
model is also shown on the plot (Fig. 3), where it is compared with original ECG
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Fig. 3. Plot of measured and derived V1 signals.

signal as well as with two other EASI based signals, one generated using classical
Dower method and other generated using Improved EASI Coefficients method.

6 Conclusion

Above results show that using various machine learning and regression tech-
niques help to improve the basic EASI ECG model. The best performance was
obtained for our linear model built using machine learning and regression tech-
niques. It provides a significantly lower values of Root Mean Squared Error.
Second best model was one created by Dower. Notably low performance was
observed for model that was obtained using improved EASI coefficients method
described in the paper [18]. Currently a prototype of a device is tested in a series
of clinical trials on a group of volunteers, in which we want to compare a working
EASI ECG system using our improved model with a standard ECG equipment.
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Abstract. In recent years the ECG signal feature parameters play an
important role in diagnosing, forecasting and analyzing heart diseases. In
this paper, we present a new approach for using matched filtering method
for the purpose of QRS complex detection. The method is based on the
following steps: pre-processing, matched filtering and algorithm for QRS
complex detection. To evaluate the proposed technique, the well known
Physiobank Database: the PTB Diagnostic ECG database has been used.
The proposed algorithm allows to achieve high detection of R-peak in
ECG signal, as it will be shown in the last section. The application of
the new method is a simple and efficient way to improve the accuracy of
removal artefacts in ECG signal and QRS complex detection.

Keywords: ECG signal · QRS complex · Matched filtering

1 Introduction

Electrocardiography is an indirect method that relies on electrical registering of
the heart muscle activity from patient’s chest as potential (voltage) difference
between two electrodes, which is then graphically represented as an electrocar-
diograph curve, i.e. electrocardiogram. Electrocardiogram (ECG) constitutes a
graphic recording of potential shifts during depolarisation and repolarisation of
patient’s myocardial cells. It is one of the most basic tests in cardiology which
provides data about patient’s general health and functioning of the circulatory
system [2].

The most frequently analysed electrocardiogram parameter is the R-peak
(Fig. 1). During its evaluation certain difficulties occur resulting from the char-
acteristics of the waveform: irregular intervals between waves, varied characteris-
tics and heights, appearance of a constant component, low-frequency distortions
and faults from electric power system.

Designing an effective way to detect diagnostic parameters in the ECG signal
is undoubtedly problematic due to shifting morphology of particular waveform
components. Even nowadays assessing the characteristics of the ECG signals

c© Springer International Publishing AG 2017
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Fig. 1. ECG waveforms

proves to be a challenge to many researchers. Difficulties in processing and analy-
sis stem from quality of the signal and its specificity [5,8]. Numerous techniques
which introduce new approach to analysis of particular waveform components
have appeared in recent years. One of them pertains to the use of Fourier [20]
or wavelet transforms, employing various wavelets like Daubechies, Spline and
Morlet in the pursuit of BPM [11,13] recognition and classification. Another
method relies on the first order derivative of the Gaussian function as a con-
verted wavelet transform to determine the form of the ECG curve [10,14]. Other
algorithms used to describe the ECG signal at this stage were developed based on
spectral transformations. These features were applied in the ECG classification
via statistic methods [9], genetic algorithms or neural networks [1,22].

Aiming to resolve the aforementioned issues, this work distinguishes activities
concerning the pre-processing of the ECG signal and devising new methods and
algorithms for R-peak detection. This ought to improve the results and reduce
the influence that interfering factors have on the analysis of the electrocardio-
graph curve.

2 Objective

This article reviews the use of matched filtering in the ECG signal analysis. The
objective is to devise a new method of detecting heart rate based on the electro-
cardiogram assessment. This article does not, however, interpret the ECG signal
through the prism of illnesses and other abnormalities. An attempt was made to
represent R-peak locations in the ECG signal as accurately as possible without
prior processing, and after pre-processing that removes occurring distortions.

The matched filter characteristic which corresponds to the R-peak has been
artificially engineered based on Polish Cardiac Society’s guidelines [3]. The
undertaken research has aimed to answer whether employing matched filtering
requires pre-processing which erases distortions from the ECG waveform.
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3 Matched Filtering

Matched filtering [12] is a digital signal processing method, one of the tools that
operate both within the time and frequency fields. Matched filtering algorithms
retain the linear filter characteristics, which aim to achieve an optimal exclusion
of the signal frequency components, interfering with the signal without altering
its initial form. The basic matched filtering algorithm with regards to time is
equivalent to a convolution which uses the following Eq. (1):

yn = ΣN−1
m=0xn−m · hm (1)

where:
{xn}N−1

n=0 – times series for signal witch matched filtering,
{hn}N−1

n=0 – weighting factors for filter’s pulse characteristic,
{yn} – result of matched filtering,
T – number of readings for signal with matched filtering.
The concept of matched filter is rooted in recognising the resemblance

between the signal in question and a pattern of reference, which is defined accord-
ing to the convolution function. Filter pulse characteristic is created from the
signal pattern samples recorded in reverse.

4 Description of the Implemented Method

4.1 Defining the Pattern

For the purpose of this article, a model containing parts of the ECG signal
equivalent to the R-peak was designed. That model is being used for generating
the matched filter pulse characteristic, delineated by a polynomial of a 3rd degree
displayed below (2):

y = −6 · 10−5 · x3 + 8 · 10−4 · x2 + 4 · 10−2 · x + 9 · 10−2 (2)

Pattern generated by this interrelation is depicted in Fig. 2.
The pattern delineated by the polynomial can have its shape easily modi-

fied by alternation of its parameters. Tests with varied parameters have been
conducted for the purpose of this article. These tests have used waveforms from
the electrocardiographic database. Factors which have undergone modification
include: R-peak width, its amplitude, its location in relation to other waveform
components, the duration of the pattern, as well as R-peak appearance in the
waveform or lack thereof.

R-peak distortions due to modifications to the primary pattern are shown in
Figs. 3, 4, 5 and 6.

The testing was aimed at matching the pattern with the examined ECG
samples as accurately as possible. During testing R-peak of the pattern was
alternatively widened and narrowed, while the matched filter outlet was being
evaluated. Figure 7 depicts the signal chosen from the examined waveforms with
following markings: blue for the pattern which has been shortened 5 times, green
for the unaltered amount of samples, and red for the pattern 5 times longer.
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Fig. 2. Pattern for matched filtering

4.2 ECG Signal Pre-processing

Pre-processing has been conducted via a combination of low pass, high pass
and FIR bandpass filters. They served in filtering out the frequencies interfering
with the waveform which result from isoelectric line drift, cardiac artifacts and
distortions produced by electrical power grids [4,17].

Pre-processing stage is portrayed in Figs. 8 and 9. Blue marks the original
wave-forms and green is for the ones post matched filtering.

Literature on the subject presents a myriad of methods pertaining to heart
rhythm detection. Their effectiveness is evaluated according to the number of
accurately detected R-peaks. The literature analysis suggests the utmost com-
plexity of the issue. It is the relatively high value of R-peak amplitude as com-
pared to the other ECG components, and its appearance in regular, as well as
irregular heart rate that makes R-peak the main point of reference for electro-
cardiograph signal analysis.

A QRS complex has so far been determined mainly by utilising algorithms
that are based on artificial neural networks, genetic algorithms and wavelet
transforms. Majority of testing has been conducted with the use of Mat-
lab software. The distinct disadvantages of hitherto used methods, are their

Fig. 3. Pattern shape Fig. 4. Matched filtering results
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Fig. 5. Pattern shape Fig. 6. Matched filtering results

Fig. 7. R-peak distortions due to modifications to the primary pattern (Color figure
online)

computational complexity, convoluted implementation, and their effectiveness
being highly dependent on the ECG characteristic, which results from different
disease entities [15,21].

This article portrays a new approach to locating the R-peak. The detection
algorithm has been implemented by application of Scilab and Python. It exempli-
fies the optimal approach for detecting the R-peak which is derived from Slider
Window solution [18]. It involves determination of a threshold for the entire
examined waveform which, when exceeded, enables the researcher to locate the
R-peak. Then each sample set, which values have exceeded the threshold and
remained within the examined window width, is filtered for the samples with
maximum value. They indicate where the R-peak is located.

A threshold of a sample has been calculated according to the interrela-
tion (3):

ti = T · (max(si−n, si+n) − avg(si−n, si+n)) + avg(si−n, si+n) (3)

where:
ti - the threshold value for the sample i,
T - coefficient (value 0.65),
n - half the width of the window,
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Fig. 8. ECG before the pre-processing
(Color figure online)

Fig. 9. ECG post the pre-processing
(Color figure online)

Fig. 10. An algorithm for R-peak detection

Fig. 11. Incorrectly calculated R-R interval for slider window

si - the sample value for the sample i,
max(si−n, si+n) - maximum value for samples,
avg(si−n, si+n) - average value for samples.
Figure 10 displays the R-peak detection algorithm results. A major factor

necessary for the algorithm to work properly is the window width. It has been
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experimentally stated that the best results are achieved when the window width
corresponds to 1500–2000 samples (for the examined signal sample of 1 kHz this
equals 1.5 ms–2 ms). If the n value is too high, the algorithm will not react
appropriately to rapid amplitude changes in the signal.

Figure 11 depicts an example of n value being lower than the R-R distance,
for which some waveform components may be incorrectly recognised as R-peaks.

5 Experimental Results and Discussion

Electrocardiograph records from a cardiological database, consistent with global
standards, have been used for the testing of the algorithm. Clinical data used
for the purpose of this article originates from the Physiobank Database.

The testing of the method has been based on data acquired from the PTB
Diagnostic ECG. The database stores records of the following cardiovascular
diseases: myocardial infarction, heart block, cardiomyopathy, heart failure [16].

The analysis contained within this article has been conducted by examining
58 registered records of different patients. Each sample is represented in 1–5
channels, with the frequency of 1000 Hz. The duration of evaluated waveforms
is 10 s.

After pre-processing, R-peak location is detected in the examined signal. R
indexes are noted for two cases of analysis: before the pre-processing and after-
wards. Each of them aims to assess the accuracy of R-peak location detected in
the waveforms. The statistical analysis of R-R distances consists of the follow-
ing parameters: the average R-R distance - an arithmetic mean of all detected
R-peak locations in each case, standard deviation - set in relation to the average
of all R-R distances within the examined period.

Table 1 compiles the R-peaks detected in an exemplary ECG waveform from
the database. It includes the name of the ECG record which was evaluated on the
grounds of: use or lack of pre-processing, and use of matched filtering. Analysed
variants: variant I - real signal without pre-processing; variant II - signal after
convolution without pre-processing; variant III - real signal with pre-processing,
variant IV - signal after convolution with pre-processing. A graphic assessment
of the set of R-peak locations (Table 1) that occur in a wave-form from the
database is depicted in Figs. 12, 13, 14 and 15. An analysis of where the R-peaks
are located enables to identify the variable characteristic of the ECG components
in time, including the R-peak amplitude as detected by the algorithm.

The results for all waveforms are displayed in Table 2. An actual number
of R-peak appearances have been determined for every waveform, which was
evaluated on the grounds of: use or lack of pre-processing, and use of matched
filtering. Additionally, each of the defined variants had values FP (false positive,
i.e. the number of R-peak surpluses detected) and FN (false negative, i.e. the
number of times the algorithm has failed to detect the R-peak) indicated.

Results from Table 2 have been verified by comparing them with the actual
R-peak appearances in each ECG record. This allowed for a detailed evalua-
tion of particular waveforms in the designated database. Thanks to the visual
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Table 1. Number of QRS detections for the case s0134lre

Record no. Analyzed variants R-peak

s0134lre I 293, 1126, 1944, 2764, 3585, 5197, 5964, 6715, 7457,
8204, 8952, 9705

II 306, 1137, 1957, 2777, 3598, 5209, 5977, 6729, 7472,
8218, 8967, 9718

III 356, 1187, 2007, 2827, 3648, 5259, 6027, 6779, 7521,
8268, 9017, 9768

IV 371, 1202, 2022, 2842, 3663, 5274, 6042, 6794, 7536,
8283, 9032, 9783

Fig. 12. Graphical marked R-peaks
value in the ECG

Fig. 13. Graphical marked R-peaks in
the post-convolution waveform

Fig. 14. Graphical marked R-peaks in
the value with pre-processing

Fig. 15. Graphical marked R-peaks in
the post-convolution waveform, with
pre-processing

assessment, the most frequent occurrence of faulty R-peak detection in the pre-
convolution waveform has been identified. It stems from a difference between
samples ranged +30:−30 per R-peak. The issue is related to the distorted R-
peak characteristic, which may contain more than a single maximum. In this
waveform set a single R-peak may be detected as two separate ones with a simi-
lar amplitude (Figs. 16 and 17). A way to counteract this is to omit R-peaks that
occur in close proximity (for the purpose of the experiment: up to 100 ms) to the
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Table 2. Sample results of evaluation of QRS complex detection algorithm using
matched filtering

No. Real R-peak real signal R-peak real signal

Variant I Variant III Variant II Variant IV

FP FN FP FN FP FN FP FN

s0021bre 16 0 0 0 0 0 0 0 0

s0094lre 13 0 0 0 0 0 0 0 0

s0134lre 12 0 1 0 1 0 1 0 1

s0232lre 11 0 0 0 0 0 0 0 0

Fig. 16. Incorrectly marked R-peaks
in the pre-convolution waveform, with
pre-processing

Fig. 17. Incorrectly calculated R-peak
max value pre-convolution, without
pre-processing

Fig. 18. Incorrectly marked R-peaks
in the post-convolution waveform, with
pre-processing

Fig. 19. Incorrectly calculated R-peak
max value post-convolution, without
pre-processing

detected R-peak. The proposed duration of 100 ms after the R-peak, in which
the following ones ought to be ignored, is consistent with the norm describing the
ECG components. The norm states that the R-peak should be no wider than 110
ms. An erroneous interpretation occurs in waveforms both with and without pre-
processing. Waveforms that have undergone matched filtering are excluded, their
the R-peak location is detected correctly in spite of many distortions (Figs. 18
and 19).
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Fig. 20. R-peak variable amplitude
in the pre-convolution waveform, with
pre-processing

Fig. 21. R-peak variable amplitude in
the pre-convolution waveform, without
pre-processing

Fig. 22. Incorrectly marked R-peaks in
the pre-convolution waveform, without
pre-processing

Fig. 23. Incorrectly calculated R-peak
max value pre-convolution waveform,
with pre-processing

Issues of detecting R-peak locations in both: with and without pre-processing
signals may stem from the R-peak variable amplitude. In some ECG records
there may appear single R-peaks of a much lower amplitude compared to the
adjacent ones, which may be omitted in the further analysis. Graphic evaluation
of particular wave-forms reduces the possibility of faulty results (Figs. 20 and 21).

Faulty results may also be obtained in waveforms in which neither the
matched nor the pre-processing have been performed. The QRS complex may
be omitted, if the amount of samples is drastically reduced and the amplitude in
relation to the other ECG components is lowered, and the analysis will consider
the succeeding T wave. This is of lesser importance when the heart rate is under
consideration. However, when assessing particular R-peak locations, vital data
regarding the waveform is lost and the achieved results are erroneous. Figures 22
and 23 displays a waveform in which R and T waves are identified as maximum in
said waveform. In consequence, it is classified as two distinct R-peaks. The same
waveform, after the pre-processing is per-formed, has a correct result. In the
post-convolution waveforms the incorrect marking is avoided in both considered
cases, i.e. with and without pre-processing (Figs. 24 and 25).
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Fig. 24. Incorrectly marked R-peaks in
the post-convolution waveform, with-
out pre-processing

Fig. 25. Incorrectly calculated R-peak
max value post-convolution, with pre-
processing

6 Conclusions

This article presents the possible usage of matched filtering in locating the
R-peak by examining distorted ECG signals. The analysis is first of its kind.
Analysis of literature indicates that other researchers have focused exclusively
on defining the QRS complex characteristic based on known methods such as
wavelet analysis, Fourier transform, and application of genetic algorithms or
neural networks.

As the performed tests indicate, it is possible to detect the R-peak by means
of matched filtering, without performing the pre-processing that erases distor-
tions.

Having reviewed the obtained results, this article validates the use of matched
filtering in the ECG signal analysis. The tests have proven that it ensures the best
accuracy, resistance to distortions and the correct electrocardiogram reading.
This in turn allows for a proper diagnosis of heart rate.

The appropriate pattern needs to be applied for the analysis of cyclical shifts
during the single R-R distance for the entirety of the recorded ECG waveform.
This article proves by evaluation of the examined waveform set that artificially
calculated pattern of reference, which does not lower the effectiveness of the
R-peak detection, may be applied.

The main issues with the R-peak detection that have arisen during the testing
stem from the influence of distortions exerted on the waveform recording. Most
of the current algorithms are facing difficulties in detecting the QRS complex at
as early as the pre-processing stage. Consequently, this may heighten the number
of incorrect classifications of waveform components. The proposed method of R-
peak detection allows for those mistakes to be omitted by employing the matched
filtering, without the need for the pre-processing.

The lack of necessity to use the pre-processing and the simplicity of the
execution of convolution function make this method very appealing, as it can be
implemented on devices of low processing power like mobile phones [19].

Using the fact that proposed method is not computing power greedy this
solution can also be implemented in the area of BSN (Body Sensor Network)
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where thin nodes communicate with the powerful sink [7]. For the communication
no infrastructure is required because we can use wireless or PLC technology or
both of them simultaneously to ensure greater reliability [6].
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Abstract. Wearable systems with biomedical sensors have diagnostic,
as well as monitoring applications. Parameters extracted from physio-
logical measures in everyday situations can provide indicators of health
status and can have diagnostic value, especially for cardiology telemedi-
cine. The publication presents the review of reconfigurable, wearable or
possible to adapt for wearing, multi-modal vital parameters measure-
ment systems for use especially in cardiology telemedicine. From about
300 commercially available reviewed system, three selected systems have
been studied in detail, the results of this comparison are also presented.

Keywords: Wearable system · Telemedicine · Biomedical sensors

1 Introduction

Main principle of medical wearable systems are built-in biomedical sensors, that
after being applied on a biological material [1] enable conversion of the analog
biosignals to pre-processed digital form, that can be later easily analysed and
can provide many valuable information for patient diagnosis. Until recently, con-
tinuous on-line monitoring of physiological parameters was possible only in the
hospital setting. But today, with many developments in the field of wearable
technology, the possibility of accurate, continuous, real-time monitoring of phys-
iological signals in patient home is not only more achievable, but also have a
chance to become a part of rehabilitation process in near future. A key element
is the need to use analytical methods that extract from raw data the digital value
of the examined parameter relevant to diagnostic. Such a connection of micro-
electronics, system-on-chip, wireless communication and intelligent low-power
sensors have allowed the realization of a Wireless Body Area Network [2].

The publication presents analysis of reconfigurable, wearable, multimodal
vital parameters measurement systems for use especially in cardiology telemedi-
cine. In Sect. 2, we define a set of features that will be a criterion for evaluation
of systems.

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 37
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2 Wearable System of Biomedical Sensors

The basic function of sensor layer is registering and transmitting chosen physi-
ological life parameters of the patients for further analysis. This is the basis for
identification of emergency situations, early diagnosis and monitoring of patient
condition [3]. The following review of systems was conducted for easy applica-
tion by the patient, thus wearable and non-invasive, systems that can be used
in cardiac telemetry. An important feature was also the openness of the system
and ability to create different configurations of sensors, adding other types of
them, and possibility to gather data for different analysing procedures. Because
of that, we excluded from the review all clinical and professional medical equip-
ment, which is usually connected with high cost, need of qualified staff and have
closed architecture, often difficult to develop. Next criterion was ability to mea-
sure possibly the most desired parameters [4]: velocity of pulse wave, frequency
of cardiac rhythm, heart rhythm variability, physical activity, perspiration rate,
arterial blood saturation, the temperature of the sternum skin surface, fluid
retention in thorax, fluid retention in abdomen, percentage of fat tissue in tho-
rax, percentage of fat tissue in abdomen.

In summary, required is comfortable, easy to use, wearable monitoring sys-
tem, made in the form of clothing with built-in biomedical sensors, allowing
acquiring of chosen parameters directly from the patient’s body, without a prob-
lematic installation and calibration procedures. Very important parameter is the
openness of the system.

3 Review of Commercially Available Wearable Systems

We analysed about 300 systems currently available for purchase. Our evaluation
was based on technical documentation and web sites of products. We summa-
rized them in terms of openness, the possibility to get measurement data and
measurements of required parameters described in Sect. 2. We defined 11 para-
meters evaluated by 0–1. The Fig. 1 presents percentage of all analysed systems
measured the given parameter. Most reviewed systems (about 80 %) measured
frequency of cardiac rhythm. Only 3 systems measure 6 on 11 required parame-
ters: BioRadio (Great Lakes Neurotechnologies), EQ02 LifeMonitor (Equivital)
and BioHarness 3 (Zephyr Technology).

Based on research of biomedical sensors systems market, it can be concluded
that at the moment, purchase of system, that meets all the assumed parameters
is not possible. It was decided to adapt the existing system to requirement of
integration, design and build universal wearable element with set of biomedical
sensors. For this purpose more detailed analysis for 3 selected systems were
prepared: Shimmer Set with Shimmer3 module (Shimmer)1, Hexoskin Wearable
Body Metrics (Hexoskin)2 and EQ02 LifeMonitor (Equivital)3. That systems
1 http://www.shimmersensing.com.
2 http://www.hexoskin.com.
3 http://www.equivital.co.uk/.

http://www.shimmersensing.com
http://www.hexoskin.com
http://www.equivital.co.uk/
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Fig. 1. Percentage of all analysed systems measured the given parameter. Parameters:
pulse wave velocity (1), frequency of cardiac rhythm (2), heart rhythm variability (3),
physical activity (4), perspiration rate (5), arterial blood saturation (6), the temper-
ature of the breastbone skin surface (7), fluid retention in thorax - impedance spec-
troscopy (8), fluid retention in abdomen - impedance spectroscopy (9), percentage of
fat tissue in thorax (10), percentage of fat tissue in abdomen (11)

are very different and do not measure all parameters but are representatives
of the 3 groups of systems to monitoring vital parameters: modular and open,
unprofessional with wearable element and more professional, close with medical
certification. We evaluated the ease of installation and use, openness and made a
rough analysis of captured ECG signal obtained in similar conditions. The main
assessment of the signal quality in each system was subjective and based on
characteristic elements of signal. The main aspects were: the stability of signal,
maintainability, and possibility of measurement in motion. At the moment the
tests are mainly descriptive.

4 Comparison of Selected Systems

Comparison of all mentioned systems is presented in Table 1.
The set called Shimmer3 is a set of Shimmer modules, that are connected by

Bluetooth. System does not contain wearable element, sensors are attached by
stripes (Fig. 2). Development kit used in tests consists of galvanic skin response
sensor (GSR), ECG/EMG electrodes, inertial measurement unit (IMU), skin
temperature sensor and optical pulse sensors (PPG) and gets 4 points in our
evaluation.
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Table 1. Comparison of five example analysed systems. Measured parameters: pulse
wave velocity (1), frequency of cardiac rhythm (2), heart rhythm variability (3), phys-
ical activity (4), perspiration rate (5), arterial blood saturation (6), the temperature
of the breastbone skin surface (7), fluid retention in thorax - impedance spectroscopy
(8), fluid retention in abdomen - impedance spectroscopy (9), percentage of fat tissue
in thorax (10), percentage of fat tissue in abdomen (11).

System Points 1 2 3 4 5 6 7 8 9 10 11

Shimmer3 4 – + + + + – – – – – –

EQ02 LifeMonitor 6 – + + + + + + – – – –

Hexoskin wearable body metrics 3 – + + + – – – – – – –

BioRadio 6 – + + + + + + – – – –

BioHarness 6 – + + + + + + – – – –

Fig. 2. Shimmer system - using electrodes and pulse sensor.

Fig. 3. Shimmer system - ECG signal captured during rest and performing squats
(sampling frequency - 256 Hz).

The result ECG signal with 256 Hz frequency sampling, captured during
static rest and performing squats are presented on Fig. 3. Observed signal comes
from one of the chest leads (V2), it is clear and readable, but also very sensitive
to any movement, which may be caused by the use of disposable electrodes. The
system is modular and versatile, what usually is the basis for creating different
measuring sets [5–7].

Second analysed system is EQ02 LifeMonitor (Equivital) which is more pro-
fessional equipment with medical certificates (FDA Device Classification Class
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Fig. 4. EQ02 LifeMonitor elastic band with 3 textile electrodes.

II, EU Device Classification Class IIb, Device safety EN60601-1 Classification).
System measures 6 parameters from our list and use a elastic belt with 3 textile
ECG electrodes (Fig. 4). System has also skin temperature, breathe rate, inertial
measurement unit (IMU) and galvanic skin response (GSR) sensors.

In Fig. 5 the ECG signals with 256 Hz captured during static rest and doing
squats are presented. The signal is stable and clear, although sometimes there are
little noise. Similar to previous system, signal captured during physical activity
is noisy.

Fig. 5. Equivital system in ambulatory mode - ECG signal captured during static rest
and performing squats (sampling frequency - 256Hz).

Findings in [8] demonstrate the validity and reliability of the EQ02 for ambu-
latory monitoring of multiple physiological parameters and suggest that the
system could be used to provide a complete human physiological monitoring
platform for the study of occupational health.

Next tested system was Hexoskin Wearable Body Metrics (Hexoskin) which is
low-cost and has wearable biometric shirt with 3 ECG textile electrodes (Fig. 6).
The electrodes set does not have reference electrode. System has also breath rate
and inertial measurement unit (IMU) sensors. The ECG signal during movement
occurred drift of the baseline, even though it is possible to determine the proper
heart rhythm. The signal is legible but has lower quality than signal obtained
by previous presented systems (Fig. 7).

System was scientific validated for now only in [9] and provided reliable
detection of an athlete’s heart rate when lying, sitting, standing or walking
slowly.
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Fig. 6. Hexoskin wearable body metrics shirt.

Fig. 7. Hexoskin system - ECG signal captured during static rest and performing
squats (sampling frequency - 256 Hz).

The Shimmer set was the most flexible in terms of data acquisition as well
as expansion (open architecture, full modularity). Its biggest drawbacks were
a weak transmission of data between a large number of sensors and PC, and
the absence of wearable element (T-shirt or vest). The system produced by
Equivital showed the greatest stability measurements of the test systems. Its
biggest drawbacks proved to be closed architecture which restricts the ability
to obtain a direct measurement data and minimal possibility of expansion. The
Hexoskin system obtained the lower quality results of the measurements.

5 Conclusion

We analysed about 300 commercially available systems and verified the func-
tionality of 3 tested sets. It was confirmed that none of the systems meets 100 %
of the defined objectives.

It was found that the market lacks universal wearable elements (vest, shirt,
suit), equipped with a set of electrodes characterized by the following features:
universality (the ability to connect different measuring devices, like ECG, ICG,
GSR), comfortable for user (comfortable long-term wearing, washable, with good



Survey of Wearable Multi-modal Vital Parameters Measurement Systems 329

perspiration), relatively good quality of the obtained measurement signal. As
part of the further work it was decided to design and build universal wearable
element which can be connected with different systems and sensors sets.
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Abstract. By using clothing with built-in biomedical sensors, the
acquiring chosen parameters directly from the patient’s body is avail-
able without a special and tiresome installation and calibration. The
publication presents the stage of the design process of wearable element
for vital parameters measurement system. The system is designed for use
especially in cardiology telemedicine. The basic function of such a sensor
layer is registering and transmitting chosen physiological life parame-
ters of the patiences for further analysis. In the publication were defined
the main issues to be addressed during the wearable element design and
given propositions of solving them.

Keywords: Wearable system · Cardiology telemedicine · Textile
electrode · Biomedical sensors

1 Introduction

Heart failure is emerging epidemic for 21st century. In Poland, the number of
deaths from heart failure is higher than the most common cancers. Currently,
heart failure is the leading cause of hospitalization in Poland, and the cost of
hospital treatment of this group of patients account for 60–70% of the total cost
of treatment failure reported by the National Health Fund. Therefore, urgent
action is needed to reduce these costs through better use of the potential of
ambulatory care. To achieve this goal, it is mandatory to develop a reliable
monitoring system enabling remote continuous assessment of various parameters
to predict cardiovascular events with the possibility of early intervention [1].

The introduction of home monitoring of patients will:

• Reduce of hospitalizations numbers;
• Reduce of visits to the clinic numbers;
• Improve quality of patients life;
• Lower treatment costs.

c© Springer International Publishing AG 2017
M. Gzik et al. (eds.), Innovations in Biomedical Engineering, Advances in Intelligent
Systems and Computing 526, DOI 10.1007/978-3-319-47154-9 38
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The publication presents the stage of the design process of wearable ele-
ment for vital parameters measurement system. The system is designed for use
especially in cardiology telemedicine. The basic function of sensor layer built-in
wearing element is registering and transmitting chosen physiological life para-
meters of the patients for further analysis [2,3].

Main idea is comfortable, easy to use, wearable monitoring system made in
the form of clothing with built-in biomedical sensors, allowing acquiring chosen
parameters directly from the patient’s body, without a special and tiresome
installation and calibration.

2 Design Study

The general concept is a system consisting of an integrator, which collect data
from wearable units in different configurations and forwarded it to the server (by
wireless network like WiFi or LTE), where data is analysed in order to recognize
emergency situations. One wearable unit consist of control module (hub) and
wearable element (shirt, suit or vest) with different biomedical sensors.

The integration of sensors with clothing, in a metrologically correct way, and
making them, at the same time, patient friendly, is an important technological
problem. The main difficulty is the realization and method of attachment of elec-
trodes, including providing the required conductivity, its dependence on pressure
(the degree of adhesion to the body) resistance to washing and cleaning. As a
universal and wearable element of vital parameters measurement system, the
designed vest should measure ECG and bioelectrical impedance signals, which
it becomes increasingly important nowadays.

2.1 Textile Materials

The use of existing methods for electrical potential sensing (suction cup elec-
trodes, adhesive or hand held electrodes) are not at a satisfactory level of com-
fort in applications of preventive ECG measurement and poorly applicable for
long term ECG monitoring of patients [4].

For designed system we prepared project of textile electrodes (Fig. 6). The
electrode material should be made of electrically conductive textile which guar-
antees high comfort for the user while ensuring good quality of ECG mea-
surements. In [5] testing procedures and markers for suitable textile materi-
als in terms of their performance as textile integrated electrodes for impedance
measurements were presented. Using a test bench for objective evaluation and
including subjective evaluations, 25 potential materials were analysed. Objected
evaluation concerned static resistance, absolute value of the ac impedance at
100 kHz, electrode-skin contact impedance, influence of sweat on the electrode-
skin contact impedance, pressure-dependence of the electrode-skin contact
impedance, temperature-dependence of the electrode-skin contact impedance,
static resistance change after 30 washing cycles, static abrasion resistance change
after 10000 Martindale cycles. Because it can be assumed that during long-term
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application the electrodes will be moistened (to some extent) with sweat, the wet
measurements are more important than dry electrolyte measurements. Subjec-
tive evaluation of the properties based on materials tactile properties and level
of comfort.

From tests presented in [5] the best suited material is knitted fabric composi-
tion of polyamide, elastane and silver. Following on defined parameters we chose
a material with similar properties. The selected material is stretch conductive
fabric (Plug&Wear vendor), which is made from silver plated 92 % polyamide,
8 % elastane, fabric which offers the unique ability to stretch in both direc-
tions. Material has following properties: sheet resistance <1 Ω/sq (unstretched),
conductivity increases when stretched, thickness 0.5 mm, weight 130 g/m2, tem-
perature range −30 to 90◦C.

Suitable material for shirt should be breathable, comfortable, pleasant and
stretchable textile. The electrode conductive material must be similar in struc-
ture and physical parameters to shirts material so that at comparable external
factors behaved similarly. For example, different shrinkage of the electrode fabric,
present after laundry/washing, can cause material distortion. Electrode material
should be reasonably good water absorbent and slightly dry. By absorbing the
sweat of the patient increases electrical parameters of contact with the skin. In
our design the shirt textile material is composed of 80 % polyamide and 20 %
elastan.

2.2 Placement of Electrodes

The ECG and bioimpedance electrodes placement should be adjusted to make it
less prone to errors associated with a small displacement of the electrodes during
the movement of the subject. We have chosen 5 electrodes pattern (Fig. 1). This
is a scheme commonly used in the clinical observation of patients, uses 4 limb
leads, and one of the precordial lead (V1–V6) [6].

The vest has also 6 pairs of bioimpedance electrodes for measurements of
thoracic and abdomen electrical bioimpedance [7]. In addition to limit displace-
ment, the electrodes are lined with sponge to form a soft bulge, better adhering
to skin during movement (Fig. 6). A properly selected stretchable vest material
also holds the electrodes in the right place.

2.3 Prototype Design Process

Based on the review of the products on the market we first tested the Shen-
zhen Yingda Strong Technology ECG T-Shirt (Fig. 2). In the shirt is integrated
10 textile electrodes in the Mason-Likar placement. The T-shirt has no bioim-
pedance electrodes and measurement of closely spaced 10 electrodes is difficult
during movements. The electrodes connections are in the form of metal clips,
that touch the body (the first textile electrode in Fig. 5). During long use, it can
cause skin irritation. The electrodes are flat and poor adherent to the body, in
order to obtain a signal had to be manually pressed to the body. The relatively
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Fig. 1. Placement schema of ECG (green dots) and bioimpedance (blue and red dots)
electrodes. (Color figure online)

Fig. 2. The Shenzhen Yingda Strong Technology ECG T-Shirt - right and left side.

stiff material on the sides of the T-shirt caused a folding of material including
electrodes, which reduced the adhesion during movement.

Next we prepared the first vest prototype version (Fig. 3). During carefully
tests we were able to identify problems, which affect the measured signal and
user comfort. In this version the bioimpedance electrodes have been added.
The electrodes placement has been changed according to the design schema



334 A. Szcz ↪esna et al.

Fig. 3. The first vest prototype version - right and left side.

Fig. 4. The second vest prototype version - right and left side.

(Fig. 1, described in Sect. 2.2). The electrodes placed on the neck were put on
the additional band. The textile electrodes were made in the form of special con-
vex metal buttons, which were covered with a conductive material (the second
electrode in Fig. 5). Unfortunately, metal button causes rapid drying of the elec-
trodes. The rigid connection of the cable within the electrode still causes pulling
away from the body. Fitted vest with stretchy material makes it difficult to put
on and take off the shirt.
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After extensive testing we have prepared the second vest prototype ver-
sion (Fig. 4). This version introduces a number of changes. First set of changes
improves wearing comfort. Rigid elements on the sides were removed and com-
plete vest is flexible. The zip fastener was added on vest back to facilitate

Fig. 5. The textile electrodes from: Shenzhen Yingda strong technology ECG T-Shirt,
the first prototype vest version and the second prototype vest version.

Fig. 6. The textile electrode design schema.
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dressing/undressing. Instead of separate band on the neck a turtleneck collar
was added. In order to improve the adhesion of the electrode to the body, con-
nection is moved outside electrode area on a conductive material strip (the third
textile electrode in Fig. 5). Metal part of electrode is replaced by electrode made
from sponge which is springy and convex. Schema of the textile electrode is pre-
sented in Fig. 6. The vest and conductive material were carefully matched and
selected as described in the Sect. 2.1.

As a result we have prototype version of wearable vest with ECG and bioim-
pedance textile electrodes. The vest is esthetic and comfortable for users and
allows long-term measurement of biosignals during daily activities. With the
introduction of a number of innovative improvements to vest and textile elec-
trode design, measurements are legible even when performing movements.

3 Conclusion

A prototype measuring system wearable element is designed as a typical clothing
with sewn in textile electrodes. This configuration will be evaluated for com-
pliance with clinical requirements. Proposed solution resembles typical clothes
and does not require attachment of electrodes to the body. Placement of ECG
and bioimpedance electrodes in the clothing, provides adequate electrical con-
tact with the skin and a possibility of skin irritation is minimized. The vest is
designed as comfortable wear for prolonged use, and also to be easy to wash.

Such universal vest can be connected to vital parameters monitoring systems
(for example like Shimmer1). In the future it is planned to replace the cable
connections by conductive threads (like in our Inertial Motion Capture suit [8])
and add pockets for attaching additional sensors (like temperature, inertial mea-
surement unit, etc.).
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