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Preface

This volume contains the papers presented at the 24th International Conference on
Case-Based Reasoning Research and Development, ICCBR 2016, held October 31 to
November 2, in Atlanta, Georgia, USA.

The International Conference on Case-Based Reasoning (ICCBR) is the premier,
annual meeting of the CBR community and the leading international conference on this
topic. The theme for ICCBR 2016 was “Creativity.” ICCBR 2016 was co-located with
the Fourth International Conference on Design and Creativity.

Previous ICCBR conferences have been held in Sesimbra, Portugal (1995), Provi-
dence, USA (1997), Seeon Monastery, Germany (1999), Vancouver, Canada (2001),
Trondheim, Norway (2003), Chicago, USA (2005), Belfast, UK (2007), Seattle, USA
(2009), Alessandria, Italy (2010), Greenwich, UK (2011), Lyon, France (2012), Sar-
atoga Springs, USA (2013), Cork, Ireland (2014), and Frankfurt, Germany (2015).

For the 2016 conference, the published papers were carefully selected from 44
submissions from 18 countries; each was reviewed by at least three Program Committee
members. The committee decided to accept 14 papers for oral presentation at the con-
ference; an additional 15 papers were accepted for poster presentation. The 29 papers
included in this book cover a wide range of CBR topics that are of interest both to
researchers and practitioners, from foundations of case-based reasoning, novel retrieval
and reuse approaches, advances in compositional adaptation, case generation and
knowledge discovery, to CBR systems, applications, and lessons learned in specific
areas of expertise.

The first day of ICCBR 2016 was given over to the selected workshops and the 8th
Annual ICCBR Doctoral Consortium (DC), which is designed to nurture PhD candi-
dates by providing them with opportunities to explore and obtain mutual feedback on
their research, future work plans, and career objectives with senior CBR researchers,
practitioners, and peers.

Three workshops were selected for this conference: Computational Analogy, Syn-
ergies Between CBR and Knowledge Discovery, and Reasoning About Time in CBR.
We would like to thank all the co-chairs of these workshops for creating such a
stimulating program.

Days two and three comprised presentations and posters on technical and applied
CBR papers, as well as invited talks from two distinguished scholars: Pablo Gervás,
of the Complutense University of Madrid, Spain, and Mehmet Goker, Vice President,
Business Data Science Salesforce, San Francisco, USA.

Pablo Gervás’s talk, “How Creative Can Reuse Be?,” pointed to CBR as a favored
technology for trying to model creative tasks such as story generation or music gen-
eration in artificial intelligence. Mehmet Goker gave an applied industry point of view
of CBR in his talk entitled “The Business End of Data Science.”



Many people participated in making ICCBR 2016 a great success: Ashok Goel,
Georgia Institute of Technology, USA, as the general chair; program chairs, Belén
Díaz-Agudo, Universidad Complutense de Madrid, Spain, and Thomas Roth-Berghofer,
School of Computing and Engineering, University of West London, UK; publicity
chairs, Santiago Ontañón, Drexel University, USA and Swaroop Vattam, MIT Lincoln
Labs, USA.

We wish to thank Alexandra Coman, Ohio Northern University, USA, and Stelios
Kapetanakis, University of Brighton, UK, for organizing the workshop program and
Sarah Jane Delaney, Dublin Institute of Technology, Ireland, and Stefania Montani,
Università del Piemonte Orientale, Italy, for the successful organization of the Doctoral
Consortium.

We thank the Program Committee and all our additional reviewers for their thoughtful
and timely participation in the paper selection process. We acknowledge the time and
effort put in by the members of the local Organizing Committee at the Georgia Institute of
Technology, USA: Stephen Lee-Urban, and Elizabeth Whitaker.

We are very grateful for the generous support of the ICCBR 2016 sponsors,
including the US NSF, Knexus Corporation, Springer, Georgia Tech, and Georgia Tech
GVU research center. Finally, we appreciate the help provided by EasyChair in the
management of this conference and we thank Springer for its continuing support in
publishing the proceedings of ICCBR.

August 2016 Ashok Goel
Belén Díaz-Agudo

Thomas Roth-Berghofer
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Searching Museum Routes Using CBR

Jesús Aguirre-Pemán, Belén Dı́az-Agudo, and Guillermo Jimenez-Diaz(B)

Department of Software Engineering and Artificial Intelligence,
Universidad Complutense de Madrid, Madrid, Spain

{belend,gjimenez}@ucm.es

Abstract. In this paper, we describe a CBR solution to the route plan-
ning problem for groups of people. We have compared keyword coverage
results for our CBR approach and heuristic search algorithms. User pref-
erences are important for individual visits but when dealing with group
visits there are other aspects to consider. In our case study a group of
people plans a visit to MIGS (Museo de Informática Garcia Santesmases
http://www.fdi.ucm.es/migs/), a museum about computer science his-
tory located at the Computer Science Faculty of Complutense University
in Madrid. CBR results are promising and we discuss the benefits of the
experience in the case base when planning a group visit. CBR has become
specially appropriate given that it assists the knowledge discovery task
when learning about subtle differences affecting the suitability of group
plans over individual plans computed by traditional search algorithms.

1 Introduction

When planning a route visit, either in a museum, a city or a mall, user prefer-
ences are important and typically, the resulting route should aim to satisfy user
preferences. Different users may weigh their preferences differently. The problem
is different when considering an individual visit or a group visit. Group prefer-
ences are modelled as an aggregation (e.g. weighted average) of the individual
preferences of the group members [9]. Besides, when dealing with groups there
are other aspects to consider, like the number of people, physical features if there
are space restrictions, average age, etc.

In this paper, we describe a CBR system to help in planning a route for a
group of people. In our case study a group of people plans a visit to MIGS (Museo
de Informática, Garcia Santesmases1), a museum about computer science history
located at the Computer Science Faculty of Complutense University in Madrid.
We characterize the museum map as an undirected graph where nodes sym-
bolize Points Of Interest (POIs) tagged with keywords or labels that represent
description features, and the edges symbolize transitions between the museum
POIs. Besides, there are time labels, both in nodes and edges, representing the

Supported by UCM (Group 910494) and Spanish Committee of Economy and Com-
petitiveness (TIN2014-55006-R).

1 Professor Jose Garcia Santesmases built the first computer in Spain, between 1953 y
1954.

c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-47096-2 1

http://www.fdi.ucm.es/migs/


2 J. Aguirre-Pemán et al.

average time to visit the POI and the time to move from one node to another,
respectively.

In the literature, we find different approaches to solve the route planning
problem for individual users. In [12] the authors present the problem as a key-
word coverage problem which finds an optimal route from a source location to a
target location such that the keyword coverage is optimized and that a budget
score satisfies a specified constraint. Although the authors prove that this prob-
lem is NP-hard, they propose an adapted version of the A* algorithm using an
admissible heuristic to preserve the solution optimality.

While the topic of group route planning in tourism applications has been
widely studied, there is comparatively less research on studying benefits of CBR
in this specific area. In our research, we compare a variation of an optimal search
algorithm with a CBR approach and discuss the benefits of the domain expert
experience when planning a group visit. We adapt the A* algorithm and the
heuristic described in [12] to our case study, using time as a budget score in
nodes and edges. Additionally, the preferences are not for individual users but
we employ an aggregated set of preferences for groups of people. Besides, our
proposal includes other features that characterize the group like its size and
average age, which are not easy to include in the original A* algorithm.

As A* has resulted inapplicable to our case study due to its high cost in
memory and computation time, we compare some experimental results of our
CBR approach with a greedy algorithm that uses the same heuristic function.
We have compared our approach to heuristic search according to the keyword
coverage. As heuristic search performs an exhaustive search, its results in key-
word coverage outperform the CBR solution. However, CBR results are very
promising. Besides, CBR has become specially appropriate given that it assists
the knowledge discovery task when learning about subtle differences affecting
the suitability of group plans over individual plans computed by heuristic search
algorithms. Cases have resulted to be an excellent tool to elicit domain knowl-
edge and to capture important knowledge from real visits, like the museum space
limitations for big groups in several showcases or common sequences of showcases
due to the dependencies between POIs.

The paper runs as follows. Section 2 describes some related work in rec-
ommendation in tourism, emphasizing on works for route planning. Section 3
describes the problem formalization of a map as a connected graph and common
definitions used in the compared approaches. Section 4 describes a solution to
the route planning problem using an heuristic search while Sect. 5 proposes the
CBR approach. Section 6 describes our case study at the MIGS museum and
explains the experimental results. Finally, Sect. 7 summarizes the main results
achieved and describes forthcoming work.

2 Related Work

Recommender systems have been increasingly employed in the field of
tourism, recommending attractions or Points Of Interest (POIs), travel services
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(restaurants, hotels, transportations...), routes and tours, or personalized
multiple-days tour planning, among others [5].

The route search and planning problem in tourism domain has been tackled
using different approaches. One of the most classic and well known is the shortest
path problem, which does not take into account user preferences and constraints.
Systems like MacauMap [3] mixes other algorithms that involve user interests to
select the POIs contained in the route and generates the travel sequence using an
A* search algorithm. Like in our work, this recommender considers time between
POIs and stay times to generate an optimal schedule.

Other authors propose an adapted version of the A* algorithm using an
admissible heuristic to preserve the solution optimality [12]. This work describes
the problem as a keyword coverage problem that finds an optimal route from a
source location to a target location such that the keyword coverage is optimized
according to the user preferences and satisfying some budget constraints. Our
contribution in this paper relates with the CBR approach. The route planning
algorithm using heuristic search that we use for comparison (described in Sect. 4)
is an adaptation of this work [12], considering time as a budget constraint, and
enhancing it with group preferences and features that characterize the group,
like group size and average age.

Other approaches address the problem of recommending tourism itineraries
as a Constraint Satisfaction Problem: the recommender system generates a
sequence of POIs to be visited, filtering data according to the user constraints.
This is the approach employed by INTRIGUE [2], which recommends itineraries
and destinations taking into account preferences of group members.

Several recommender systems tackle the problem as an Orienting problem
with user constraints. PERSTOUR [8] recommends personalized tours using POI
similarity and inferred user interest preferences. It recommends an itinerary,
with a time limit and a start and end selected by the user, which maximizes the
popularity and the user interest in the recommended POIs, adhering to a time
restriction. One of the main contributions of this work is the personalization of
the visit duration at each POI and the Time-based user interest, which measures
the user’s level of interest in a POI category based on the time the user spent
at such POI, relative to the average user.

User interests and POI matching implies the existence of knowledge descrip-
tion about the POIs. MoreTourism [11] uses tags and weights to recommend
POIs. The recommendation is performed comparing user’s tag clouds with POI
tag clouds. This work also proposes group recommendations creating a group
tag cloud using the tag clouds that describe its members.

The use of CBR approaches to recommend tourist itineraries is not com-
monly employed although case-based planning is a field widely extended with
successful results [6,7,10]. These works aim to find routes between an origin and
a goal position reusing cases that represent previous planned routes and do not
address tourist recommendation. TURAS [10] and PRODIGY [7] performs some
personalization reusing the routes that the user who is using the system prefers.
However, our approach is completely different because it fixes the origin and goal
positions and selects the sequence of POIs that the users will visit according to
the preferences requested to the users and other additional restrictions.
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A specific case-based planning system for programming tourist routes is
TOURIST GUIDE-USAL [4], which generates the route adapting previous cases
to the user profile described by features, like the type of visit, its budget and
the time duration. In this system, cases are previous successful routes (plans)
that include the POIs to visit, the time to spend visiting each POI, the time
required for going to one place to another and some route labels (like museum
route, family route, Romanesque route, etc.). These works inspired our CBR
route planning approach, described in Sect. 5.

3 Problem Formalization

The aim of the route planning algorithms described in our work is to find a route
that traverses a sequence of POIs in a map for a group of visitors. The route has
a fixed start and end and the POIs are labelled with some domain keywords.
The route must maximize the group preference satisfaction, described as a set
of weighted keywords, while complying with a given time restriction.

Let V = {v1, . . . , vp} be a non-empty set of POIs and let K = {k1, . . . , kn}
be a set of keywords to describe both POI features and the group preferences.
Keywords (also labels) are domain dependent. Every POI vi is characterized by
a weighted vector vi.cov = {λk1 , . . . , λkn

}, with λkj
∈ [0, 1], and a time value tvi

that represents the average time spent to visit vi.
Every POI has a location. The map representing POI locations is character-

ized as an undirected graph G = (V,E), where E is a set of edges defined as
pairs of POIs < vi, vj > where vi, vj ∈ V . Each edge is annotated with a time
value t<vi,vj>. G is a strongly connected graph, where every POI is reachable
from every other POI.

A visitor group (the query in the CBR approach) is characterized by a tuple
(sizeq, ageq, prefq, tq) where: size is the number of people in the group, age
is the average age of its members, prefk = {λk1 . . . λkq

} with λki
∈ [0, 1] is a

set of weights indicating the group preferences for each keyword, and tq is the
time constraint, the maximum length of the visit. Note that, although we use
this formalization for the sake of an easier comparison, one of the advantages
of the CBR approach is that it simplifies the query elicitation process and the
algorithm could work with incomplete input information.

The route planning solution will be a route or an ordered sequence of
POIs R = {v1, .., vm} with m stops, where vi ∈ V , and tR =

∑m
i=1 tvi

+
∑m−1

i=1 t<vi,vi+1>, with tR ≤ tq.

3.1 Keyword Coverage

The problem of measuring how well a route covers the user’s preferences (defined
as a set of weighted keywords) is non-trivial. According to [12] simply accumu-
lating the keyword degree associated with the locations in a route cannot well
reflect the satisfiability of the route. We define the keyword coverage function
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as the degree to which the user preferences are covered by a route planning solu-
tion. Given the set of keywords K = {k1, . . . , kq} and a set of user preferences
prefq = {λk1 , . . . , λkq

} with λki
the weight value associated to the keywords ki,

the keyword coverage function from a route R = {v1, . . . , vm} is defined as:

kc(R) =
∑

ki∈K
λki

· cov(ki, R)

where cov(ki, R) is the degree to which the label ki is covered in the path R:

cov(ki, R) = 1 −
∏

vj∈R
(1 − vj .cov(ki))

The value kc(R) used in [12] is adequate for routes with a small number of
items. However, we found that this measure is not interesting for large graphs
because it produces indistinguishable values for routes with more than 30 nodes.
For this reason, we redefine the keyword coverage function:

kc sum(R) =
∑

vi∈R
vi.cov(K) (1)

where vi.cov(K):
vi.cov(K) =

∑

kj∈K
λj · vi.cov(kj).

4 Route Planning Using Heuristic Search

Our first approach uses an algorithm to plan a route in the graph of POIs that
is a modification of the A* algorithm with the heuristic described in [12], taking
user preferences into account. The problem of optimizing the keyword coverage
and time constraint is NP-hard. To solve this complex problem, like the authors
in [12], we propose an admissible heuristic function that preserves the solution
optimality. Although the experimental results are optimal, the main drawbacks
of A* algorithm are its time and memory requirements for large graphs (over 15
nodes). In our case study, where the museum map will be a complete graph with
every pair of nodes connected, the A* algorithm uses more time and memory
resources than the expected ones.

As a solution we propose other approaches: a greedy algorithm (described
later in Algorithm 1) and a CBR approach (related in Sect. 5). While basic A*
algorithms only use costs in edges, our approaches use the input preferences
and the node labels. We reuse some key concepts of the A* algorithm described
in [12], such as using time as a budget score in nodes and edges. Instead of using
the preferences of an individual user, we employ an aggregated set of preferences
of a group of people. We use other additional features to characterize the group,
like its size and the average age of its members.

A Greedy algorithm, unlike the aforementioned A*, just takes into account
a heuristic function h(n), the evaluation function that estimates the cost for the
current node n (meaning we are evaluating the best path traversing n). We have
defined a greedy algorithm (Algorithm 1), whose main idea is to generate a list
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Algorithm 1. Greedy Algorithm
Function 1 GREEDY(Graph G, double tq)
R = ∅;
U = G.getAllItems();
while (U.size() > 0) do

max = −∞; maxindex = 0;
for (i = 0; i < U.size(); i + +) do

if vi.cov(K)/(tvi + vi.cost()) > max then
maxindex = i;
max = vi.cov(K)/(tvi + vi.cost());

end

end
if tR + tvmaxindex ≤ tq then

R.add(vmaxindex);
end
U.delete(maxindex);

end
R = R.sort();
return R;

with the best nodes according to the user preferences. Finally, we sort the list
to visit the museum showcases in order.

On each iteration, the greedy algorithm selects the node that best fits the
user preferences in the least amount of time, considering the time spent to arrive
at the node and the time visiting it:

h(vi) =
vi.cov(K)

tvi
+ vi.cost()

(2)

The time spent to arrive at node vi is computed using the following function:

vi.cost() = min
vj∈G

{t<vj ,vi>}

which denotes the minimum cost of reaching vi from any other node in G.
vs.cost() = 0 for the initial node vs. Although in our case study this value
is close to zero, this could be useful for a different graph where the POIs were
more distant among them. Additionally, the partial solution computed on each
iteration should be admissible, so the time spent in the partial computed route
should not exceed the time constraint tq.

4.1 A Motivating Example

The following example compares the A* and the greedy algorithms with an
equivalent heuristic function in action. Let us suppose that we define a map
with 9 POIs (1), a time restriction tq = 15 min and the user preferences and the
keyword coverage for each node described in Table 1.
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Table 1. User preferences (Q) and keyword coverage for each POI.

Q 1 2 3 4 5 6 7 8 9

Art 0.40

Computer science 0.90 0.95 0.95 0.70 0.30 0.30 0.70

Curiosity 0.70

Hardware 0.50 0.80

History 0.60 0.95 0.60 0.30 0.70 0.30

Movies 0.50 0.30 0.20

Networks 0.60

Pcs 0.80 0.50 0.80

Periferics 0.50

Science 0.70 0.50

Servers 0.60

Spain 0.60 0.90 0.70 0.70 0.80 0.30 0.30

Storage 0.40

Teaching 0.50 0.20 0.40 0.80

Videogames 0.90 0.30

After running both algorithms, we get two different routes. Results are sum-
marized in Table 2. We can see that both routes fulfil the time restriction tq. We
have computed the keyword coverage metrics described in previous sections and
we see that A* algorithm achieves better results. However, the computational
time shows that even in a small graph with 9 nodes, the Greedy algorithm is
extremely faster than the A* algorithm (Algorithm 1).

Fig. 1. Museum Graph. The dashed line represents the A* route and the solid line,
the Greedy route.
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Table 2. Routes calculated by A* and Greedy algorithm. tR represents the time for
completing the route (in both cases they do not exceed the tq = 15min). Elapsed CPU
time confirms that Greedy runs faster than A* even in a small graph.

A* Greedy

R {1, 2, 4, 6, 8, 9} {1, 2, 3, 4, 8, 9}
tR 13.9 min 14 min

Ellapsed CPU time 272ms 4 ms

kc(R) 4.45 3.76

kc sum(R) 9.01 8.47

5 Route Planning Using CBR

As we described in Sect. 4, the knowledge of the heuristic search algorithms is
compiled in the evaluation function h to deal with both time and preference
restrictions given in the query. With a CBR (Case Based Reasoning) approach,
we face the problem resolution with a different perspective. Given a query, CBR
reuses previous solutions (i.e. routes) that are stored in a case base when a similar
situation occurs [1]. With this approach, we need to deal with the definition of
an appropriate similarity measure and a method to adapt a solution if the case
solution does not fulfil the query restrictions.

We will use here the same problem formalization described in Sect. 3: given
a query Q describing the group (sizeq, ageq, prefq, tq), with a set of preferences
(prefq = {{λk1 , .., λkq

}) and the visit time restriction (tq), we aim to find a route
that maximizes the group satisfaction on their preferences while complying with
the given time restriction. CBR measures similarity between the query Q and
the case base and retrieves the most similar case (1-Nearest Neighbour) to reuse
its solution.

Similarity Function. Similarity takes into account every query feature, i.e.,
the time visit, the group size, and the group average preferences and age. The
distance between a case c = (sizec, agec, prefc, tc, Rsolc) and the query q is
computed as:

distance(c, q) = |tc − tq| · constT ime

+ |sizec − sizeq| · constSize

+ |agec − ageq| · constAge

+
(∑

ki∈K
|prefc(ki) − prefq(ki)|

)
· constLabel

These weights reflect the importance of every feature. constTime, constSize
and constLabel values may change depending on the domain, although the
first two should be greater than the last one. For our specific case study, the
chosen values are constTime = 0.4, constSize = 0.2, constAge = 0.1 and
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constLabel=0.5. constAge is lower because we observed a dependency between
age and preference labels, i.e., some group preferences that may depend on the
age are covered by the different labels in the query.

Distance is computed in the [0,∞] interval but we need a similarity measure
in the [0, 1] interval, with 1 for identical cases, and 0 when distance tends to
infinity. For this reason, our similarity function is computed as:

Sim(c, q) =
1

edist(c,q)
. (3)

Adaptation. Two different adaptation strategies are performed on the retrieved
solution Rsolc :

– Adaptation based on reducing the time spent in the nodes. If the time required
to complete the recommended visit is slightly greater than the time available
for the visit (the quotient lies between 0.8 and 1), the recommended visit is
adapted reducing lightly the times in the items of the route.

– Modification of the route by deleting nodes of the solution. If the time required
to complete the recommended visit is notably greater than the time available
for the visit, the recommended visit is adapted by eliminating the nodes with
worst coverage. To accomplish that, the nodes with lower vi.cov(K) values are
deleted from the solution.

6 Case Study: MIGS

Our case study is MIGS museum, a museum about computer science history
located at the Computer Science Faculty of Complutense University in Madrid.
Located at the third and fourth floors of the Computer Science Faculty, this
museum has more than 52 showcases related with history of computer science
in Spain. It start with the Computer science origins in Spain with Professor
Garćıa Santesmases and traverses the Spanish CS history until our current days,
including all type of antiques, modern devices and gadgets.

During the knowledge acquisition phase, we revised the MIGS catalogue and
the showcase organization of items, and we interviewed the domain expert to
identify the set of keywords employed to describe both the POIs features and
the query. In this case study we use a set of 15 labels or keywords: storage, art,
science, movies, curiosity, teaching, Spain, Computer Science, hardware, history,
pcs, periferics, networks, servers and videogames. Each label in a POI node is
weighted with a [0,1] score indicating the keyword coverage value of the label
in the node. For example, the MIGS showcase with the first computer made in
Spain (dated 1952) will be annotated with labels history (0.8) and computer
science (1) as we want to emphasize this features. Figure 2 shows the nodes in
the museum. It is worth noting that we use a graph where every node is reachable
from every other node. To simplify the representation, edges are not explicitly
represented although there is an edge between every pair of nodes. Each edge
is labelled with the time needed to walk between nodes. These time values are
automatically computed using the geographical distance.
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Fig. 2. MIGS museum Graph. Red arrows define a route proposed by CBR approach.
(Color figure online)

Case Base. We acquire the cases using a process of observation of real vis-
its to the MIGS during one month. As described in previous section, we also
interviewed the museum guide (as the domain expert) to manually identify the
keywords set and tag the museum POIs. We have acquired a prototypical set of
28 cases covering different situations for group of visitors: case with different size
groups of different bachelors, masters or PhD students; quick visits of the most
important items for different groups; children and elderly people visits; thematic
visits with different interests (general, movies, games, history,..). Figure 2 shows
the solution of a case of visit for a group of students, 70 min and preferences
mainly on pcs, videogames, curiosities, and science (we obviate the specific val-
ues on the query features). Figure 3 visualizes the case base as a graph. Nodes
represent the cases and edges represent the similarity between cases. Edge width
correlates with the similarity value computed using Eq. 3.

6.1 Experimental Results

Our preliminary experiments with algorithm A* and the heuristic presented in
[12] showed that A* is not applicable to the size of our map represented as an
strongly connected graph. For this reason, we want to explore the pros and cons
of using CBR against the use of a greedy algorithm with the heuristic described
in Sect. 4.
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Fig. 3. Visualization of the case base as a graph. Line width correlates with the simi-
larity value between linked cases.

The aim of the evaluation is to compare the coverage function value
kc sum(R) described in Sect. 3.1 according to the query attributes size, visit
length, average age and group preferences. For each attribute, we fixed it to
different values and generated random values for the rest of attributes. For the
group preferences attribute, we fixed the preferences of three prototypical visit-
ing groups, described later. We randomly generated 400 queries per each fixed
value.

For each experiment we measured the keyword coverage value kc sum(R)
and we normalized the obtained result with the maximum value that can be
obtained with an equivalent query that represents a visit that traverses all items
and with λi = i in all the preference labels employed in the experiment. Finally,
we computed the average value for the 400 randomly generated queries, defining
an average keyword coverage percentage.

As expected, the greedy algorithm offers better results in terms of keyword
coverage, although we see how CBR also exhibits good results in coverage with a
very efficient response time. Figure 4 (top-left) shows some experimental results
obtained when fixing the visit duration (tq). The results show, as expected, that
the coverage increases with the time of the visit. 90 min give the visitor enough
time to visit all the POIs in the museum, so preferences do not affect the route
much. However, we observe that CBR keyword coverage is lower in large groups
even in a 90 min visit where all nodes are chosen in the greedy solution. This fact
occurs due to the space restrictions that have been captured as knowledge in the
cases. The case routes collected show that big groups never stop at the small
showcases. This explains why coverage is lower in CBR even when there is time
enough to visit all the nodes. Greedy algorithm does not have this knowledge
and it generates routes that will be uncomfortable for big groups.
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Fig. 4. Comparison of keyword coverage for different values of time, group size age and
preferences.

In Fig. 4 (top-right) we observe coverage values for different group sizes
(sizeq). We see how keyword coverage almost does not vary with group size.
As detailed before, coverage is lower in large groups due again to space restric-
tions in certain showcases that will never appear in cases with large groups.

Although the age (ageq) was considered as an attribute that characterizes well
the visit group, its importance is lower than the importance of other attributes.
Hence it has little influence in keyword coverage (Fig. 4 (middle-left)). This fact
needs a proof revision to validate if this attribute is implicit in the group pref-
erences or if it has impact only in relationship with other attributes.

Figure 4 (middle-right) shows a comparison among queries representing pro-
totypical group preferences for thematic visits (prefq). The first group (neutral)
shows a middle interest in every label, the second group (Elderly) prefers items
related with history, spain, and curiosity, showing low interest for categories like
hardware, servers, networks or videogames. Finally, Computer Science students
group is more interested in specific categories like servers and networks, showing
a high overall interest in the contents exhibited in the museum. As Elderly has
no interest for half of the labels, it is reasonable that the coverage of their rec-
ommended routes will be lower than the Neutral group. On the other hand, as
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the Computer Science Students group is so interested in almost every category,
their coverage is notably better than the coverage of the Neutral group.

Coverage increases in both algorithms when more labels are included in the
query (Fig. 4 (bottom)). For this experiment, we delimited the available time for
visiting the museum between 15 and 30 min. For larger values the differences are
not appreciated because both algorithms select almost every POI in the museum.

Coverage results in the CBR approach depend strongly on the quality of
the case base. In these preliminary evaluation, the results of the CBR app-
roach are promising with a small case base and an immediate response time.
Optimal results in keyword coverage are not an issue in group visits where
group preferences are obtained as a weighted average of its individual mem-
bers. Heuristic search optimizes keyword coverage but relies on a detailed query
definition process. CBR is applicable for queries where preferences in the queries
are approximated with prototypical queries and even when no preferences are
stated.

As we have pointed out before, some routes computed by the heuristic search
algorithm have problems when used in real situations (like space in the show-
cases). We think that other evaluation measures, like user satisfaction, will bene-
fit CBR as it captures real situations and other subtle aspects, like dependencies
between nodes, which helps, for instance, to give coherence to the guide narra-
tive when describing items in the POIs. We will study these aspects as future
work. Next section summarizes our experience and advantages of using CBR in
this case study and outlines some lines of future work.

7 Conclusions and Future Work

In this paper, we have described a CBR solution to the tourism route planning
problem for groups of people. We have compared our approach to an heuristic
search according to the keyword coverage that measures the goodness of the
recommended route according to the group preferences. As long as the heuristic
search perform an exhaustive search, its results in keyword coverage outperform
the CBR solution. However, the differences are small, our results are very promis-
ing and the keyword coverage will be improved when including more visits in the
case base. We expect the quality of the final solution measured as the keyword
coverage will increase when we include more cases of real visits. We will also
include a detailed cost evaluation study for bigger case bases.

Results from our experiments allow us to summarize the following conclusions
on the advantages of using a CBR approach to solve this problem. First of all,
cases have resulted to be an excellent tool to elicit domain knowledge. Cases
in the CBR system represent real visits. First experiments showed that we can
simplify the representation of the museum map where all nodes are connected to
all other nodes: even if it is theoretically possible visiting a node after any other
node, it is not happening in real visits, as in the route to the farther nodes, users
always visit intermediate nodes. This knowledge has been captured observing
the cases in the case base and could be used to simplify the map and apply A*.



14 J. Aguirre-Pemán et al.

We plan to do it as future work: use a two-step process where the routes stored
in the CBR solutions are used as a map where the A* algorithm searches optimal
routes in keyword coverage.

Another advantage of CBR regarding the query elicitation process is that
CBR is applicable with less input knowledge. For the sake of an easier comparison
between algorithms, we have used the same problem formalization. Meanwhile
heuristic search algorithms rely on a detailed query description as it uses the
individual preferences of all the group members (resulting in a very tedious
query description process), CBR would allow a simpler alternative to query
the system using an approximate description of the preference of the groups
based on labelled prototypical visits (query example: children/teenager visit,
very big group). This means that we could reuse case descriptions (complete
group description) as well as reusing CBR solutions (routes). CBR could even
work properly with an empty set of preferences in the query reusing the most
typical visit for those groups that we do not have information about.

Regarding knowledge engineering we have noticed that cases capture some
dependences between the nodes, i.e., certain nodes always appear together in all
the real routes (cases). For example, every case solution includes the two most
important items in the museum: the first computer built in Spain and the original
Enigma machine. We will study the fact that cases captures important knowledge
regarding narrative of the museum explanations given by the human guide during
visits. Cases have captured important knowledge that is nearly impossible to
elicit and include in a mathematical evaluation function. The museum expert
labelled with the same label those museum items sharing a certain topic, like
games or movies. However, when the museum guide describes the items, (s)he
uses anecdotes and sometimes subtle dependencies between nodes. A narrative
description on a piece can start in a showcase and ends in another (not necessary
visited right after). These nodes are included together in all routes because there
is a narrative dependency between them. It is only an observed fact from the
CBR solutions, although we have not used it the evaluation of the algorithms.
We study this as a future line of work. CBR uses knowledge from real and
specific situations, like the fact that in big groups there are space limitation on
the showcases. We would need a new annotated value for the heuristic search
to include this knowledge in the evaluation function (like the node capacity). In
the CBR approach, this node has been implicitly captured in the form of cases
and has been elicited due to the experiments as this factor was not taken into
account in the original version of the problem.

This research opens new lines of future work. We first plan to extend the
case base using an automatic case acquisition procedure where we are tracking
details for all the museum visit using location devices (beacons). Then we will
study other similarity measures and more complex adaptation methods. We
evaluate a 2 or 3-NN retrieval and an adaptation method based on mixing routes
from different solutions. I addition, we will test an adaptation method where
A* searches an optimal route in the map stored as the case solution, i.e., a
two-step CBR+A* approach. We will evaluate the CBR approach using other
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measures that will benefit it, like coherence on the narrative of the explanations,
or user satisfaction with the museum visit experience. We also plan to extend
our research to other domains, like city tours.
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ECCBR 2004. LNCS (LNAI), vol. 3155, pp. 547–559. Springer, Heidelberg (2004).
doi:10.1007/978-3-540-28631-8 40

5. Gavalas, D., Konstantopoulos, C., Mastakas, K., Pantziou, G.: Mobile recom-
mender systems in tourism. J. Netw. Comput. Appl. 39, 319–333 (2014)

6. Goel, A.K., Ail, K.S., Donnellan, M.W., de Silva Garza, G., Callantine, T.J.: Mul-
tistrategy adaptive path planning. IEEE Expert 9(6), 57–65 (1994)

7. Haigh, K.Z., Veloso, M.: Route planning by analogy. In: Veloso, M., Aamodt, A.
(eds.) ICCBR 1995. LNCS, vol. 1010, pp. 169–180. Springer, Heidelberg (1995).
doi:10.1007/3-540-60598-3 16

8. Lim, K.H., Chan, J., Leckie, C., Karunasekera, S.: Personalized tour recommenda-
tion based on user interests and points of interest visit durations. In: Proceedings
of the 24th International Conference on Artificial Intelligence, IJCAI 2015, pp.
1778–1784. AAAI Press (2015)

9. Masthoff, J.: Group recommender systems: combining individual models. In: Ricci,
F., Rokach, L., Shapira, B., Kantor, P.B. (eds.) Recommender Systems Handbook,
pp. 677–702. Springer, USA (2011)

10. McGinty, L., Smyth, B.: Personalised route planning: a case-based approach. In:
Blanzieri, E., Portinale, L. (eds.) EWCBR 2000. LNCS, vol. 1898, pp. 431–443.
Springer, Heidelberg (2000)
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Abstract. To support the early conceptualization phase in architecture
with computer-aided solutions, in particular, with retrieval systems that
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In the Metis project two retrieval coordination approaches (coordina-
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the retrieval method that is appropriate for the given user query. First
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1 Introduction

The early design phase in architecture is characterized by analysis of design
ideas, that architects iteratively elaborate by themselves, and references found
in corresponding specialist material. The traditionally established and nowadays
still widely used conceptualization approach is a pen-and-paper-based design
phase with iterative comparison of the progress with the references in the printed
media. By comparing similar design ideas a design can be evaluated, used as
inspiration or explicit design solution regarding different criteria. The computer-
aided retrieval of similar design ideas in digital collections of such designs can be
a significant improvement for the early conceptualization phase of architecture.
It can help an architect to speed up the design process by immense reduction
of time spent for search and so make it more efficient and productive. In cases,
where the currently used retrieval system implements multiple search algorithms,
a coordination approach is needed, that selects the proper algorithm and/or
strategy based on the (user-generated) data contained in the search request.

In this work we compare two different retrieval coordination approaches,
both developed, among other services, for the Metis project (see Sect. 2 for more
information about the project). The first one is the rule-based only coordination,
which selects a suitable retrieval method based on the implemented rulesets. This
coordinator was developed by the KSD1 research group of the Technical Univer-
sity of Munich (TUM) and will be referenced as the KSD Coordinator in further
sections of this paper. The second is the case- and rule-based coordination agent
of the distributed case-based retrieval system MetisCBR [3], developed by the
German Research Center for Artificial Intelligence (Deutsches Forschungszen-
trum für Künstliche Intelligenz, DFKI). This coordinator is a case-based agent
(CBA) and is the main node of the retrieval process within the system. It will
be referenced as the MetisCBR Coordinator in further sections of this paper.

This paper is structured as follows: first the related external and internal
work of the Metis project will be presented. After that, in Sect. 3, both retrieval
coordination approaches will be described in detail, their main features and
abilities will be presented.

In the Sect. 4 we provide a comprehensive cross-evaluation of both coordina-
tion techniques. By means of applying a number of queries created during the
study we will take into account the computed similarity values of the building
designs retrieved by both coordinators, the subjective opinion on quality of the
result set according to the architectural informatics experts, the overall number
of results, and other details. The main purposes of this pilot evaluation is to
find out which strengths and weaknesses both coordinators currently possess (in
order to coordinate their development in the future) and to determine which
coordination technique is currently the most suitable for which user scenario.

The conclusion and future work section closes this paper and give an overview
of the presented study, following by a short description of work that is planned
to be accomplished in the near future in the Metis project.

1 Knowledge-Supported Design.
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2 Related Work

To find essential solutions in order to provide the computer-aided support of the
early conceptualization phase in architecture, an interdisciplinary basic research
project Metis – Knowledge-based search and query methods for the development
of semantic information models for use in early design phases2 was initiated
by the DFKI and the TUM3. The project unites following main research areas:
case-based reasoning (CBR), multi-agent systems (MAS), computer-aided archi-
tectural design (CAAD), and building information modelling (BIM ).

The work, which has been accomplished in the project to date, consists of
implementation of different search techniques, query builder interfaces, and sup-
porting services, such as databases. Besides of that, theoretical research has been
conducted in the project as well. The two important theoretical approaches that
were created during the project-related research are the Semantic Fingerprint
[13] paradigm and AGraphML [12] (see Sect. 3). As databases, among others,
the Neo4j graph database with building design graphs, the content management
system (CMS) mediaTUM for graphical representations of the designs, and the
Open Source BIM Server can be named. The query builder interfaces include
the web-based floor plan editor (Metis WebUI) [4], together with a touch-table
application, and iPad and Android apps. The currently implemented search tech-
niques include the subgraph matching algorithms together with the case-based
retrieval techniques [2] of MetisCBR and an index-based retrieval method with
the Cypher language queries of Neo4j. The subgraph isomorphism techniques
include the implementations of the VF2 approach [7] and of the enhancement
[21] of the original Messmer-Bunke algorithm [16], implemented under the name
GML Matcher. The study presented in this paper is the first direct comparison
of retrieval techniques implemented by different working groups of the project.

Prior to Metis, much essential work has been done in the domain of support
of the early phase of architectural design. These projects and research initiatives
left a legacy of methodologies and applications that we could build on. Maher
et al. provide a description of application of CBR to design problems in [15].
In [9,18] overviews of the applications for architectural domain are provided.
An essential work of Richter [17] enhances this research by providing detailed
in-depth descriptions and analysis of the approaches in particular and of CBR
in architecture in general. Noticeable approaches are FABEL [20], CaseBook
[10], DIM [11] or CBArch [6] inter alia. For case representation, VAT (Visual
Architectural Topology) [14] provides a semantic way of representation, based
on ontological expressions of floor plan topologies.

For the MAS area, the work of Anumba et al. [1] is one of the essential publica-
tions that provides insights into embedding of MAS in construction, architecture,
and related domains. Application examples, as well as theoretical foundations,
are presented and described in detail.

2 Metis – Wissensbasierte Such- und Abfragemethoden für die Erschließung von Infor-
mationen in semantischen Modellen für die Recherche in frühen Entwurfsphasen.

3 The project is funded by the German Research Foundation (DFG).
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3 Examined Coordinators and Their Features

In this section we present the features of the coordinators we are evaluating
in this work, using the categories of retrieval-related aspects (such as finger-
prints, weighting, and query protocol) and additional aspects (such as extensibil-
ity). First, we provide an overview over foundations that are common for both
coordinators.

– Building Information Modeling (BIM) is an approach for machine-
interpretable modeling of buildings for the purpose of storing building infor-
mation across the lifecycle of a building. BIM’s object-oriented concept is
based on parametric objects that contain information about attributive geo-
metric data of a building. A comprehensive information source about BIM is
a handbook [8].

– Semantic Fingerprint [13] is a paradigm that describes a pattern structure
for flexible, hierarchical and index-based definition of building design meta-
data. Semantic Fingerprint is related to BIM and is intended to extend BIM
for use in modern computer-aided architectural applications. The fingerprint
patterns can be used for description as well as for querying or comparison of
building designs in such an application. The characteristics of a fingerprint
(FP) can use semantic information of a building, topology, or relations (direct
or adjacent) between rooms. Commonly, FPs can be represented as labeled
floor plan graphs with rooms as nodes, and room connections as edges. For the
Metis project a list of implementable FPs was defined. The Table 1 provides
an overview over the FPs currently available for both coordinators.

– AGraphML is the extension of GraphML [5] that has an architectural speci-
fication [12] as its underlying structure. AGraphML was developed by TUM

Table 1. Fingerprint patterns currently available for both coordinators.

Fingerprint Description Specifics

Room Count Number of rooms No connections between rooms and
no labels specified

Edge Count Number of edges No room information specified

Room Graph Anonymous
representation of
rooms and edges

No labels specified for rooms and
edges

Room Functions Labels of rooms No connections between rooms,
room labels are specified

Room Semantics Emphasis on room
semantics

Rooms information is complete, no
edge labels specified

Passages Semantics Emphasis on edge
semantics

Edges information is complete, no
room labels or names specified

Semantic Connections Complete graph All information about rooms and
edges is available
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and DFKI for the projects of the KSD research group (like the Metis project).
It is used for the XML-based representation of semantic fingerprint-based floor
plan graphs (e.g., as part of query format, see also Sects. 3.1 and 3.2).

3.1 KSD Coordinator

The KSD Coordinator Web Service [19] provides a comprehensive middleware
application for search requests from compatible front-end clients to different
retrieval approaches in order to find similarly structured building designs. The
key features of the KSD Coordinator are the specific language for query con-
struction (with support of search constraints and similarity assessment defini-
tions) and the underlying rule engine that is aimed to determine which retrieval
method is the most suitable for the given query. The KSD Coordinator also
provides an own user interface with configuration and query playground among
other things. The next sections provide an overview over the KSD Coordinator’s
functionalities.

Retrieval-Related Aspects. The KSD Cooordinator is able to trigger a num-
ber of search techniques, where for each of these techniques a special particular
thread/process, an agent, is responsible. The selection of agents depends on the
fingerprints determined in the query. For each fingerprint an assigned agent type
exists. Currently three of these types are available:

– Mediatum Agent: an agent that retrieves the database of the CMS mediaTUM
directly and is suitable for FPs where a floor plan metadata attribute is the
main search criterion (Room Count and Edge Count FPs).

– GML Matcher: an agent that uses the extended Messmer-Bunke algorithm [21]
for retrieval of isomorphic subgraphs using the complete graph information.
This agent is used for the Semantic Connections FP.

– Neo4J Agent : a flexible agent for retrieval of similar graphs, where informa-
tion can be incomplete. Queries the Neo4j database directly with Cypher
queries and is used for Room Graph, Room Functions, Room Semantics,
and Passages Semantics FPs.

Retrieval results are weighted during the Ranking process of the KSD Coor-
dinator. The final rank of a result is computed by the sum of all conditional
ranks of this result. A conditional rank is a product between an indicator func-
tion and the sum of a fixed value and the product of the weight and similarity
value.

The query protocol (or query language) of the KSD Coordinator is XML-
based and defines a pipeline of components that will be decomposed and sim-
plified during the retrieval process. Three types of such components (blocks)
exist:

– let: Provides AGraphML-based graph definitions that can be declared by a
variable. Optional block.
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– select: Defines data contained in the result set. Optional block.
– where: A mandatory block. Defines which retrieval conditions should be

applied to the query. Represented as a Boolean expression in XML format. A
condition can contain a fingerprint reference (if a graph was provided in the
let block), a defined retrieval method, or a specific metadata attribute.

The conditions from the where block will be later decomposed and parsed
by the rule engine of the KSD Coordinator. The assessment of the conditions
depends on the rule scripts contained in the rule engine. The rule scripts define
which search agents should be triggered for a given condition.

Additional Aspects. The KSD Coordinator can be extended with new agents
and new fingerprints, inter alia. A new agent definition can be added by providing
a corresponding agent configuration, agent lifetime class, and the data source
class. For addition of a new fingerprint, a definition of a corresponding graph
equivalence concept and an associated agent are required.

A feature of caching is available for the KSD Coordinator that allows for
saving intermediate results of previous queries. A set of caching rules includes
the caching and reuse options for full query caching and data source caching.
The timeout feature allows for setting a maximum query execution time for an
agent.

3.2 MetisCBR Coordinator

In MetisCBR, the general task of retrieval coordination is distributed among the
Coordinator agent and its helper agents SubCoordinator andTimeout. The two
helpers were created to reduce the overload of work of the coordination agent.
Given this context, we can also speak of the coordination team of MetisCBR.

The actual coordination in MetisCBR is divided into two steps: rule-based
and case-based. In the first, rule-based step, the ruleset of the MetisCBR Coor-
dinator determines, based on the user-generated data from the query, which FPs
will be used for the current retrieval. Then, in the case-based step the myCBR-
based mechanism of the MetisCBR Coordinator tries to find the most similar
QUERY case instance in its case base. If the similarity value is sufficient, the
results achieved by this previously saved request, will be presented to the user,
without starting a new retrieval process. After the evaluation of the results, if
the user prefers to conduct a new retrieval anyway, the retrieval will take place.
The results (old/saved in the similar case, or achieved by a new search) will be
added to the new QUERY case instance and saved in the coordinator’s case base.
If the user has not determined which FPs should be applied during the search,
but the most similar QUERY case instance had FPs applied, then the user will be
informed about this fact during the output of the results. The task of retrieval
of the most similar QUERY and saving the results is optional and can be disabled
in the configuration of the system. It can also be seen as the caching or indexing
process. The complete procedure of query processing is shown in Fig. 1.
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Show results
from the 

saved query

Fig. 1. Query processing steps of the MetisCBR Coordinator.

Retrieval-Related Aspects. The MetisCBR Coordinator has access to dif-
ferent retrieval methods implemented in the MetisCBR core. The methods can
be classified into two main classes: generic and fingerprint-related. Both of these
classes use the same set of retrieval strategies, the main difference between the
classes is the purpose of use: the category of generic methods is used if no FPs
were applied to the query, whereas the fingerprint-related methods are obviously
applied if FP information is available in the query. Another, more practical,
difference is the set of attributes used for the comparison during the search:
for non-fingerprint methods all of the attributes are used, for each fingerprint
method a set of suitable attributes is used to find the most similar cases. The
underlying CBR domain model [2] defines the structure of the cases (building
designs). The currently available retrieval strategies include two following types:

– The multi-step Basic strategy (described in [2] as well) for fingerprints con-
sidered complex (Room Graph, Room Semantics, Passages Semantics, or
Semantic Connections) and deep search for queries without fingerprints.

– The single-step metadata strategy that uses the floor plan metadata informa-
tion only and is applied for fingerprints considered simple (Room Count, Edge
Count, Room Functions) and for the fast search without fingerprints.

The weighting of fingerprints is applied according to the weights set by the
user during the query building process. The weights should sum to 1 and will
be multiplied with each similarity value of the result set of the corresponding
fingerprint query. The weights assignment influences positioning of results in the
final result set, where result sets of all of the fingerprints are combined.

The query format of the MetisCBR Coordinator makes use of the pro-
tocol developed for query construction in the MetisWebUI. In this protocol
the AGraphML representation of the query is wrapped by the request tags
that include the information about FPs as their child elements as well (see
Listing 1.1).
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<?xml version="1.0"encoding="UTF -8"?>
<searchrequest >

<agraphml >
<graphml >...</graphml >

</agraphml >
<fingerprint name="Room_Count"weight="0.4"/>
<fingerprint name="Passages"weight="0.6" />

</searchrequest >

Listing 1.1. Query protocol of MetisCBR (fingerprints are exemplary).

Additional Aspects. Currently, the MetisCBR coordination team possesses
the open-box extensibility feature. New behaviours and functions can be added
and later changed inside the source code of the agent. Also, the addition of new
helper agents is possible: either by extension of the source code of MetisCBR or
by communication with the coordinator from other compatible agent platforms.

Also, a timeout feature is available for the MetisCBR Coordinator. The helper
agent Timeout checks periodically the activity of the retrieval processes (con-
tainers), i.e., if it has finished its task within the defined amount of time.

4 Comparative Evaluation

To analyse the current state of both coordinators we conducted a compara-
tive user study that consisted of creating different floor plan queries with the
Metis WebUI and evaluating the results returned by each of the coordinators. To
accomplish this task, two CAAD experts of the Metis project were asked to take
part in the study as representatives of the architectural research area. For the
study, a special setting was prepared: the previously mentioned Metis WebUI,
and the input and output interfaces of both coordinators. The search options of
both coordinators were set to equalize the retrieval abilities best possible:

– No caching or indexing should be used. Expired queries count as 0 results.
– The FPs Room Count, Edge Count, Room Functions, and Semantic Room

Connections can be used (due to some technical problems of the KSD Coor-
dinator other FPs could not be used).

– The weighting can be set for queries with multiple FPs.

The datasets of both coordinators included the building design graphs
imported from the Neo4j database. Due to the technical restrictions and dif-
ferences in the nature of import, the exact number varied for both coordinators,
but can be estimated to have 200 as the approximate value for all FPs of the
MetisCBR Coordinator and the Semantic Connections FP of the KSD Coordi-
nator. For the FPs of the KSD Coordinator that were mapped to the Mediatum
Agent ≈ 400, and to the Neo4j Agent ≈ 500 building designs were used, as no
import was needed, that is, the technical restrictions were also not applicable.

The actual process of the evaluation was divided into two phases. In the
first phase a storyline query was created: during an iterative multistep process
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the initial/previous query was modified according to the view of the architect,
the inspiration from the results, and requirements of this type of floor plan,
and then used in the following step. Each of the iterations was related to the
initial purpose (i.e., scenario) of the query. In the second phase separate single
queries, which had no relation to each other, were used, each of these single
queries had its own scenario. For each of the queries of both query phases the
participants were asked to fill a questionnaire to review, estimate, or rank the
overall results and the general behaviour of each of the examined coordinators,
in order to provide their subjective opinion on the outcomes of the respective
retrieval scenario. Following questions were included in the questionnaire:

– In general, are the results appropriate for this query? [scale 1(no)-5(yes)]
– Is an improvement of the results for this query required? [yes/no]
– Is it possible to mark one of the results as the best one? [yes/no]
– Can one of the results be used as a template for the next query? [yes/no,

applicable only for the storyline query]
– Do the results contain a certain pattern or model? [yes/no].

For each of the answers it was also possible to leave an additional comment
to provide an explanation of the opinion.

Besides of the subjective analysis, the computed similarity values (more pre-
cisely, the average similarity of all returned results and of the first 10 results),
the total number of results, and the inclusion of results of all selected FPs in the
returned result sets were also part of the evaluation.

The results of the retrieval were presented with the visualization method
currently implemented in the corresponding coordinator interface (see Fig. 2):
the graph representation with information about nodes and edges in the KSD
Coordinator, and the pre-rendered graph (with information about nodes only)
along with the separate graphical representation in the MetisCBR Coordinator.

Fig. 2. The result visualization methods implemented in the coordinators at the time
of the study. On the left side the graph representation of the KSD Coordinator with
information about a node. On the right side the pre-rendered graph and the separate
graphical representation of the MetisCBR Coordinator.
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Fig. 3. The iterative scenario of an apartment for elderly married couple. K is used for
the KITCHEN room type, L for the LIVING room, C for CORRIDOR, B for BATH,
and S for the SLEEPING room.

4.1 Queries and Results

The results of the study will be presented divided into two parts, according to
the number of query phases. We compare the outcomes of the questionnaire and
the computed values by providing a summary for each of these result categories.

Storyline Query. For the storyline query (see Fig. 3) a scenario of an apart-
ment for elderly married couple was selected by participants. For this query
the participants decided to make two search requests in each iteration: first the
request with the Semantic Connections FP and then the addition of the Room
Functions FP in the next request (except the first iteration).

In general, the results of the storyline query (see Fig. 4 and the Table 2)
confirmed the evident assumption that the exact matching approach of the
GMLMatcher (Messmer-Bunke-Algorithm) would find the exact (sub-)structures
among the graphs and can answer the question if such a structure is available
in the database at all, so that the user can take a look how it is implemented
in another floor plan. In contrast to this, the MetisCBR Coordinator returned
quantitatively more results in each iteration, which provided much more space
for exploration of similar designs. By adding the Room Functions FP in second
and third iteration the KSD Coordinator increased the number of results and
provided a sufficient number of explorable designs, where the room setting of
the query and of the result are equal. Noticeable is also the fact that the aver-
age similarity of the first 10 results of the MetisCBR Coordinator is noticeably
higher than this value of its all results, whereas for the KSD Coordinator the
value remains (almost) equal in both measurements.

The questionnaire answers and corresponding comments and explanations
confirmed that the number of results for the KSD Coordinator is currently an
issue when using the Semantic Room Connections FP only. For example, this
fact had the biggest influence on the question if the improvement of results is
required. A similar problem also exists for the MetisCBR Coordinator: it has
returned too much results and the most useful ones were not high positioned
in the overall result set, so that a longer exploration was needed to find them.
Regarding the question if a result can be considered a suitable template for the
next iteration, both coordinators were equal, for both coordinators the separat-
ed/not graph-to-floor-plan mapped visualization was a problem in this particular



26 V. Ayzenshtadt et al.

Fig. 4. The results of the computed values of both search requests of the storyline query.
In the first row the results of the first request (Semantic Connections FP), and in the
second row of the second request (Semantic Connections and Room Functions FPs),
are presented. The dotted lines represent the average similarity of the first 10 results.
In the third iteration the participants applied weighting: 0.3 for the Room Functions

FP and 0.7 for the Semantic Connections FP.

case. The patterns were recognized in all iterations, but not for each coordina-
tor: in the first iteration a pattern of replacement of the BATH room type by
CORRIDOR was noticed in the result set of the MetisCBR Coordinator, whereas
no such patterns were seen in other iterations. In contrast to this, the result sets
of the second and third iteration of the KSD Coordinator contained patterns, in
particular, a pattern of greater number of rooms was recognized.

Single Queries. For the single queries part, three different scenarios were
created by participants (see also Fig. 5). For this query type, the participants also
decided to make two search requests for each of the queries: first the request with
the Semantic Connections FP and then the addition of the Room Functions
FP in the next request.
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Table 2. Results of the questionnaire for the storyline query. Rank or estimation is
accumulated or averaged if result sets for both requests were not empty.

Query and
Coordinator

Results
appropriate?
1(no)-5(yes)

Results
improvement
required?

Best result
available?

One of the
results is
suitable as
template?

Pattern in
results

Iteration 1

MetisCBR 2 yes yes yes yes

KSD 5 yes yes yes no

Iteration 2

MetisCBR 2 yes no no no

KSD 2 yes yes (req. 2) no yes

Iteration 3

MetisCBR 2 yes no no no

KSD 2.5 yes yes no yes

Fig. 5. Single queries. K is used for the KITCHEN room type, L for the LIVING room,
C for CORRIDOR, B for BATH, S for SLEEPING, and W for the WORKING room.

– Query 1: Bungalow – A single-storey house with the working room placed
at a slight distance to other rooms.

– Query 2: Connection LIVING-SLEEPING – The structure of living and sleep-
ing room connected through a DOOR within other floor plan structures should
be found to explore different implementations of this connection.

– Query 3: Student Dormitory – The building entry situation with three
corridors connected through doors should be found. The architect is certain
that a building design with such situation exists in the graph database.

The evaluation of results of the single queries (see Fig. 6) has shown that
the advantages of the CBR-based retrieval for similar architectural designs are
noticeable when it comes to queries with more complex structures. For exam-
ple, for the bungalow query, the MetisCBR Coordinator returned much more
results than the KSD Coordinator. Also, for this query, the MetisCBR Coor-
dinator was able to return results for each FP, whereas the KSD Coordinator
could only find results for the Room Functions FP (when it was added). In con-
trast to this, in the second query, which consisted of the very simple connection
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Fig. 6. The results of the computed values of both search requests for each of the
single queries. In the first row the results of the first request (Semantic Connections

FP), and in the second row of the second request (Semantic Connections and Room

Functions FPs), are presented. The dotted lines represent the average similarity of
the first 10 results. Note the fact, that in the third query (Student Dormitory) the
participants decided to apply weighting: 0.8 for the Room Functions FP and 0.2 for
the Semantic Connections FP.

LIVING-SLEEPING, the KSD Coordinator could find more results for exactly this
connection, using its advantages of the subgraph matching. The same applies
to the student dormitory query, where the KSD Coordinator was able to find
exactly the floor plan concept the architect was looking for. Though, the Metis-
CBR Coordinator has found more similar cases, the exact match was not among
them.

The subjective opinion of the architects, inferred from the questionnaires for
single queries (see Table 3), showed that the MetisCBR Coordinator returned
some satisfactory results for the bungalow query, only when the Room Functions
FP was applied. Nevertheless, the question if there is a working room that is
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Table 3. Results of the questionnaire for the single queries. Rank or estimation is
accumulated or averaged if result sets for both requests were not empty.

Query and
Coordinator

Results
appropriate?
1(no)-5(yes)

Results
improvement
required?

Best result
available?

Pattern in
results

Query 1: Bungalow

MetisCBR 2 yes no yes

KSD 2.5 yes no no

Query 2: Connection LIVING-SLEEPING

MetisCBR 2 yes no no

KSD 4.5 yes no yes

Query 3: Student Dormitory

MetisCBR 2 yes no yes

KSD 4 yes yes yes

placed at a slight distance to other rooms could not be answered exactly. The
same is applicable for the results from the KSD Coordinator, where one of the
two results of the Room Functions FP was considered inspirational. For the
student dormitory query, the usefulness of the results of the KSD Coordinator
achieved by exact matching was noticeable. As mentioned above, the MetisCBR
Coordinator was not able to find the exact concept, though some results could
be considered very similar as they consisted mostly of the room setting given
in the query (but not as part of a very complex floor plan). The visualization
problem was noticed for the single queries as well as for the storyline queries. For
example, the results of the LIVING-SLEEPING query could be evaluated more
thoroughly, but the missing of concrete edge information in the visualized Metis-
CBR results and missing representations of the actual floor plan for the KSD
Coordinator results could not provide the needed information, so that no result
could be considered best in the result sets for this query of both coordinators.

5 Conclusion and Future Work

In this paper we presented two retrieval coordination approaches: the rule-based
KSD Coordinator and the rule- and case-based MetisCBR Coordinator. Both of
them are integrated in the infrastructure of the KSD research group and able to
access different retrieval methods for search for architectural designs with similar
structures. Both coordinators use agents or related techniques for delegating of
the actual retrieval tasks, the retrieval strategy depends on the user-defined
architectural semantic fingerprint data in AGraphML-formatted queries.

We evaluated both coordinators in a comparative study that included two
separate query types: an iterative storyline query where each iteration is related
to a common scenario and is based on data from the previous iteration, and sin-
gle queries where each of them has its own scenario. The results of the evaluation
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showed that the situations where an exact match of the structure is needed are
more suitable for the KSD Coordinator as it can trigger the subgraph matching
method based on the original Messmer-Bunke algorithm, whereas the Metis-
CBR Coordinator can provide more space for exploration of the similar floor
plans contained in the data-/case base. For both coordinators, a problem of
visualization exists that has not allowed for more thorough evaluation of results
in some cases. Our assumption is, that the combination of both coordinators,
where each of them is responsible for special fingerprints, would currently pro-
vide the most comfortable way to support the early conceptualization phase in
architecture using the techniques developed for the Metis project.

In future studies we are going to evaluate the implemented retrieval meth-
ods in a more comprehensive way taking more search techniques into account
(including more exact and inexact graph matching methods). Also, a number of
different result visualization methods will be further developed and evaluated.
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(eds.) GD 2001. LNCS, vol. 2265, pp. 501–512. Springer, Heidelberg (2002). doi:10.
1007/3-540-45848-4 59

6. Cavieres, A., Bhatia, U., Joshi, P., Zhao, F., Ram, A.: CBArch: a case-based rea-
soning framework for conceptual design of commercial buildings. In: Artificial Intel-
ligence and Sustainable Design - Papers from the AAAI 2011 Spring Symposium
(SS-11-02), pp. 19–25 (2011)

7. Cordella, L.P., Foggia, P., Sansone, C., Vento, M.: A (sub) graph isomorphism
algorithm for matching large graphs. IEEE Trans. Pattern Anal. Mach. Intell.
26(10), 1367–1372 (2004)

http://dx.doi.org/10.1007/3-540-45848-4_59
http://dx.doi.org/10.1007/3-540-45848-4_59


Comparative Evaluation of Retrieval Coordination 31

8. Eastman, C., Eastman, C.M., Teicholz, P., Sacks, R.: BIM Handbook: A Guide to
Building Information Modeling for Owners, Managers, Designers, Engineers and
Contractors. Wiley, Hoboken (2011)

9. Heylighen, A., Neuckermans, H.: A case base of case-based design tools for archi-
tecture. Comput. Aided Des. 33(14), 1111–1122 (2001)

10. Inanc, B.S.: Casebook. An information retrieval system for housing floor plans.
In: The Proceedings of 5th Conference on Computer Aided Architectural Design
Research (CAADRIA), pp. 389–398 (2000)

11. Lai, I.C.: Dynamic idea maps: a framework for linking ideas with cases during
brainstorming. Int. J. Architectural Comput. 3(4), 429–447 (2005)

12. Langenhan, C.: A federated information system for the support of topological bim-
based approaches. Forum Bauinformatik Aachen (2015)

13. Langenhan, C., Petzold, F.: The fingerprint of architecture-sketch-based design
methods for researching building layouts through the semantic fingerprinting of
floor plans. Int. Electron. Sci. Educ. J. Archit. Mod. Inf. Technol. 4, 13 (2010)

14. Lin, C.J.: Visual architectural topology. In: Open Systems: Proceedings of the
18th International Conference on Computer-Aided Architectural Design Research
in Asia, pp. 3–12 (2013)

15. Maher, M., Balachandran, M., Zhang, D.: Case-Based Reasoning in Design.
Lawrence Erlbaum Associates, Hillsdale (1995)

16. Messmer, B.T., Bunke, H.: A decision tree approach to graph and subgraph iso-
morphism detection. Pattern Recogn. 32(12), 1979–1998 (1999)

17. Richter, K.: Augmenting Designers’ Memory: Case-Based Reasoning in Architec-
ture. Logos-Verlag, Berlin (2011)

18. Richter, K., Heylighen, A., Donath, D.: Looking back to the future - an updated
case base of case-based design tools for architecture. In: Knowledge Modelling-
eCAADe (2007)

19. Roith, J., Langenhan, C., Petzold, F.: Supporting the building design process with
graph-based methods using centrally coordinated federated databases. In: 16th
International Conference on Computing in Civil and Building Engineering (2016)

20. Voss, A.: Case design specialists in FABEL. In: Issues and Applications of Case-
based Reasoning in Design, pp. 301–335 (1997)

21. Weber, M., Langenhan, C., Roth-Berghofer, T., Liwicki, M., Dengel, A., Petzold,
F.: Fast subgraph isomorphism detection for graph-based retrieval. In: Ram, A.,
Wiratunga, N. (eds.) ICCBR 2011. LNCS (LNAI), vol. 6880, pp. 319–333. Springer,
Heidelberg (2011). doi:10.1007/978-3-642-23291-6 24

http://dx.doi.org/10.1007/978-3-642-23291-6_24


Case Representation and Similarity Assessment
in the SELFBACK Decision Support System

Kerstin Bach1(B), Tomasz Szczepanski1, Agnar Aamodt1,
Odd Erik Gundersen1, and Paul Jarle Mork2

1 Department of Computer and Information Science,
Norwegian University of Science and Technology, Trondheim, Norway

kerstin@idi.ntnu.no
2 Department of Public Health and General Practice,

Norwegian University of Science and Technology, Trondheim, Norway
http://www.idi.ntnu.no, http://www.ntnu.no/ism

Abstract. In this paper we will introduce the selfBACK decision sup-
port system that facilitates, improves and reinforces self-management of
non-specific low back pain. The selfBACK system is a predictive case-
based reasoning system for personalizing recommendations in order to
provide relief for patients with non-specific low back pain and increase
their physical functionality over time. We present how case-based rea-
soning is used for capturing experiences from temporal patient data, and
evaluate how to carry out a similarity-based retrieval in order to find the
best advice for patients. Specifically, we will show how heterogeneous
data received at various frequencies can be captured in cases and used
for personalized advice.

Keywords: Case-based reasoning · Case representations · Data
streams · Similarity assessment

1 Introduction

Low back pain is one of the most common reasons for activity limitation, sick
leave, and disability. It is the fourth most common diagnosis (after upper res-
piratory infection, hypertension, and coughing) seen in primary care [23]. Cost
of illness studies in different countries indicate that the total annual cost of low
back pain in Europe is between 85 billion EUR and 291 billion EUR (equals
approximately 0.4–1.2 % of the gross domestic product in the European Union)
[3]. An expert group concluded that the most well-documented and effective
approach to manage non-specific low back pain is to discourage bed rest, use
over-the-counter pain killers in the acute stage if necessary, reassure the patient
about the favorable prognosis, advise the patient to stay active both on and off
work, and advise strength and/or stretching exercise to prevent a relapse [21].

Most patients (85 %) seen in primary care with low back pain have non-
specific low back pain, i.e., pain that cannot reliably be attributed to a spe-
cific disease or pathology. Self-management in the form of physical activity and
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 32–46, 2016.
DOI: 10.1007/978-3-319-47096-2 3



Case Representation and Similarity Assessment 33

strength/stretching exercises constitutes the core component in the management
of non-specific low back pain; however, adherence to self-management programs
is poor because it is difficult to make lifestyle modifications with little or no
additional support. In the selfBACK project we will develop and document
an easy-to-use decision support system to be used by the patient him/herself
in order to facilitate, improve and reinforce self-management of non-specific low
back pain. The decision support system will be conveyed to the patient via a
smart-phone app in the form of advice for self-management. A recent study
[22] identified 283 pain-related apps available in the main app shops App Store,
Blackberry App World, Google Play, Nokia Store and Windows Phone Store.
However, none of these apps had effects documented through scientific publica-
tions, and none included a decision support system. In contrast, we will conduct a
randomized control trial to evaluate the effectiveness of the selfBACK decision
support system.

1.1 Background

The selfBACK system will constitute a data-driven, predictive decision sup-
port system that uses the Case-Based Reasoning (CBR) methodology to capture
and reuse patient cases in order to suggest the most suitable activity goals and
plans for an individual patient. This will be based on data from two sources.
One is a questionnaire, presented to the patient at suitable intervals, in order
to capture general information and progress of symptoms (e.g. disability and
pain). The other is a stream of activity data collected using a wristband. The
incoming data will be analyzed to classify the patients current state and recent
activities, and matched against past cases in order to derive follow-up advices
to the patient. Two main challenges are to detect the activity pattern repre-
sented at a suitable level of abstraction, and to match that structure against
existing patient descriptions in the case base. Combined with the patient profile
data from the questionnaire, and the current goal setting, this should enable the
system to suggest the best next activity goal and plan for the patient.

Stratified care for patients with low back pain, based on initial pain intensity,
disability related to low back pain, and fear-avoidance beliefs have been shown
to improve patient outcomes as well as being cost-effective [9]. The selfBACK
system aims at further improving the stratified care approach by including data
on the patients health and coping behaviour (i.e., the adherence to basic self-
management principles) in order to support and prompt appropriate actions
thereby empowering the patient to improve the self-management of their own low
back pain. selfBACK incorporates existing knowledge to recommend advice
that is personalized based on the information input by the patient. Figure 1 shows
the overall architecture of the selfBACK system. The user initially uses a web
page to sign up and provide answers to a set of screening questions (1), which
are fed to the server (2) in order to initiate the smart phone app. All further
interactions happen with the smart phone. It collects sensor data (3) from a
wearable, subjective information from the user (4), pushes both the objective and
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Fig. 1. selfBACK has a distributed architecture in which data collection and user
interaction mainly is done on the mobile devices. The case-based recommendation is
performed remotely on the server.

subjective measurements (5) to the server and finally provides recommendations
(6, 7) to the user.

In what follows we will discuss related work, before we describe the case
representation and case content in Sect. 3. In Sect. 4 we introduce the applied
similarity assessment. We have conducted experiments using already existing
data sets from the domain, and discuss these in Sect. 5. The final section sum-
marizes the paper and gives an outlook on future work.

2 Related Work

When reasoning with time in CBR, the temporal information can be dealt with
at the feature level, the case level or a combination of these two. This idea
was introduced by [15]. At the case level, history is described using temporally
connected cases while at the feature level, the features of the cases contain tem-
poral information. A combination of these two are temporally connected cases
that contains temporal features. Temporal features could be of different types:
(1) raw time series [18], (2) sequences of events [7,11], (3) graphs [10] and (4)
piecewise interpretations of raw time-series [13].

The type of feature that represents temporal information directly influences
the type of similarity metric that can be used to compare local similarity of the
temporal features. In order to compare raw time series, the types of similarity
metrics that are used include Euclidian Distance metrics, Fourier coefficient met-
rics, auto-regressive models, dynamic time warping, edit distance, time-warped
edit distance and minimum jump cost dissimilarity metrics. See [20] for a review
and empirical evaluation of these. Variants of these similarity metrics are used for
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both sequences and piecewise interpretations. [14] applies the Discrete Fourier
Transform when comparing the similarity of time-series. In [13] time series are
converted to temporal abstractions that describe the state or trend of a time-
series. These temporal abstractions are organized in a tree based on the granu-
larity of the abstractions, and similarity computations are conducted based on
the distance in the tree structure. [4] compares the similarity of time-series using
dynamic time-warping, and [7] uses edit distance on sequences of events. See [6]
for a discussion on measuring the similarity of sequences of complex events.

Decision support systems that perform case-based reasoning on temporal
data have been developed for a diverse set of domains that include weather
prediction [8], buy and sell points prediction for stocks [2], oil well drilling [6]
and fault diagnosis of industrial robots [17] among many others. One of the
domains that has gotten the most attention is health care. Decision support
systems that reason with temporal data in the medical domain include kidney
function monitoring and prediction [19], long term follow up of stem cell trans-
plantation patients [1], classification of respiratory sinus arrhythmia patterns
[16], hemodialysis patient management [14], and Type 1 diabetes patient sup-
port [12]. The focus within selfBACK is to monitor the different factors (pain,
function, activity, etc.) in order to compare patients based on summaries and
abstractions from collected raw data. At this stage, cases contain temporal infor-
mation at the feature level only, the temporal data is piecewise interpretations
of time-series which are compared using edit distance. The temporal features are
piecewise interpretations of the patient activity stream over a day. The overall
progress of the patient over larger time spans will be solved through temporally
connected cases at the case history level, but this is future work.

3 SELFBACK Case Representation

Cases in selfBACK consist of different types of information representing the
patient description and the personalized advice. Data for the patient description
is acquired with various frequency patterns in the selfBACK life cycle, and
the advice given through the app is updated accordingly. We can assume that the
initial information, such as demographic data and information provided by the
clinician, is somewhat static while other information is expected to change more
frequently. At the extreme end of that scale is the continuous data stream from
the wristband.

The case structure is shown in Table 1. As earlier described, we differenti-
ate between subjective and objective measurements of a patient’s situation. The
subjective measurements are obtained by asking the patient about their level
of pain, degree of functionality, etc. A particularly relevant piece of informa-
tion is the patient’s self-efficacy, i.e. the patient’s degree of belief in that the
bad condition will improve and eventually vanish. These questions are based
on standardized questionnaires and screening tools such as the Pain Specific
Function Scale (PSFS), Roland Morris Disability Questionnaire (RMDQ), Start-
BACK, Pain Self Efficacy Questionnaire (PSEQ) or Quality of Life (EQ-5D).
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Table 1. Overview of the case content in selfBACK cases

Case part Content Update frequency

Problem description Subjective description Demographics Weekly/biweekly

Quality of life

Pain Level

Functionality

Objective description Activity stream Continiously

Solution Advice Activity plan Weekly

Exercise plan

Further on questions are asked regularly on a weekly basis, which provide a time
series describing the course of pain and functionality. All those measures are
captured using standardized screening tools applied in common practice. This
information is enhanced by the objective measurement of a patient’s activity.
The objective measurement is obtained via a wristband worn by the patient
providing continuous readings of activity parameters such as sleep, number of
steps, the duration time of sedentary (e.g. lying, sitting, standing), moderate
(e.g. walking), and vigorous (e.g. running) activities.

We are storing the raw data in a noSQL database and fetch it from there
when cases are build or case matching is initiated. This approach allows us to
keep a high level of detail, generate abstractions offline and extract from them
on demand.

From research on non-specific low back pain, and the course of pain and
functionality, we know that a severe episode of low back pain starts with an
acute phase where a patient is in a lot of pain and basic movements are difficult.
This phase can last from a few days up to four weeks. After that period one
speaks about the sub-acute phase, followed by a chronic phase (pain lasts longer
than 3 months), if the pain persists. In this paper we are focusing on the case
content and similarity matching for patients in the acute phase.

3.1 Building Cases from Objective and Subjective Measurements

When looking into existing data collections, the pain level and functionality level
changes in the first weeks of an acute phase. As part of assessing a patient’s
degree of pain, the patient is asked to mark the pain level on a scale from 0
to 10, where 0 is no pain at all and 10 is described as the worst pain possible
to imagine. The reported pain (as shown in Fig. 2) usually decreases over time,
but the timing differs. As pain goes down, usually functionality increases. When
looking at the course of pain in more detail, one can see that the pain levels
out at a certain point (see levelling in Fig. 2) and from this point onwards the
patient can start rehabilitating with light exercises and activities.

However, there are different journeys until the patient reaches a point from
which s/he can start the recovery phase, and the goal of selfBACK in the acute
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phase is to provide suggestions to reach that point as fast as possible. In Fig. 2 we
used the HUNT3 data set (described in Sect. 5.1), which captures the patients’
pain levels for a few weeks. The patients were asked twice about their current
pain levels (week 2 and 6 in Fig. 2) as well as a summary on how their pain was
the last two weeks (week 0 and week 4 in Fig. 2). This information gives us an
overall indication that there are different courses of pain development, and also
that these are not bound to the pain level a patient has in the very beginning of
the treatment (baseline).

Fig. 2. Pain leveling (left) and data collection frequency for acute patients (right)

As leveling we describe the moment when the patient has reached a state,
where the pain is bearable enough to start doing light strengthening and flexi-
bility exercises. We aim at supporting the patient to reach that point as fast as
possible by reusing successful advices from similar patients.

Driven by the reported pain in the selfBACK application, we expect cases
to cover flexible time spans. While a patient has a lot of pain the advice is
given on a short term (usually a day or two), while afterwards we are targeting
at “reporting” weekly phases. On the right in Fig. 2 we show possible update
frequencies for the aforementioned patients. Patient 1 stays at a high pain level,
hence s/he is asked very frequently whether there has been a change until the
pain level goes down and the time between re-asking becomes longer as well.
Patient 2 and especially patient 3 have a much faster decline of their pain and
therefore the length of capturing new subjective information is longer. We base
this approach on the assumption that low back pain patients with high pain
levels usually experience a change in perceived pain level within a few days, but
with medium and low pain levels the change takes longer.

4 Similarity of Cases

To recapture, the selfBACK case contains objective and subjective data col-
lected from one single patient and the advice given to that patient at specific
timestamps (Table 1).

The subjective problem description is mostly static and collected at baseline
and updated weekly to monthly throughout the course of the raw data. The
objective problem description is based on a continuous data stream, which is
interpreted and contains the activity pattern of a patient. From initial experi-
ments we have conducted, we have seen that the collected data from a wristband
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contains around 700 entities per week when abstracted to the activity level. We
distinguish between four main types of activity: sleep, sedentary, moderate and
vigorous activities. An activity is described in terms of this activity type, the
start time stamp, and the end time stamp. Depending on the confidence and
level of detail, the selfBACK application will include more detailed activities
such as lying, sitting, standing, walking, running or biking, which will result in
even more timestamps. This means that the activity stream data may constitute
more than 99 % of the whole case content when stored.

4.1 Case Comparison Challenges

As mentioned, the case comparison uses the objective as well as the subjective
problem description for case matching. Eventually, the selfBACK application
will reuse the personalized advice from the best matching case in order to produce
a customized exercise and activity plan for the current patient. An exercise plan
in this context is a set of stretching and strengthening exercises that build up
gradually. Once an entry point is found, the patient is guided throughout specific
workouts. An activity plan on the other hand sets goals for physical activities
throughout a day or week such as reaching a specified number of steps/day
or reducing continuous sitting time during the day to amount of minutes. The
matching case may be a past case from the same patient or from another similar
patient. The different characteristics of the problem descriptions require different
approaches for similarity matching, hence we will compare the objective and
subjective measurements.

Subjective measurements are matched by standard, simple similarity metrics
for numerical and symbolic values. The activity stream, however, is converted
into a string and several different string comparison methods are used. Each
character in the string represents an activity the patient was doing at the nth

(n is here the position of the character in the string) second from the time the
case was stored. For instance, the string “SSSSRRR” represents a period of 4
seconds standing (S) followed by a period consisting of 3 seconds running (R).
If we were to use all of the described data as attributes summed in a global sim-
ilarity function, our approach would suffer from several logistical weaknesses.
Firstly, 99 % of the data (the activity stream) would only be used for comput-
ing a few attributes in the global similarity function. Secondly, computing the
similarity between those attributes is much more costly than computing the
similarity between simpler and smaller data structures extracted from the ques-
tionnaire data. Therefore our next steps are to investigate which abstractions
from the objective and subjective measurements are relevant for (a) predicting
the course of a patient’s convalescence and (b) which information is necessary
for communicating the selfBACK advice.

4.2 MAC/FAC Model and the Global Similarity Function Split

To solve the problems described in Sect. 4.1 we divide the retrieval of similar
cases into two steps, as suggested by the MAC/FAC model [5]:
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In the MAC phase, data from the subjective problem description is compared
to the current situation of a selfBACK patient. Simple and computationally
cheap similarity metrics are used. In the FAC phase the activity streams from
the most similar results are extracted from the database and compared with
use of more expensive sequence similarity metrics. By doing this, we extract
considerably less data from the database, and we save significant amounts of
time when computing the similarity scores between cases. Another advantage
with this MAC/FAC approach can be seen when a selfBACK patient’s MAC
data remains unchanged (which often will be the case, because it mainly consists
of reletively static data). If so, the whole retrieval from the MAC phase from
last time can be reused.

One of the difficulties with the MAC/FAC model, is to ensure that the most
similar cases retrieved after the FAC phase are indeed the most similar cases
globally (during a retrieval when no cases are filtered out). Sometimes filters
applied to cases in the MAC phase for selecting the globally most similar cases.
Therefore, in our approach, we do not use metadata about the activity stream
structure as a filter, but rather a part of the global similarity function itself. As
we will see, this ensures that the case retrieved after the FAC phase is indeed
the most globally similar one. Consider the properties (1) of a global similarity
function which is a weighted sum of case attributes. Also assume that we are
using it to compare cases containing n attributes:

simi(xi, ci) ∈ [0, 1],
n∑

i=1

wi = 1 ,
n∑

i=1

simi(xi, ci)wi ∈ [0, 1] (1)

Here simi(xi, ci) is an attribute similarity function, that compares the ith

attribute from a case x to the ith attribute of case c (for example a selfBACK
patient case). The function returns a value between 0 and 1. Next, this value is
multiplied by an attribute function weight wi. Those weights reflect the impor-
tance of the attributes used in our case representation. In the current iteration
of the selfBACK system, the values of those weights are not known. However,
we know that their sum is equal to 1.

Finally, the sum of all the n attribute similarity functions multiplied with
their corresponding weights constitutes the final global similarity function: the
rightmost equation in (1). This function also returns a value between 0 and 1.

When these requirements are met, we can find a k < n and rewrite the global
similarity function, returning a similarity value z, into Eq. (2):

k−1∑

i=1

simi(xi, ci)wi +
n∑

i=k

simi(xi, ci)wi = z ∈ [0, 1] (2)

In the selfBACK system, all the inexpensive attribute comparisons are
put into the leftmost sum of Eq. (2) and are computed during the MAC phase.
The resulting sum, M , is then used as a filter for the FAC phase. Assume that
the maximum value of the rightmost sum in Eq. (2) equals Fmax. Suppose we
compare a selfBACK patient case to cases stored in the selfBACK case
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base. However, instead of computing the whole global similarity function, we
only compute the MAC phase sums (leftmost part of Eq. (2)). Let Mhighest be
the highest such computed sum. To ensure that the retrieved most similar case
after the FAC phase is also the globally most similar case, we have to consider
all retrieved cases from the MAC phase for which M is:

M � Mhighest − Fmax (3)

For every case with M satisfying Eq. (3), we compute the expensive FAC
phase (F ; rightmost sum in Eq. (2)). M + F is then the global similarity of the
compared case. Following this apporach the case with hte greatest similarity sum
is also the most similar case overall. Splitting the global similarity function is
only beneficial if Fmax is less than 0.5 (half of the maximum overall similarity).
We assume this to be true, as it is sufficient for clinicians today to only monitor
attributes that are part of the subjective case description, described in Table 2,
for patient treatment.

5 Experiments and Results

In this section we will show that the suggested case representation can be used
to describe patient cases that contain the development of pain, functionality and
the activity of a patient. We will also show that the MAC/FAC approach can
be used to carry out a similarity based retrieval on the given data sets.

Since this type of data collection is new, we do not have an existing data set
to start experimenting. Therefore we use existing data sources which partially
cover the selfBACK target data in order to show how cases can be populated.

5.1 Case Base Population

In order to evaluate the applicability of the presented case structures within
a CBR system, we created a data set from two already running projects, and
we collected activity data from healthy people. The goal of the evaluation is
(A) to test the representation of subjective measurements, and (B) to test the
retrieval and similarity assessment of cases containing objective and subjective
measurements.

The FYSIOPRIM data set has been created by a Norwegian medical research
project focusing on capturing data about the treatments of musculoskeletal dis-
orders in primary care1. A tablet app has been developed, which captures the
status of the patient (while in the waiting area) along with the given treat-
ments (inserted by the physiotherapist). The patients were also asked some of
the questions again after a follow-up period. The project has finished its first
phase including the development of the questionnaire and the app, as well as its
integration in the electronic health record system. Since 2015 it is in the second

1 http://www.med.uio.no/helsam/forskning/grupper/fysioprim/.

http://www.med.uio.no/helsam/forskning/grupper/fysioprim/
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Table 2. Overview of the subjective problem description attributes currently captured
in selfBACK in comparison to the existing data sets from the FYSIOPRIM and
HUNT3 study

Attribute name selfBACK FYSIOPRIM HUNT3 Example case

Gender x x x Male

Age x x x 45

Height x x - 1.89 m

Weight x x - 82

BMI x x - 23

EQ.5D x x - 90

RMDQ x x - 8

NPRS x x x 8

Work characteristics x x x Mostly sitting

Sleep breaks x - - Seldom-never

Sleep wake up x - - Seldom-never

Sleep difficulty x - - Seldom-never

Exercise frequency x x x 2–3 times per week

Exercise intensity x x - I push myself

Exercise length x x - 30–60 min

PSFS activity x - - Prolonged standing

PSFS difficulty x x x 8

StartBACK screening x - - 2

Pain medication x x x None

Pain history x - x None

phase of collecting data in different places in Norway. We have used 45 patient
cases from the FYSIOPRIM pilot study to build cases. As shown in Table 2,
this data set covers the target representation of selfBACK pretty well. The
only major part that is missing is subjective information regarding the sleep
quality of a patient.

The HUNT3 Data Set: The HUNT32 data set we have used is a larger data
set, which has been collected between 2006–2008. While HUNT3 is a cohort
study within the larger area of Nord-Trøndelag in Norway, our data set comes
from a spin-off study, which originates in a questionnaire for participants asking
for more detailed information on musculoskeletal disorders if they indicated the
occurrence of some type of shoulder, neck or back pain. After an initial ques-
tionnaire, they got asked follow up questions up until 5 times over a period of
six months. This data set contains data from 219 patients.
2 https://www.ntnu.edu/hunt/hunt3.

https://www.ntnu.edu/hunt/hunt3
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Fig. 3. Objective measurement and abstraction levels: on top you can see the first
abstractions from accelerometer data: step counts together with heart rate and skin
temperature measures. L1 and L2 show two abstraction levels for the activity recoding.

Objective Measurements of Physical Activity: In addition to the subjec-
tive case description, we collected objective measurements in order to achieve
a complete set of data in terms of data types. We collected activity data of a
healthy person over a period of a few weeks for 24 h per day. From that data we
sampled out 27 days for this experiment focusing on the amount of data produced
in one day. Figure 3 shows one of the recordings as well as the abstractions into
the four main activity types included in the case representation. For the record-
ing of the physical activity, we used the myBASIS Peak watch that provides
the collected data as csv dumps. From these dumps we extracted 24 h periods
and used simple rules to differentiate between sleeping, sedentary, moderate and
vigorous activity.

5.2 Similarity-Based Case Retrieval: Subjective Measurements

We wanted to estimate how beneficial the use of the MAC/FAC model in our
approach can be. Specifically, it is important to know how many of the cases
can be filtered out before the costly FAC phase attribute comparisons. In order
to do that, we investigated the similarity span when comparing the subjective
problem description part of the selfBACK cases populated with real data from
patients with lower back pain. With similarity span we mean the difference in
similarity between the most and least similar cases in a case base.

As shown in Fig. 2 in Sect. 3.1, the frequency of data updates within cases
depends on how often a patient is reassessed. For the evaluation, we choose to
compare each set of collected data to the current selfBACK patient during the
case retrieval. This gave us the opportunity to create 90 FYSIOPRIM cases
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and 1095 HUNT3 cases. From the set of created cases from the FYSIOPRIM
data set, we took one case out (the query case) and compared it to the rest. This
was then repeated for every case in the set. The same procedure was applied to
the HUNT3 cases. For this comparison all attributes were weighted equally. The
results are shown in Fig. 4.

Fig. 4. MAC phase similarity decline within the FYSIOPRIM and HUNT3 data set.
(Color figure online)

Each colored line in Fig. 4 represents a MAC phase case retrieval. The cases
matched with the query case (one query case for each colored line) are sorted
by the similarity on the x-axis. This means that for every retrieval/line, the x-
value does not represent a specific case, but rather the xth case when sorted by
similarity from greatest to lowest. The maximum value of the MAC phase part
of the global similarity function, that will be used by the selfBACK system, is
not yet known. Thus a simplification is made and the value is set to 1.0.

As we can see, by increasing the number of attributes, from eight attributes
in the HUNT3 data set to eleven attributes in the FYSIOPRIM data set (see
Table 1), the similarity covered by the cases on the y-axis in Fig. 4 (the similarity
span) also increases. Since both the HUNT3 and the FYSIOPRIM data sets
only uses a portion of the attributes that are planned to be included by the
selfBACK system, it seems reasonable to assume that the similarity span would
increase even further. The bigger the similarity span, the more cases will be
filtered out by the MAC phase and the more beneficial will the usage of the
MAC/FAC model be.

For example, take the maximum possible attribute similarity sum computed
during the FAC phase in the final global similarity function, Fmax, to be 0.2. We
can see from the plots that we would only have to consider, in the worst case
scenario (the colored lines at the top), 10 of the 95 FYSIOPRIM cases and only
400 of the 1095 HUNT3 cases during the expensive FAC phase. This is because
only those cases satisfy Eq. (3) from Sect. 4.2 (M � Mhighest−Fmax = 1.0−0.2).

5.3 Similarity-Based Case Retrieval: Objective Measurements

It is important that the selfBACK system will be able to generate a meaningful
retrieval based on comparing activity streams that are abstracted into strings.
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In order to get a picture on how such a retrieval might look like, we filled 27
cases with collected activity stream data. During retrieval, we only computed
the similarity resulting after the FAC phase. The result is shown in Fig. 5 where
the query is at the bottom, and the matched activity streams are ordered from
the most similar at bottom to the least similar at the top.

After converting the activity streams into strings, as described in Sect. 4.1,
twelve attributes were extracted when computing the similarity scores. For each
of the four activities (see Fig. 3) we computed the percentage of each activ-
ity per activity stream and the number of distinguished periods (yielding eight
attributes in total). Between each activity stream we computed the longest com-
mon sub-sequence, the sequence distance, the number of similar k-mers and the
number of unique similar k-mers.

Fig. 5. Activity streams ordered by the FAC phase similarity to the query activity
stream. (Color figure online)

The number of distinguished periods per activity type is in Fig. 5 shown as
the number of blocks having the same color (number of consecutive substrings
containing the same character). The sequence distance is the Levenshtein dis-
tance which is the least number of single character insertions, deletions or sub-
stitutions that is required to transform one string into the other. A k-mer is a
consecutive sub-string of length k. For the similarity calculations in Fig. 5, every
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30-mers were extracted from the compared abstracted activity stream sequences.
The resulting 30-mer sets were then compared based on their greatest common
subset and uniqueness.

6 Conclusion and Future Work

In this paper we introduced the overall selfBACK system and how a case-
representation that provide personalized advice to patients with non-specific low
back pain can be designed. We focus on the case representation and similarity
assessment within a temporal domain, because we base the advice on the course
of pain, function, efficacy and activity. In order to evaluate the case representa-
tion and the accompanying similarity assessment we used existing data sets that
match the target data in selfBACK and show that we can populate and match
cases effectively. Next steps are: completing the case representation; performing
a qualitative evaluation of the retrieval; and optimizing the interplay between
the objective and subjective measurements.
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which has received funding from the European Unions Horizon 2020 research and inno-
vation programme under grant agreement No. 689043.
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Abstract. Research area of designing recipes is an attractive problem
for the CBR community. In this paper we deal with the problem of pre-
senting the recipe information in an understandable format for a certain
user. As different users have different presentation needs, we discuss the
suitability of taking the user profile into account to personalize the pre-
sentation of a suggested recipe in a cooking system. Our system relies
on text simplification processes that were born from the need of peo-
ple who have difficulties reading and understanding textual contents.
Our system collects a case base with the best choice of presentation
for a certain collective. Given a recipe plus details on the user profile
(age, genre, educational level, languages, disability and special needs)
the system retrieves from a case base the best presentation and modify
the recipe presentation according to the specific user needs. The system
includes learning capacity as if the final presentation is difficult for the
specific user the system can easily provide her with alternate presenta-
tions. Results on the preliminary experiments are very promising and
show the applicability of a CBR approach to personalize and simplify
textual recipe presentations for different collectives.

1 Introduction

The Computer Cooking Contest (CCC) is an open competition where partic-
ipants submit software that creates recipes. The system relies on a database
of basic recipes from which appropriate recipes must be selected, modified, or
even combined. Given a query describing different aspects, like the must have
or desired ingredients, the type of dish (dessert, main course,..), allergies, diet,
among others, a CBR approach retrieves and reuses similar recipes. For most
of the queries there is no single correct or best answer. That is, many different
solutions are possible, depending on the creativity of the software1. Our research
group has participated in this contest with different systems JaDaCook [12,13],
JADAWeb [1] solving different challenges: single dish, negation and menu com-
position.

Supported by Complutense University Madrid, Spain (Group 910494) and Spanish
Ministery of Economy and Competitivity (TIN2015-66655-R and TIN2014-55006-R
projects).

1 http://ccc2015.loria.fr/.
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Although we have previously obviated this aspect, one problem with knowl-
edge formalization in the cooking domain is the use of different measure units,
different math representations of the quantities and different presentations of
the information, for example pictograms or videos. Case acquisition, comparison
and reuse needs to deal with the different ways of measuring different ingre-
dients: liquid ingredients and small quantities are measured by volume units,
dry bulk ingredients, such as sugar and flour, are measured typically by weight
(“125 g sugar”), although it is measured by volume in North America and Aus-
tralia (“1/2 cup flour”). Many ingredients are measured by count: “two pieces
of bread”, “one chicken”, “three eggs”, “two carrots”, although it is imprecise
due to the variability of size and weight on the individual units.

Recipes as cases require a preprocessing phase to homogenize the information
of the recipe (units and quantities for ingredients). Comparison between query
and cases requires normalizing measure units, as there are different possibilities.

If we take different recipes from different countries, we can observe that
both cuisine and bakery there is a tradition to use the system of measure units
“The Imperial System of units” from English-speaking countries where they
use “cups’, “tablespoon” (tbsp), “teaspoon” (tsp), “ounce” (oz) such as volume
units. However in Europe, they use “The International System of units” and
they have different measures such as “litre”(l), “milillitre” (ml), “grams” (gr) or
“kilograms” (kg). In Table 1 we can see some examples of conversion of measure
units from the different systems. In addition, we can observe that not only the
measure units changes in the recipes, we can see that the math representations
of the quantities can be different, sometimes fractions are used (3/4 cup), other
times real numbers express the measure (5.5 gr) and even percentages (50 % of
water) are used to represent different ingredients in the recipe.

Table 1. Some examples of conversion of measure units

Cups ml Teaspoon ml Pounds Ounce gr

1 cup 240 ml 1 tsp 5 ml 1 lb 16 oz 454 gr

1/2 cup 120 ml 1/2 tsp 2.5 ml 2 lb 32 oz 908 gr

1/3 cup 80 ml 1/3 tsp 1.66 ml 3 lb 48 oz 1362 gr

1/4 cup 60 ml 1/4 tsp 1.25 ml 4 lb 64 oz 1816 gr

In addition, we can observe other kinds of presentation of the information in
the recipes. There is a specific collective, people with special needs, who have
some problems to understand the information because they have any kind of
disability or cognitive problems such as people with autism, people with apha-
sia, people with dyslexia or other kind of people such as children with ADHD
(Attention-Deficit/ Hyperactivity Disorder) or elderly people. For many of these
kinds of people, pictograms are used to represent the information that we want
to offer. Pictograms are pictures that represents an object or concept, e.g. a
picture of an envelope used to represent an e-mail message, it is a familiar pic-
tograms nowadays. If we can represent different information using pictograms,
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we can provide access to the information for people with special needs. All these
changes of presentations both of units of measure and math representations of
quantities are simplifications of the original recipe for different kind of people
with special needs. Text simplification process is important to adapt the infor-
mation for persons who have problems to understand the information that they
access. There are different type of text simplification systems to carry out this
task automatically (different approaches are presented in Sect. 3). Nowadays, a
lot of information is generated without considering the needs and factors of such
target users.

We personalize different aspects to generate a human understandable presen-
tation modifying for instance measure units, math representations of the quan-
tities and different presentations of the information, for example pictograms or
text. Variations are used to generate different presentations of the same represen-
tation of the recipe (how the recipe is manipulated by a computer) for different
kind of people. In this paper we only deal with variations on the textual (and
images in the case of pictograms) presentations for the recipes. Each recipe is
internally represented using an structured sequence of ingredients, quantities
and units of measure. We do not consider presenting the information in video
format.

Therefore if we want to simplify the recipes for different end users, we have
to consider different factors like age, cultural level, English level and some kind
of disability to personalize the original recipe to the user presentation needs. We
propose a CBR approach to personalize cooking recipes to the user presentation
needs. Our system relies on a case base that collects what is the best choice of
presentation for a certain collective. Our system proposes enriching the query
with details on the user profile: age, genre, educational level, languages, disabil-
ity, special needs and others, and we personalize the recipe representation to
the specific needs using simplification strategies. The system includes learning
capacity as if the final representation is difficult for the specific user the system
can easily provide her with alternate presentations.

The rest of the paper is organized as follows. Section 2 describes existing
related work on cooking systems and representation. Section 3 presents related
work on text simplification systems for improving accessibility. Section 4 intro-
duces the different representations we are using in our approach and motivates
the decisions. Section 5 describes a CBR approach that combines cases of repre-
sentation with the results of the cooking system JaDaCook. Section 6 presents
some initial experimental results and Sect. 7 concludes the paper and describes
the lines of future work.

2 Cooking Systems

In CBR research area choosing and designing recipes is an attractive problem.
Two of the more well-known CBR cookery systems, CHEF [10] and Julia [14],
have proven popular over the years. CHEF is a case-based planner which rep-
resents recipes as cases using goals and problems, while Julia is a case-based
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Fig. 1. JaDaCook 2 interface

design system. Both systems include an extensive semantic memory to hold the
definitions of the terms needed, using frames organized into a semantic network
in CHEF, and a large taxonomy of concepts in Julia.

Several systems have been presented at the last years in the Computer Cook-
ing Contest (CCC). CookIIS [11] recommends and adapts recipes or creates a
complete menu regarding to the user’s preferences like explicitly excluded ingre-
dients or previously defined diets. Taaable system [9] participated to the 2015
CCC. A formal concept analysis approach was used to improve the ingredient
substitution, which must take into account a limited set of available foods. In
addition, the adaptation of the ingredient quantities had improved in order to
be more realistic with a real cooking setting. The adaptation of the ingredi-
ent quantities is based on a mixed linear optimization. CookingCAKE [18] is
a framework for the adaptation of cooking recipes represented as workflows.
CookingCAKE integrates and combines several workflow adaptation approaches
applied in process-oriented case based reasoning (POCBR) in a single adaptation
framework, thus providing a capable tool for the adaptation of cooking recipes.
To our knowledge these previous systems do not consider different kinds of pre-
sentations of the recipe information. Most of the systems save all ingredients
with the same units and they do not modify the math representations of the
quantities. The simplification process in order to adapt the presentation of the
recipe information for improving accessibility has not been previously considered
in the systems developed in the CCC.
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Our research group has developed previous approaches, namely JaDaCook
[12,13], JADAWeb [1]. Both systems rely on an ontology with reusable knowledge
about ingredients, types of ingredients, types of cuisine and dietary practices.
The ontology is used as background knowledge to measure similarity between
ingredients and single dishes, and to substitute ingredients during adaptation.
Ontology has more than 300 ingredients, organized in types and classes that
cover the 1484 recipes in the case base (originally provided by the CCC-09 orga-
nizers). JaDaCook 2 reasons using different knowledge sources: (1) a case base of
recipes (available from textual sources), (2) a cooking ontology, (3) a set of asso-
ciation rules, obtained using data mining techniques, capturing co-occurrences of
ingredients in the recipes. JaDaCook 2 has been implemented using the jCOL-
IBRI [7] framework. Regarding presentation (see Fig. 2), the JaDaCook uses
“The Imperial System of units” where “cups’, “tablespoon” (Tbsp), “teaspoon”
(tsp), “ounce” (oz) are used such as units (see Fig. 2). Each recipe describes
ingredients, and quantities, plus a natural language description of the detailed
preparation steps. In this paper, we propose connecting JaDaCook solution with
a CBR system that simplify the recipe presentation to the user features. How-
ever, our CBR system is not dependent on JaDaCook (see Fig. 5) and it could
be used with other recipe recommendation system that generates on structured
recipe representation with ingredients, quantities and units (see Sect. 4). Before
describing our system in Sect. 4 we review some state of art in text simplification
systems for improving accessibility.

Fig. 2. Retrieved recipes, ingredients + preparation

3 Text Simplification Systems for Improving Accessibility

The text simplification process was born of the need to adapt content texts for
people who have difficulties reading and understanding a text in order to be part
of society because access to information is a right for all persons. Text simpli-
fication consists of the transformation of a text into a similar text, but easier
to read and understand. The objective is to achieve more accessible, attractive
and communicative texts so that they are interesting and motive people with
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difficulties to read them. Access to reading is a social need and a recognized right
and reading is a pleasure that lets people share ideas, thoughts and experiences.

30 % of the population [19] has reading difficulties that can be caused by dif-
ferent factors and this group of people needs a simplified version of texts in order
to have access to information. These factors may be intercultural difficulties, com-
plex daily texts and cognitive aspects of the reader. People who may need a text
adapted from the original version in order to understand its content are older peo-
ple, people learning other languages, people with cognitive problems and a range
of people with special educational needs (autism, aphasia, dyslexia, etc.).

In order to communicate using written texts, it is important to use simple,
clear and direct expressions in order to ensure better comprehension of the texts,
to achieve good communication with the target user, to work towards an inclusive
social model. By carrying out certain operations at the lexical and syntactic level,
linguistic complexity is taught, thus obtaining a simplified text for the final user.

There are several initiatives designed to develop the manual processing of
text simplification following the European guidelines established by the IFLA
[8], published by Inclusion Europe Association [15]. All of these initiatives work
in the area of Easy-to-read, a movement to create special material (books, doc-
uments, website, etc.), while tending the content and layout (format, margins,
fonts, spacing, etc.) so that people with reading difficulties can read and under-
stand the material.

Simplifying a text manually is hard work in time and resources. Nowadays,
information is generated very quickly and it is impossible to manually adapt
accessible real-time texts. In order to solve this problem, automatic text simpli-
fication approaches have begun to appear.

The PSET (Practical Simplification of English Texts) [5] project was perhaps
the first to apply natural language technologies to create reading aids for people
with language difficulties. [16] proposed a rule-based system to simplify English
texts for deaf people. They defined rules at the syntactic and lexical level to apply
them in the original text in order to generate a easier version for these people.
[6] applied automatic simplification at sentence level to generate subtitles in TV
programs in Dutch and English for deaf people. [22] presented a text generation
system that adapted its output for readers with low literacy.

The system PorSimples [4] for Portuguese was developed in order to help
low-literacy readers process documents on the web. With the development of
the Guidelines for materials in readable IFLA [8], in the work of [3] a subset
of these guidelines was used to design and implement automatic rules at the
syntactic and lexical level. The main objective of the project Simplext2 [20] was
to develop the product support for text simplification in Spanish for groups of
people with special reading and comprehension needs.

The FIRST (Flexible Interactive Reading Support Tool) project [2] is devel-
oping a tool to assist people with autism spectrum disorders to adapt written
documents into a format that is easier for them to read and understand. [21]
developed a project focused on the treatment of educational texts in Spanish

2 http://www.simplext.es/.

http://www.simplext.es/
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in order to reduce language barriers to reading comprehension for the hearing-
impaired, or even people who are learning a language other than their mother
tongue.

We can see that in all systems of automatic simplification developed so far
both the language with which they work, the target user, the kind of text and the
level of difficulty to adapt the texts to play a key role in one way or another. Each
system considers a set of operations to simplify at various levels, syntactic or
lexical, to carry out the adaptation of the original text. In our system, we consider
a special kind of texts, recipes. We need to determine the level of difficulty to
simplify the text and what kind of choices for the end user, measure units, math
representation of the quantity and so on, which we have to make in the original
recipe to adapt for a new presentation.

4 Variability on the Presentations

We need to chose different presentations to evaluate them. Inside the variability
of the presentations we select textual representation for the ingredients, from
the original language, in this case in English, in addition, in current language
where we are doing the experiment, in our case, in Spanish. We select a recipe
with high frequency of use, “The Cheesecake”, with typical measures used in
the “The Imperial System of units”, such as “cups” or “tsp”. This kind of recipe
is easy to find in all recipes books and online webpages related to cooking. We
introduce the use of pictograms to represent the ingredients of the recipe because
we would like to evaluate different presentations considering different kind of
people, included people with special needs who use pictograms to communicate
between them. Figures 3 and 4 show some of the different presentations of the
recipe used in the experiment (presented in Sect. 6).

We can identify different conversion rules to adapt the original recipe to final
presentation. We consider rules to convert measure units, math representation
of quantities and different kind of ways to present the information, using only
text, using pictograms or adding video. In Table 2 we can see some examples of
these conversion rules considered in our system.

Fig. 3. Original recipe of the Cheesecake using the “The Imperial System” of units
representation. Corresponding to representation 8 (R8).
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Fig. 4. Cheesecake recipe using pictograms representation for the quantities and for
the ingredients. Corresponding to representation 7 (R7).

Table 2. Conversion rules from units, quantities and text.

Original units Adapted units

1 cup 240 ml

1 tsp 5 ml

1 lb 454 gr

Original quantities Adapted quantities

1/2 0.5

25 % 1/4

0.75 3/4

Original text Adapted text

Single String Pictograms

Single String Video

Pictograms Video

We choose the following types of presentations for the case of study of “The
cheesecake” recipe:

– R1: The Imperial System of units (cups, teaspoon), using fractions, Spanish
language.

– R2: The Imperial System of units (cups, teaspoon), using decimals numbers,
Spanish language.

– R3: The International System of units (litre, milillitre), using fractions, Span-
ish language.

– R4: The International System of units (litre, milillitre), using decimals num-
bers, Spanish language.
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Fig. 5. Diagram of the CBR system to retrieve the best presentation of the recipe
depending on the input user profile.

– R5: The Imperial System of units (cups, teaspoon), using pictograms for quan-
tities, fractions, Spanish language.

– R6: The Imperial System of units (cups, teaspoon), using pictograms for ingre-
dients, fractions, Spanish language.

– R7: The Imperial System of units (cups, teaspoon), using pictograms for quan-
tities and ingredients, fractions.

– R8: The Imperial System of units (cups, teaspoon), using fractions, English
language.

– R9: The Imperial System of units (cups, teaspoon), using fractions, Spanish
language.

5 Accesibility Driven Personalization with CBR

Our proposal uses the JaDaCook CBR system to discover a recipe that better
fits the input query. The retrieved recipe is used itself as the input of our CBR
system in order to simplify the recipe to the presentation needs depending on the
user profile. Figure 5 shows our ideas to combine two CBR systems to personalize
cooking recipes to the user presentation needs. The second CBR system relies
on a case base that collects what is the best choice of presentation for a certain
collective. This case base has been compiled from the answers of people who
participated in the experiment (see Sect. 6). We have created a case base CB of
around 200 cases with the following c =< Pc, Rci > case structure:
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– Pc - User description using features:
– agec: age grouped in intervals: children (6–12), teenagers (13–17), young

people (18–24), adults (25–67) and elderly (more than 67).
– edc: education level using enumerated values: primary school, secondary

school, university, basic.
– disc: disability type: dyslexia, aphasia, autism, deaf people, cognitive dis-

ability, ADHD (Attention-Deficit/ Hyperactivity Disorder) or None.
– enc: English reading comprehension level: none, basic, intermediate, high.
– cookc: cooking level: none, low, high.

– Rci, where i ∈ [1, 9], models the different presentation according to the unit
system, mathematical format, ingredients (pictograms or texts) and quantities
(pictograms or texts) (see Sect. 4).

In Table 2 we can see some examples of these conversion rules considered in
our system in order to adapt from a presentation to other presentation of the
recipes.

Query Q is a description on the current user according to the Pi features. The
CBR system retrieves the presentation (Ri),i ∈ [1..9] that better fits the user
needs and uses the representation features to present the recipe information.

Similarity function is a weighted average between the case description Pc =
< agec, edc,disc, enc,cookc > and the query Q = < ageq, edq,disq, enq,cookq >.

Equality has been used as the local similarity function between attribute
values and weights have been adjusted for our experiment using a Genetic Algo-
rithm (GA). We have calculated the set of weights that maximizes the perfor-
mance of the system right answer rate. This is a satisfactory solution to learn
the optimal weights [17]. This algorithm uses a population of individuals rep-
resenting different weights. This population evolves until the algorithm obtains
the individual (i.e. the weights) that returns the best performance. We obtain
higher weights in order for attributes edc, disc, enc, agec and cookc for the case
base population used in the experiments described in Sect. 6. Weights reflects
importance on the different features but the obtained values reflects dependen-
cies between attributes. edc is higher as there is a dependency with disc and the

Fig. 6. Original recipe presentation (R8) and simplified recipe (R7)
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Fig. 7. Recovered recipes (R5 and R9)

type of presentation needs. cookc is lower because the cheese pie recipe is easy
and it doesn’t affect much the presentation needs.

We use some examples to illustrate the operation of our system. We take
the recipe retrieved by JaDaCook system in the query of the example shown
in Fig. 6 like original recipe corresponding to “Cheese Pie” recipe (R8). Then,
depending on the input profile user, our system recover different personalized
recipes, based on our experiment and using our collected data. For example:

– If the input profile user is a child between 6–12 years old, at primary school,
with some cognitive disability, low level of English and no cooking skills, then
the best case of representation of the recipe is using pictograms (corresponding
to R7, see Fig. 6).

– If the input profile user is the same but without some cognitive disability,
then the best case of representation of the recipe is using pictograms only for
quantities (pictograms to represent 1/4) and the kind of ingredient expressed
in words (milk)(corresponding to R5, see Fig. 7).

– If the input profile user is an adult between 25–67 years old, with university
level, without disability, basic English level and few cooking skills, then the
best case of representation is the original recipe but translated to Spanish
(corresponding to R9, see Fig. 7).

User profile is represented as Pu using the features described above. Input
recipe is represented as a set of structured ingredient lines with quantity and
units. Besides, a textual field is used to provide recipe preparation details. An
example is given in Fig. 1. Output of JaDaCook is used as the input of the CBR
system that personalize the recipe presentation.

6 Experimental Results

We carried out an experiment with different kind of users. The total of partic-
ipants was 202 people, 17 persons with some special needs (8, 41%) and 185
without special needs (91, 58%). In total, we collected 21 answers of children
from 6 to 12 years old. 98 answers of young people from 12 to 17 years old. 2
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answers of people between 18 and 24 years old. 75 answers of people from 25 to
67 years old. Finally, we collected 6 answers of people with more than 67 years
old. We defined a questionnaire using Google Form in order to use it online and
collect the vast of the answers. In addition, we carried out the experiment inside
of different schools in Madrid3 where we collected the answers from children and
young people who participated in the experiment. The experiment is available
online in the following link4.

We defined a questionnaire with a first part of demographic data: age, edu-
cation level, disability, English-level and cooking-level. In the second part we
present 9 different representations of a selected recipe, in our recipe “Cheese-
cake” (presented in Sect. 4). Each user ranked the representations and chose
which ones are more easy understood and would be preferred to cook the recipe.
From the collected data, we have compiled a case base CBp with 202 cases,
where each casei has a solution set with two possible presentations Si = Ri1,Ri2.
First presentation Rr1 in the solution Sr is used to present the retrieved recipe
in the cooking system JaDaCook (see Fig. 5). Only when the user chooses an
alternate presentation Rr2 is used to present the recipe. As we have described
case description uses 5 features: age, education level, disability, English-level and
cooking-level. We have run an experiment using leave one out cross-validation.
Each case ci ∈ CBp is used to query the system. CBR retrieves the most similar
case cr and propose its solutions in order, Sr = {Rr1, Rr2}. We compare solu-
tion Sr with the already known solutions of the query case: Si = {Ri1, Ri2}. Rr1

success is evaluated as success@n (Rr1) for n = 1, 2, where success@1 (R) = 1
if R = Ri1 success@2 (R) = 1 if R ∈ Si and is 0 otherwise. Besides Rr2 success
is also evaluated. We obtained the following experimental results:

– success@1 (Rr1) = 77.7228%
– success@2 (Rr1) = 81.2178%
– success@1 (Rr2) = 62%
– success@2 (Rr2) = 73%

We have obtained good preliminary results (around 80% in the percentage
of hits) on the first presentation Rr1. However, results with presentation (Rr2)
are lower and it has not resulted on useful alternative presentations. In future
experiments we will consider diversity measures to propose alternative presen-
tations that are different from the first option and let the user acquire diverse
visions from the same recipe.

Solutions distribute evenly according to the different age groups, educational
level, disability type, English comprehension level and cooking level. We have
observed that R9 is the preferred solution for most of the age groups, although
children chose R7 (pictograms for quantities and ingredients) and disable people
chose R5 (pictograms for quantities) as the best presentation.

3 Thanks for the participation of students of schools “La Asunción Santa Isabel” and
“La Asunción Cuestablanca”.

4 http://bit.ly/1SV0fJ3.

http://bit.ly/1SV0fJ3
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7 Conclusions and Future Work

Different people have different needs of information presentation. That is spe-
cially important in collectives of people with any kind of disability or cognitive
problems, and also for children or elderly people where information needs to be
simplified to be understood. In this paper we have reviewed alternative textual
representations in the cooking domain. Using solutions from the cooking system
JaDaCook [13] we experimented with different measure units, different formats
for numeric quantities, and pictograms are used to represent recipe ingredients.
In this paper we propose a CBR approach to personalize cooking recipes to the
user presentation needs. Our system relies on a case base that collects what is
the best choice of presentation for a certain collective. This case base has been
collected from a questionnaire where each participant indicated her/his profile
features and ranked the different choices of recipe presentations.

The CBR system uses as query a description of the user profile (age, cul-
tural level, English level, disability,..), compares the query with the stored cases,
retrieves the most similar and reuse as solution the most suitable recipe pre-
sentation. Then the cooking system use the case solution, i.e. user preferred
presentation, to personalize the original recipe to the user presentation needs.

This paper discussed the suitability of taking the user needs into account
when trying to simplify and personalize the presentations of the ingredients
of the recipe. Results on the preliminary experiments are very promising and
show the applicability of a CBR approach to personalize and simplify presen-
tations for different collectives. According to the obtained results people with
similar features share similar presentation preferences. Of course, there are per-
sonal variations that have not been captured by the cases in the case base. We
will experiment further with more people. We plan to extend the experiment
to more people with special needs, as we hypothesize that the system would
improve results in those collectives. We would like to test our system with a
variety of collectives. The work presented in this paper opens several lines of
future work. Our future work involves not only the complete development and
improvement of our system to include the part of preparation of the recipe but
also the development of evaluation techniques that validate the suitability and
portability of our proposal to personalize the presentation of the ingredients of
the recipe for different target users. We would like to compare our approach
with others, for example, we could compare our result with a basic classification
approach by building group (set of users) profiles for each Rx presentations, and
use these 9 profiles to classify a new user according to her features and to deter-
mine the best visual presentation for her, and discuss if our CBR approach gives
better results. In addition, we plan to design a GUI where the user can select
the easiest presentation, included the language and possible visual presentation
for preparation part of the recipe.
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Abstract. In recommender systems, critiquing has been popularly
applied as an effective approach to obtaining users’ feedback on recom-
mended products. In order to reduce users’ efforts of creating critiquing
criteria on their own, some systems have aimed at suggesting critiques
for users to choose. How to accurately match system-suggested critiques
to users’ intended feedback hence becomes a challenging issue. In this
paper, we particularly take into account users’ eye movements on rec-
ommendations to infer their critiquing feedback. Based on a collection
of real users’ eye-gaze data, we have demonstrated the approach’s feasi-
bility of implicitly deriving users’ critiquing criteria. It hence indicates a
promising direction of using eye-tracking technique to improve existing
critique suggestion methods.

Keywords: Recommender systems · Critiquing feedback · Eye move-
ments · Fixation metrics · Feedback inference

1 Introduction

In current online environments, recommender systems have been widely applied
in various scenarios to support users to make product choices (e.g., e-commerce,
social media, tourism, finance). Especially, in the situations where it is difficult to
obtain users’ historical records like ratings for collaborative filtering, case-based
or preference-based methods have mainly been used to generate recommenda-
tions by retrieving items that are similar to users’ queries/preferences [2,8]. In
these systems, one popular approach to obtaining users’ feedback on recommen-
dations is critiquing, which has become the core feedback mechanism in so called
conversational recommenders [17,22] and critiquing-based recommender systems
[10]. Specifically, the critiquing allows users to critique a recommended product
in terms of its attribute values (e.g., “I would like to see some laptops with dif-
ferent manufacture and higher processor speed”), based on which the system will
return new recommendations that satisfy their critiquing criteria. Previous stud-
ies show that this critiquing process is effective to assist users in exploring the
product space, refining their requirements, and making more confident decisions
[6,18,19].
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 62–76, 2016.
DOI: 10.1007/978-3-319-47096-2 5



Inferring Users’ Critiquing Feedback on Recommendations 63

So far, there are two major methods of acquiring users’ critiquing feedback.
One is user-initiated critiquing that requires users to specify critiquing criteria on
their own [10]. For example, Fig. 1.a shows the screenshot of Example Critiquing
interface [5], where users need to indicate which attributes to “keep” (keep-
ing its existing value), “improve” (improving its existing value, e.g., cheaper),
or “take any suggestion” (i.e., “compromise”, accepting a compromised value).
The advantage of this elicitation approach is that it can give users maximal free-
dom of creating any critiques they wish and stimulate them to make tradeoffs
among attributes (i.e., sacrificing values on less important attributes for guar-
anteeing the intended improvements on more important ones), but it unavoid-
ably demands extra user efforts and might hence be limited in real applications.
Another method is system-suggested critiquing that proposes a set of critiques
for users to choose [3,19]. For instance, the Dynamic Critiquing system generates
several compound critiques (each operating over multiple attributes, e.g., “Less
Optical Zoom & More Digital Zoom & A Different Storage Type”) according to
remaining product cases’ availability (see Fig. 1.b) [22]. Intuitively, the system-
suggested critiquing method could reduce users’ critiquing efforts, but when the
suggested critiques cannot precisely match users’ intended feedback, it is likely
that users will be involved in longer interaction session by pursuing other ways
to locate their target choice [6].

In this paper, we focus on investigating users’ eye-movements on recommen-
dations to infer their critiquing feedback, so as to potentially improve system-
suggested critiquing. Based on a collection of real users’ eye-gaze data and their
true critiques, we have empirically verified two hypotheses: one is the feasibility
of inferring what product a user tends to critique (i.e., critiqued product) from
her/his fixations laid on different products; another is about deriving the user’s
concrete critiquing criteria for the product’s attributes. That is, what attributes
s/he may be inclined to keep, improve, or compromise. Furthermore, we have
compared different fixation metrics, including fixation count, total fixation dura-
tion, and average fixation duration, in terms of their inference accuracy.

In the following, we first introduce related work (Sect. 2), and then give our
research statement and hypotheses (Sect. 3). The experiment for data collection
is described in Sect. 4, and in Sect. 5 we show the results. At the end, we conclude
our findings and indicate future directions (Sect. 6).

2 Related Work

2.1 Critiquing-Based Recommender Systems

As mentioned before, existing critiquing-based recommender systems can be
classified into two categories [10]: user-initiated critiquing, with ATA [16] and
Example Critiquing [5] as representative systems; system-suggested critiquing
that has been adopted in FindMe [3], Dynamic Critiquing [22], MAUT-based
compound critiquing [28], and preference-based Organization [8].

Take Example Critiquing system as an example to illustrate user-initiated
critiquing process [5]: it first presents some products to a user that best match
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Fig. 1. a. User-initiated critiquing in Example Critiquing system [5]; b. System-
suggested critiquing in Dynamic Critiquing system [19].

her/his initially specified preferences; then it stimulates the user to select a near-
satisfactory product and critique it in terms of its attribute values; in the next
recommendation cycle, the system will return a new set of recommendations
according to the user’s critiquing feedback. Experiments show that for a user to
reach his/her target choice, a number of critiquing cycles are usually required [7].

As for system-suggested critiquing, some systems like FindMe pre-design
some static critiques for users to pick, but since those fixed critiques cannot
reflect available products’ realistic status, other systems attempt to dynamically
generate critique suggestions being adaptive to remaining product cases’ charac-
teristics [19,22] or users’ attribute preferences [8,28]. However, an empirical user
evaluation on a hybrid critiquing interface, which combines both user-initiated
critiquing support and adaptive critique suggestions, shows that users more fre-
quently created critiques on their own than choosing the suggested critiques,
implying the latter approach’s limited accuracy [6].

In order to save users’ critiquing efforts, some researchers have also endeav-
ored to adopt speech-based critique input interface [14], or harness other users’
critiquing histories to guide the current user [20,26]. It shows though these meth-
ods are capable of enhancing system efficiency, the limitation of system-suggested
critiques is still not well resolved.

2.2 Eye Tracking Studies in Recommender Systems

The development of eye tracking technology has enabled academic and com-
mercial sectors to apply it in various interaction designs [21]. In recommender
systems, it has mainly been adopted for two purposes. One was to evaluate the
recommendation interface’s usability. For instance, one user experiment mea-
sured the effect of interface layout design on users’ visual searching pattern [9].
It shows users tend to fixate more on the top area if recommended products
are displayed in a list layout, but will be directed to view more products if
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the recommendations are arranged in a category structure. Another experiment
investigated whether users would gaze at recommendations during their entire
product searching process [4]. Its results verify the important role of recommen-
dations in users’ purchase decision.

As the second purpose, some researchers have exploited eye-movement met-
rics to elicit users’ implicit relevance feedback on recommendations, i.e., “pos-
itive” or “negative” (or called “like” or “dislike”). For instance, in [13], the
documents that users consumed higher amount of fixations and longer average
fixation time were regarded with “positive” feedback. They then used clustering
and content based techniques to retrieve similar documents and recommended
them to the user. Some studies emphasized developing algorithms to incorpo-
rate eye-based relevance feedback, such as interactive genetic algorithm [11],
evolutionary programming [15], and attention prediction method [27].

However, little work attempts to infer users’ critiquing criteria for product
attributes (i.e., critiquing feedback) through eye tracking, which is in nature more
challenging than that for relevance feedback.

3 Research Statement and Hypotheses

What a person is looking at is assumed to indicate her/his thought “on top of
the stack” of cognitive processes. This “eye-mind” hypothesis means that eye-
movement recordings can provide a dynamic trace of where a person’s attention
is directed in relation to a visual display. In practice, the process of inferring
useful information from eye-movement recordings involves defining “Areas Of
Interest” (AOI) over certain part of a display or interface under evaluation, and
analyzing the eye movements that fall within those areas [21]. In our work, we
define AOI at two levels (see Fig. 2): product level and attribute level. At product
level, all descriptions about a recommended product, including its title, image,
and major attributes’ values (e.g., a laptop’s price, operating system, processor
speed, etc.), are comprised in one area. At attribute level, each attribute of the
recommended product is treated as a specific area.

The metrics used to analyze eye-movement data are commonly related to
fixation. Specifically, each fixation is a spatially stable gaze point, during which
most information acquisition and processing occur. Its minimum duration is
usually set as 200 ms [23]. We concretely adopt three popular fixation-derived
metrics in our work, because they can represent users’ relative engagement with
the interface object [12,21,25]:

– Fixation Count (FC) - the number of times a user fixates on an AOI;
– Total Fixation Duration (TFD) - the sum of the duration of all fixations

a user has laid in an AOI;
– Average Fixation Duration (AFD) - the average duration of a fixation in

an AOI.

Given a user’s fixation values at both product and attribute levels, the ques-
tion we are interested in answering is whether they could be utilized to infer the
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user’s critiquing feedback. At the first step, it is to infer what product within a
set of N recommendations the user would take as near-satisfactory and critique.
Intuitively, we may hypothesize that the product with higher fixation values
would be more likely to be selected, since more fixations on an object suggest
that it is more important and engaging in some way [21,25].

Hypothesis 1: Within a set of N recommendations, users would tend to critique
the product for which they have consumed higher fixation values.

The second step is to infer the user’s critiquing criterion for each attribute
of the selected product. According to [5], there are three critique options: keep,
improve, and compromise (as mentioned in Sect. 1). If a user keeps an attribute’s
existing value, it indicates s/he is satisfied with it, so we may assume the user
would have spent certain fixations on this attribute when s/he evaluated the
whole set of recommendations. If the user chooses to improve its value, it also
implies the user has fixated on this attribute. The duration may be even longer
than that on attributes for keeping, since the user might have compared different
values of the attribute across different products and finally chosen one that is
the best among all but still not fully satisfying her need. On the contrary, the
attribute the user compromises may be of the fewest fixations, as it is what the
user tends to sacrifice and hence less important than attributes for keeping or
improving. Therefore, we can have the following hypothesis:

Hypothesis 2: At attribute level, for the attributes of which users have consumed
higher fixation values, they would be likely to improve, followed by some they may
keep, and then the others with fewer fixations to compromise.

4 Data Collection

With the purpose of verifying our hypotheses and comparing different fixation
metrics (i.e., FC, TFD, and AFD), we conducted an experiment to collect users’
eye movements on recommendations and their true critiquing criteria. In this
section, we first introduce the experimental system, and then experimental pro-
cedure, participants, and data analysis results.

4.1 Experimental System

We chose Example Critiquing [5] as the experimental system, because its user-
initiated critiquing support allows us to obtain users’ true critiquing criteria
for product attributes (see Fig. 1.a). To be specific, we adopted one of its pro-
totypes, Laptop Finder, for conducting our experiment. Its laptop catalog was
extracted from a commercial e-commerce website, each product described by
10 primary attributes (i.e., manufacturer, price, operating system, battery life,
display size, hard drive capacity, installed memory, processor class, processor
speed, and weight). There are four major steps during users’ interaction with
this system:
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Fig. 2. Product-level and attribute-level Areas of Interest (AOI) for fixation analysis,
and an example of a user’s eye-gaze plot on recommended products (each fixation is
represented by a blue circle). (Color figure online)

Step 1: Initial Preference Elicitation. The system first obtains a user’s initial
preferences by asking her/him to enter a product as query, or to state some
specific preferences for product attributes. The system then builds a preference
model for the user, which is formally represented as Pref(u) = {< Vi,Wi >
|1 ≤ i ≤ A}, where Vi denotes the user u’s value preference for attribute ai and
Wi is ai’s relative weight.

Step 2: Recommendation Generation. Then, the system returns a set of N prod-
ucts (e.g., N = 25 in Laptop Finder) that are most relevant to Pref(u).
Formally, a utility score is computed for each product to indicate its rele-
vance: U(Pj) =

∑A
i=1 Wi × Vi(xi), where a product Pj contains attribute values

x = {xi}Ai=1. The products with higher utility scores are recommended.
In the recommendation interface, each product is described by three blocks

of information (see Fig. 2): title, image, and ten primary attributes’ values.

Step 3: Critiquing Feedback Elicitation. Within the set of N recommended prod-
ucts, if the user cannot locate her/his target choice, s/he could select one product
that is near-satisfactory and provide critiquing feedback on it.

Actually, users can initiate different types of critique. In terms of critiquing
modality [5], there are two types: similarity-based critique (e.g., “Find some prod-
ucts similar to this one”) by “keeping” all of the critiqued product’s attribute
values, and improvement-based critique (e.g., “Find some products that are
cheaper”) by “improving” some attribute values. For the latter, the user may
even “compromise” the values of less important attributes. Regarding critiquing
complexity [5], there are also two types: unit critique if the user “improves” or
“compromises” only one attribute at a time, and compound critique if multi-
ple attributes are involved in one critique (e.g., “Find some products that are
cheaper and bigger”).
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Step 4: Preference Refinement. The system will update the user’s preference
model Pref(u) according to her/his critique. For instance, the attribute’s weight
will be increased by β if it is “improved” or decreased by β if “compromised”
(β = 0.25 in Laptop Finder).

Then, the system will go back to Step 2 to resume a new recommendation
cycle (from Steps 2 to 4). This interaction process continues until the user accepts
a product as her/his final choice.

4.2 Experimental Procedure and Participants

The experiment was in form of a controlled lab study. A Tobii 1750 eye-tracker
that is integrated with a 17′′ TFT screen was used to record each user’s eye
movements when s/he viewed recommended products. Its resolution setting is
1290 × 1024 pixels, and can sample the position of a user’s eyes by every 20 ms.
The monitor frame has near infra-red light-emitting diodes, which allow for
natural tracking without placing many restrictions on the user.

The user task was to “find a product you would purchase if given the oppor-
tunity by using the Laptop Finder system.” An administrator was present in
each experiment. She debriefed the experiment’s objective to the participant and
asked her/him to fill in a demographic questionnaire at the beginning. Then, the
participant was prompted to get familiar with the system’s interface during a
warm-up period. Subsequently, after the eye-tracker calibration was performed,
the participant started to accomplish the given task.

During each recommendation cycle, in addition to recording each partici-
pant’s eye movements, we retrieved the product s/he selected to critique (i.e., cri-
tiqued product) and actual critiquing criteria (i.e., “keep”, “improve”, or “com-
promise”) for the product’s attributes from her/his clicking actions.

We recruited 18 participants (2 females) to join the study, who were interested
in buying a laptop at the time of experiment. According to [12], this scale is
acceptable to conduct eye tracking experiment. They are from nine different
countries (e.g., China, Switzerland, Italy, Spain, India, USA, etc.), and most of
them were students pursuing Master or PhD degree at the university.

4.3 Data Analysis

It shows that every participant posted at least one critique before s/he made
the final choice. The total number of critiques by all users is 38 (mean =
2.11 per user, st.d. = 1.45, min = 1, max = 6), among which the num-
ber of improvement-based critiques is largely higher than that of similarity-
based critiques (36 vs. 2). Within those improvement-based critiques, 88.9 %
(32 out of 36) are compound critiques, with average 2.69 attributes selected for
“improving” and 1.94 for “compromising” in one critique. Through comput-
ing conditional probability1, we find P (“improve”|“compromise”) = 1, whereas

1 P (h|e) = N(h ∧ e)/N(e), where N() denotes the number of observations within all
compound critiques.
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P (“compromise”|“improve”) = 0.72, which implies that the appearance of
“compromise” is always contingent on that of “improve”, but not vice versa. All
of the results hence indicate that users are inclined to improve certain attribute
values of a product, which will (but not always) be at the cost of compromising
some of other attributes’ values.

As for users’ eye movements on recommended products, Fig. 2 shows an
example of a user’s eye-gaze plot, where each fixation is represented by a blue
circle with radius indicating its duration. Wish such eye-gaze plot, we are able to
correspond each fixation point to the actual information shown on the interface.
Specifically, two researchers first did the mapping independently. If it fell into a
product-level AOI, they associated it with that product’s ID; if it was placed on
an attribute’s value (attribute-level AOI), they associated it with both product
ID and that attribute’s name (e.g., price). They then met together to resolve
any divergences. In this way, we identified 2,493 fixation points at product level,
and 1,227 fixations associated with ten primary attributes.

Additional analysis shows that on average 9.87 products (st.d. = 5.73) were
viewed per user within each set of 25 recommended products. The mean values of
fixation count (FC), total fixation duration (TFD), and average fixation duration
(AFD) on viewed products are respectively 6.57 (st.d. = 5.59), 2,308.87 ms (st.d.
= 2,011.55), and 345.43 ms (st.d. = 50.95). As for attributes, there are 7.13
distinct attributes (st.d.= 2.64) viewed per user within each recommendation set,
with mean FC per viewed attribute 3.83 (st.d. = 3.15), mean TFD 1,360.6 ms
(st.d. = 1,199.9), and mean AFD 338.4 ms (st.d. = 54.1). Note that in this
analysis the fixations on all values of an attribute in each recommendation set
are counted together.

5 Inferring Critiquing Feedback

5.1 Inferring Critiqued Products

We are interested in first verifying Hypothesis 1 about the relationship between
fixation values and critiqued products, for which Hit-Ratio@K (shortened as
H@K ) and Mean Reciprocal Rank (MRR)2 are computed: (1) Hit-Ratio@K mea-
sures whether a user’s critiqued product appears in the top-K products that s/he
has viewed, as ranked in the descending order of FC-p, TFD-p, or AFD-p values3,
and (2) MRR denotes the critiqued product’s ranking position in this order.

From Table 1, we can see that Rank-by-FC-p and Rank-by-TFD-p are of
higher accuracy than Rank-by-AFD-p and RAM (RAM refers to random ranking
of viewed products), in terms of inferring critiqued products. For instance, when
K = 1, the Hit-Ratios by Rank-by-FC-p and Rank-by-TFD-p are around 0.5,

2 H@K =
∑

c∈C

1rank(pc)≤K

|C| and MRR =
∑

c∈C
1

rank(pc)
, where rank(pc) denotes

the rank of critiqued product pc (in cycle c) within the top-K viewed products as
sorted by a certain fixation metric.

3 We use FC-p, TFD-p, and AFD-p to respectively denote the measures of fixation
count, total fixation duration, and average fixation duration at product level.
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Table 1. Accuracy of inferring critiqued products based on different fixation metrics

H@1 H@2 H@3 H@4 H@5 MRR

Rank by FC-p 0.474 0.605 0.789 0.842 0.868 0.628

Rank by TFD-p 0.5 0.605 0.711 0.868 0.868 0.635

Rank by AFD-p 0.184 0.368 0.447 0.526 0.605 0.378

RAM 0.316 0.342 0.342 0.553 0.5 0.36

Table 2. Relation between attribute-level fixations and critiquing criteria (note: C for
“Compromise” and K for “Keep”. The superscript indicates significant difference.)

FC-a TFD-a (ms) AFD-a (ms)

“Keep” attr. 3.165C 1, 088.92C 289.23C,K

“Improve” attr. 2.64C 1, 038.19C 340.35C

“Compromise” attr. 1.42 448.42 143.96

ANOVA test F = 3.42,p = 0.036 F = 4.045,p = 0.02 F = 21.34,p < 0.001

showing that within about half of critiquing cycles, the product with the highest
fixation count or total fixation duration was the one that the user selected to
critique. When K is increased to 5, the Hit-Ratios of Rank-by-FC-p and Rank-
by-TFD-p both reach at 0.868. As for Rank-by-AFD-p, its hit ratio is relatively
low (maximum 0.605 at K = 5). MRR results again indicate that Rank-by-FC-p
and Rank-by-TFD-p are more predictive than Rank-by-AFD-p and RAM (0.635
and 0.628, vs. 0.378 and 0.36). Moreover, as the differences between Rank-by-
FC-p and Rank-by-TFD-p are not obvious across all measures, they may be
equivalent in terms of inferring users’ critiquing propensity towards products.

Therefore, the above analysis shows that users’ fixation values are helpful for
inferring what products they tend to critique. Moreover, fixation count and total
fixation duration are more effective than average fixation duration in achieving
this goal. Concretely, it suggests that if a user more frequently views a product
(with corresponding higher FC-p) or spends totally higher duration on a product
(with higher TFD-p), the chance s/he selects it for critiquing will be higher than
that of selecting others.

5.2 Inferring Critiquing Criteria for Attributes

Our second hypothesis is about inferring users’ critiquing criteria (i.e., keep,
improve, or compromise) for product attributes. Formally, each critiquing
feedback can be represented as (pi, {〈aj , cj〉}), where pi is the critiqued
product, aj ∈ A = {a1, ..., a10} (A is the set of attributes), and cj ∈
{“keep”, “improve”, “compromise”}. By comparing the fixation values among
the three categories of attributes that were respectively selected to “keep”,
“improve”, and “compromise”, we find their differences are significant in terms
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Table 3. Accuracy of inferring attributes’ critiquing criteria through two alternative
inference rules (1. high => “improve”, medium => “keep”, low => “compromise”; or
2. high => “keep”, medium => “improve”, low => “compromise”)

Precision Recall F1 Hit-Ratio

Classification by FC-a 0.2821 0.382 0.3011 0.3662 0.2911 0.3732 0.2531 0.2972

Classification by TFD-a 0.2911 0.3922 0.3241 0.3932 0.3061 0.3922 0.2551 0.3032

Classification by AFD-a 0.3921 0.3442 0.4171 0.4162 0.4041 0.3762 0.3551 0.2892

of FC-a, TFD-a, and AFD-a4 by means of ANOVA test (see Table 2). Pairwise
comparisons via paired samples T-test reveal that the fixation values of “keep”
and “improve” attributes are significantly higher than those of “compromise”
attributes. Specifically, the mean fixation count (FC-a) of “keep” attributes is
3.165 and that of “improve” attributes is 2.64, against 1.42 of “compromise”
attributes (“keep” vs. “compromise”: t = 2.36, p = 0.02; “improve” vs. “com-
promise”: t = 3.01, p < 0.01). Similar trends are observed regarding total fixa-
tion duration (TFD-a) and average fixation duration (AFD-a). As for the differ-
ence between “keep” and “improve” attributes, it is moderately significant w.r.t.
AFD-a (289.23 ms vs. 340.35 ms, t = 1.75, p = 0.088).

From the above results, we can derive two alternative inference rules: (1) high
=> “improve”, medium => “keep”, low => “compromise”; or (2) high =>
“keep”, medium => “improve”, low => “compromise”. That is, suppose the
fixation values on all attributes in one recommendation set are classified into
three levels: high, medium, and low, so we may map each level to a specific critique
criterion. For example, if the fixation count of an attribute is at relatively high
level, we may infer the user would tend to “improve” it in her/his critique (high
=> “improve”). For this purpose, we applied 3-means clustering algorithm to
automatically group 10 attributes into three clusters according to their fixation
values in each recommendation cycle, and then classified the three clusters into
high, medium, and low levels based on their centroids.

Next, we use Precision, Recall, F1-measure, and Hit-Ratio5 to measure each
inference rule’s accuracy (see the results in Table 3). It shows as for FC-a and
TFD-a, the second rule is more accurate in terms of all measures, and the clas-
sification by TFD-a achieves slightly higher accuracy than that by FC-a. In
comparison, the accuracy of classification by AFD-a via the first rule is even
higher, with the highest Precision 0.392, Recall 0.417, F1 0.404, and Hit-Ratio

4 FC-a, TFD-a, and AFD-a respectively denote the measures of fixation count, total
fixation duration, and average fixation duration at attribute level.

5 Precision =
∑

k∈AC
|Pred(k)∩R(k)|

|Pred(k)| /|AC|, Recall =
∑

k∈AC
|Pred(k)∩R(k)|

|R(k)| /|AC|,
F1 =

∑
k∈AC

2×Precision(k)×Recall(k)
Precision(k)+Recall(k)

/|AC|, and HitRaito =
∑

k∈AC |Pred(k)∩R(k)|
q

,

where AC denotes the set of three critique options {“keep”, “improve”, “compro-
mise”}, Pred(k) denotes the set of attributes that are inferred with critique k, R(k)
contains attributes that are actually critiqued with k, and q is the total number of
attribute critiques (that is 380 in our data).
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0.355 among all results. It hence suggests that, for inferring attributes’ critiquing
criteria, average fixation duration (AFD-a) behaves more effectively than the
other two metrics fixation count (FC-a) and total fixation duration (TFD-a);
and the attributes with relatively high level of AFD-a will be more likely to
be “improved”, followed by those at medium level to be “kept”, and then the
remainder at low level to be “compromised” (as per the first inference rule). Our
Hypothesis 2 is thus verified.

5.3 Other Results: Refining Inference Rules

The derivation of inference rules in the previous section motivates us to consider
more information to refine them. By matching each attribute fixation to its actual
value (e.g., price $759.99), we can actually identify all values of an attribute the
user had fixated (compared) across different recommended products before s/he
made a critique. Therefore, in order to generate more precise inference rules, in
this section, we investigate fixations on particular attribute values.

Specifically, for each attribute of the critiqued product, we can associate it
with a value comparison label by comparing its value with the other values the
user fixated. If it is a numerical attribute (e.g., price, processor speed, battery
life), there are three possible labels: Better than All (in the case that the critiqued
product’s attribute value is better than or equal to the other viewed values in the
same recommendation set), Better than Some (it is better than some of the other
viewed values), and Worse than All (it is worse than the other viewed values).
If it is a categorical attribute (e.g., manufacturer, processor class, operating
system), there are two optional labels: Equal to Others (the critiqued product’s
attribute value is the same as the other viewed ones) and Different from Others
(it is different from some of the other viewed values). If the user did not leave
fixation on any of the attribute’s values, it is labeled with None.

Figure 3 shows the distribution of all value comparison labels with respect
to the three critiques “keep”, “improve”, and “compromise” that users posted
to the corresponding attributes (the distribution is significant, i.e., p < 0.01, via
Pearson’s Chi-square test, relative to equal probabilities). Several phenomena
can be observed from this figure: (1) Better than All and Better than Some
attribute values appear more often in “keep” critiques. (2) Some Better than All
attribute values are “compromised”, implying that they may be less important
to some users. (3) Worse than All values are more subject to be “improved”
or “kept”. These three observations imply that for a numerical attribute, if
the user has viewed different values and then selected a product (to critique)
that has better value than others, s/he may tend to “keep” it; otherwise, if its
value is the worst, s/he may “improve” it. (4) Different from Others attribute
values are more often “kept” or “improved”, whereas Equal to Others attribute
values are mostly “kept”. This observation implies that if all fixations by a user
regarding a categorical attribute (e.g., manufacturer) are laid on only one value
(e.g., “Apple”), this value might be the user’s target, so s/he will be likely to
“keep” it. Otherwise, if s/he has fixated over different values of the attribute,
s/he may either “keep” the value of her/his selected product (if it meets with
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Fig. 3. Distribution of value comparison occurrences with respect to attribute critiques.

her/his requirement after comparison) or “improve” it (if none of viewed values
are satisfactory). (5) The attributes without any fixations (labelled as None) are
mostly “kept” or “compromised”.

Then, we combine attribute fixations and value comparison labels to gen-
erate association rules. Concretely, we ran Apriori algorithm [1], which is a
popular association rule mining tool, on the whole set of 380 attribute cri-
tiques, in order to derive high-confident rules in form of {attribute fixation,
value comparison} => {attribute critique}. As for attribute fixation, there are
three levels, high, medium, and low, as obtained via AFD-a based classification
(see the previous section). As for value comparison, there are in total six differ-
ent categories (as described above). The attribute critique takes any of the three
options, “keep”, “improve”, and “compromise”.

Among the returned rules, we first select those with Lift6 greater than
1, because Lift > 1 (also called Interest) suggests that the occurrences of
antecedent and consequence are dependent on each other, making the rule useful
for predicting consequence in other data sets [24]. The selected rules are then
sorted in descending order by Confidence value. As a result, there are six rules
with Confidence bigger than or equal to 0.57:

1. {high AFD-a, Different from Others} => “keep” (Conf. = 0.857);
2. {medium AFD-a, Better than Some} => “keep” (Conf. = 0.826);
3. {medium AFD-a, Better than All} => “keep” (Conf. = 0.647);
4. {Equal to Others} => “keep” (Conf. = 0.633);
5. {high AFD-a, Worse than All} => “improve” (Conf. = 0.625);
6. {low AFD-a, Better than Some} => “compromise” (Conf. = 0.5).

The 1st rule implies if a user’s average fixation duration (AFD-a) on one
categorical attribute is relatively high and this attribute’s value in the critiqued

6 Lift(X ⇒ Y ) = supp(X∪Y )
supp(X)×supp(Y )

, Confidence(X ⇒ Y ) = supp(X∪Y )
supp(X)

, where

supp(X) gives the proportion of transactions that contain X.
7 We set 0.5 as Confidence threshold, as it indicates a high probability that at least

half of transactions contain the antecedent leading to the consequence.
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product is different from the other fixated values of the same attribute, the
chance that the user will “keep” it is high (with over 85 % confidence). The
2nd and 3rd rules suggest if AFD-a on a numerical attribute is at medium level
(relative to AFD-a of the other attributes in the same recommendation set)
and its value in the critiqued product is better than at least some of the other
viewed values, the user may also “keep” it (above 64 % confidence). The 4th
rule is about categorical attribute, which, if its critiqued value is equal to the
other viewed values, is likely to be “kept” (with 63.3 % confidence). The 5th rule
indicates if AFD-a on a numerical attribute is relatively high and its critiqued
value is the worst among all viewed values of the same attribute, there is around
62.5 % confidence that the user will “improve” it; whereas for an attribute with
low AFD-a, though its critiqued value is better than some compared ones, the
probability that the user will “compromise” it is higher than that of “keeping”
or “improving” it (the 6th rule).

6 Conclusions and Future Work

In conclusion, this work verifies our hypotheses about inferring users’ critiquing
feedback from their eye movements on recommended products. There are three
major findings: (1) Based on products’ fixation values, we can infer what product
the user is inclined to critique within a set of recommendations. In particular, fix-
ation count (FC-p) and total fixation duration (TFD-p) are more accurate than
average fixation duration (AFD-p) for achieving this goal. (2) At attribute level,
we find the fixation values of attributes that users choose to “keep” or “improve”
are significantly higher than those of attributes they “compromise”. On the other
hand, average fixation duration (AFD-a) performs more effectively than FC-a
and TFD-a in terms of inferring users’ critiquing criteria for attributes. (3) We
further attempted to derive some precise inference rules by incorporating users’
value comparison behavior based on their fixations on attribute values. As a
result, several high-confident association rules are generated. The findings are
thus constructive for improving existing system-suggested critiquing methods in
recommender systems. In addition to making the critique suggestions represen-
tative of remaining products [19,22], we can make them more reflective of users’
critiquing intentions so that the users will be more likely to accept them.

In the future, we will conduct more experiments to validate the association
rules’ inference accuracy. We will also investigate more fixation metrics, such as
fixation spatial density, saccade/fixation ratio, and scanpath, in order to make
the inference process more accurate. It is expected that we will eventually build a
prediction model that can well unify all of the valuable eye-based metrics to infer
users’ critiquing feedback, which will enable the system to automatically adjust
recommendations even without requiring users to explicitly make critiques.
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Abstract. Finding an ideal representation for a case-base is important
for a CBR system. This choice of an ideal representation is guided by the
complexity of the cases. Based on the needs of each individual case, richer
features are used for representation if required. While the framework is
fairly general, this paper demonstrates its effectiveness on text classifica-
tion due to the ease of evaluation. Each test case is treated differently by
the classifier, in that if a shallow representation is deemed adequate for
assigning a class label, the algorithm does away with a richer representa-
tion which is computationally expensive to generate. We also provided a
time-budgeted evaluation of our framework which suggests that it holds
promise in minimizing redundant or misleading comparisons and mini-
mize time without compromising on effectiveness.

1 Introduction

Case-Based Reasoning (CBR) systems attempt to reuse past knowledge of prob-
lem solving (modelled as cases) to find solutions to new problems. One critical
issue, that has perhaps been one of the most central themes in designing prac-
tical applications, is arriving at the right choice of representation. More often
than not, CBR systems choose uniform representations for cases and queries.
This paper proposes an alternative to such a uniform representation of cases, by
arguing that, at training time each case can be stored using multiple representa-
tions, each capturing an aspect in which the case can potentially be used. Some
of these representations can be shallow and facilitate faster comparisons with
the query; others could be deep and computationally more expensive when used
for similarity estimation. An example is the case of Textual CBR, where cases
are crafted from unstructured representations. In such a context, bag of words
provides a shallow representation, whereas a syntactically rich representation
is deeper. At query time, the nature of the query case may be used to decide
between different choices of representations. If a shallow representation is suffi-
cient to solve a query, our proposed approach does away with creating deeper
representations for it. The central thesis is that such an on-demand choice of rep-
resentation can leverage on the nuances of the query, make best use of multiple
representations and result in gains in both time efficiency and effectiveness.

c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 77–92, 2016.
DOI: 10.1007/978-3-319-47096-2 6
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The central ideas presented in the paper are cognitively inspired. Let us
imagine the case of a person assigned the tedious job of assigning category
labels (like sports, politics, religion) to news reports. It seems intuitive that
she would not handle each new document uniformly. Rather, she would exploit
the fact that while some documents are simple and can be unambiguously cate-
gorized using the titles alone, others are harder and may require a careful read
of the body of the article. Also, for certain documents, surfing through a set of
indicative words may suffice, for others she may need recourse to background
knowledge (say Wikipedia) or detailed linguistic knowledge (such as that of
syntax or semantic relatedness of words). The nature of the classification task
also critically influences the classification process. Discriminating between Apple
and IBM hardware documents needs recourse to richer knowledge sources than
classifying between sports and politics, where few keywords are often adequate
discriminators. Thus, dynamic integration of knowledge on an on-demand basis
is an appealing idea. In this paper we investigate if a Textual CBR (TCBR)
system can benefit from this idea as well.

While the idea of dynamic integration is generic in nature and can be applied
across diverse CBR tasks, we discuss our approach with respect to text classifica-
tion (Textual CBR) due to the ease of evaluation. Text classification algorithms
often extract a set of discriminating features from the training data and use them
to arrive at revised representations of test documents, which are then exploited
to predict class labels. The central observation is that the process of arriving
at revised representations of test documents is largely agnostic to the specific
nuances of the test document in question. This is different from how a human
would, for example, treat an easy document very differently from a hard one.
Our central hypothesis is that a differential treatment of documents, and selec-
tive on-demand integration of knowledge may help in cutting down on redundant
computations and also improve performance in select settings where indiscrimi-
nate revision of test documents adversely affects classification effectiveness. The
gains, however, are expected to be sensitive to the complexity of the classification
task.

2 Overview of Our Approach

In order to empirically test the hypothesis stated above, we need three building
blocks. The first one involves identification of knowledge sources and features,
which together define the revised representations. Secondly, we need a complexity
measure that estimates the hardness of a given text document, in the context
of a chosen representation. For the purpose of this paper, the terms ‘document’
and ‘case’ are used interchangeably. It is important to note that each instance in
the training data is preprocessed to carry the knowledge of representations that
are found to be most effective in classifying it. More precisely, a representation
R1 is said to be more effective than another representation R2 with respect
to a training instance T, if the neighbourhood of T obtained with R1 is more
predictive of its true class, compared to that obtained with R2.
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Thirdly, we need algorithms that can take as input a given test case, estimate
its complexity with respect to a shallow representation, and decide what to do
next. This component is built around the philosophy of two-step reminding.
The first step is one where the nearest neighbours in a shallow representation
predict the class label of the unseen test instance. If there is sufficient agreement
between the neighbours, we decide to refrain from processing the test instance
any further. A disagreement can be interpreted as the representation not being
rich enough to disambiguate the test instance. In the event of a disagreement, we
start the next level of reminding, which we call a process-oriented reminding. The
name is motivated by the fact, that in this step, each neighbour in the shallow
representation is used to predict the representation choice that is expected to
yield highest gains in resolving the ambiguity. The outcome of the second step is
a process of identifying a representation, where neighbours are likely to be more
predictive of true class labels.

In the following three sections we elaborate on each of the building blocks
mentioned above.

3 Knowledge Sources for Text Classification

Shallow representations of textual cases based on “Bag of Words” (BoW) are
often supplemented with additional knowledge sources to facilitate more mean-
ingful comparisons between cases. For the purpose of our paper, a knowledge
source is any source of information from within and outside the document that
helps in solving a given task. In practice, the following knowledge sources can
be used to enrich the textual representations:

– Background knowledge - This knowledge corresponds to features generated
using knowledge catalogued by humans. One of the often used resources is
Wikipedia. To integrate this knowledge we use Explicit Semantic Analysis
(ESA) proposed by Gabrilovich et al. [1]. ESA represents each document (as
well as word) as a vector in a space spanned by Wikipedia article names, which
are treated as concepts. Words that occur in the article are said to belong to
the concept. For example, the words ‘Barack Obama’ and ‘POTUS’ have a
non-zero projection onto the Wikipedia concept ‘US President’.

– Linguistic knowledge - WordNet [2] is a lexical resource that expresses a con-
cept as a synonym set or synset. WordNet is a semantic network of synsets.
The semantic relatedness of any two words can be estimated using the shortest
path between the senses of the first word and those of the second.

– Introspective knowledge - We can also obtain features by looking within the
corpus itself, and exploiting co-occurrence patterns. We assume that the words
originate from a set of latent concepts. The documents, as well as words, are
represented in a space defined by latent concepts using Latent Semantic Analy-
sis (LSA) [3], which are extracted using dual mode factor analysis realized by
Singular Vector Decomposition (SVD).

We now define the notions of ‘breadth’ and ‘depth’ in knowledge sources.
‘Breadth’ refers to features across the document, while ‘depth’ is used to denote



80 K.V.S. Dileep and S. Chakraborti

Fig. 1. An example representation matrix for documents. A traversal could be
elementwise in a column-major fashion i.e. R0,R1,...,R11.

knowledge sources used for enriching the features. An article can be broken down
into parts like title, first paragraph, half the article and the complete article, and
this decomposition constitutes the breadth. To make a correct classification, for
some articles reading the title and the first few lines are sufficient. Others might
require reading through the entire article. At each level of breadth, we can aug-
ment representations using additional knowledge - background, introspective or
linguistic. Knowledge sources define the depth of our representation. So, taking
the combination of depth and breadth, we get a matrix of possible representa-
tions a document can take for classification.

An example representation matrix is shown in Fig. 1. We can progressively
add these features in the order of traversal till we incorporate the complete arti-
cle. The rows of the figure correspond to three knowledge sources that define
depth: Bag of Words(BoW), word co-occurrence knowledge and Wikipedia.
‘Title+word co-occurrence’(R1) means that introspective knowledge extracted
from titles has been added. The notation Ri means ith representation in matrix
as shown.

4 Complexity Measures for Text Classification

To decide on the modality of knowledge integration, we estimate the complexity
of the case we are trying to process. Alignment of a case-base tells us how well
the CBR assumption - ‘similar problems have similar solutions’ holds true for
the case-base. Hence, high alignment implies low complexity and vice versa. For
areas in the case-base with low alignment, similar problems do not have similar
solutions and hence, in these areas it will be difficult to answer a query. The
problem part of the case corresponds to the document representation and the
solution part corresponds to the class label. We use a neighbourhood approach
to define complexity. Documents with same labels that are close to each other
define ‘easy’ or well-aligned regions in the document space, while similar docu-
ments with differing labels define ‘hard’ or poorly-aligned regions in the space.
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In terms of text classification, there is a higher chance of a document getting
misclassified in poorly-aligned regions. Identifying such areas and progressively
adding additional knowledge to simplify those regions would help to reduce the
chances of a document getting misclassified.

Alignment can be global, in which case, it characterizes the case base as a
whole. Local alignment, on the other hand, characterizes the immediate neigh-
bourhood of a given case. A document collection with class labels can also be
interpreted as a case-base. We use the alignment measure proposed by Massie
et al. [4]. For a target case, we take the nearest cases based on the similarity
on the problem side. Then we take the sum of similarity of target case to its
neighbours on the problem side weighted by the similarity of target solution to
the corresponding solution of the neighbours. This is normalized by the sum of
just the problem side similarities of target to its neighbours. If “similar problems
have similar solutions”, then if the problem side similarities are high along with
solution side similarities the alignment would be high. Also neighbours closer to
the target case have more say in the alignment. We now define the alignment
measure for a case-base with textual problems and class labels as solutions.

The local alignment of a case di with class label labeli is defined as:

localAlign(di) =

∑
k∈nb(di)

ps(di,dk)ss(labeli, labelk)
∑

k∈nb(di)
ps(di,dk)

(1)

ps(di,dk) = cos(di,dk) (2)

ss(labeli, labelk) =
{

0 : labeli �= labelk
1 : labeli = labelk

(3)

where N is the number of documents, dk a document in the neighbourhood of
di and labelk its class label, nb(x) is the set of nearest neighbours of a docu-
ment x, ps() is problem side similarity function which is the cosine similarity
(cos(di,dk) = di·dk

|di||dk| ) when di and dk are vectors in a space spanned by words).
ss() is solution side similarity as defined in Eq. 3. A value close to 1 indicates
strong alignment, and a value close to 0 indicates weak alignment of the docu-
ment. A weak alignment score in a representation suggests that it might not be
suitable for classifying the document or any document in its neighbourhood. We
cannot directly estimate the alignment of a test document, as its class label is
unavailable. Thus, we indirectly estimate its alignment using the neighbouring
training documents. More details regarding this procedure will be discussed in
the next section.

5 Algorithms

Our procedure is based on the principles of reminding. Reminding happens when
we access a structure in memory that is most likely to solve the new problem
[5]. Our search for a solution to a new problem is related to solutions of similar
problems that have been previously solved. The ideal representation of a new
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problem too might be related to representations of similar problems. Instead
of looking at solutions directly, we try to find a representation of the problem
that is best suited to arrive at a usable solution. We refer to this method as
process-oriented reminding.

The factors that are important while choosing a representation are:

– Cost - This represents the effort (time or resources) needed to transform data
from one representation to another. Transforming a document into a bag of
words representation takes lesser effort than transforming the document into
space spanned by Wikipedia concepts. We prefer representations that take less
effort to transform into.

– Alignment - A representation in which a document is more aligned is preferred.
There is a trade-off between alignment and cost. A representation with more
alignment might take more time to transform into incurring more cost.

We transform the training data into each of the representations discussed
earlier. We estimate the local alignment of each instance using Eq. 1 across all
representations. We also estimate the cost of transforming a document into a
given representation through cross-validation. The cost might not be sensitive
to the properties of individual documents for representations like LSA. Yet, we
consider it as a document related property (and not average of a collection)
to keep our formulation general. Algorithm 1 outlines the steps in the training
process.

We explain the notation we use in the algorithms - Ri corresponds to ith

representation, N refers to set of indices of representations, M refers to set of
indices of documents in training collection D, and Rmi means document d of
index m ∈ M is transformed into Ri. M′ refers to set of indices of documents
in test collection D′.

Algorithm 1. Training phase of AlignSelect algorithm
Given a collection of training documents, D and possible representations R0, ..., RN

1. For every document d ∈ D, convert it into all representations R0, ..., RN .
2. For every converted document Rmn, calculate its alignment amn, where m is index

of document d ∈ D.
3. For every document d ∈ D, use a leave-one-out approach to determine the time

taken to transform into all representations R0, ..., RN . This is the cost cmn of
transforming mth document, d ∈ D to representation Rn.

For an incoming test document, d′ ∈ D′ with index t ∈ M′, we transform
it into Rt0, the basic representation. If we find the neighbourhood to be poorly-
aligned, then we project it into a space with richer representation where we
expect it to perform better. So for easy documents, we arrive at a representa-
tion with fewer features and knowledge than a difficult document. The inductive
bias is that documents in the neighbourhood of highly aligned documents will
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also have high alignment. For easy documents which are located in well-aligned
neighbourhoods, we prefer relatively shallow representations compared to diffi-
cult ones. This process is analogous to a human who treats every document on
merit, thus ignoring the body of an article if the title or author names suffice for
classification.

An important step in processing a test document is to estimate its difficulty
in a given representation. An example is just the title in the form of BoW. For
that purpose, we take k neighbours and estimate the alignment of the test query
by taking the average of the alignment of neighbours weighted by similarity to
the query. The detailed procedure is described in Algorithm 2.

Algorithm 2. Procedure for calculating expected alignment(EA) of test
document
Given a collection of training documents D, the number of neighbours k, and a test
document d′ ∈ D′.

1. Find the k nearest training documents to d′, say P . For our experiments, we used
k = 3.

2. Expected Alignment is calculated as EA =
∑k

i=1 wiai∑k
i=1 wi

, where ai is the alignment

of document pi in P and wi its corresponding similarity to d′.

The next step is to decide whether to use the current representation or go to a
richer representation. We set a threshold, against which the expected alignment
of the test document is compared. To fix the threshold, we use a leave-one-out
cross validation approach during training. If the expected alignment is above
the threshold, we predict the class label using the neighbours of the query in the
current representation. This is the primary problem of finding the label.

In case the expected alignment of the query falls below this threshold, we
initiate the process-oriented reminding phase. This is the secondary problem,
where we are interested in finding the right representation for the test document
based on its neighbourhood. Instead of converting a test document t into all
representations R0, ..., RN sequentially and do a column-wise traversal like in
Fig. 1, we define a heuristic to choose the next representation. This leads to
reduction of time during processing.

The choice of the representation depends on the cost, the alignment of the
neighbours in the representation and distance to the query. But the neighbours
of a document may change when the representation changes. Hence, we need
an estimate of how much the neighbourhood of a document changes when the
representation changes, which we call stability. More stability implies that the
neighbourhood does not change much when transformed into another represen-
tation. Stability tells us how much we can trust the neighbours in the current
representation to decide the choice of next representation.

A straight-forward notion of stability is to compare the set of top neighbours
of each representation and check their intersection [6]. The more the intersection,
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Fig. 2. An example to illustrate the notion of neighbourhood stability.

the greater the stability. We define a softer notion of stability, where we look at
the distances of neighbours of both representations instead of a direct match.
The stability of neighbourhood of document d (index m in D) in representation
Ri w.r.t representation Rj is defined as

stabij(m) = 1 −
∑

m′′∈Kj
dist(Rmi, Rm′′i) − ∑

m′∈Ki
dist(Rmi, Rm′i)

∑
m′′∈Kj

dist(Rmi, Rm′′i) +
∑

m′∈Ki
dist(Rmi, Rm′i)

(4)

where Ki is set of indices in D of k nearest neighbours of d in Ri and Kj is set
of indices of k nearest neighbours of d in Rj . Rm′i corresponds to document of
index m′ in D in representation Ri.

We will explain our measure by means of an example. Let us assume we are
measuring the stability of neighbourhood of document 0 in R1 w.r.t R2 as shown
in Fig. 2. In scenario 1, the neighbour set for document 0 is {1, 2, 3} in R1 and
{4, 2, 1} in R2. We take the sum of distances to document 0 for each of these
sets separately in R1 itself and find the difference. We find that the stability of
doc 0 in scenario 1 is 0.91. In scenario 2, the neighbour sets are disjoint and we
calculate the stability according to Eq. 4. We find the stability here to be 0.55.
Clearly the stability is lower compared to scenario 1.

This notion of neighbourhood stability does not overly penalize the scenario
where none of the neighbours in both sets of representations match. Like the
cost factor, the stability of the documents also is estimated during training.
With the cost, alignment and stability factors as weights, we estimate the next
representation to transform into based on the neighbours of test document in
the current representation. The detailed procedure is given in Algorithm 3.

6 Experiments and Results

For the purpose of our experiments, we consider different classification datasets.
Two of these were created from the 20 Newsgroups(20NG) [7] corpus, RELPOL
and HARDWARE. RELPOL contains 2 groups of discussion related to religion
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Algorithm 3. Procedure to integrate knowledge sources during test phase for
AlignSelect
1. Convert d′ ∈ D′ with index t ∈ M′ into the starting representation R0 to get Rt0.
2. Calculate the expected alignment(EA) of Rt0, eat0 using Algorithm 2.
3. If eat0 ≥ T threshold, predict class label using k-nn. Return.
4. Else,

– For set of k nearest neighbours of Rt0, say L. Let K be the set of corresponding
indices in D. For m ∈ K retrieve Rmn, ∀n|0 < n ≤ N .

– For m ∈ K, retrieve cmn, the cost factor which corresponds to time involved in
transforming to representation n.

– For m ∈ K, retrieve stab0n(m), the stability of neighbourhoods of mth docu-
ment in D

– We calculate the next representation i as

i = arg max
n∈N
n�=0

∑
m∈K wm0 × c−1

mn × stab0n(m) × amn
∑

m∈K wm0 × c−1
mn × stab0n(m)

where N is set of indices of representations, wm0 is distance of m to Rt0, and
amn is alignment of Rmn, m ∈ K.

5. Convert d′ into Rti and calculate eati, expected alignment of Rti. Check with
threshold T and continue till the right representation is found or end of traversal.

and politics while HARDWARE contains 2 groups of discussion related to Apple
hardware and IBM-PC hardware. The experimental setup is as follows. We create
train and test splits, where each of the sets contains 20 % of the original corpus
randomly chosen. Feature selection has been done using the Information Gain
method. For repeated trials, 15 such train-test splits were created containing
approximately 400 documents for each of the datasets. We also take data from
Reuters-21578 distribution 1.0 dataset1. We take 3 datasets acq, corn and earn
from this set and perform a one-vs-all binary classification over these datasets.
Here too, we create train-test splits like earlier with 10 splits and feature selection
through the chi-squared measure.

We also took raw data from imdb2 (Internet Movie Database) and processed
it into a MySQL database using the jmdb3 (Java Movie Database) software.
The database contains a series of tables such as - movies, actors, directors, writ-
ers, (plot) keywords, plot, distributors, editors, ratings etc. The complete list
of tables provided by imdb is available online4. The features that we chose for
the purpose of our work are actors, writers, directors, plot keywords, and finally
plot description. From thousands of entries, we take a subset containing 1000
entries per class. We discard samples with missing features. Since a movie might
belong to multiple genres, we ensure that the movie is not labelled with both
1 http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html.
2 www.imdb.com/interfaces.
3 www.jmdb.de.
4 ftp://ftp.fu-berlin.de/pub/misc/movies/database/.

http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
www.imdb.com/interfaces
www.jmdb.de
ftp://ftp.fu-berlin.de/pub/misc/movies/database/
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Table 1. Hardness of the datasets as given by the average of local alignment values
obtained using Eq. 1 for training data in BoW representation.

Dataset Alignment

RELPOL 0.94

HARDWARE 0.71

acq 0.82

earn 0.70

corn 0.66

imdb(a vs c) 0.58

imdb(a vs r) 0.69

the genres we are classifying into. Currently, we perform 2 binary classification
tasks - action vs romance (a vs r) and action vs comedy (a vs c). We make
smaller datasets containing around 600 movies for training and 300 for test by
stratified sampling and use 10 such datasets for our experiments.

The relative hardness of the datasets is given in Table 1. The higher the value
of alignment, the easier it is to classify the corresponding dataset. We test the
following hypotheses:-

– The choice of representation depends on the hardness of dataset.
– The algorithm compares favourably with uniform integration of knowledge.
– The algorithm requires lesser time on easy documents to get accurate results

compared to harder documents.

We uniformly use 3 types of representations - Bag of Words(BoW), introspec-
tive (LSA) and background knowledge (ESA). For the RELPOL and HARD-
WARE datasets, we do the AlignSelect procedure with 3 representations - BoW,
LSA and ESA with the entire document. For Reuters data, we choose 6 repre-
sentations - titles of the article with BoW, LSA and ESA, and entire article with
BoW, LSA and ESA. For imdb data, we choose 6 representations - actor, writer,
director, plot keywords with BoW, LSA and ESA and actor,writer,director,plot
keywords, and plot with BoW, LSA and ESA. For each of the datasets, we cal-
culate the cost factor, stability and alignment during the training phase. For
the AlignSelect procedure, we chose the threshold as described in the previous
section.

First, we study how the relative difficulty of datasets influences the way the
procedure selects which representation to choose for a given test document. Our
hypothesis is that the richer the representation, the more the resources used for
classifying the document which is analogous to a human experiencing a large
cognitive load to classify the document. We construct the histograms of the
percentage of documents chosen by AlignSelect procedure for various knowl-
edge sources. The order of representations is the same order used in processing.
The histograms are given in Fig. 3. We find that the procedure chooses richer
representations for more percentage of documents in case of harder datasets
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Fig. 3. Comparison of histograms of percentage of documents chosen by AlignSelect
procedure for Relpol and Hardware(left), acq vs all and earn vs all(center), and action
vs romance and action vs comedy datasets(right). Y axis denotes percentage of docu-
ments chosen by AlignSelect. X axis for center and right graphs is as shown in Tables 3
and 4 respectively.

Table 2. Classification results on a subset of 20 NG dataset with the AlignSel proce-
dure. The threshold of alignment is given in brackets. Results of AlignSel highlighted
in bold are statistically significant with p < 0.05 w.r.t rest of columns.

Dataset BoW LSA ESA AlignSel(=0.7)

Relpol 92 91.5 92 93.5

Hardware 73 73.4 74 76

especially when RELPOL and HARDWARE are compared as shown in Fig. 3.
Similar trends can be observed in other histograms too. While choosing the
next representation, it was seen that the cost factor ensured that a less rich but
equally effective representation was chosen for some queries. For some of the
harder queries, multiple hops had to be taken for arriving at the right repre-
sentation. This led to some delay in processing. We can see that this method
has promise in performing text classification the way humans do with a goal of
minimizing cognitive load.

Now that we have seen how the hardness of the datasets influences the per-
centage of documents picked for richer representations, we will study the effec-
tiveness of classification using the procedure as compared to individual represen-
tations. The classification results for AlignSelect procedure have been listed in
Tables 2, 3 and 4 for the 20NG, Reuters data subgroups and imdb data respec-
tively. The baseline we are comparing against is the approach where we integrate
all the test documents with the BoW approach, LSA or ESA uniformly.
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Table 3. Classification results on a subset of Reuters dataset with the different rep-
resentations. Results of AlignSel highlighted in bold are statistically significant with
p < 0.05 w.r.t rest of columns.

Dataset Title+ Title+ Title+ Full Full Full AlignSel

BoW(A) LSA(B) ESA(C) BoW(D) LSA(E) ESA(F) (=0.7)

acq 25 20 35 77 78 79 81

earn 20 11 23 65 67 69 72

corn 17 10 19 60 59 65 64

The results show that our procedure is better than the baseline averaged
over multiple trials and also statistically significant with two-tailed paired t-test
(p < 0.05) for six of the seven datasets. This shows that indiscriminately inte-
grating knowledge for documents that are easy to classify is not only inefficient
and cognitively unintuitive, but also adversely affects classification effectiveness
(accuracy).

Table 4. Classification results on imdb datasets with the different representations.
AWDK means actors, writers, director and plot keywords features are used. AWDKP
means with the aforementioned features, plot description is also used. Results of
AlignSel highlighted in bold are statistically significant with p < 0.05 w.r.t rest of
columns.

Dataset AWDK+ AWDK+ AWDK+ AWDKP+ AWDKP+ AWDKP+ AlignSel

BoW(A) LSA(B) ESA(C) BoW(D) LSA(E) ESA(F) (=0.6)

Action vs Romance 69 56.5 66 69.6 60 72.4 73.5

Action vs Comedy 60 56 63 64 56 68.4 70

In the next set of experiments, we study how the procedure performs on
harder documents as compared to easy documents within the same dataset. The
dataset is partitioned on the basis of expected alignment on the test data. The
partition value chosen is a median value so that we can get a fairly balanced
set of easy and hard documents. Intuitively, documents harder to classify might
need richer representation and hence require more time from the AlignSelect
procedure. We run the procedure with time budgeting i.e. after the time elapses,
the result using the current representation is returned. The longer the procedure
is allowed to run, the more representations it can explore. The results for the
time-budgeted run of the algorithm can be seen in Table 5.

An interesting point to note here is that for documents in poorly-aligned
regions, a steady improvement can be seen as more time is given per document.
For documents in well-aligned regions, a huge increase in accuracy initially is
followed by minimal gains as more time is given per document. These trends
are highlighted for the HARDWARE and Imdb (Action vs Comedy) datasets in
Fig. 4. The other datasets too follow similar trends. This experiment shows that
difficult documents require richer knowledge and hence longer time to get fairly
accurate results.
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Table 5. Classification results on datasets described earlier partitioned on the basis of
alignment using the AlignSelect procedure with time budgeting. In brackets with each
dataset is the expected alignment value used for creating the partitions. The time per
query is in milliseconds.

Dataset Time budget per query (in millisecs)

5 7 9 11

Relpol(> 0.8) 92 94.5 95 95

Relpol(< 0.8) 92.3 93.5 94 94

Hardware(> 0.5) 71 74.5 76 77

Hardware(< 0.5) 69 70 73.5 75

acq(> 0.6) 63 73 75 82

acq(< 0.6) 33 49 67 76

earn(> 0.6) 47 60 68 73

earn(< 0.6) 39 46 57 69

corn(> 0.5) 31 47 57 65

corn(< 0.5) 23 37 48 59.5

Act vs Rom(> 0.6) 71 72.5 74 76

Act vs Rom(< 0.6) 69 70 71 72.5

Act vs Com(> 0.5) 63.5 66 67 69

Act vs Com(< 0.5) 52 54 56 62

7 Related Work

The idea of using a subset of features (words) instead of the entire feature set for
document classification has been explored by Koller et al. [8]. The idea was to
decompose a huge hierarchical classification task into smaller problems at each
node in the hierarchy. As the test document traverses through the hierarchy
the features used to represent it change based on its location in the hierarchy.
Though the feature set might be large as a whole, the number of features at
each individual node would be few. The feature-set for each test query is sen-
sitive to the node in the hierarchy, while for our method it is sensitive to the
expected complexity of the query in its neighbourhood and not restricted to the
hierarchy. Leveraging extra knowledge through heterogeneous data sources like
Wikipedia and Yahoo! Answers have been shown to be beneficial for noisy text
categorization by Gupta et al. [9]. Using various algorithms for the knowledge
sources, different features were generated and combined into a large feature set.
Our work tries to be more selective by trying to find documents that might be
hard to classify and integrate knowledge only for those documents.

Recent trends in Information Retrieval have shown a selective treatment
of queries with difficult queries getting processed differently than their easier
counterparts. Liu et al. [10] showed that the fraction of query suggestions bet-
ter than original query was lesser for easier queries than for difficult queries.
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Fig. 4. Comparing accuracy and average time per query for HARDWARE and IMDB
datasets.

Hassan et al. [11] showed that learning under-performing query groups from web
search logs, and building specialized ranker for each of these groups performed
better than a general ranker trained on a diverse set of queries. These contribu-
tions give assurance that our method of selectively integrating knowledge based
on difficulty estimates might be a right direction to pursue.

SpeedBoost algorithm [12] automatically trades test prediction time with
accuracy giving fast results initially using simple predictors and refine them
with complex predictors as more time is available. The novelty of our approach
is that the richness of features used is made sensitive to query difficulty. In our
approach, a larger time budget allows the algorithm to pick richer features only
if the query is found to be difficult.

Multistrategy learning is a paradigm that tries to use multiple learners and
combine the predictions to make a single prediction. This method has been used
in Information Extraction (IE) [13]. Each of the weak learners has a confidence
associated with their predictions, and these confidences are mapped to proba-
bilities of success using regression models. The probabilities are then combined
to make a prediction. Closely related to this is multi-view learning [14], which
takes multiple representations of the same data and learns from them. While
our method too takes multiple views of data, we differ from these approaches
from the fact that our approach is query sensitive and guided by its complexity.
We do not use all the representations in predicting the class label. Instead, we
let the approach pick a representation for a query that strikes the best trade-off
between processing cost and retrieval effectiveness.

Our work can also be interpreted as a meta-classification problem where we
search for an ideal representation for a test case that can, in turn, be the input
to a classifier. Meta-classification has been explored in CBR by Cummins et al.
[15] where a meta case base has been constructed from various case-bases for
finding the ideal case-base maintenance algorithm for a given case-base.
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8 Discussion

It can be noted that though the work is presented in the context of text clas-
sification, it can be extended to other CBR domains which can benefit from
query sensitive on-?demand integration of knowledge. As with any case-base
classification system, good coverage of cases improves the accuracy. This crite-
ria is even more critical in our framework, since good coverage ensures good
estimates of alignment and cost. During the retrieval phase of the CBR cycle,
the test case can be enriched with knowledge guided by its expected complex-
ity. This would also especially benefit time-sensitive applications. To summarize,
on-demand integration makes sense when (a) the most effective representation
is not known beforehand, and can be predicted by a process oriented remind-
ing based on the specific query (b) integration of knowledge is computationally
expensive at classification time (c) indiscriminate knowledge integration leads to
deterioration in performance.

The price we pay for the benefits reaped at query time is largely in
terms of extra effort during training in estimating alignments, cost and cross-
representation stabilities. Thus the system eagerly estimates certain parameters
that characterize the utility of a case in various representations, so that these
can be harnessed at query time to flexibly choose representations based on query
specific characteristics. Given that the system prefers a simpler representation
over a more complex one unless it reckons that the latter is expected to gener-
ate significant improvements in effectiveness, we can say that it strives to be as
lazy as possible at query time, by making use of its eagerness during training
(recording of instances). This observation, incidentally inspires the title of the
paper.

9 Conclusion

The paper presents a novel framework for knowledge integration which, unlike
traditional approaches, estimates test case complexity to decide on the appro-
priate choice of knowledge representation. The basic premise is that shallow
representations should be preferred over deep ones unless the latter promises
substantial gains based on precomputed estimates of neighbourhood complex-
ity. We have evaluated our framework w.r.t text classification. We have experi-
mented with several textual datasets of varying complexity. It was encouraging
to observe that not only were redundant query revisions avoided, there were also
effectiveness gains in certain cases. This can be attributed to the process based
reminding scheme which predicted the best representation, given a neighbour-
hood. A second reason is that some queries might get adversely affected when
indiscriminately transformed to a revised feature space. As expected, our empir-
ical studies revealed that, for simpler domains, shallow representations were
preferred more often, whereas the trend was reversed with complex datasets.
The time-budgeted evaluation revealed that it makes sense to quickly process
easy documents with shallow features and process harder documents slowly with
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richer knowledge. The method presented has strong parallels to cognitive models
of reminding, and has the potential to be applied across a cross section of CBR
applications that can benefit from lazy selective knowledge integration.
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Abstract. E-commerce recommender systems seek out matches
between customers and items in order to help customers discover more
relevant and satisfying products and to increase the conversion rate of
browsers to buyers. To do this, a recommender system must learn about
the likes and dislikes of customers/users as well as the advantages and
disadvantages (pros and cons) of products. Recently, the explosion of
user-generated content, especially customer reviews, and other forms of
opinionated expression, has provided a new source of user and product
insights. The interests of a user can be mined from the reviews that they
write and the pros and cons of products can be mined from the reviews
written about them. In this paper, we build on recent work in this area
to generate user and product profiles from user-generated reviews. We
further describe how this information can be used in various recommen-
dation tasks to suggest high-quality and relevant items to users based
on either an explicit query or their profile. We evaluate these ideas using
a large dataset of TripAdvisor reviews. The results show the benefits of
combining sentiment and similarity in both query-based and user-based
recommendation scenarios, and also disclose the effect of the number of
reviews written by a user on recommendation performance.

Keywords: Recommender systems · Opinion mining · Sentiment
analysis · Personalization

1 Introduction

Recommender systems help to provide users with the right information at the
right time. They do this by profiling a user’s interests and preferences over
time and use these profiles to select and/or rank items for presentation by pre-
ferring those that are similar to the ones the user has liked in the past. In an
e-commerce setting, recommender systems endeavour to learn from our past pur-
chasing habits in order to identify new products that we may wish to purchase in
the future. Getting this right can mean improved conversion rates for the retailer
and improved satisfaction levels for the shopper. More satisfied customers are
more loyal customers which improves the likelihood of repeat business, a win-win
for customer and retailer alike.

Different types of recommendation techniques rely on different types of data.
For example, collaborative filtering [1], either neighbourhood methods [2,3] or
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 93–107, 2016.
DOI: 10.1007/978-3-319-47096-2 7
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latent factor models [4], relies on product ratings. These ratings may be explicitly
provided by users, or they may be inferred from their behaviour. And patterns
in these ratings are used to identify similar users and relevant products for
recommendations.

Content-Based recommendation [5] is another important approach for build-
ing recommender systems, based on the availability of specific item knowledge.
For example, product meta-data or catalog-data may be used to characterise
products in terms of specific features (type, price, size, weight etc.). When this
type of product data is available the preferences of users can be expressed in
terms of the products that they have purchased and the features of these prod-
ucts. Recommendations can then be based on various forms of feature similarity,
by recommending products that are similar to the user’s profile. This approach
obviously shares many commonalities with case-based reasoning methods and in
fact many case-based recommendation techniques have been proposed based on
representation, similarity, and retrieval ideas from the CBR community [6,7].

In the past, a big challenge when building recommender systems has been
ensuring the availability of and access to these different sources of data. Some-
times product data is hard to come by, limiting the efficacy of content/case-based
methods. And the type of rating data used by collaborative filtering approaches
can be notoriously sparse. This has led researchers to develop hybrid models
that make the best of both worlds [8] and also led to the exploit of auxiliary
information; see [9,10].

In recent years, a new alternative data source has emerged with the ubiquity
of user-generated reviews. The intuition is that these reviews contain important
product knowledge and valuable customer preferences and insights for use in rec-
ommendation; see [11,12]. But the information contained within user-generated
reviews can be noisy and unstructured. Nevertheless, opinion mining and natural
language processing techniques (for example, see [13]) are now robust enough for
researchers to use user-generated review content as an alternative (or comple-
mentary) source of recommendation knowledge [14].

User-generated reviews are plentiful and they contain rich product feature
information including sentient information. For example, The Thai red curry
was delicious, ..., but price at $22, quite expensive, tells us that the restaurant
in question serves a very tasty Thai red curry (positive sentiment) that costs $22
but it is expensive (negative sentiment). This combination of traditional feature-
value information and sentiment means that we can generate recommendations
that are not only similar to those a user has liked in the past, but that are also
better based on features that matter to the user; see [15,16].

The features mentioned by a user in her reviews may reflect her preferences.
Intuitively, if a feature is mentioned many times by a user, it may indicate
that it is an important one. Musat et al. [17] built a user interest profile for
each user based on the topics mentioned in their reviews and used these profiles
to produce personalized product rankings. Liu et al. [18] built user preferences
based on the assumption that a user may have a higher requirement for a feature
if she frequently gives a lower score for the feature compared to other users; see
also the work of [19] on estimating reviewer weights at the aspect (feature) level.
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In this paper, we focus on a pair of use-cases in the context of a hotel recom-
mendation site such as TripAdvisor. Specifically, we imagine a traveller attempt-
ing to book a suitable hotel for an upcoming trip to a new city. In the first
use-case (more-like-this) we consider the common scenario where the traveler
has a previous hotel that they have liked but in a different city and they wish
to look for something similar in their target city. In this use-case, the previous
hotel becomes a target query and is used to select and rank hotels from the tar-
get city. We describe a query-based technique to show how the combination of
similarity and sentiment can be used to recommend better hotels than similarity
alone. In our second use-case (personalization) we use the user’s profile as an
implicit query in order to recommend hotels from the target city, again looking
at the benefits of using similarity and sentiment; we refer to this as a user-based
approach.

2 Mining User Profiles and Item Cases

This paper extends recent work on mining opinions from user reviews to generate
user profiles and item descriptions. The work of [15,20,21] is especially relevant
and describes how shallow NLP, opinion mining, and sentiment analysis can be
used to extract rich feature-based product descriptions (product cases) based on
the features that users mention in their reviews, and also the polarity of their
opinions. In order to generate user profiles and hotel descriptions, we follow four
basic steps:

1. Mine hotel features from user-generated reviews (extending the techniques
described in [15]) to generate a set of basic hotel features and sentiment.

2. Apply clustering techniques to group related basic features together and use
these clusters as high-level features. We refer to these as clustered features.

3. Aggregate clustered features and sentiment mined from the reviews of a hotel
to generate hotel cases.

4. Aggregate clustered features for users to generate user profiles; that is, the
features mined from the reviews of a given user form the basis of this user’s
profile.

This is summarized in Fig. 1 and produces a set of hotel cases and user
profiles/cases which are used as the basic recommendation data for our recom-
mender system as shown. In the next section we will describe the details of the
recommendation process but first, in what follows, we will provide additional
details about this feature mining and case generation process.

2.1 Features and Sentiment

The feature extraction and sentiment analysis approach adopted in this work are
based closely on the approach taken by [15]. As such we mine bi-gram (adjective-
noun) and single-noun features using a combination of shallow NLP and statis-
tical methods.
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Fig. 1. High-level opinion mining architecture: basic features are extracted from user
generated reviews; these features are clusterd into related sets; these clustered features
are used as the basis for hotel/item cases and user profiles/cases.

In the current work we extend this approach to also consider additional tri-
gram features by using the patterns described in the work of [22]. This allows
us to find features like member of staff, bottle of water.

These single-noun, bi-gram, and tri-gram features are filtered using a number
of statistical techniques as described previously in [15]. For example, we eliminate
certain bi-gram features if the adjective is a common sentiment word; this way
we can eliminate false bi-gram features such as great location, excellent service,
which are really single-noun features.

Next, for each extracted (basic) feature, fi, mentioned in some sentence sj

of review rk, we must evaluate its sentiment. We do this by finding the closest
sentiment word wmin to fi in sj ; sentiment words are available from a sentiment
lexicon and for the purpose of this work we rely on the common Bing Lui senti-
ment lexicon [23]. Note, if no sentiment words are present in sj then the feature
fi is labeled as neutral.

In order to further filter the basic features, we use the opinion pattern mining
technique described by [15]. To do this we identify the part-of-speech (POS)
tags for wmin, fi, and any words that occur between them. These POS tags
constitute an abstract opinion pattern. After a complete pass over all features,
the frequency of occurrence of all of these opinion patterns is computed. Patterns
that occur more than k times are considered valid, on the grounds that less
frequent patterns are likely to correspond to unusual or convoluted expressions
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of opinion that cannot be reliably understood. In this case, we set k = 1 and
for each valid feature, fi (that is, a feature which corresponds to a valid opinion
pattern) we assign it a sentiment label based on the sentiment of its wmin.
Finally, we reverse the sentiment of fi if sj contains a negation term within a
4-word distance of wmin.

The end result of this process is, for each review, a set of valid features (men-
tioned in the review) and their sentiment labels. These reviews are associated
with specific hotels and specific users and so their features and sentiment con-
tribute to the descriptions of these hotels and the profiles of the users; we will
return to this later.

2.2 Clustering Features

One of the problems with the above approach is that it tends to produce a
proliferation of features. In reviews, people may refer to the same types of things
in a variety of ways. For example, in hotel reviews, some reviewers will comment
on the elevators while others will talk about lifts. One reviewer might comment
on the quality of the pillows while another may comment on the comfort of the
bed or the softness of the matress. Rather than treating these as separate and
independent features it is more natural and useful to recognize that they are
referring to the same aspect of a hotel.

Cluster 1 - location, walking distance, distance, minutes work, ...

Cluster 2 - bill, charge, fee

Cluster 3 - burger,pizza,grill

Cluster 4 - chip, chicken, salad, fish, steak, meat

Cluster 5 - egg, bacon, waffle, pancake, sausage

Cluster 6 - cake, afternoon tea, sandwich

Cluster 7 - bar, beer, drink, cocktail

Cluster 8 - bed, pillow, mattress

Cluster 9 - bathroom, tube, toilet, shower, bath

Cluster 10 - stair, lift, elevator

Cluster 11 - sofa, king-bed, couch, living room

Cluster 12 - desk staff, hotel staff

Fig. 2. Examples for clustered features

To do this we apply standard clustering techniques to group related features
together based on their similarities. Firstly, we associate each basic feature with
a term-vector made up of the set of words extracted from the sentences that
refer to this feature; these words are converted to lowercase, stemmed, and stop
words are removed. Thus, each feature fi is associated with a set of terms and
the value of each term is a normalized term frequency weight. Next, we apply a
standard clustering algorithm empirically setting the target number of clusters
to be 35 % of the total number of features; we used CLUTO1. The result is a set

1 http://glaros.dtc.umn.edu/gkhome/views/cluto.

http://glaros.dtc.umn.edu/gkhome/views/cluto
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of feature clusters such as the examples in Fig. 2. These clusters act as high-level
features and they are used as the basis for generating hotel and user cases as we
shall describe in the next sections.

2.3 Generating Hotel Cases

Each item/hotel (hi) is associated with a set of customer reviews reviews(hi) =
{r1, . . . , rn} and the above processes extract a set of features and, ultimately,
clusters, c1, . . . , cm, from these reviews. Each cluster is comprised of a set of
basic features and in effect, acts as a type of abstract feature, a clustered feature,
such that the basic features it contains are related in some way. For example, in
Fig. 2 we can see that the features of Cluster 1 are all related to the location of
the hotel. The features in clusters 4, 5, and 6 are all related to food but each is
separately related to dinner, lunch, or breakfast meals.

Effectively each clustered feature is labelled with the cluster id, cj , and it is
assigned an importance score and a sentiment score as per Eqs. 2 and 3. Then a
hotel/item case is made up of the clustered features associated with its reviews
and their corresponding importance and sentiment scores; see Eq. 1. Note that
cj ∈ reviews(hi) means that any of the basic features in cj are present in
reviews(hi).

item(hi) = {(cj , s(cj , hi), imp(cj , hi)) : cj ∈ reviews(hi)} (1)

The importance score of cj , imp(cj , hi), is the relative number of times that
cj (or rather its basic features) is mentioned in the reviews of hotel hi.

imp(cj , hi) =

∑
fk∈cj

count(fk, hi)

|reviews(hi)| (2)

The sentiment score of cj , s(cj , hi), is the degree to which cj (that is, its basic
features) is mentioned positively or negatively in reviews(hi). Note, pos(fj , hi)
and neg(fj , hi) denote the number of mentions of the basic feature fj labeled as
positive or negative during the sentiment analysis phase.

s(cj , hi) =

∑
fk∈cj

pos(fk, hi) − ∑
fk∈cj

neg(fk, hi)
∑

fk∈cj
pos(fk, hi) +

∑
fk∈cj

neg(fk, hi)
(3)

2.4 Generating User Profile Cases

Just as we generate hotel cases from the reviews written about a specific hotel
we can generate user profile cases using the reviews written by a specific user,
uq. Equation 4 defines each user as a set of clustered features and each feature is
associated with an importance score based on how frequently that user refers to
that feature in her reviews; this is exactly analogous to the hotel cases. However,
unlike the hotel cases, we do not associate any sentiment with the user profile
features. The reason for this is that the sentiment that a user expresses for a
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given feature is a property of the feature in the context of a specific hotel, rather
than a general property of the feature; we will revisit this in future work.

user(uq) = {(cj , imp(cj , uq)) : cj ∈ reviews(uq)} (4)

3 Ranking and Recommendation

Unlike traditional content-based recommenders — which tend to rely exclu-
sively on similarity in order to rank products with respect to some user profile
or query — our approach leverages feature sentiment and similarity, during rec-
ommendation. The starting point is the work of [15] which uses a linear combina-
tion of similarity and sentiment during recommendation ranking. Briefly, when
it comes to recommending some candidate item i we can compute a recommen-
dation score based on how similar the item is to the query q, and based on the
sentiment of the item. And as per Eq. 5 we can adjust the relative influence of
similarity and sentiment using the parameter w.

Score(q, i) = (1 − w) × Sim(q, i) + w × Sent(q, i) (5)

In the present work we use clustered features as the basis of our item descrip-
tions, rather than the basic features used by [15]; we will usually refer to these
clustered features as just features in what follows. We will also describe a per-
sonalized version of ranking, which harnesses user profiles that are better with
respect to features that matter to the query user.

3.1 Query-Based Recommendation

To begin with we will implement a standard non-personalized ranking approach,
similar to [15], albeit based on clustered features. We imagine an user uq has a
hotel in mind, hq. Perhaps it is a hotel he has stayed in before and he is looking
for something similar in a new city. We use hq as a query and we compare it
to candidate items hc, computing the similarity and sentiment values to score
each hc for ranking and recommendation to uq. For the purpose of similarity
assessment we use a standard cosine metric; see [5]. Equation 6 demonstrates
this for hq and hc. Note that we use the importance scores of shared features as
the feature values.

Simh(hq, hc) =

∑

ciεC(hq)∩C(hc)

imp(ci, hq) × imp(ci, hc)

√ ∑

ciεC(hq)

imp(ci, hq)2 ×
√ ∑

ciεC(hc)

imp(ci, hc)2
(6)

Next, we need to calculate the sentiment score for hc. As mentioned earlier,
sentiment information is unusual in a recommendation context but it makes it
possible to consider not only how similar hc is to hq but also whether it enjoys
better sentiment; it seems reasonable to recommend items that are not only
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similar to hq but have also been more positively reviewed. We do this based on
a feature-by-feature sentiment comparison as per Eq. 7. We can say that ci is
better in hc than hq (better(ci, hq, hc) > 0) if ci in hc has a higher sentiment
score than it does in hq.

better(ci, hq, hc) = s(ci, hc) − s(ci, hq) (7)

We calculate the sentiment score, Sent(hq, hc) from the sum of these better
scores for the features that are common to hq and hc as per Eq. 8; we use C(i)
to denote the clustered features of item i.

Sent(hq, hc) =

∑
ci∈C(hq)∩C(hc)

better(ci, hq, hc) × imp(ci, hc)

|C(hq) ∩ C(hc)| (8)

Accordingly we can implement a non-personalized scoring function based on
the above by combining Simh and Sent as per Eq. 9.

ScoreQB(hq, hc) = (1 − w) × Simh(hq, hc) + w × Sent(hq, hc) (9)

3.2 User-Based Recommendation

Rather than using a specific item (hq) as a query to trigger recommendations,
another common recommendation use-case, is to use the user profile uq as a
query. To do this we need to implement a personalized version of the approach
above, by introducing user preference information into both the similarity and
the sentiment calculations.

Regarding similarity, we implement a version in which we use the importance
weights from the query user uq instead of the weights from hq during similarity
assessment as per Eq. 10. In this way, features that are more important to uq

and hc play a greater role in the similarity computation.

Simu(uq, hc) =

∑

ciεC(uq)∩C(hc)

imp(ci, uq) × imp(ci, hc)

√ ∑

ciεC(uq)

imp(ci, uq)2 ×
√ ∑

ciεC(hc)

imp(ci, hc)2
(10)

Regarding sentiment, we propose Eq. 11, which calculates a sentiment score
based on the average sentiment of all hotels visited by uq with hc. We use H(uq)
to denote the hotels visited by uq. Thus, the sentiment score of hc is influenced
by uq’s history. Obviously, this is just one way that we might make the sentiment
calculation more personalized for uq. In this work it serves as a useful test-case
and future work will consider alternative approaches.

Sentu(uq, hc) =

∑
hq∈H(uq)

Sent(hq, hc)

|H(uq)| (11)

For now, this means we can implement Eq. 12 as the recommendation scoring
function for generating personalized recommendations.

ScoreUB(uq, hc) = (1 − w) × Simu(uq, hc) + w × Sentu(uq, hc) (12)
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4 Evaluation

In this section, we will describe an initial evaluation of these query-based and
user-based recommendation techniques using real-user data.

4.1 Datset and Setup

The dataset used in this work is based on the TripAdvisor dataset shared by the
authors of [15]. This dataset covers 148,575 users for 1,701 hotels. We collected
the member pages of these users from TripAdvisor website, we found that these
users totally have written 1,008,585 hotel reviews until July, 2014; approximately
7 reviews per user, although some users have authored significantly more. For
the purpose of this work, we focus on a subset of 1,000 users who have written
at least 5 hotel reviews. This provides a test dataset of 11,993 reviews for 10,162
hotels. Finally, for each of these hotels, we collected up to its top 100 reviews
for a total of 867,644 reviews; some hotels do not have 100 reviews.

For each of these users and hotels, we apply opinion mining to generate our
feature-based descriptions. On average our test users have written 12 reviews
resulting in profiles containing an average of 91 different clustered features.
Likewise, the hotels are associated with an average of 89 reviews resulting in
189 clustered features per hotel on average. Clearly the opinion mining is capa-
ble of generating rich item descriptions. In what follows we will evaluate the
query-based and user-based recommendation techniques using a standard leave-
one-out style approach in which we attempt to recommend a specific target hotel
given a query hotel or a user profile.

4.2 Evaluating Query-Based Recommendation

To evaluate the non-personalized, query-based recommendation strategy we pro-
duce a set of test triples of the form (uq, hq, ht) corresponding to a query user
uq, a query hotel from uq’s profile and a target hotel, ht, that is also in the
user’s profile. hq and ht are in different cities to simulate the use-case of the user
looking for a hotel in some new city but based on a familiar hotel in a different
city. For the purpose of this test we are careful to choose ht from a set of 8
cities in our dataset which have sufficient candidate hotels that are also in our
dataset(>80). In each triple ht is chosen only if it has been rated as 5-star by
uq; we assume the user is looking for a hotel they will like.

Furthermore, we note the user’s rating for each of the query hotels in our
test triples and distinguish between those query hotels that have a low (2-star
or 3-star) rating by the user and those that have a much higher (4-star or 5-
star) rating; we will refer to these as 23-queries and 45-queries, respectively.
This allows us to compare the performance of the ranking based on how well the
query user liked the query hotel; we might expect that it is easier to identify ht

if we are starting from a 45-query than a 23-query. In this sense, the 23-queries
correspond to more a challenging query-based recommendation task than the
45-queries.



102 R. Dong and B. Smyth

This provides us with 888 test triples; 705 have 45-queries and the remaining
183 have 23-queries. Each triple is a recommendation test, the objective of which
is to locate ht based on a ranking of hotels (from the same city as ht) using hq as
a query. In other words, for each triple we use hq as a query hotel and rank-order
the other hotels in the same city as hq using ScoreQB , varying w to adjust the
mix of similarity and sentiment.

The results are presented in Fig. 3(a) as a graph of the top-20 hit-rate – the
percentage of times the target hotel is within the top-20 recommendations –
versus w. As we increase w (that is, increase the influence of sentiment) the hit-
rate of the query-based algorithm improves for both 45- and 23-query groups.
For example, at w = 0 (pure similarity-based scoring) we can see that the hit-
rate is 0.20 for the 23-queries and 0.27 for the 45-queries. In other words ht is
in among the top-20 recommendations between 20 % and 27 % of the time. As
expected, we can more successfully recommend the target hotel when using a
45-query than a 23-query.

As we increase w up to about 0.6–0.8 then this hit-rate increases to 0.35. That
is, as we introduce more sentiment we improve hit-rates, from 27 % (45-queries)
to 35 %, a relative increase of 30 % compared to the similarity-only setting at
w = 0. Indeed, the improvement is even more striking for the more challenging
23-queries: we see a relative improvement of 75 % as hit-rate climbs from 20 %
to as high as 35 % (at w = 0.8). Even when the query is a relatively poor
starting point, as a 23-query is, the introduction of sentiment helps to produce
a hit-rate that is comparable to the top hit-rate achieved by the 45-queries
(with sentiment). Figure 3(a) also shows the average results across all queries
(combining 23/45 query groups) where hit-rate climbs from 26 % (w = 0) to
35 % (w = 0.6) for a relative increase of about 35 %.

There is a point after which more sentiment causes a disimprovement in
hit-rate as the influence of similarity is no longer felt and sentiment tends to
dominate. This point is w = 0.6 for 45-queries (and, on average, for all queries).
It occurs later (w = 0.8) for the 23-queries. This suggests that sentiment should
be relied on more when the query hotel is not a strong reflection of a user’s true
interests, as is the case with 23-queries. This makes sense: if these query hotels
are not a good reflection of a user’s true interests then it may not be appropriate
to rely on similarity, it would be much better to focus on recommendations that
are better than the query hotels by as much as possible.

For comparison, in Fig. 3(b) we show the relative ranking of the target hotels
in the recommendation lists. In this case, a lower relative ranking score means
that the target hotel appears higher in the recommendation rankings. For exam-
ple, across all queries we see that the relative ranking of the target hotel falls
from being in the top 37 % of recommendations to the top 30 % of recommen-
dations as w is increased up to 0.6. These relative ranking results are entirely
consistent with the previous hit-rate results. They show an improvement in rec-
ommendation performance with increasing w up to w = 0.6 − 0.8 depending on
the query set. Once again we see improved recommendation performance for the
45-queries compared to the tougher 23-queries, but the introduction of sentiment
dramatically improves recommendation even for these 23-queries.
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So far we have been looking for a single target hotel. That is not unusual in
these types of offline, leave-one-out tests, but the results remain silent when it
comes to the quality of the other recommendations. For example, what is the
average rating of the top-20 recommended hotels? And how does this change
with w? This is important because it tells us about the overall quality of the
recommendation lists produced. This information is shown in Fig. 3(c) as the
average TripAdvisor rating for the top-20 recommendations as we increase w.

Once again we can see that there is a benefit when it comes to introduc-
ing sentiment: as we increase w the average rating of the recommended hotels
increases from about 4-stars to over 4.5-stars; at w = 0.6, the turning point for
hit-rate and relative ranking, the average rating is almost exactly 4.5-stars. As
expected, we can see that the average rating for the ‘easier’ 45-queries is slightly
higher than the average rating for the 23-queries. Note that there is no turning
point on this average rating graph, as there was previously. The reason for this is
that as we increase w we are guiding recommendation towards hotels with more
and more positive features and so we can expect their average ratings to increase
accordingly. And as they do, the average ratings is up to a maximum of about
4.6-stars, which presumably is at, or close to, the maximum possible rating for a
list of 20 hotels given the TripAdvisor rating distribution. Obviously, this does
not mean that we should turn-up w to its maximum level because if we do then
there is a cost when it comes to retrieving a particular target case. And these
results suggest a balancing point of w = 0.6 is close to optimal for this type of
query-based recommendation, at least in this domain.

4.3 Evaluating User-Based Recommendation

We follow a similar approach to evaluate the personalized, user-based recommen-
dation strategy. This time we use a set of user-item test pairs, each containing
a user profile uq, as a query, and a target item ht. In each case ht is one of the
hotels that uq has previously rated as 5-stars. This time our recommendation
test will be to use uq as a query to recommend ht.

There are 665 of these test pairs. Earlier we distinguished between hard and
easy queries, we do similar here by dividing user profiles into small, medium, and
large based on their number of reviews; see Table 1. For example, small profiles
have up to 10 reviews and there are 274 pairs from these profiles involving
249 unique hotels and 211 unique users. The intuition is that small profiles

Table 1. Testing pairs for user-based recommendation

Pairs Hotels Users

All 665 526 461

Small (<=10) 274 249 211

Medium (11−20) 238 215 166

Large (>20) 153 142 84
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(a) Top 20 Hit-Rate.

(b) Relative Ranking.

(c) Top 20 Ave. Rating.

Fig. 3. Query-based recommendation.

(a) Top 20 Hit-Rate.

(b) Relative Ranking.

(c) Top 20 Ave. Rating.

Fig. 4. User-based recommendations.

will represent a tougher user-based recommendation test than medium or large
profiles.

Each test pair defines a recommendation test in which uq is used to rank and
recommend hotels from the same city as ht using ScoreUB . And in this test, for
each test pair, we re-generate uq without reviews from target hotel.

We calculate the top-20 hit-rate for different values of w, and the results are
presented in Fig. 4(a). As before we can see how increasing w tends to improve
hit-rate. For example, at w = 0 the hit-rate for large profiles is about 30 % and
this grows to 40 % (at w = 0.4), a relative improvement of about 33 %. A similar
effect is noted for medium and small profiles but, as expected, the size of the
effect is reduced.
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Once again there is an optimal w in range of w = 0.4 − 0.5, that seems to
deliver an optimum hit-rate. Beyond this, as sentiment dominates, the hit-rate
falls sharply, eventually dropping below the hit-rate achieved at w = 0 (similarity
only).

Relative ranking results are also presented in Fig. 4(b). They are consistent
with the hit-rate results, showing a benefit to increasing w up to about 0.4–0.5
and with the best relative ranking accruing to the larger profiles.

For completeness, we also show the average TripAdvisor rating for the full
set of 20 recommendations as w varies. Once again we see a gradual increase in
recommendation quality for increasing w; the average rating of recommendation
lists increases from 4-stars to about 4.6-stars.

4.4 Discussion

We have evaluated the performance of our query-based and user-based recom-
mendation approaches on real-user data from TripAdvisor. In each case, we
have explored the benefit of using sentiment during recommendation for queries
of different difficulty levels. The results have been very consistent across a num-
ber of evaluation metrics. In each case, increasing sentiment can significantly
improve recommendation performance to a point. Although it is likely that the
best level of sentiment to include will likely be domain and task dependent, it is
equally likely, we believe, that selecting a reasonable value for w, such as w = 0.5,
should deliver significant recommendation improvements over more conventional
similarity-based techniques. Fine-tuning might improve this further but it may
not be necessary or particularly worthwhile in many settings.

5 Conclusions

This paper builds on recent work using product reviews as a novel source of
recommendation knowledge; see [15]. Our main contribution has been to propose
and evaluate a new, personalized, user-based recommendation approach that is
capable of generating proactive recommendations for a user based on their mined
preferences. In the process, we have modified the work of [15] by introducing tri-
gram features and a feature-clustering step during opinion mining in order to
better capture the relationship between basic features.

We have evaluated these approaches in an offline study using real-user evalu-
ation data from TripAdvisor. The results show the benefits of mixing sentiment
and similarity during recommendation in both query-based and user-based rec-
ommendation scenarios. Profile size is important and the size of the effect on
recommendation performance is closely connected to the number of reviews that
have contributed to a profile.

Extending the evaluation to larger datasets and/or new domains is one pri-
ority for future work. We also plan to explore new approaches to opinion mining
by using topic-modeling techniques to better understand hotel preferences and
trip purposes. Our intuition is that the probability distribution of topics in a
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review is a mixture of the distributions associated with the user interests, travel
purpose, and the hotel features. We are currently exploring ways to learn these
topic models from review texts and incorporate this into recommendations.
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Abstract. In this paper we focus on a particular interesting web user-
generated content: people’s experiences. We extend our previous work
on aspect extraction and sentiment analysis and propose a novel app-
roach to create a vocabulary of basic level concepts with the appropriate
granularity to characterize a set of products. This concept vocabulary is
created by analyzing the usage of the aspects over a set of reviews, and
allows us to find those features with a clear positive and negative polarity
to create the bundles of arguments. The argument bundles allow us to
define a concept-wise satisfaction degree of a user query over a set of bun-
dles using the notion of fuzzy implication, allowing the reuse experiences
of other people to the needs a specific user.

Keywords: Experience web · Sentiment analysis · Arguments · Aspect
extraction · Basic level concepts

1 Introduction

Our work is developed in the framework of the Experience Web [9]. This frame-
work proposed to enlarge the paradigm of Case-based Reasoning (CBR), based
on solving new problems by learning from past experiences, and include all forms
of experiences about the real world expressed in the web as user-contributed
content. The final goal is to reuse this collective experience in helping new indi-
viduals (the “users”) in taking a more informed decision according to their pref-
erences, which can be different from the preferences of the individuals who have
expressed their experiences on the web. Relating these two extreme points, from
numerous but varied individual experiences to a specific user request, is the
overall goal of Experience Web approach, and this paper presents a complete
instance of the approach.

In this approach, we focus on praxis and usage, and we want to analyze how
users express their experiences about daily life; in this paper we will focus on
the usage of digital cameras. A main goal is to discover the vocabulary they use,
which need not be the same as the classical feature list describing the different
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 108–123, 2016.
DOI: 10.1007/978-3-319-47096-2 8
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aspects of a camera (e.g. 4 GB RAM). Our goal is to use this vocabulary to
elucidate the main pros and cons of each camera, according to the user reviews.
To this end, we analyze textual reviews of user experiences with digital cameras
and identify the set of aspects the users use and the polarity of the sentiment
words associated with them [13,14]. Aspects are grouped in basic level concepts,
creating a new concept vocabulary, to overcome the disparate granularity of the
extracted aspects. Those concepts with a strong positive polarity over the set
of reviews of a product are considered pros, while those with a strong negative
polarity are considered cons.

We call a bundle of arguments the set of main pros and cons of a camera.
We take this approach, already envisioned in [9], because the pros and cons
allows us to reuse the knowledge for other users with other individual prefer-
ences. To support this reuse, we introduce the notion of query satisfaction by
a bundle of arguments. The query expresses a new individual knowledge about
her preferences (e.g. she’s a travel photographer and needs long battery life).

The paper is organized as follows: Sect. 2 describes the discovery of basic
level concepts from user reviews. Next in Sects. 3 and 4 we present the three
different types of argument bundles and define a user query. Evaluation results
are presented in Sect. 5, followed by related research in Sect. 6, and conclusions
in Sect. 7.

2 Aspects and Basic Level Concepts

In our previous work on social recommender systems we harnessed knowledge
from product reviews, and characterized every product by a set of aspect-
sentiment pairs extracted from its reviews [13]. Based on these characterizations,
we ranked and selected the most useful aspects for recommendation [14]. How-
ever, even after identifying the most useful aspects for recommendation, we still
processed synonymous aspects and aspects referencing the same concept (such
as sensor and cmos) as different aspects, adding noise to the recommendation
process.

In this work, we use a similar approach to [13] in order to extract the set of
salient aspects used to define important characteristics of photographic digital
cameras. We call aspect vocabulary A the set of extracted aspects. However,
instead of characterizing the products directly by the aspect vocabulary, we
group them in basic level concepts. According to Rosch et al. [10], basic level
concepts (BLC) are those that strike a tradeoff between two conflicting principles
of conceptualization: inclusiveness and discrimination. They found that there is
a level of inclusiveness that is optimal for human beings in terms of providing
optimum cognitive economy. This level of inclusiveness is called the basic level,
and concept or categories at this level are called basic-level concepts.

Research in the field of identifying basic level concepts is mostly oriented
to improve the word sense disambiguation task. For instance, the class-based
word sense disambiguation [6] approach requires to mark words by hand in a
corpus as pertaining to one semantic class, that is interpreted as one BLC.
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Once the corpus is marked, several supervised classifiers are trained to assign
the proper semantic class to each ambiguous word. In our approach, we create a
collection of basic level concepts in an unsupervised way from the review corpus,
where each BLC assembles a set of aspects that, according to our analysis, are
used in a similar way by the reviewers. As we show in Sect. 2.1, we estimate
this similarity by taking into account semantic similarity and evaluating the
coherence/incoherence of the sentiment values of the aspects assembled in a
given BLC. Synonymy is a special case of aspects being semantically equivalent.

Consider, for instance, these three aspects in A: picture, pic and jpeg. One
may surmise people using those words in reviews are in fact referring to the same
basic level concept, i.e. the picture obtained by my digital camera. Thus, we could
consider that different reviews in the corpus using those words are referring to
the same BLC, because they have the same intended meaning.

In this section we present a method to create a concept vocabulary C formed
by a collection of BLCs. This concept vocabulary is useful to practically reuse
other people’s experiences with digital cameras because it abstracts the concrete
terms used in the corpus as given by the aspect extraction approach. The cre-
ation of a collection of basic level concepts consist of three steps: (1) identifying
synonymous aspects, (2) building a hierarchical clustering using the semantic,
syntactic and sentiment similarities among aspects, and (3) creating a concept
vocabulary C of basic level concepts from the hierarchical clusters.

2.1 Hierarchical Clustering of Aspects

The first step is to identify the synonyms of the aspects in the aspect vocabulary
A using WordNet, a lexical database of English. Every aspect a in A is mapped to
the corresponding WordNet synset with the same noun word form, if it exists,
and is disambiguated by identifying the synset with the shortest aggregated
WordNet Path Distance [7] to a set of manually selected WordNet synsets formed
by the top 5 most frequent aspects of the aspect vocabulary. The aspects that
have a synonymy relation among them are grouped together into aspect groups
Gj . Aspects without synonyms form a group of cardinality 1.

Next, we iteratively cluster the most similar groups of aspects and create a
dendrogram. The set of basic level concepts will be selected from that dendo-
gram. To cluster the aspect groups we use an unsupervised bottom-up hierar-
chical clustering algorithm that takes the most similar pair of groups at each
stage and puts them together in a higher level group. We will define now sim-
ilarity measures over aspects and over groups. The similarity measure between
two aspects is:

SimA(ai, aj) = α · Γ (ai, aj) + β · Φ(ai, aj) + γ · Λ(ai, aj)

where α, β and γ are weighting parameters in [0, 1] such that α+β +γ = 1. The
values of SimA are in [0, 1]. Functions Γ (ai, aj), Φ(ai, aj) and Λ(ai, aj) estimate
aspect similarity in three different dimensions:
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Fig. 1. Part of the dendrogram showing the clustering of concept button.

– Semantic Similarity (Γ ): Compares two aspect co-occurrence vectors to esti-
mate the similarity between aspects [11].

– String Similarity (Φ): Uses the Jaro-Winkler distance to estimate the string
similarity between two aspects.

– PhotoDict (Λ): PhotoDict is a small taxonomy of camera-related terms, where
similarity is measured as the shortest path between two terms. The taxonomy
is automatically generated from a camera related vocabulary existing in the
Web, but its creation is out of the scope of this paper.

The similarity SimG between two groups of aspects Gi and Gj is defined as:

SimG(Gi, Gj) =
1

|Gi||Gj |
|Gi|∑

n=1

|Gj |∑

m=1

SimA(an, am)

There is a special treatment of compound nouns in clustering. Since compound
nouns are formed by two or more words (e.g. image quality), we group them with
the most frequent aspect among the words forming the compound. The result
of the hierarchical clustering is a dendrogram (or clustering tree) of aspects;
Fig. 1 shows a small part of the resulting dendrogram for concept button. Since
hierarchical clustering gives multiple partitions (clusterings) at different levels,
next we have to select one partition to create our concept vocabulary.

2.2 Concept and Vocabulary Creation

We are interested in selecting a partition from the hierarchical clustering den-
drogram that is able to describe the basic level concepts of digital cameras based
on the user experiences of our corpus. The groups of aspects forming the selected
partition will become our concept vocabulary C.

To select the best partition, we cut the dendrogram at different levels. Then,
for each partition, we analyze the coherence degree of the sentiment values in
each aspect group. If the sentiments of the aspects of a group G cohere into a
clear positive, negative, or neutral value, we consider G a potential basic level
concept. For instance, let picture, photo and image be three aspects in a group.
If those three aspects are used by people to refer to the same concept (‘picture
obtained by my digital camera’), then the sentiment values of those aspects with
respect to the reviews of each product should have a high coherence degree.
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Table 1. Three of the basic level concepts in C and their aspects.

Concept name Aspects in concept

Storage storage, capacity, sd card, sdhc card, cf card

Button lag, shutter release, shutter speed, shutter lag, shutter button,
button, button layout

Battery battery, battery life, battery pack

The Partition Ranking score R(K) of a partition K is estimated as follows:

R(K) =
1

|K|
|K|∑

i=1

IS(Gi)

where |K| is the number aspect groups that form the partition K. The coher-
ence degree is estimated by IS(Gi), the average sentiment similarity among the
aspects in a group Gi. The higher R(K), the better the partition K.

The average sentiment similarity IS of a group of aspects G is the average
cosine similarity among all pairs of aspects in G:

IS(G) =
1

|G| · (|G| − 1)

|G|∑

i=1

|G|∑

j=1,j �=i

cos(D(ai),D(aj))

where cos(D(ai),D(aj)) is the cosine of the angle between aspect vectors D(ai)
and D(aj). An aspect vector is D(a) = (Sav(pi, a))i∈1,...,|P|, where Sav(pi, a) ∈
[0, 1] is defined as the normalized sentiment average over the set of sentences
from the reviews of product pi in which aspect a occurs.

In our experiments, we only considered partitions with 30 to 40 groups, a
reasonable concept vocabulary size for our purposes. The partition K with 36
groups, that had the highest R(K), was selected. Each group of aspects is consid-
ered a basic level concept (BLC) and these 36 BLCs form the concept vocabulary
C. We will use C in Sect. 3 to create the bundles of arguments. Table 1 presents
a small example of 3 concepts in C and their aspects. The concept name column
corresponds to the most frequent aspect of each concept.

3 Bundle of Arguments

In this Section we characterize the set of products p ∈ P based on the concept
vocabulary C created in previous section. Let p ∈ P be a product, C ∈ C a
concept, and Occ(p,C) the set of sentences from the reviews of product p in which
any of the aspects that form the concept C appears. By analyzing the sentiment
values of Occ(p,C), we infer whether the people’s experiences about a concept
C of a product p have a positive or negative overall sentiment. If the overall
polarity of the occurrences of a concept over the reviews of a product is positive,
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we consider that concept to be a pro argument for the product. If the overall
polarity is negative, we consider that concept a con argument for the product.
Finally, if the overall polarity of the occurrences of a concept over the reviews
of a product is not clearly positive or negative, we consider the concept a moot
argument of the product. By considering the pros, cons and moots of a product
over the set of concepts in the concept vocabulary, we obtain a characterization
about what people like or dislike of that product. The union of the pro, con, and
moot arguments, considering all concepts in the concept vocabulary C, form the
bundle of arguments B of a product p: B(p) = Pros(p) ∪ Cons(p) ∪ Moots(p).

Let Args(p) = {Argi}i=1,...,|C| be the arguments of a product p, and let Arg =
〈p,C, s〉 be an argument formed by a tuple of a product p ∈ P, a concept C ∈ C
and an aggregated sentiment s (calculated by aggregating the sentiment values
of Occ(p,C), to be defined later). The Pros, Cons and Moots are defined:

Pros(p) = {Arg ∈ Args(p)|Arg.s > δ }
Cons(p) = {Arg ∈ Args(p)|Arg.s < −δ }

Moots(p) = {Arg ∈ Args(p)| − δ ≤ Arg.s ≤ δ}
where δ is a threshold that determines when an argument is considered Pro, Con
or Moot; we will show later how δ depends on the bundle type (δG, δσ, δF ).

In this work we consider three different methods to create a bundle of argu-
ments: Gini (BG), Agreement (Bσ), and Cardinality (BF ) bundles. Each bundle
type is built by a different sentiment aggregation measure; moreover, they share
a parameter Δ that considers moot those arguments with a very small Occ(p,C).
We will now define the three types of argument bundles: BG, Bσ and BF .

Gini Bundle (BG): An argument in BG has the form 〈p,C, SG(p,C)〉, where the
polarity value SG is calculated using the average sentiment Sav(p,C) and then
using the Gini Coefficient [15] to penalize the average sentiment according to
the degree of dispersion of sentiment values: S(p,C) = Sav(p,C)(1−Gini(p,C)).

SG(p,C) =

{
0 if |Occ(p,C)| < Δ or − δG > S(p,C) < δG

S(p,C) otherwise

Notice that, when |Occ(p,C)| < Δ, we consider that we don’t have enough
reviews of product p with concept C and we assign a neutral sentiment value.
Similarly, when −δG < Sav(p,C) · (1 − Gini(p,C)) < δG, we consider that the
polarity is not strong enough to define an argument as a pro or a con, and we
assign a neutral sentiment value. Finally, the parameter δG (set to 0.1 in the
experiments) determines when the argument is considered pro, con or moot.

Agreement Bundle (Bσ): Let Dev(p,C) be the standard deviation of the
sentiment values of Occ(p,C). The agreement sentiment measure Sσ(p,C) is the
sentiment average of the sentiment values of the sentences in Occ(p,C), for those
concepts whose Dev(p,C) < δmax. This measure uses two threshold parameters
δmax and δσ. First, δmax specifies the maximum acceptable standard deviation
over the distribution of sentiment values in Occ(p,C): when Dev(p,C) > δmax
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Fig. 2. Sentiment value distribution (a) button concept and (b) lens concept for Pentax
K-5. Notice that values have a higher degree of dispersion in (a) than in (b).

we consider that we have no grounds for an informed decision on the overall
polarity of C with respect to product p. Second, δσ specifies the threshold for an
argument sentiment value to be considered a pro, a con, or a moot argument.
An argument in Bσ has the form 〈p,C, Sσ(p,C)〉 where Sσ is defined as follows:

Sσ(p,C) =

{
0, if Dev(p,C) > δmax or |Occ(p,C)| < Δ

Sav(p,C), otherwise

Parameter δσ value is set to 0.1 in the experiments.
Figure 2 presents the sentiment value distribution of two arguments of Pentax

K-5, button (a) and lens (b). The button argument of the Pentax K-5 has a
sentiment value deviation σ = 0.542, showing a high dispersion of sentiment
values for concept button among the reviews of Pentax K-5. Since the deviation
of the sentiment values of button is higher than δmax, we have no clear overall
polarity. On the other hand, the deviation of the sentiment values of lens is lower
than the threshold and has a positive average sentiment (0.235 > δσ). Therefore,
argument lens is considered a pro argument with respect to Pentax K-5.

Cardinality Bundle (BF ): The cardinality bundle is created by comparing the
number of positive versus negative occurrences of a concept C in Occ(p,C). The
number of positive (O+) and negative (O−) occurrences of a concept C in the
reviews of a product p are defined as O+(p,C) = |{x ∈ Occ(p,C) | s(C, x) > 0}|
and O−(p,C) = |{x ∈ Occ(p,C) | s(C, x) < 0}|, where s(C, x) is the sentiment
value in [−1, 1] of concept C in sentence x.

An argument in BF has the form 〈p,C, SF (p,C)〉 where SF is:

SF (p,C) =

⎧
⎨

⎩

0, if
(
2 · O+

O++O−

)
− 1 = 0 or |Occ(p,C)| < Δ

(
2 · O+

O++O−

)
− 1, otherwise

where O+ = O+(p,C) and O− = O−(p,C). Notice that SF (p,C) takes values
on (0, 1] if O+ > O−, and in [−1, 0) if O+ < O−. In the experiments we set
δF = 0 as the threshold that determines if an argument is pro, con or moot.

As a final step, we create three collections of bundles (one for each bundle
type) considering the whole set of products and rescale the sentiment values of
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the arguments that form the bundles of the collection in a way that the most
positive argument sentiment about a concept has a sentiment 1, and the most
negative a sentiment −1. We rescale the rest of the sentiment values accordingly.
This way, considering a collection of product bundles, the product with the best
sentiment over a concept has a sentiment value of 1. When all arguments of a
bundle B are rescaled we call it a normalized bundle B.

4 User Query over Product Bundles

A user query defines the requirements of a user expressed using the concept
vocabulary C. Since not all requirements are equally important for the user,
every requirement over a concept has a utility value. Given a set of products
characterized with the normalized bundles of arguments B(p), we can decide
which is the product that has a higher level of query satisfaction.

We define a user query Q = {(Cj ,U(Cj))}j=1,...,k and k ≤ |C| as a set of con-
cept utility pairs. Each concept utility pair (Cj ,U(Cj)) expresses a requirement
from the user over concept Cj with a utility degree U(Cj) ∈ [0.5, 1]. For instance
in a query Q = {(lens, 0.9), (video, 0.6)}, the user requires high quality lens and
video, although the quality of the lens is more important than the quality of the
video. Furthermore, a good lens or video are more important for the user than
any other feature the camera could possess.

We will now define the degree of Query Satisfaction, DS(Q,B)), that deter-
mines the degree in which a normalized bundle B satisfies a user query Q. Since
t-norms and implications in fuzzy logic are defined in the interval [0, 1], we need
to rescale the sentiment values of all arguments that form all product bundles
from [−1, 1] to [0, 1] by applying the linear mapping f(s) = s+1

2 . For example,
consider an argument 〈p, lens, 0.83〉 ∈ B(p), the sentiment of the argument will
be f(0.83) = 0.915. Notice that the neutral value 0 in [−1, 1] is mapped to the
neutral value 0, 5 in [0, 1].

We will first define a concept-wise satisfaction degree using the notion of
fuzzy implication, specifically we will use fuzzy implication associated to the
t-norm product (⇒⊗).

U(Cj)⇒⊗ sj =

{
1, if U(Cj) ≤ sj

sj
U(sj)

otherwise

where sj is the rescaled sentiment value of argument 〈p,Cj , sj〉. We need now
to aggregate these k concept-wise satisfaction degrees into an overall degree of
bundle satisfaction of a query Q. For this purpose, we will use the t-norm product
as follows:

DS(Q,B(p)) =
k∏

j=1

(U(Cj) ⇒⊗ sj)

where sj is the rescaled sentiment value of argument 〈p,Cj , sj〉 of the argument
bundle B(p) and B is a normalized argument bundle (either BG, Bσ or BF ).
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Table 2. Degree of satisfaction of two cameras for each requirement and the overall
DS for the query Q1 and the Q2.

Q1 Requirements (picture, 0.7) (resolution, 0.6) DS(Q1, BF )

BF (D7100) 0.75 1.00

BF (EOS70D) 0.97 0.50

U(Cj)⇒⊗ sj for BF (D7100) 1.00 1.00 1.00

U(Cj)⇒⊗ sj for BF (EOS70D) 1.00 0.83 0.83

Q2 Requirements (picture, 0.7) (resolution, 0.6) (video, 0.9) DS(Q2,BF )

BF (D7100) 0.75 1.00 0.64

BF (EOS70D) 0.97 0.50 1.00

U(Cj)⇒⊗ sj for BF (D7100) 1.00 1.00 0.72 0.72

U(Cj)⇒⊗ sj for BF (EOS70D) 1.00 0.83 1.00 0.83

Table 2 shows the degree of satisfaction of two user queries Q1 and Q2 against
the cardinality bundles of two cameras: Nikon D7100 and Canon EOS70D (sen-
timent values are rescaled). The first query is created by a user who likes to go
hiking and that is looking for a camera to capture landscape and nature while
valuing fine detail. Assume her query is Q1 = {(picture, 0.7), (resolution, 0.6)}
because she wants a camera with good image quality and resolution. Table 2
shows on the first two rows the sentiment values of the two cameras in the con-
cepts appearing in the query. The second two rows show the satisfaction degree
of the two cameras for each requirement and the overall DS for the query. Notice
that satisfaction is 1 when the sentiment value is higher than the required utility
value for a concept.

The second example is query Q2 = {(picture, 0.7), (resolution, 0.6), (video,
0.9)} (second half of Table 2) is created by a user that, besides hiking, also
loves recording video. Now, according to user reviews, Canon EOS70D has an
outstanding video quality (1.0), while Nikon D7100 has an average quality video
(0.64). Because of this new added requirement now the higher ranking camera
is Canon EOS70D instead of Nikon D7100, the best ranking camera for Q1.

5 Evaluation

In this section we compare and evaluate the different bundles of arguments with
those of DPReview.com, a renowned website specialized in digital cameras. We
are keen to study the differences between the sets of pros, cons and moots of
the three different bundles of arguments, BG, Bσ and BF , while assessing the
impact that the number of reviews of a product has over the quality of the bundle
of arguments. Therefore we evaluate the precision and recall of the product
bundles by comparing them with the expert evaluations of products presented
in DPReview. Finally, we present a ranking strategy for product bundles and
compare the rankings of products obtained with each bundle type (BG, Bσ, BF )
compared with two external product rankings (those of DPReview and Amazon).
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Table 3. Average number of pros, cons and moot arguments for the 3 bundle types.

Gini bundle BG Agreement bundle Bσ Cardinality bundle BF

Avg. # pros 9.42 12.44 12.65

Avg. # cons 0.54 3.42 2.60

Avg. # moots 26.04 20.14 20.75

The Digital SLR Camera dataset we use was extracted by us from Amazon
during April 2014 [13] contained more than 20,000 user generated reviews over a
set of 2,264 products. We pruned those products older than 1st January 2008 and
with less than 15 user reviews, and merged any synonymous products, leaving
us data on 50 products. Over the set of reviews of these products we extracted
251 different aspects, that were grouped by the hierarchical clustering algorithm
presented in Sect. 2 into 36 concepts, that form the concept vocabulary C. Using
C, we created three types of argument bundles for each of the 50 products as
described in Sect. 3.

Comparison between Argument Bundles BG , Bσ and BF . Here we
study the differences among the pro, con and moot arguments of the three bun-
dle types BG, Bσ and BF . Since the criteria to select the arguments varies
between the three bundle types, the quantity of pros, cons, and moot arguments
obtained by each bundle type may differ. Table 3 presents a comparison between
the average quantity of pros, cons and moot arguments of each bundle type.

The Agreement and Cardinality bundles have a similar average number of
pros and cons, while Gini bundles are slightly smaller. The Gini average tends
to move the argument sentiment value the towards 0 when there is dispersion in
the distribution of sentiment values, and thus more arguments tend to be moots.

Next we study which concepts are considered pros in the different bundles.
Figure 3 presents the quantity of pros shared between the three bundle types of
each product, showing that most pros (almost 8 out of 10) are shared between
two or three bundle types of a product, a good indicator of the consistency of our
approach. This means that a pro concept in a BG is also likely form part of Bσ

pros and BF pros. Furthermore, the number of pros (and also cons, not included
in this figure due to lack of space) of a bundle is directly related with the number
of sentences in the reviews of that product: the more reviews the more richer
the bundles are. Notice that we are only studying if a concept is categorized as a
pro between the 3 bundle types of a product; we are not comparing the concrete
positive sentiment values of the arguments.

Bundle of Arguments Evaluation. To evaluate the quality of bundles, we
compared the bundles of arguments of the 15 products with more reviews with
the product pros and cons textual descriptions from DPReview. The DPReview
pros and cons of a product are separately formed by lists of sentences such
as ‘good detail and color in JPEGs at base ISO (pro)’ or ‘buggy Live View /
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Fig. 3. Quantity of pros shared between the three bundles of arguments BG, Bσ and
BF , together with the number of occurrences of the pro concepts in the reviews of the
product.

Movie Mode (con)’. In order to compare the DPReview pro and con items with
our bundles of arguments, we first manually identify the concepts referenced in
each item text and interpret that concept as one of the concepts in our concept
vocabulary, if it exists. For instance, we consider that previous DPReview pro
sentence ‘good detail and color in JPEGs at base ISO’ refers to the vocabulary
concepts jpeg, color and picture, whilst ‘buggy Live View / Movie Mode’ refers
negatively to concepts live view and video. Those sentences from DPReview that
did not clearly refer to a concept in C were ignored. By grouping the vocabulary
concepts present in the DPReview pro and con items of a product, we create the
sets of DPReview pros Prosdp and cons Consdp but without a sentiment value
associated. We compare those DPReview sets with the pros and cons of the three
different bundles of arguments of each product without taking into account the
sentiment values, only whether the concept is selected as a pro or con.

Table 4 present the average precision, recall and F2-score between the sets of
pros and cons of the three bundle types and those of DPReview. We use the F2-
score to weight recall higher than precision, since we are keen to study whether
the three different bundle types identify as pros and cons the same concepts listed
in DPReview. Furthermore, we analyze the percentage of contradictions, which
are those concepts selected as pros in our bundles of arguments but considered
cons in DPReview and vice versa. A low percentage of contradictions is a good
indicator of the quality of the bundles.

The bundle of arguments that performs best for the pro arguments is the car-
dinality bundle BF , with an average recall of 0.822 and an F2-score of 0.733. That
means that the 82.2 % of the concepts listed as pros of product p in DPReview
also form part of the pros of the cardinality bundle BF (p). On the other hand,
the sets of cons of all three bundles of arguments perform poorly. This is because
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Table 4. Measures on precision, recall, F2-score and contradictions between pros and
cons of bundles BG, Bσ and BF with respect to DPReview pros and cons.

Precision Recall F2-score Contradictions

Pros BG 0.567 0.644 0.627 0.004

Bσ 0.506 0.761 0.691 0.135

BF 0.513 0.822 0.733 0.065

Cons BG 0.333 0.046 0.056 0.046

Bσ 0.285 0.558 0.468 0.132

BF 0.388 0.488 0.464 0.165

the granularity of the sentences is different between our concept vocabulary and
DPReview. For us, the granularity level is given by our concept vocabulary,
while DPReview sentences normally work at different levels of granularity. Fur-
thermore, the granularity of DPReview sentences varies whether the sentence
is a pro or a con. DPReview pro sentences tend to be more general: ‘camera
buttons and dials are useful and easily configurable’, while con sentences tend
to be more specific: ‘the video dial is not easily accessible’. Although for us both
sentences reference concept button, it is clear that the DPReview pro sentence
better describes a general view of the buttons of the camera than the second one.
Furthermore, note that the precision values of all bundles are lower than 0.6,
suggesting that the sets of pros of the bundles of arguments are richer in concepts
compared to those of DPReview summaries. This is not strange, since the sets
of DPReview pros and cons are not exhaustive but a short list of the concepts
that stand out from their point of view. The average size of the set of bundle
pros is 12–14 arguments, while the average pro set size of DPReview identified
concepts is 7–9. Finally, notice the low quantity of contradictions between the
bundles of arguments and the DPReview sets. However low, we are interested in
studying what are the most frequent concepts in contradictions.

The most common contradictions between the bundles and the set of pro
and con concepts extracted from DPReview for the 15 selected products are:
battery (10), viewfinder (5), recording (5) and button (3). In DPReview battery
is often selected as a pro, however it is usually selected as a con in the bundles
of arguments. That is because in the reviews people usually complain about
the battery of a camera, while they do not seem to express positive opinions
on cameras with a good battery (it would seem it is taken as a given). Other
frequent contradictions are viewfinder, recording and button. This is because in
DPReview those are commonly selected as cons for having not optimal behavior
in certain types of situations (e.g. ‘the video dial is not easily accessible’) while
the overall opinions about the rest of the buttons are positive. Therefore, our
bundles will capture this average higher granularity sentiment of button. Similar
situations are observed for recording and jpeg concepts.
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Next we define the function Θ : B × B → [−1, 1] that estimates the degree
in which a product bundle B(pi) is better or superior to another bundle B(pj):

Θ(B(pi),B(pj)) =
1

2|C|
|C|∑

k=1

si
k − sj

k

where si
k and sj

k are the sentiment values of respective arguments 〈pi, Ck, si
k〉

and 〈pj , Ck, sj
k〉 in the bundles of products pi and pj . Θ is the average of these

differences over all concepts in C, a value in [−1, 1]. If the value of Θ(B(pi),B(pj))
is in (0, 1], then B(pi) is superior than B(pj), while if this value is in [−1, 0), then
B(pi) is worse than B(pj).

Using Θ, we take the 15 products with more reviews and we create a product
ranking for each bundle type (BG,Bσ and BF ). Moreover, we create two more
rankings over these 15 products: (1) DPReview Ranking, based on the DPReview
overall product score, and (2) Amazon Ranking, based on Amazon’s star rating
score. Whenever two or more products had the same DPReview score, such as
Olympus E620 and Nikon D3100 both with a score of 72 out of 100, we only
kept the product with most reviews, in this example the Nikon D3100. This
left us with 9 different products. Let us now compare these rankings. The top
3 products for the BG ranking are Nikon D7100, Pentax K-5 and SonySLT A-
55. The top 3 products for Bσ are Nikon D7100, SonySLT A-99 and SonySLT
A-55, and the top 3 ranked products for BF are Nikon D7100, SonySLT A-
99 and Pentax K-5. Notice that Nikon D7100 is the top product in all three
bundles, and it is also ranked 1st (with a score of 85 points) in the DPReview
ranking, followed by SonySLT A-99 and Pentax K-5. Table 5 shows the Spearman
Rank Correlation of the 3 bundle rankings with the DPReview Ranking and the
Amazon Ranking. We added a random ranking strategy to facilitate a baseline
comparison. The random ranking correlation values were obtained by averaging
the Spearman correlations of 1000 randomly generated product rankings with
DPReview ranking and Amazon ranking.

The results show that BF ranking has the highest Spearman correlation with
DPReview ranking (correlation of 0.904). This value tells there is a very strong

Table 5. Spearman rank correlation of the bundle rankings with DPReview product
ranking and Amazon star ratings ranking.

Spearman rank correlation

Rankings DPReview ranking Amazon ranking

BG ranking 0.50 −0.19

Bσ ranking 0.57 −0.33

BF ranking 0.90 0.09

Random ranking 0.34 0.34

DPReview ranking 1 0.33
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correlation between the two rankings, a good indicator of the quality of the car-
dinality bundles BF . The correlations Bσ and BG are also strong, being notably
higher than the random ranking correlations. Note that the Amazon star-based
ranking does not correlate with any of the bundle rankings nor the DPReview
score ranking. In fact, the random ranking obtains the highest Spearman rank
correlation with the Amazon star ranking, showing no strong correlation between
the star-rating ranking and the bundles extracted from the reviews. This may
be understandable, since two people with similar arguments about a product
can give different star-rating values. Nevertheless, the fact is that Amazon’s star
rating cannot be used as ground truth to test the quality of the bundles.

6 Related Work

There exist numerous applications that gather knowledge from user-generated
reviews, usually oriented to help other users make more informed decisions in
the area of recommendation systems and CBR. The most common approach
consists in characterizing a set of products by considering product aspects (also
called features) mentioned in the reviews [1,2]. In this process, the set of aspects
selected to characterize a product together with the sentiment analysis of the
sentences have a crucial role in the final recommendation [3,5,12]. A related work
on creating BLC is [6], but they have to mark by hand a corpus with the classes
(concepts) to which words belong; then they use supervised learning while we
discover th BLCs in an unsupervised way.

Another focus is identifying the sets of aspects with higher positive/negative
polarity to give insights into the reason why items have been chosen [8]. Those
approaches need previously to group the aspects to reduce the granularity in
order to provide useful recommendations, often solved by clustering aspects using
background knowledge to simplify the process. Our approach is different in a
sense that we create basic level concepts [10] by exploring the usage of the
aspects among the user-generated reviews in an unsupervised way.

Using these basic concepts, we build the bundles of arguments by identifying
the pro and con concepts over the set of reviews of a product. Finally, we define
a concept-wise satisfaction degree of a user query over a set of bundles using the
notion of fuzzy implication [4]. User queries are the reason we define bundles:
they allow to reuse experiences of other people to the needs a specific user.

7 Conclusions and Future Work

In this paper we extend our previous work on aspect extraction and sentiment
analysis and propose a method to create a vocabulary of basic level concepts
with the appropriate granularity to characterize a set of cameras. This concept
vocabulary is useful to practically reuse other people’s experiences with digital
cameras because it abstracts the concrete terms used in the corpus as given by
the aspect extraction approach. By analyzing the usage of the concepts over the
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reviews of a product, we find those concepts that have a clearly positive or neg-
ative polarity and create the argument bundles. We present three different types
of argument bundles, each one defining the pros and cons of a product based
on a different criteria. The argument bundles allow us to define a satisfaction
degree, interpreted in fuzzy logic and modeled with a fuzzy implication operator,
between products and a user query.

An evaluation of the three types of argument bundles is performed and com-
pared with the expert descriptions of the DPReview website, showing that the
bundles of arguments correctly identify the pro and con features listed in DPRe-
view. Moreover, the cardinality bundle ranking proved to correlate with the
overall DPReview score ranking over the subset of the most frequent products,
while Amazon.com star rating ranking does not correlate with neither of them.

The characterization of products by means of the bundles of arguments and
BLC is promising. We have observed that the quality of a product bundle is
related to the quantity of reviews of that product: the products with more reviews
have a richer vocabulary of pro and con arguments, while products with fewer
reviews had more moots. This can be due to two reasons that open new lines for
future work. First, improving the detection of aspects (for instance, considering
also 3-gram aspects) could improve the argument bundles of those products with
less reviews. And second, improving the sentiment analysis of reviews by devel-
oping a domain specific sentiment dictionary for digital cameras will enhance
the accuracy of the arguments’ sentiment.
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Abstract. An important consideration in human-robot teams is ensuring that
the robot is trusted by its teammates. Without adequate trust, the robot may be
underutilized or disused, potentially exposing human teammates to dangerous
situations. We have previously investigated an agent that can assess its own
trustworthiness and adapt its behavior accordingly. In this paper we extend our
work by adding a transparency layer that allows the agent to explain why it
adapted its behavior. The agent uses explanations based on explicit feedback
received from an operator. This allows it to provide simple, concise, and
understandable explanations. We evaluate our system on scenarios from a
simulated robotics domain by demonstrating that the agent can provide expla-
nations that closely align with an operator’s feedback.

Keywords: Inverse trust � Behavior adaptation � Explanation � Transparency

1 Introduction

Robots can be valuable additions to human teams if they provide additional skills to the
team, lessen the humans’ workload, or can replace humans in dangerous situations.
However, even if a robot provides such benefits, the humans may not utilize it to its full
potential if they do not trust it. If the robot is underutilized, it may actually increase the
humans’ workload (e.g., spending extra time observing the robot’s behavior) or
exposure to risks (e.g., performing dangerous tasks instead of the robot).

One option would be to hard-code the robot’s behavior to ensure trustworthiness.
However, this may not be feasible as the type of behavior that is considered trustworthy
can depend on the teammate (e.g., their amount of experience working with robots),
time (e.g., how long the robot has been with the team), or context (e.g., a routine versus
a dangerous situation). Alternatively, the humans could explicitly tell the robot whether
it is trustworthy. Yet providing such feedback may not be feasible during run-time if
the team is in a time-critical situation. Similarly, if the feedback is given at the end of a
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mission (e.g., an after action trust survey) the robot may have performed the entire
mission while acting in an untrustworthy manner.

Our previous work focused on an inverse trust estimate that allows a simulated
robot1 to estimate its own trustworthiness and adapt its behavior in situations where it
believes it is untrustworthy. We investigated case-based methods that allow the agent
to adapt its behavior in response to implicit [1] and explicit feedback [2]. In this paper,
we extend our work by adding the ability for the agent to explain why it is adapting its
behavior. Adding a level of transparency, wherein an automated system can explain the
reasons for its actions, can increase the trustworthiness and reliance on automation [3].
By providing such explanations, even in situations where errors occur, it is possible to
maintain trust at a higher level than if no explanations are provided.

In the remainder of this paper we will discuss how our case-based approach for
behavior adaptation can also be used for explanation. Section 2 reviews how the agent
estimates its trustworthiness using an inverse trust estimate and uses that estimate to
guide behavior adaptation. In Sect. 3, we review the feedback model the agent uses to
learn how to adapt its behavior in response to explicit feedback. Our approach for
allowing the agent to use the same model for explanation is presented in Sect. 4. In
Sect. 5, we use a military simulation to evaluate the ability of the agent to provide
correct explanations to the user. Related work, with a specific focus on human-robot
transparency and explanation, is discussed in Sect. 6, followed by conclusions and
areas of future work in Sect. 7.

2 Trust-Guided Behavior Adaptation

We assume that the agent receives commands from a single teammate called the
operator. The operator provides the agent with high-level commands (e.g., “move to
the flag”, “patrol for threats”) and it performs the assigned tasks autonomously. The
agent also has direct control over the modifiable components of its behavior. These
could be parameter values (e.g., minimum and maximum speeds), algorithms (e.g.,
choosing among alternative path planning algorithms), or data sources (e.g., using
alternative maps of the environment). For each modifiable component i, the agent is
responsible for selecting a value mi from the partially ordered setMi of possible values
mi 2 Mið Þ.

The agent’s current behavior B is represented by the tuple containing the currently
selected value for each of the n modifiable components: B ¼ hm1;m2; . . .;mni. At any
time, the agent can change the values of one or more modifiable components from its
current behavior B to a new behavior B

0
(e.g., changing from hm1;m2; . . .;mni to

hm0
1;m

0
2; . . .;m

0
ni, where at least one mi 6¼ m

0
i). Although the agent can change its

behavior for any reason, we will focus on trust-guided behavior adaptation (i.e.,
changing the robot’s behavior in an attempt to make it more trustworthy).

1 For the remainder of this paper, we use the term robot to refer to a physical (or simulated) robot and
agent to refer to the intelligent agent controlling the robot.
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Traditional trust metrics [4] allow an agent to measure its trust in other agents (e.g.,
teammates). However, for an agent to modify its behavior to be more trustworthy it
must estimate another agent’s trust in it. To perform such an estimate, we use an
inverse trust metric [1]. Inverse trust is measured from the agent’s perspective, so only
observable indicators of human-robot trust can be used (i.e., none of the human’s
internal reasoning information can be used).

Our inverse trust metric is based on the strong correlation between the agent’s
performance and human-robot trust [5]. The operator’s perception of the agent’s per-
formance is not limited to a mission-level evaluation and can be influenced in real-time
by both suitable and poor performance [6]. Without any guarantees of explicit feedback
from the operator (i.e., the operator may not always have time to provide feedback), our
agent uses implicit feedback to estimate its trustworthiness. In particular, it uses three
types of implicit feedback related to its performance: successful completion of an
assigned task, failure to complete an assigned task, and interruption by the operator.
This assumes that completing a task will be viewed as satisfactory performance,
whereas failure or interruption will be viewed as poor performance.

The agent estimates the trustworthiness TrustB of its current behavior B using the
influence infi of each of the c commands it has completed. Successfully completed
commands increase the trust estimate (i.e., infi ¼ 1) whereas failed or interrupted
commands decrease the trust estimate (i.e., infi ¼ �1). Each command is also given a
weight wi related to its relative importance (e.g., giving a higher weight to more recent
commands, giving higher weight to commands that involve human safety).

TrustB ¼
Xc
i¼1

wi � infi

The trust estimate is recomputed after each command and compared to two
threshold values: the trustworthy threshold sTð Þ and the untrustworthy threshold sUð Þ.
If the trust estimate reaches the trustworthy threshold TrustB � sTð Þ, the agent con-
cludes it is behaving in a trustworthy manner and continues to monitor its trustwor-
thiness in case of any changes (e.g., a change in operator or mission context). If the
trust estimate reaches the untrustworthy threshold TrustB � sUð Þ, the agent concludes
that its current behavior is untrustworthy and should be changed. Otherwise
sU\TrustB\sTð Þ, the agent continues to monitor the trust estimate until it is more
confident about its trustworthiness.

In the event that the untrustworthy threshold is reached, the agent changes from its
current behavior B to a new behavior B

0
and begins measuring the trustworthiness of

that behavior (i.e.,TrustB0 ). The behavior B along with the time t it took to reach the
untrustworthy threshold are stored as an evaluated pair E E ¼ hB; tið Þ. As the agent
evaluates behaviors, it maintains a set Epast that contains all behaviors that have been
found to be untrustworthy Epast ¼ fE1;E2; . . .g

� �
. This set represents behaviors

encountered on the search path taken by the agent before it eventually finds a trust-
worthy behavior Bfinal. In a case-based reasoning context, the set of previously eval-
uated behaviors is the problem and the trustworthy behavior is the solution. A case is
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created and added to the case base each time the agent finds a trustworthy behavior. We
use the following case representation:

C ¼ hEpast;Bfinali

This representation is motivated by the assumption that operators who find similar
behaviors to be untrustworthy (i.e., similar problems) will also find similar behaviors to
be trustworthy (i.e., similar solutions). A more detailed description of case acquisition,
similarity calculation, case retrieval, and case-based behavior adaptation can be found
in [1].

3 Feedback Model

Our inverse trust metric uses implicit operator feedback to estimate trust, but it is also
possible for the agent to use explicit feedback. Although explicit feedback is provided
at the operator’s discretion (i.e., the agent does not know when or how often it will
occur), it provides direct feedback on the agent’s performance (e.g., “go faster”, “slow
down”, “watch out for obstacles”). Initially, the agent has no knowledge about the type
of feedback it will receive or what each piece of feedback means. As feedback is
received, the agent learns a feedback model that contains information about how it
should respond to operator feedback. For example, if the operator tells the agent “go
faster”, the agent should learn that this means it should increase its speed.

The agent acquires its feedback model by learning the relationships between its
behavior when feedback is received and a trustworthy behavior (i.e., how it was
behaving when feedback was received and how it should behave). These relationships
are stored in a feedback base, where each feedback relationship case FR is defined as:

FR ¼ hf ;R; cnti

Each feedback relationship case contains a piece of feedback f , a relationship R,
and a frequency cnt. For any pair of behaviors Bi and Bj, the relationship Rij encodes
how the behaviors differ (B � B ! R, where B is the set of all behaviors and R is the
set of all relationships). More specifically, a relationship encodes how each pair of
modifiable component values differ rel : Mi �Mi ! O;O ¼ f�;�;¼gð Þ. The
overall relationship Rij is a tuple containing each of the modifiable component rela-
tionships Bij j ¼ Bj

�� �� ¼ Rij

�� �� ¼ n;Rij ¼ hrel Bi:m1;Bj:m1
� �

; . . .; rel Bi:mn;Bj:mn
� �i� �

.
The frequency cnt measures how many times the relationship R was found for

feedback f . Since the cases in the feedback base are learned by the agent, it is possible
for unnecessary or erroneous relationships to be learned (e.g., the operator gave
incorrect feedback). The agent works under the assumption that unnecessary and
erroneous relationships occur less frequently than correct ones, so preference is given
to relationships with higher frequency values.

Consider an example where the agent has two modifiable components: its speed
and its object padding (how far it attempts to stay away from obstacles when planning
its movement). The agent receives the feedback “go faster” when using a behavior B1
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with a speed of 1.0 m/s and a padding of 0.5 m B1 ¼ h1:0; 0:5ið Þ. Eventually, the agent
finds a trustworthy behavior B2 with a speed of 5.0 m/s and a padding of 0.5 m
B2 ¼ h5:0; 0:5ið Þ. The relationship R12 between them would show the speed increased
while the padding remained constant R12 ¼ h�;¼ið Þ. If this was the first time this
relationship was learned for the feedback “go faster”, the cnt value would be 1
(FRexample = 〈“go faster”, 〈≺, =〉, 1〉). If the agent receives the feedback “go faster”
again, it can retrieve this feedback relationship case and know to increase its speed.
A full description of how the agent can learn a feedback model is described in [2]. For
the remainder of this paper, we will assume that the agent already has a feedback model
available to use.

4 Behavior Adaptation Explanation

As we explained in the previous sections, the agent has two methods for modifying its
behavior: adapting in response to implicit feedback and adapting in response to explicit
feedback. Adaptation in response to explicit feedback occurs directly after the feedback
is received. This provides the operator with a direct connection between their feedback
and the behavior change. However, adaptation in response to implicit feedback occurs
over a longer period of time (i.e., the entire time the agent is measuring the trust-
worthiness of a behavior). Since there may not be any single event that caused the
agent to change its behavior, it may not be clear to the operator why the behavior
change occurred.

To obtain transparency between the agent and the operator, it can provide an
explanation when it adapts its behavior in response to implicit feedback. The infor-
mation contained in the agent’s explanation could be in different forms and at varying
levels of abstraction (e.g., a visual representation of the agent’s trust estimate over time,
a list of the commands that were failed or interrupted, an acknowledgement that a
behavior change occurred). However, an explanation may not be useful to the operator
if it is verbose or difficult to interpret. For example, if the agent provided an explanation
that included a complete list of all assigned commands and their results (i.e., all the
information it uses to compute the inverse trust estimate), the operator may ignore it.

We designed our agent to provide explanations using a method of communication
that we believe will be appropriate for the operator. To achieve this, the agent uses the
model of explicit feedback that it has learned from the operator, since the feedback is
both understandable (i.e., the operator has used it to communicate with the agent) and
succinct (i.e., the operator was able to provide the feedback under real-time constraints).
By using the operator’s own feedback in explanations, the agent relates that its behavior
adaptation is motivated by the predicted actions of the operator. For example, if the
agent adapts its behavior by increasing its speed, it can provide the explanation “I
adapted my behavior because I think you were going to tell me to speed up”.

The agent generates an explanation (Algorithm 1) when it adapts its current
behavior Bcurr to a new behavior Badapt (i.e., it performs case-based behavior adaptation
when the inverse trust metric reaches the untrustworthy threshold). The relationship R
between the two behaviors is calculated (line 2) and compared to the relationship stored
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in each feedback relationship (i.e., FR:R) in the feedback base FeedbackBase (lines 3–
4). Any feedback relationship that contains the relationship R is added to the set F (line
5). The selectFeedbackð. . .Þ function selects a single piece of feedback from among the
feedback items stored in F (line 6).

We propose four alternative implementations for the selectFeedback . . .ð Þ function:
• Highest Count: The feedback relationship FRi with the largest frequency is

selected (FRi 2 F ; 8FRj 2 F ; FRi:cnt�FRj:cnt) and its feedback FRi:f is
returned. If multiple feedback relationships are tied for the largest frequency, one is
selected at random according to a uniform distribution.

• Highest Group Count: The feedback relationships are partitioned into k subsets
such that all feedback relationships in a subset have the same associated feedback
and there is only one subset per feedback type P1 [P2 [ . . . [Pk ¼ F ;ð
P1 \P2 \ . . . \Pk ¼ ;; 8FRi;FRj 2 Pl;FRi:f ¼ FRj:f Þ. For each subset, the
frequency of all feedback relationships in the subset are summed

suml ¼
P

FRi2Pl

FRi:cnt

 !
and the subset with the largest summed frequency has its

feedback returned. If multiple subsets tie for the largest summed frequency, one is
selected at random according to a uniform distribution.

• Mean Group Count: The feedback relationships are partitioned and the mean

frequency count for each subset is calculated ll ¼ suml
jPlj

� �
. The subset with the

largest mean frequency count has its feedback returned. If multiple subsets tie for
the largest mean frequency count, then one is selected at random according to a
uniform distribution.

• Random: One feedback relationship is randomly selected from F according to a
uniform distribution. The feedback stored in the feedback relationship is returned.

The piece of feedback expectedFeedback that is returned from Algorithm 1 is used
to produce a human-readable explanation for the operator. The explanation takes the
following form:

“I adapted my behavior because I think you were going to tell me to
<expectedFeedback>”
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For example, if Algorithm 1 returned “drive safely”, the generated explanation
would be “I adapted my behavior because I think you were going to tell me to drive
safely”.

5 Evaluation

In this section, we evaluate our claim that the agent produces explanations for its
behavior that align with the operator’s evaluation of the agent. The evaluation uses
simulated operators so the agent’s trustworthiness from a human’s perspective cannot
be directly measured. However, we can measure the agent’s ability to perform actions
that have been shown to positively influence trust (i.e., providing explanations). Our
evaluation tests the following hypotheses:

H1: The explanations provided by the agent are consistent with the explicit feed-
back the operator would have provided had the opportunity arisen.
H2: The explanations provided by the agent outperform a random baseline.
H3: The agent provides better explanations using a manually authored feedback
base compared to a learned feedback base.

5.1 Domain: eBotworks

We use the eBotworks simulator [7] for our evaluation. eBotworks allows autonomous
agents to control simulated robots in a simulated urban environment. In our evaluation,
the agent controls an unmanned ground vehicle (UGV) in an environment composed of
other agents (e.g., humans, other simulated UGVs), obstacles (e.g., buildings, vehicles,
traffic cones, boxes), and ground features (e.g., roads, grass). We chose to use eBot-
works because it provides a built-in agent design framework, autonomy modules (e.g.,
natural language command interpretation, path planning), and allows for evaluation in a
non-deterministic and noisy environment.

The scenario we use involves the agent-controlled robot receiving natural language
commands from an operator. The commands instruct the agent to patrol between its
current location and a goal location. While patrolling, it continuously scans for sus-
picious objects. If a suspicious object is found, the robot pauses its patrol, moves
toward the object, and uses explosive-detection sensors to determine if it is dangerous
or harmless. After classifying a suspicious object, the robot continues patrolling.

The robot has the following modifiable components (and possible values they can
take):

• Speed (meters per second): The maximum speed the simulated robot uses when
moving through the environment. Mspeed ¼ f0:5; 1:0; . . .; 10:0g

• Padding (meters): How far the robot attempts to stay away from obstacles when
planning its path. Higher paddings decrease the likelihood that it will collide with
obstacles. Mpadding ¼ f0:1; 0:2; . . .; 2:0g
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• Scan Time (seconds): How much time the robot spends scanning each suspicious
object. Higher scan times increase the probability that the robot will successfully
classify the suspicious object. Mscantime ¼ f0:5; 1:0; . . .; 5:0g

• Scan Distance (meters): How close the robot gets to the suspicious object while
scanning it. Lower scan distances increase the probability that the robot will suc-
cessfully classify the suspicious object. Mscandistance ¼ f0:25; 0:5; . . .; 1:0g

5.2 Experimental Setup

Our study uses simulated operators to issue commands to the agent and monitor its
behavior. The simulated operators were selected to represent a subset of control strategies
used by human operators (i.e., when to allow the agent to complete a task and when to
interrupt). Two simulated operators are used: speed-focused and detection-focused. The
speed-focused operator prefers the task to be performed quickly (i.e., 95 % probability of
interrupting if the robot does not complete the task within 120 s) and correctly (i.e.,
100 % probability of interrupting if the robot misses a suspicious object or incorrectly
classifies it). The detection-focused operator prefers the task to be performed correctly
but is less concerned about speed (i.e., 5 % probability of interrupting if the robot exceeds
120 s). Both operators place a relatively low emphasis on the robot’s safety (i.e., 5 %
probability of interrupting if the robot comes in contact with an obstacle).

At the start of each experimental trial, the robot is assigned a random initial
behavior (i.e., a random value for each modifiable component from the set of possible
values according to a uniform distribution). Each trial involves multiple runs. The robot
is placed in an initial position before each run, and six suspicious objects are placed in
the environment at random locations (uniformly distributed in predefined regions) and
with random appearance (uniformly distributed from a set of small objects that the
robot can detect). Each run starts when the operator issues a command to the robot and
terminates when it successfully completes the task (i.e., reaches the destination and
successfully classifies all suspicious objects) or is interrupted by the operator. At the
end of each run, the agent updates its inverse trust estimate, compares the current trust
estimate to the thresholds, and may adapt its behavior. The environment is then reset to
its initial conditions before the next run.

Each time the robot is interrupted, the operator generates a piece of natural lan-
guage feedback. The feedback comes in five categories: speed feedback (e.g., “go
faster”), safety feedback (e.g., “be careful”), false positive feedback (e.g., “that wasn’t
a threat”), false negative feedback (e.g., “that was a threat!”), and missed object
feedback (e.g., “you missed one!”). Although the operators provide multiple synony-
mous pieces of feedback for each category (e.g., “speed up”, “go faster”), for this
evaluation we treat all synonymous feedback as equivalent. The feedback is never
actually provided to the robot (i.e., the robot cannot use it for adaptation). Instead, the
feedback is logged and used to evaluate any explanations provided by the robot. For
each trial, all feedback generated during that trial is recorded.

Each trial ends in one of two possible outcomes: the robot labels its behavior as
trustworthy or as untrustworthy. If the behavior is found to be trustworthy, the data
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from the trial is discarded. This occurs because no behavior adaptation occurred and
therefore no explanations were provided by the robot. However, if the behavior is
found to be untrustworthy, case-based behavior adaptation is performed (i.e., adapta-
tion in response to implicit feedback). The robot uses a case base that was learned
during a previous study2. The robot’s current behavior (i.e., the one randomly gener-
ated at the start of the trial) and the behavior returned by case-based behavior adap-
tation are used to generate an explanation. Eight variant methods for generating
explanations are evaluated using Algorithm 1. The variants differ based on the feed-
back base that is used (i.e., authored by an expert or learned3 by the robot) and the
method for selecting feedback (i.e., Highest Count, Highest Group Count,Mean Group
Count, Random). We also use a baseline approach that randomly selects an explanation
according to a uniform distribution (labelled as Baseline to avoid confusion with the
Random feedback selection method).

At the end of each trial, the robot’s explanation is compared to the explicit feedback
generated by the operator during the trial. The following metrics are computed:

• Most Common: The percentage of trials where the robot’s explanation matched
with the most common piece of feedback provided by the operator.

• Matched One: The percentage of trials where the robot’s explanation matched at
least one piece of feedback given by the operator.

• Mean Rank: The mean rank of the robot’s explanation relative to a list that is
ranked by the number of times each piece of feedback occurs during a trial. If the
robot’s explanation does not appear in the ranked list, it is given a value of the size
of the ranked list plus one.

The average from 1000 trials was collected and the process was repeated 25 times
(i.e., 25,000 total trials). The robot used a trustworthy threshold of sT ¼ 5:0, an
untrustworthy threshold of sU ¼ �5:0, and the case-based adaptation approach
described in [1].

5.3 Results

Figure 1 shows results for the Most Common and Matched One metrics, and Fig. 2
shows the Mean Rank results (error bars show 95 % confidence intervals). The results
using the expert-authored feedback base are combined into a single entry, labelled as
Expert. This was done for simplicity because the results were identical regardless of the
explanation selection method used. The expert did not include redundancy so each
relationship only appears once in the expert-authored feedback base. This causes the
same explanation to be returned regardless of which explanation selection method is
used.

2 The case base described in [1] labelled Patrol Random. It contains cases learned from both the
speed-focused and detection-focused operators (25 total cases).

3 The learned feedback base is identical to the feedback base described in [2] where feedback is given
by the operator 100 % of the time. It contains feedback from both operators.
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All results that use our explanation approach (i.e., Highest Count, Highest Group
Count, Average Group Count, Random, and Expert) were statistically significant
improvements over Baseline (using a paired t-test with p\0:001). These results pro-
vide support for H2. Expert outperformed the other approaches across all three metrics.
The primary benefits of using the expert-authored feedback base are that there are no
erroneous or redundant feedback relationships. Compared to the best results when
using a learned feedback base (i.e., Highest Count, Highest Group Count, and Average
Group Count), Expert can better provide an explanation that matches at least one piece
of feedback given by the operator (91 % of the time vs. 81 % of the time), and
regularly provides the most common piece of feedback (75 % of the time vs. 61 % of

Fig. 1. The percentage of explanations that matched the most common feedback provided by
the operator (Most Common) or any feedback provided by the operator (Matched One).

Fig. 2. The mean rank of the robot’s explanation relative to a list that is ranked by the number of
times each piece of feedback occurs during a trial.
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the time). These results support H3. However, the results are promising as they indicate
that, while our approach for explanation works best with an expert-authored feedback
base, reasonable performance can be achieved using a learned feedback base. Given
that both the expert-authored and learned feedback bases resulted in explanations that
closely matched feedback from the operator, the results provide evidence that H1 is
supported.

There are no significant differences between the results when using the Highest
Count, Highest Group Count, or Average Group Count explanation selection methods.
However, all three were significant improvements over Random explanation selection.
This improvement occurred because some feedback relationships in the feedback base
are erroneous. A higher count value in a feedback relationship indicates that the
relationship has been observed more often (i.e., less likely to be the result of a single
error), so the three methods that use the count value are better able to reduce the
influence of erroneous relationships.

The primary reason why none of the approaches were able to achieve ideal per-
formance (i.e., always providing an explanation that matched the most common piece
of feedback given by the operator) is because the behavior adaptation process also
introduced error. The case base used to perform behavior adaptation was learned (i.e., it
may contain erroneous cases) and similarity assessment was performed using only a
single evaluated behavior (i.e., Epast contains only a single evaluated pair so limited
information was available during case retrieval). However, even with these sources of
error our approach was still able to provide reasonable explanations.

6 Related Work

The Situation awareness-based Agent Transparency (SAT) model aims to improve
human-robot teaming by providing situational awareness, reducing user overhead, and
allowing the user to appropriately calibrate their trust in the robot [8]. The SAT model
is implemented as a user interface that provides three levels of transparency: the robot’s
status (e.g., current state, goals, plans), the robot’s reasoning process, and the robot’s
projections (e.g., future environment states). The transparency offered by the SAT
model is significantly more complex than our approach and is designed for a user that is
continuously monitoring the robot (i.e., constantly observing the robot through the
interface). Instead, we focus on providing transparency for an operator who is per-
forming their own tasks and may only monitor the robot sporadically.

Explanation in AI systems can be divided into internal explanations and external
explanations [9]. Internal explanations are used by the system as part of its reasoning
process. For example, DiscoverHistory [10] identifies discrepancies between observed
environment states and expected environment states, and generates explanations for
why those discrepancies occurred (e.g., the actions of other agents). These explanations
provide the system with information about unobservable parts of the environment and
allow it to respond more intelligently to unexpected events. The other category of
explanation, external explanations, differs in that they aim to explain the system’s
reasoning process to a user. While many internal explanations can be used as external
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explanations, they are not intended to be understandable by a user (e.g., formatting,
presentation, amount of content).

Storing concrete problem solving instances gives case-based reasoning an inherent
advantage in providing explanations when compared to other learning approaches [11].
In some domains, providing the user with the cases themselves may be a sufficient
explanation (e.g., a help desk system). Cunningham et al. [12] have shown that pro-
viding the retrieved case as an explanation improves user satisfaction compared to
displaying a rule or giving no explanation. However, using the case as an explanation
requires that the user can clearly understand why it is similar to the input problem and
why the solution is appropriate [13]. In our system, explanations are a result of two
separate case-based reasoning processes: one using the behavior adaptation case base
and the other using the feedback base. Although the cases stored in the feedback base
are relatively simple triples (i.e., feedback, relationship, and frequency), the behavior
adaptation cases require a more complex similarity calculation. The complexity of
retrieval, use of multiple interconnected case bases (i.e., the results of behavior
adaptation are used as input when generating an explanation), and time constraints of
the operator make it unsuitable to directly use the cases as explanations.

Sørmo et al. [13] identify five goals of explanation in CBR: transparency (i.e., how
the answer was reached), justification (i.e., why the answer is good), relevance (i.e.,
why a question is relevant), conceptualization (i.e., clarify the meaning of a concept),
and learning (i.e., teach the user). Our work falls under the transparency category since
it is focused on how the robot made a decision. To a lesser extent, our explanations also
provide justification by presenting the reason the agent thinks a behavior change was
necessary (i.e., it is good because it aligns with the operator’s preferences). Our work
differs from the traditional use of explanations in CBR in that we are not explaining an
answer that is given to a user, but instead explaining an agent’s reasoning process. Our
explanations are cognitive explanations since they explain the reasoning of an intel-
ligent system [14]. Cognitive explanations have also been examined in ambient
intelligence systems [15]. Similar to our work, they discuss how a system can explain
to the user why a behavior was chosen. However, it differs in that it attempts to explain
the reasoning that resulted in an incorrect or unexpected behavior being chosen,
whereas we focus on explaining why a behavior was changed.

Issue-based prediction [16], like our own work, stores an explanation as the
solution portion of a case. Case-based reasoning and a weak domain model are used to
explain which side will win in a legal dispute. Our work uses much simpler expla-
nations and does not require any domain knowledge during reasoning, instead learning
knowledge about operator feedback. However, in a legal domain the explanations are
much more complex and benefit from domain knowledge. FormuCaseViz [17] is
similar to our own work in that the explanations are meant to reduce the cognitive
burden on the user. The system visually displays the differences between the target
problem and similar cases, helping the user to quickly understand the similarities and
differences. This approach differs from our own in that it attempts to explain aspects of
the CBR process to the user whereas we focus on explaining the agent’s reasoning.

Explanation has been identified as an important feature of recommender systems,
with numerous systems implementing explanation capabilities [18]. While many rec-
ommender systems explain why they gave a particular recommendation, explanations
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have also been used to explain why follow-up questions were asked in conversational
recommender systems [19]. Muhammad et al. [20] have examined how the explain-
ability of a case can be used to guide retrieval in a case-based recommender. Their
approach is based on the idea that a useful case should be both similar and allow for
informative explanations. Our work differs from recommender systems in that the agent
is not providing alternatives for the operator to choose from, but is instead justifying a
decision that has already been made.

It is not surprising that trust models have been examined in the context of
case-based recommender systems [21], given the relationship between providing
explanations and trust. Additionally, trust is an important factor in case-based agent
collaboration [22] and case provenance [23]. Unlike our work, which focuses on
inverse trust, these investigations examine traditional trust (e.g., trust in another agent
or trust in the source of a case). Even outside of the CBR literature, most existing work
focuses on traditional trust [4]. The two exceptions are the work of Kaniarasu et al. [24]
and Saleh et al. [25]. Kaniarasu et al. use negative performance factors (e.g., how often
the robot is warned of poor performance) and periodic performance feedback from the
operator (e.g., whether the robot is currently performing well) to estimate the operator’s
trust. This differs from our own work in that their approach requires explicit perfor-
mance feedback to estimate trust. Saleh et al. instead use a set of expert-authored rules
to estimate operator trust. Unlike our inverse trust estimate, which can be used
regardless of operator or mission context, their approach requires the rules to be
redefined by an expert whenever a change in context occurs.

7 Conclusions

In this paper, we examined how an agent, which controls a simulated robot and
performs trust-guided behavior adaptation, can provide explanations when it modifies
its behavior. Introducing a layer of transparency should increase the agent’s trust-
worthiness by allowing it to present its operator with the motivation for any behavior
changes. Our approach uses two case-based reasoning processes, both of which use
cases that are learned while interacting with the operator. The first process, which was
the focus of our prior work, involves evaluating the robot’s trustworthiness and
selecting a new behavior if the robot is behaving in an untrustworthy manner. When the
robot adapts its behavior, a second case-based reasoning process is used to generate an
explanation for why the change occurred. Given that the human-robot team may be in a
time-sensitive situation, we designed our explanations to be simple, concise, and
understandable.

Our evaluation involved an operator instructing a robot to patrol a simulated
environment, identify suspicious objects, and classify them as threats or harmless. As
the robot completed its tasks, it evaluated its trustworthiness and adapted its behavior if
it determined it was untrustworthy. Our results indicate that the explanations provided
by the robot for its behavior adaptations aligned closely with the explicit feedback
provided by the operator. The primary area we wish to address in future work is to
validate our results in a user study. While our system was based on the findings of
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existing research on human-robot trust and transparency, we plan to independently
validate those findings using human operators in our robotics environment.
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agent, and to the reviewers for their comments.
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Abstract. The rapidly growing demand for programming skills has
driven improvements in the technologies delivering programming edu-
cation to students. Intelligent tutoring systems will potentially con-
tribute to solving this problem, but development of effective systems
has been slow to take hold in this area. We present a novel alternative,
Abstract Syntax Tree Retrieval, which uses case-based reasoning to infer
student goals from previous solutions to coding problems. Without
requiring programmed expert knowledge, our system demonstrates that
accurate retrieval is possible for basic problems. We expect that addi-
tional research will uncover more applications for this technology, includ-
ing more effective intelligent tutoring systems.

1 Introduction

Across nearly all fields of study, students today are increasingly motivated
to improve their skills in computer science, software engineering and, more
specifically, computer programming [17]. As a result, programming education
courses are being added to curricula at many universities [7]. Within the Sci-
ence, Technology, Engineering, and Mathematics (STEM) fields, most students
are expected to have skills in computer programming after completing their uni-
versity studies [20], while many other faculties are also beginning to encourage
education in this area [19].

This increased demand for computer programmers has pressured academic
institutions to modify the delivery method of introductory computer science
materials. In addition to textbooks and lectures, computer science courses now
frequently include laboratory programming exercises. While programming exer-
cises are nothing new, the access methods being used by students today have
changed to keep up with improved technology.

Online services ease the delivery of educational materials to the students.
Such services increase access to more students, regardless of platform choice,
software configuration, or access to university computer labs. Additionally, this
cloud-based method of instruction provides a valuable record of all student activ-
ities, making it easy for schools, universities, and education researchers to access
data on student learning trends [14].

Our research addresses the application of Case-Based Reasoning (CBR) into
the area of computer science education. Specifically, our work investigates the
c© Springer International Publishing AG 2016
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potential for a system to intelligently infer the goal of a struggling student
through naive analysis of both the student’s current progress and existing solu-
tions to the problem. Through inference of the goal, it is then possible to generate
hints for the student.

This research targets students learning basic programming skills and com-
pleting short programming assignments. While some aspects of our research may
be applicable to advanced courses, this is not the direct intention of this research.

2 Problem Description

Laboratory exercises are frequently used in programming courses, during which
students develop solutions to simple programming problems. It is reasonable to
assume that the data collected by these online learning environments is of some
utility to future students solving the same problems. The data logs amount to
hundreds or even thousands of prior code submissions for each programming
problem. Could this data be used to generate hints for future students solving
the same problem?

Our research uses a CBR approach, which we call Abstract Syntax Tree
Retrieval (ASTR) to data mine prior solutions contained in a large dataset.
Through analysis of retrieved solutions for specific code states, we attempt to
answer the following questions:

– How can prior solutions be retained such that they are both readily accessible
and easily compared to future submissions?

– What method of similarity can accurately approximate the work required by
a student to move from the current state of a code string to the state of a
solution string?

– Can our system frequently use the similarity method developed to select an
appropriate existing solution that is not a drastically different approach to
solving the problem?

The accuracy of the system is evaluated in two ways. Expert analysis is used to
decide if the solution retrieved by ASTR is a reasonable solution to pursue, given
the current code state. The percentage of retrievals determined to be appropriate
provides the measure of success for this test. In a second test, we measure the
system’s success at retrieving a student’s final solution when all of their prior
attempts are submitted for ASTR. If the system selects the student’s solution,
this indicates that the system was able to exactly predict what the student would
eventually do.

2.1 Human Tutor Emulation

ASTR attempts to emulate a human tutor, who is assumed to be an expert at
solving the problem in question. The tutor observes the current failing state of
the student’s submission. If the student has used the correct approach, but has
used incorrect code, the tutor should provide hints that lead to the correction
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of the code, but without changing the approach. Consider the following code
strings:

def max_of_two_values(a, b): def max_of_two_values(a, b):
def max_of_two_values(a, b): if (a <= b):

if (a <= b): return b
return b else:

else: return a
return a

The student solved the problem correctly (shown on the left), but they were
unaware that the system would add the function definition to the code they
submitted. This is an artefact of the online platform and we would expect a
tutor to guide the student toward an appropriate solution (shown on the right).

When the wrong approach has been taken by the student, the tutor should
suggest modifications that result in a solution that uses as many parts of the
current attempt as possible. The following submission and solution is considered
a misunderstanding of the problem.

def max_of_two_values(a, b): def max_of_two_values(a, b):
if (a < b): if (a > b):

return a return a
else: else:

return b return b

On the left, the student calculated the incorrect return value. The tutor could
help the student towards the solution on the right. Such a solution is certainly a
logical step from the current state of the student’s code, however, the tutor may
also guide the student to a solution that swaps the return values, a and b, into
the appropriate position, leaving the < operator alone. Both goals are considered
equally appropriate.

The tutor should try to find a solution that is similar to the code the student
has already created. In the previous example, it would be inappropriate for the
tutor to move the student towards a radically different solution, such as the
following:

def max_of_two_values(a, b):
return max(a, b)

Ideally, an expert human tutor is able to provide appropriate guidance
because they are able to consider many different ways of solving the problem
and can accurately select a solution that seems most similar to what the student
has written. ASTR provides this solution, which could then be used to generate
any number of hints and guide the student in the appropriate direction.

2.2 A Case for Case-Based Reasoning

Online learning environments provide a tremendous opportunity to make use
of CBR. Specifically, computer programming exercises lend themselves to CBR



142 P. Freeman et al.

due to the fact that students are typically attempting to generate one of many
(possibly infinite) solutions.

During many programming exercises, it is desirable to allow the student to
explore the entire solution space rather than restricting them to finding one of
only a few solutions. The use of CBR gives us the opportunity to allow this open
exploration of solutions by using prior solutions to guide students back into the
area of the total search space known to contain solutions.

3 Related Work

Our research builds off prior work in a number of areas. The most important
of these areas include: Abstract Syntax Tree (ASTs), code clone detection, hint
generation, and CBR. Here, we briefly introduce the current state of research in
these topics as it relates to our work.

3.1 Abstract Syntax Tree

An AST is a hierarchical representation of a program into a branching sequence
of operators. Each tree represents the hierarchy of a program. The leaves of
the AST indicate which calculations are performed first. The results of these
calculations become the next level of leaves. The process moves up the tree until
the total program execution is calculated at the root of the trees. An example
of a simple Python AST is provided in Fig. 1.

Module body Assign

BinOp

Num n=2

Sub

BinOp

Num n=4

Add

Num n=1

targets Name
Store

id=x

Fig. 1. The Python AST for x = 1 + 4 - 2.

ASTs provide a method for comparing source code fragments that focuses on
the operations occurring within programs rather than the string labels used to
identify the parts. They have a wide range of application areas. A tool developed
by Falleri et al. [5] provides edit scripts (or diff files) for two versions of code
by analyzing the AST. Generating edit scripts through a text-based process,
while still correctly documenting the intended changes of the programmer, has
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an algorithmic complexity of O(n3) at a minimum. Using an AST method, the
authors were able to develop an algorithm running, in worst case, in O(n2) time.

The use of ASTs in the educational domain has also been examined. Rivers
and Koedinger [16] investigated the potential of using ASTs as part of an Intel-
ligent Tutoring System (ITS). They highlight many of the advantages to using
ASTs to compare student code to existing solutions. Their work attempts to
establish a common framework upon which to build simple programming tutors
using AST comparisons. They also explore possible methods of quickly generat-
ing hints for students from this existing data.

3.2 Code Clone Detection

One of the more successful applications of Abstract Syntax Tree has been in
the areas of code clone detection, which is used to identify code segments that
perform the same function, in the same way. Code clones are created through
several processes and detecting these clones is useful. Many tools have been made
that detect these clones [2] and they are often used to identify areas within a
project for refactoring.

AST comparison methods cannot detect code clones in all situations. Inver-
sion of if-else statements was identified as a problem area for AST-based code
clone detection [4]. This clone generation process involves inverting the condi-
tion clause of an if statement and swapping the code contained within the if
and else blocks. Other techniques, such as loop unrolling or inserting dummy
methods, can also mask code clones from these detectors.

Tao et al. [18] researched methods by which ASTs can be adjusted to catch
additional code obfuscation techniques. Their process provided procedural analy-
sis for many common changes in logical structure. However, if the system trans-
lates the code into an AST so as to account for this, many common logical
syntactic changes used to create code clones will be unable to mask their seman-
tic similarity to the original.

Detecting code clones is useful for identifying potentially unwanted duplica-
tion of code. However, code clone detection can also be used in a more positive
manner. In introductory programming courses, when students attempt to solve
a programming exercise, they are attempting to create a code clone of one of the
possible solutions. The measure to which a student’s code is a clone of a given
solution can be used as a measurement of their distance from that solution.

Leveraging this distance calculation allows the computation of a nearest solu-
tion when many are available. This observation is an important component of
our ASTR system. Once a nearest solution is calculated, hint generation may be
performed.

3.3 Hint Generation

During a problem solving task, especially one in which a tutor is involved, the
ability to provide hints to the user is of interest.
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Hints that have been preprogrammed into a system are known as authored
hints. Authored hints are commonly used to provide feedback [12], but can only
ever provide hints for a finite number of cases. It is therefore of interest to develop
methods of automatically generating hints.

Arguably, some of the most robust hint generation systems fall into a cat-
egory of systems known as goal-directed hint generators. Such systems possess
the domain knowledge necessary to compute a path from any current state to
the goal state. Goal-directed hint generation provides the greatest flexibility in
generating hints, but at the expense of requiring large amounts of expert domain
knowledge [14].

State-based hint generation is a broad category of hint generators that provide
hints based on a known or computed path to a goal state, but lack the ability
to provide hints for all possible states. State-based hint generators frequently
make use of authored hints [1,13]. Because the system is waiting for specific
state-driven events, the variety of hints required is limited. It is easy to give
instructors the opportunity to improve the hint language used for a particular
state.

Some tutoring systems have made use of annotations within authored solu-
tions to improve the readability of generated hints [6]. Solutions are processed
and the system indicates with a placeholder when annotations are needed. This
allows the author to input custom annotations for hints, at the direction of the
system.

3.4 Case-Based Reasoning

The availability of solutions leads to potential application of CBR. CBR aims
to retrieve a prior solution, or case, with similarity to the current problem. The
retrieved prior solution and the current problem can be used in conjunction to
propose a solution to the current problem.

CBR has a range of applications in education. Kolodner et al. [10] wrote a
commentary on the use of many different CBR-inspired approaches to learning.
They concluded, “CBR-inspired educational approaches will be making their way
more into the e-learning mainstream.” Essentially, since CBR takes a similar
problem solving approach to that of students, CBR technologies can be used to
develop cognitive models of students.

Regan and Slater [15] developed a case-based hint generator for the vir-
tual world DollarBay. The tutoring system was designed to teach users how to
play the game effectively. An agent inside the virtual world would visit players
who were struggling with certain aspects of the basic strategy. The agent would
provide a message to the user, advising them how to improve their gameplay
strategy. Inaction by the agent is also considered a valid action, and was the
proposed “solution” to a subset of cases, as well. This event-driven approach is
not a true CBR system, but does demonstrate the effective use of a case-base in
an educational environment.

Although never explicitly referred to as a CBR system, the data mining hint
generator, developed by Jin et al. [8], performs as such. Previous solutions and
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intermediate steps are mined by the system, with each solution being stored
as a linkage graph, indicating relationships between variables. When a student
requests a hint, the system transforms the code into a linkage graph and calcu-
lates the most similar “case”. Since intermediate steps are saved by the system,
the next step along a path to the goal is used to provide a hint to the student.

4 Abstract Syntax Tree Retrieval

Our system uses a process we refer to as Abstract Syntax Tree Retrieval (ASTR).
It requires no prior knowledge of the problem being solved. It uses CBR and the
grammar of the programming language to retrieve a prior solution with high
similarity to a struggling student’s failing submission.

Like many programming education systems, ASTR does not classify solutions
as more or less correct. The system defers to the results of acceptance tests to
determine correctness of a submission. Every student attempt at solving any
programming problem is processed by the ASTR system. Attempts that pass
the acceptance tests of a programming problem, and have not already been
seen, are retained by the case-base as new solutions, while attempts that do not
are matched to the most similar solutions from the case-base. Ideally, ASTR
should perform in the same manner as the human tutor described in Sect. 2.1.
During the retrieval process, the goal of the system is to retrieve a solution from
the case-base that matches the intended solution of the student.

The case retrieved from the case-base is referred to as the goal of the student.
If an expert believes the goal would be appropriate for the student to work
towards, it is referred to as an appropriate goal. The challenge of ASTR is to
correctly retrieve an appropriate goal from the case-base as often as possible.

4.1 Student Goal Assumptions

In the field of computer science, edit distance is a well-known method for deter-
mining the similarity of strings [11], trees [3,21,22], or graphs [9,23]. An under-
lying assumption is made that the student is attempting to reach the goal that
will require the fewest number of edits to the current state of their program. By
observing a student’s initial failing attempt, and comparing it to their eventual
solution, we can show this is frequently true.

In ASTR, edits are defined to be one of three possible modifications to the
current state of the student submission:

1. Adding to the code.
2. Removing from the code.
3. Modifying an existing part of the code.

Additionally, edits are assumed to be made directly to the AST, despite the
reality of students making edits to the source code text. However, since text
modifications resulting in the same syntax tree are of no interest to our research,
these types of modifications can be ignored.
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It is also assumed that the case-base will always return one of the goals
retained by the case-base. Although the goal will not always be in the case-base,
assuming this would simply result in failing to return any case.

With these assumptions in place, we have reduced our problem to that for
which CBR is most appropriate. Given a student submission and a set of suc-
cessful cases, return the successful case that is the fewest number of edits from
the state of the student submission.

4.2 Preprocessing and AST Generation

When a submission is received by the system, the Python string is parsed into an
AST using the ast module. However, in addition to AST generation, a number
of preprocessing steps are used to improve similarity calculations.

Removing Unreachable Code. Novice programmers frequently include
unreachable code in their programs. Commercial tutoring systems would prob-
ably choose to notify the student about the unreachable code, but our research
system would benefit from removing unreachable code as a preprocessing step
before making any comparisons.

The following Python keywords are identified as being markers for potentially
unreachable code: break, continue, and return. Code following any of these
keyword arguments, provided it’s at the same indentation level, will not execute.
Consider the following example, which is a passing submission:

def max_of_two_values(a, b):
if a > b:

return a
print a

if a < b:
return b
print b

The print statements in this code cannot execute. Functionally, this code
would be the same as a submission without the print lines, however, the system
would identify them each as a different solution, since the ASTs of the submis-
sions would be different. It is for this reason that the preprocessing step removes
any code following a return statement, or other block-terminating Python key-
word.

In addition to these removals, the system removes code following if/else
statements when one of these block-terminating keywords exists in both the if
and else blocks, as in the following example:

def is_odd(num):
if num % 2 == 0:

return False
else:
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return True
is_odd(52)

These rules can be written into a tree pruning algorithm which traverses the
AST recursively, removing unreachable code, resulting in fewer unique solutions
for a given problem.

Variable Standardization. Online programming exercises rarely enforce nam-
ing conventions for the variables used in problem submissions. ASTs do not reach
a level of abstraction that removes variable names. Therefore, submissions with
different variable names will create different syntax trees.

A simple method for standardizing labels is to simply replace each variable
name as it occurs with algorithmically generated values. In our system, each
variable, as it is encountered, is replaced with an enumerated value. The associ-
ated variable names are stored in a table and future values are replaced with the
same value as was used prior. This method is effective for problems with shorter
length, but would need to be expanded to support problems with a larger number
of variables. Additionally, there may be rare instances where the order of vari-
able declaration makes the system unable to assign variables in a syntactically
consistent way between submissions; however, such instances were not observed
during our experimentation.

4.3 Case Retrieval

The preprocessed AST generated from the submission is now ready for ASTR.
All submissions, whether passing for failing, are of some interest to the system.
If a submission has successfully solved the problem, then solution retrieval is
not needed. However, the submission should be added to the case-base if it is
a new solution. The system does an equality check against existing solutions in
the case-base. If the submission is unique, it is added to the case-base. Duplicate
submissions are currently ignored, although retaining the duplication count for
each submission could have future application. If the submission has not solved
the problem (i.e. it is a failing submission), ASTR is used to calculate and return
the most similar existing solution.

Zhang Shasha Tree Edit Distance. The similarity between ASTs is cal-
culated with the Zhang Shasha (ZSS) tree edit distance algorithm [22]. The
algorithm uses a dynamic programming approach to calculate the exact edit dis-
tance between the two input trees. The implementation used by the system is
a Python implementation provided in the zss module. The implemented algo-
rithm allows for customization of the cost weights for different edit operations.
The algorithm returns a total cost value based on the cost summation of all edit
operations necessary to transform one tree into the other.

For our experiments, we use two different weightings for the costs of edit
operations. The first weighting assigns the cost to each edit operation as 1. We
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refer to this as the metric tree edit distance (TED) calculation in our results.
The second weighting places a weight of 3 on add node operations, a weight of 2
on change node operations, and leaves the remove node weight as 1. We refer to
this as the weighted TED calculation. The weighted calculation slightly favors
smaller ASTs and is shown to perform better in many of our tests.

The ZSS algorithm is used to calculate a similarity value for all ASTs stored
in the case-base. The AST with the smallest tree edit distance is the AST with
the highest similarity and is the result of ASTR.

5 Dataset

Our research uses a large dataset to test the effectiveness of ASTR. The data
consists of submissions created by students to solve a variety of programming
problems. The submissions are written in the Python programming language.
There are a total of 57,234 submissions, from 24 programming questions, in the
dataset. The level of the exercises is targeted to beginning programmers.

5.1 Programming Questions

ASTR was evaluated against three problems from the dataset, which were
uniquely identified as problems: 2593, 2594, and 2600.

Problem 2600 required students to determine the maximum value of two
inputs. It had the greatest ratio of total solutions (154) to unique solutions (20),
with an average of 7.7 repetitions of each solution. It was also the submission
with the largest average number of users submitting the same solution, which
was 6.35 users per solution. Almost half of the successful submissions, 74 out of
154, were reduced to the same unique solution. From a complexity standpoint,
solutions to this problem were short, relative to the other problems in the dataset,
and provided an acceptable baseline test for the system.

Problem 2593 required students to determine if an input was odd. Both
problems 2593 and 2600 had a similar number of unique solutions, but this
problem had a much greater number of unique failures. There could be many
explanations for the large number of failures, but it would seem that a larger
number of failures might correlate with a lower understanding of the problem by
the students. However, student anomalies in submission patterns can also cause
spikes in unique failures. For instance, some students will begin making arbitrary
changes to their failing code in an effort to stumble upon a solution. This is
especially likely when the student is given unlimited submissions and checking
each submission is almost instantaneous. A sample solution to the problem 2593
can be seen here:

def is_odd(num):
if ((num % 2) == 0):

return False
else:

return True
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Problem 2594 was more complicated than the other problems in the exper-
iment. It required students to calculate the largest divisor of the input value.
Below is a sample solution to problem 2594:

def largest_divisor(num):
largest = 0
for i in range(1, num):

if ((num % i) == 0):
largest = i

return largest

Students created 82 unique solutions to this problem and over 300 unique
failing submissions. When examining the failing submissions, it was clear that
many students either did not understand the definition of largest divisor or did
not understand the algorithm used to calculate the largest divisor. This con-
trasted well with the other questions we used, as the definition of odd and max-
imum are typically well understood. Programming problem 2594 demonstrates
our system’s ability to handle submissions that correctly solve a problem, but
the wrong problem.

6 Experiments

The intent of the experiments was to determine the performance of the case-
base under ideal circumstances. To simulate ideal conditions, we would manually
insert every solution into the case-base. With the well developed case-base, the
experiment then presented each failing submission to the system. Identical failing
submissions were removed. For each failing case, the case-base returned the most
similar passing case. A log was created showing the source code of the failing case
and the source code of the most similar matching case selected by the case-base.
The log was reviewed by a human expert and marked for the appropriateness of
the case returned by the case-base.

In assessing appropriateness, the expert is attempting to infer the goal of the
student when the failing submission was written. Whether or not the retrieved
case indicates the actual goal of the student is highly subjective. Therefore, the
expert must decide if the goal proposed by the case-base is a natural progres-
sion from the current state of the failing code. Assessing the retrieved solutions
was straightforward, but time intensive, requiring a couple hours to review logs
containing the results of a couple hundred submissions.

The overall score of the case-base is the overall percentage of appropriate
retrievals compared to the total number of failing submissions processed.

By providing the case-base with all solutions, there is an increased chance
that the actual intended solution of a failed attempt will be contained. For
example, if a student made a submission that failed the acceptance tests but
then later made a second submission that passed the acceptance tests, it is
likely that the second submission represents the original goal (see Sect. 4) of the
student (although this is not always the case). By loading all solutions into the
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case-base prior to performing case retrieval, it is possible to match a student’s
failing submission with any future passing submission. If the case-base selects
a student’s own future submission as the most similar solution, this may be
another indication that the ASTR system is performing accurately.

A separate experiment was performed to determine the frequency with which
the student’s own solution was retrieved as the goal solution by ASTR. For each
failing submission, any solutions to the same problem, by the same user, were
added to the case-base before any other cases were added. It was necessary to add
the user’s solutions first because the case-base only retains the first instance of
each unique solution. Adding them first ensured that the user’s solutions would
be available for ASTR. The test performed the experiment and recorded the
numbers of both accurate and inaccurate retrievals.

7 Results and Discussion

When ASTR was performed using a TED metric, the system was frequently able
to retrieve an appropriate goal solution. Performance using a weighted TED
calculation improved accuracy on problems 2594 and 2600 significantly while
reducing the accuracy of problem 2593 only marginally. The results are shown
in Table 1.

Table 1. ASTR appropriate retrieval performance

Question Metric Weighted
2593 2594 2600 2593 2594 2600

Unique solutions 25 81 21 25 81 21
Unique failures 157 383 31 157 383 31
Correct retrievals 113 247 20 107 309 30
Incorrect retrievals 44 136 11 50 74 1
Accuracy 72 % 64 % 65 % 68 % 81 % 97 %

Question 2593 was the only programming problem that had a lowered accu-
racy using the weighted distance calculation. However, the number of inaccura-
cies only increased by 4%. The cause for this change is not readily apparent. In
any case, 2593 was the lowest performing test question.

Question 2594 contained the largest number of submissions, but still per-
formed well. The initial performance of 64% was the lowest recorded accuracy
for the metric retrieval test, but this question responded very well to the weighted
calculation, making 62 more correct retrievals than with metric calculation and
putting the accuracy for this test at 81%.

Question 2600 had the fewest examples of correct submissions and the fewest
examples of unique failures. ASTR returned reasonable solutions for 30 of 31 sub-
missions, or 97% accuracy, using the weighted distance calculation. The metric
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Table 2. User’s solution identified as goal

Question Metric Weighted
2593 2594 2600 2593 2594 2600

Success 111 66 30 76 64 34
Failure 142 415 22 177 417 18
Accuracy 44 % 14 % 58 % 30 % 13 % 65 %

calculation performed similarly to the other questions, with an accuracy of 65%
(Table 2).

ASTR accuracy rates were lower when we examined the rate at which a user’s
own solution was retrieved as the goal solution. Question 2600 performed the
best, with over half the failing submissions being matched up with the correct
solution. This could be a by-product of having many students submitting the
same solution, however, question 2593 also had a high accuracy rate on this test
(although the results dropped 14% for the weighted distance test). Question
2593 underperformed on this test, with similar scores of 13% and 14% for the
two similarity variations.

8 Conclusion

The results achieved by our system are encouraging. The ASTR system contains
no information about the programming problem prior to observing successful
submissions. Additionally, the system has no understanding of Python syntax.
Despite these limitations, the system is usually able to correctly identify a solu-
tion that appears to an expert to be the student’s intended goal.

The ASTR system is generally accurate for 2 out of 3 submissions at a mini-
mum, with favorable problems potentially performing much better. Weighted
TED calculations seem to result in improved retrieval accuracy over metric
TED calculations, as was hypothesized. Retrieval performance was not improved
enough to show this definitively, but the results are encouraging.

Student’s “own solution retrieval” test had less favorable results. When taken
together with the other results, this may indicate a need for more interaction with
students during programming exercises. We have shown that ASTR frequently
returns an appropriate goal, but this test shows that students may not have
discovered this appropriate goal on their own. Although the exact reason for
this is not known at this time, there is a potential application of ASTR to this
problem in the future.

Prior solutions to introductory programming problems contain valuable
knowledge for assisting students who are currently struggling. AST analysis
seems to provide a strong naive data structure from which similarity values
can be calculated between current state and goal state. Solutions with similar
ASTs are often determined to be appropriate goals. Our ASTR system is able to
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leverage this knowledge with minimal effort, providing potential for the devel-
opment of ITSs, hint generation systems, and working across a large of domain
of problems.
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Abstract. This paper presents a dual-cycle CBR model in the domain
of recipe generation. The model combines the strengths of deep learning
and similarity-based retrieval to generate recipes that are novel and valu-
able (i.e. they are creative). The first cycle generates abstract descrip-
tions which we call “design concepts” by synthesizing expectations from
the entire case base, while the second cycle uses those concepts to retrieve
and adapt objects. We define these conceptual object representations as
an abstraction over complete cases on which expectations can be formed,
allowing objects to be evaluated for surprisingness (the peak level of
unexpectedness in the object, given the case base) and plausibility (the
overall similarity of the object to those in the case base). The paper
presents a prototype implementation of the model, and demonstrates its
ability to generate objects that are simultaneously plausible and surpris-
ing, in addition to fitting a user query. This prototype is then compared
to a traditional single-cycle CBR system.

1 Introduction

A great challenge of applying AI techniques to generate creative designs is how
known, successful objects can be the basis for new design that are both valuable
and surprising [1]. We have developed a dual-cycle case based reasoning approach
to creative design that uses known designs first as a basis for setting expectations
and second as a basis for adaptation. The first cycle uses a deep learning based
model of unexpectedness that is trained on our case base. This model is then used
to search the space of possible “design concepts” (i.e. abstract ideas that have
not yet been developed into complete objects) for those that are creative, which
we define as being simultaneously surprising and valuable [2,3]. These concepts,
which are known to be particularly unexpected given our extant case base, are
then used as input into a second case-based reasoning cycle, which retrieves
and adapts the closest matching known recipe to fit the new concepts. This
is inspired by the division between idea-focused conceptual design and detail-
focused detailed design common to many models of design [4]. We present a
prototype implementation in the domain of recipes as a proof of concept.

The core contribution of this approach is that our first cycle generates a
design concept that is unexpected given the known objects in the case base. This
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-47096-2 11
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is an inversion of the typical similarity-based SBR approach, in which generated
objects are typically highly similar to exemplars from the case base. In our
prototype in the domain of recipe generation, this concept is a set of ingredients
without amounts or preparation steps. In other domains the concept could be
a similar set of high-level object “features”. This divergent new design is then
used as input to the second cycle in which the most similar case is retrieved
and adapted to integrate the surprising object’s unexpectedness. The first cycle
learns the latent structure of the domain from the case base in order to generate
a new object that deliberately flouts that structure, while the second cycle re-
integrates the new object with known cases through adaptation.

Our prototype system, called “Q-chef”, short for the “curious chef”, uses this
approach to generate new recipes based on requirements given by a human user.
Dietary diversity has been shown to correlate with overall health [5] and the
greatest predictor of culinary preference is exposure [6]. Given these facts, our
goal is to develop systems that can generate surprising recipes and make users
curious, leading to broadened dietary preference over time. Q-chef generates
new recipe designs that meet three objectives: they fit the requirements, they
are “plausible” (i.e. as a whole they reflect the latent structure of the case base)
and they are “surprising” (i.e. they contain a combination of ingredients judged
as highly unexpected given the case base). We present several experiments with
a set of queries matching three simulated “user personas”.

2 Background

Three fields are germane to this research: computational design and creativity,
novelty in case-based reasoning, and computational recipe generation.

2.1 Computational Design and Creativity

Computational creativity is the application of AI techniques to creative prob-
lems, including art, music, design, science and more [7]. Computational creativity
has three purposes: to aid in our understanding of creative cognition by modeling
it computationally, to aid the development of tools that support creative people,
and to develop autonomously creative machines. Computational design is the
study of systems that model, simulate or assist with parts of the design process.
It has been a fundamentally transformative force in the design industry – from
bridges to fashion – for the last sixty years. Computational creative design is the
intersection of these two fields: it is the computational modeling of the creative
designing in order to understand, aid and reproduce it [8].

Within computational creativity an enduring question has been the definition
of a “creative” artefact or process, and how best to evaluate such computation-
ally. There are a multitude of definitions ([9] lists more than 50) but perhaps
the closest to consensus exists for the novelty/value duality: a creative product
must be “novel and valuable for the thinker or [their] culture” [10]. The synthesis
of the factors in this definition are challenging to operationalize. The value of
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an artefact (also referred to as “utility” or “appropriateness”) is complex and
subjective, and only becomes more so when considering it in a social and cul-
tural context. In recent years novelty has been argued to be similarly complex
and subjective, being the product of expectations grounded in experience rather
than some objective measurement of difference from what has come before [2].
In this view, novel designs are surprising: they violate confident expectations
formed about that design domain based on previous exposure. In our previous
work we have used a variety of unsupervised machine learning techniques to
model unexpectedness [11,12], and here we place those models in a case-based
reasoning context. Expectation is fundamentally case-based, and searching for
the unexpected is reasoning from the past in order to not repeat it.

2.2 Novelty, Diversity and Creativity in Case-Based Reasoning

Case-based reasoning (CBR) is a framework for problem solving that finds
new solutions through the retrieval and adaptation of similar past cases. CBR
approaches have been applied to solve creative design tasks in the domains of
graphics [13], musical pieces [14], poems [15], and plots for story telling [16].
There are also many existing examples of CBR in recipe generation [17–19].

In a survey of CBR for design contexts Goel et al. [20] point out that cre-
ativity is one of the factors that make the design task very challenging. Research
in this context had mainly focused on early explorations and innovative design
in either architecture or engineering. It has also been suggested that creativity
in design depends on the retrieval of cases that are either not literally similar
or similar only in a specific and potentially non-obvious way, and that these
“subtle” similarities can lead to more creative solutions [21].

Valitutti [13] presents a discussion on how to characterize a case-based gener-
ative system as “creative”. He suggests that the case-based adaptive process can
be viewed as a type of search in the space of possible artifacts, with the set of
past examples as an “inspiring set”. Gervás [15] discusses whether a CBR appli-
cation that generates poetry versions of prose texts provided by a user should
be considered creative (when surprising the user with results dissimilar from the
query) and/or faithful (when keeping as close as possible to the query).

Diversity in CBR has been considered in the retrieval step. Smith et al.
[22] argue that diversity is particularly important for case-based recommender
systems. The similarity assumption in CBR can have an adverse effect on the
diversity of the retrieved cases. In situations where multiple cases are retrieved
for a given query we can explicitly consider the diversity among as well as their
similarity to the query. Doing so, Smith argues, provides users with better cov-
erage of the information space in the neighborhood of their query. By contrast
McSherry [23] argues that increasing diversity at the expense of similarity may
not always be acceptable. such as when items are available only for a limited
period or sought in competition with other users. To address this problem, they
have presented a retrieval algorithm (DCR-1) that increases diversity while pre-
serving similarity.
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2.3 Recipe Generation Systems

Creating new recipes has a long history in CBR. Early examples include CHEF
[17], which applied case-based planning to the domain of Szechwan cooking
recipes, and Julia [18], which incorporated recipe constraints (e.g., vegetarian,
dairy allergy) as part of overall meal planning. More recently, entries to the
Computer Cooking Contest series at ICCBR (2008–2015) have addressed a vari-
ety of recipe generation challenges (e.g., sandwich, mixology, adaptation). While
there is a wide range of specific instantiations, systems typically have represen-
tation and domain knowledge conventions that serve a very similar case/domain
knowledge role, accounting for notions of user taste preference, ingredient char-
acteristics, recipes (typically the fundamental case representation), and meals.
For example, ingredient hierarchies are prevalent [24,25], with hierarchy distance
as a common enabling metric [24]. The main distinguishing factors are often the
specific approaches to case similarity and adaptation. Case similarity is often a
variation on aggregating local similarities for component ingredients, but almost
universally with the goal of retrieving the cases with the most similar features to
a given query. A number of approaches define explicit similarity metrics based
on co-occurrence of ingredients in recipes, such as frequent itemset measures. For
example, GoetheShaker [26] employs co-occurrence of ingredients as a measure
of complementarity of cocktail ingredients, while Earl [19] employs an a priori
algorithm based measure of coherence for sets of sandwich ingredients.

3 The Q-Chef CBR Model

The overall Q-chef CBR process consists of two complementary CBR cycles:
problem framing and problem solving. Both CBR cycles employ the same case-
base, but take different perspectives on how the cases and knowledge containers
for similarity and adaptation are employed. During the problem framing cycle
cases are viewed as “recipe concepts” — high-level sets of ingredients without
regard for recipe detail, such as measure. These ingredient set combinations are
synthesized and evaluated for their level of surprise and their plausibility. Based
on this evaluation a set of ingredients is selected as the recipe concept and used as
a revised query for the problem-solving cycle. During the problem-solving cycle
cases are viewed as recipes and the selected set of ingredients from the problem
framing cycle comprise an optimized query to retrieve similar recipes that are
adapted to provide a more detailed recipe design. The system can also provide
the query directly to the problem-solving cycle for comparative purposes.

Q-chef also uses the underlying case-base to learn the key enabling similar-
ity knowledge employed in both cycles. A deep unsupervised neural network
component is trained over the case-base of ingredient combinations, in order to
model the latent ingredient associations present in the case knowledge. During
the problem framing cycle, this model is used as synthesis knowledge; it pro-
vides a way to measure surprise and plausibility for generated recipe concepts.
While we conceive of this as a design synthesis process, it could be analogously
compared to a kind of mass adaptation from a set of past designs via a machine
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learning model and a genetic search. During the problem-solving cycle, the deep
learning model is used as similarity knowledge to support recipe case retrieval.
In this way, the problem-solving cycle focuses on case knowledge as the primary
driver of the CBR process — the recipe cases best matching the design concept
query from the problem framing cycle are retrieved, with limited adaptation
sufficient to fit the retrieved case to the problem context.

The Q-chef model is illustrated in Fig. 1, in which the shaded boxes highlight
how Q-chef differs from the characteristic CBR model: we include a deep learn-
ing model of expectation from existing cases. This model is trained to identify
whether a new design concept is surprising and plausible, which are the objec-
tives of our synthesis process. Q-chef starts with a request for a new recipe that
has two parts: a set of ingredients as the requirements and a goal expressed as a
desired level of surprise. If the desired level of surprise is 0, the problem framing
cycle is bypassed (dotted line) and the problem solving cycle is activated using
the set of ingredients specified in the requirements as the design concept. If the
desired level of surprise is not 0, the first cycle of problem framing is activated. In
Q-chef, problem framing has the goal of generating many sets of combinations of
ingredients and evaluating their level of surprise and their plausibility. The gen-
erative process is a genetic algorithm that generates combinations of ingredients
in the space of all possible ingredients and has a fitness function that expresses
surprise and plausibility. The basis for evaluating surprise and plausibility is
a model of expectation that is generated using a deep learning algorithm that
allows Q-chef to associate a level of probability and surprise with combinations
of ingredients.

Fig. 1. Q-chef’s dual-cycle CBR model, starting with the goal and requirements on the
left. Grey shaded boxes indicate our deep learning model.
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4 Experimenting with Q-Chef

We present a series of test cases designed as a proof of concept of the Q-chef
dual-cycle CBR approach. In addition to demonstrating what is possible with our
CBR approach to generating creative recipes, our goal is to distinguish between
the generation of recipe designs that have a goal for surprising the user and the
generation of recipe designs that bypass the problem framing cycle to generate
expected recipe designs. We have designed the tests to compare our prototype’s
ability to synthesize plausible yet surprising designs with a modified version that
retrieves only the closest match from the case base. Both models are presented
with a list of required ingredients and a list of forbidden ones, and the dual-cycle
model is additionally presented with a desired level of surprise in the interval
[0–1], normalized to the most surprising discovery in the case base. Both models
are configured to be non-learning for the purposes of simplicity during this test,
with no results being added back to the case base.

4.1 The Dual-Cycle Q-Chef Prototype

We have developed a prototype implementation of the dual-cycle CBR model
described in Sect. 3. The first CBR cycle uses a combination of a genetic algo-
rithm and a deep neural network to synthesize sets of ingredients that are simul-
taneously plausible, surprising, and fit the requirements. The second CBR cycle
takes this set of ingredients, which we refer to as a “recipe concept”, and then
retrieves the most similar recipe from the case base and adapts it to fit the
concept and requirements. If the GA-based synthesis process of the first cycle
is viewed as a kind of mass adaptation using knowledge from the whole case
base, then both cycles can be considered complete CBR processes. From this
perspective the first cycle focuses on adapting the query to produce a design
concept that is both surprising and plausible, while the second cycle focusses on
retrieving knowledge to flesh out that concept. Similarity and the evaluation of
adaptations are also based on the neural network model of expectation.

The deep neural network we use to capture the latent structure of the case
base is based on a model of expectation used in our previous work [2,11,12].
This approach uses unsupervised representation learning [27] to learn the latent
structure of the case base. It uses a Variational Autoencoder (VAE [28,29]), a
deep generative model, to learn a vector of random Gaussian variables. These
variables can be sampled from to approximate the distribution of the case base.
Currently this model is trained only on the set of ingredients in each recipe, which
we call a “recipe concept”, and ignores the amounts and preparation steps of
those ingredients. This model captures the relationships between case features
that an observer familiar with the case base would reasonably expect. We use
the expectation model to estimate the plausibility and surprisingness of known
cases and newly generated recipes, as well as in our similarity-based retrieval.

The expectation model is used to evaluate the surprisingness of a recipe
concept – a set of ingredients that has either been synthesized or extracted
from a known case. Our surprise model uses the “missing data imputation”
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method described in Rezende et al. [28] to estimate the likelihood of different
ingredients given the context of a set of other ingredients. This is then expressed
as the number of bits of information which would be provided by observing
that ingredient in that context. This is then compared to the number of bits of
information which would be gained by observing the same ingredient without
that context. The number of additional bits given the context is referred to as the
number of “wows” by Baldi and Itti [30]. For simplicity in the current prototype
we only use those ingredients that appear in at least 1 % of recipes in the deep
learning model. We also consider only the impact of all surprising combinations
of up to length three for reasons of computational tractability. A full description
of this process can be found in our previous work on the subject [31].

The same deep learning model used for estimating surprise can be used to
evaluate the plausibility of a recipe. We define plausibility as the likelihood
the expectation model assigns to that recipe concept based on the model of
the case base’s latent structure it has learnt. Plausibility counterbalances the
system’s drive to maximize surprise by forcing the search trajectory towards
recipe concepts that are similar to those in the case base. These objectives are not
the opposites they may at first seem: our surprise measure focuses on surprising
combinations of ingredients, while the plausibility measure considers the recipe
as a whole. A recipe can be of high surprise and plausibility if it is mostly
mundane, with a few highly novel features. This pattern has been found to
correlate with impact in scientific publications [32].

We use a genetic algorithm to generate the recipe concepts that are used as a
query into the case base for the second cycle. We use the NSGA-2 multiobjective
approach [33], in which Pareto dominance in objective space is used to determine
which individuals are selected for the next generation. The effect of this is that
the system can pursue both plausibility and surprise in its recipe concepts with-
out having to combine the two into one objective. In the experiments presented
in this paper the genetic algorithm was run for 50 generations with a population
of 10,000. The population was initialized from a normal distribution with mean
(∼8) and standard deviation (∼3) equal to the case base.

The deep learning model is also used to determine similarity in the retrieval
process in the second CBR cycle. The network we are using is a kind of autoen-
coder, meaning that it learns a way to re-represent each case that captures its
most salient features. This can be considered a form of nonlinear dimensionality
reduction. We use Euclidean distance in the space thus produced as our simi-
larity metric. This representation captures the latent structure of the case base,
comparisons made using it will capture meaningful differences between cases.

The current recipe adaptation engine only operates at the recipe concept level
– it adapts the set of ingredients suggested by the concept based on the set of
ingredients in the closest matching case. Adapting the amounts and preparation
steps to fit the recipe concept is intended as future work. The adaptation of
recipe concepts is based on a simple knowledge base that assigns tags to each
ingredient and permits only the substitution of ingredients matching a tag. Tags
include “fruit”, “protein”, “vegetable”, “fat”, and “building block”, with the
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latter being a special category for those ingredients whose role is based on their
chemical properties, such as yeast or baking soda. We forbid the substitution
of “building block” ingredients as to do so intelligently would require far more
knowledge. This substitution approach is simplistic, but sufficient to demonstrate
the strength of the dual-cycle model.

The system generates all valid substitutions given a source and a target
recipe, and then evaluates the surprise, plausibility and fit to requirements of
each. Recipes with a surprise further than 0.3 from the desired level specified
in the query are discarded (an arbitrary threshold chosen to help demonstrate
the diversity of “feasible” solutions), as are those that do not match the require-
ments. The remaining recipes are sorted by plausibility and returned to the user.
This re-evaluation is required because while the set of recipe concepts provided
to the second CBR cycle is known to be surprising, plausible and fit to the
requirements, there is no guarantee that these traits survived adaptation. For
the experiments presented here we follow a simplified version of this process,
with the first cycle providing only 3 recipes to the second for each query rather
than all recipes on the Pareto frontier that pass the requirements. We also find
only the single highest scoring adapted case for each of those recipes. This results
in output that can be effectively conveyed in a paper, although it does sacrifice
some of the potential diversity generated by the first cycle.

4.2 The Single-Cycle Prototype

The single-cycle prototype bypasses the processes of problem framing and sur-
prise modeling used in the dual-cycle prototype. In this system, which we have
developed for comparison purposes, requirements are provided directly to the
“problem solving” cycle of our model, which performs traditional similarity-
based retrieval and case adaptation. The single-cycle prototype retains the deep-
learning based similarity function used in the Q-chef prototype. Additionally, the
results are ranked according to the same requirements-adjusted plausibility score
derived from that deep learning network.

In this experiment the single-cycle prototype is used to retrieve the closest-
matching recipe to the provided requirements. These closest-matching recipes
are not guaranteed to fit the requirements (as the similarity function does not
respect forbidden or required ingredients), so we iteratively discard the closest
match until one which matches the requirements is found. We effectively treat
any retrieved recipes with forbidden requirements as having a similarity of 0,
and thus exclude them from the closest-matching recipes. All potential adapta-
tions of the retrieved recipes are then evaluated for surprise, plausibility and fit
to requirements in the same way in the dual-cycle prototype, and the Pareto-
dominant front of adaptations is kept.

4.3 Test Queries

We have developed a set of three representative test queries, each reflecting
a simulated user query, and each diverse enough from the others to show the
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diversity of our approach. These queries are deliberately simple as our user model
is still under development, with each involving a single required ingredient and
a set of forbidden ones. The test queries are shown in Table 1.

Table 1. The three test queries representing our user personas, each with their required
and forbidden ingredients as well as desired level of surprise.

Nickname Required Forbidden Surp

Picky kid Cheese Hot sauce, chillies, turmeric, peanut butter, spinach,
olives

0.3

Vegetarian Beans Fish, beef, chicken, prawns, bacon, sausage 0.6

Halal foodie Chicken Pork, sausage, bacon, wine, sherry 0.9

4.4 Results

We present the results of our simulations in two steps. In the first we focus on
the first cycle of our dual-cycle prototype, showing the ranges of surprise and
plausibility it assigned to the recipe concepts it generated, as well as several
exemplary such concepts. In the second we compare the output of the second
cycle in the dual-cycle prototype with that of the single-cycle prototype.

4.4.1 Recipe Concepts from the First Cycle of the Dual-Cycle Model.
Figure 2 shows a scatter plot of the surprise and plausibility evaluations for the
best results of each of the three queries. This is the performance of the dual-cycle
prototype only, as the single-cycle prototype does not generate a diverse set of
concepts in this manner. This shows the top 100 recipes that fit the requirements
while having the appropriate level of surprise and the highest possible plausibil-
ity. The multi-objective ranking uses Pareto dominance and crowding distance
as per the NSGA-II algorithm (see [33]), which favors those recipes that are not
worse at both objectives than any others, then those that are only worse at both
objectives than one other recipe, and so on.

Note that each of the three result sets grow progressively further from the
desired surprise level as plausibility increases, forming a leftward-pointing rough
triangle in Fig. 2. This forms because of the search for Pareto-optimal combina-
tions of maximal plausibility (the X axis) and proximity to the desired level of
surprise (the Y axis). Designs at the leftmost point of the triangle have lower
plausibility but are extremely close to the desired surprise, while designs fur-
ther to the right diverge from the desired surprise in both directions. The well-
covered Pareto frontier shows that the problem framing cycle is able to generate
a diverse set of recipe concepts from the case base, each of which can then be
used in retrieval. If combined with a compositional adaptation system (such as
[34]) this diversity could have a significant positive impact.

After discarding the portion of the Pareto frontier with a surprise rating
more than 0.3 from the desired level, we are left with a set of valid designs.
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Fig. 2. Plot of the plausibility and surprise evaluations of recipe concepts generated
for our three test queries: the “picky kid”, the “vegetarian” and the “Halal foodie”.

Table 2. Exemplary recipe concepts generated by the problem framing cycle of our
dual-cycle model. For each query the first recipe has the highest plausibility of the
result set, the second is a mix of plausibility and surprise, and the third is the recipe
concept with the closest surprise to the desired level.

Query # Ingredients Plaus Surp

Picky kid 1 Cheese, salt, eggs, butter, milk, black pepper, flour 0.823 0.411

2 Cheese, lemon, water, flour, butter, sugar, salt 0.804 0.237

3 Cheese, salt, vegetable oil, mayonnaise, black
pepper, olive oil

0.764 0.300

Vegetarian 1 Beans, parmesan, garlic, salt, tomatoes, black
pepper, onions

0.756 0.405

2 Beans, salt, eggs, milk, onions, flour 0.735 0.427

3 Beans, water, salt, baking powder, olive oil, flour
sugar

0.655 0.600

Halal foodie 1 Chicken, salt, eggs, butter, icing sugar, flour 0.769 0.749

2 Chicken, vanilla, salt, eggs, butter, milk 0.765 0.981

3 Chicken, lemon, vanilla, salt, eggs, sugar 0.740 0.949

Three exemplars from this set for each query, selected from the two extremes
and the middle of the frontier, are shown in Table 2. Note that the first recipe for
each query appears to be more well-formed than the third, although the latter
best matches the desired surprise. For example, the third recipe for the “picky
kid” query appears to be a collection of flavors without a base protein or starch.

Note that for the “Picky Kid” and “Vegetarian’ queries in Table 2, the gen-
erative first-cycle process was able to exactly match the desired surprise level,
while in the Halal Foodie query it was not. This is caused by the sparsity of
the extreme high-end of the surprise distribution, as there are significantly fewer
combinations of surprising ingredients around the 0.9 required by the query. The
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distribution of surprise levels over all possible feature combinations (of up to
length 3) is approximately Poisson with mean ∼0.29.

4.4.2 The Effectiveness of Dual-Cycle Retrieval. The results from
Sect. 4.4.1 form the dual-cycle model’s input into the second cycle. We take the
recipe concepts from Table 2 and use them as input to the second CBR cycle. For
each of these the closest matching recipe is retrieved and substitution performed.
We collate for each query persona the resultant list of all valid substitutions for
each matched recipe, after removing all recipes that are not within 0.3 of the
desired surprise level. Table 3 shows the best matching recipe for each concept
in Table 2, along with the substitutions made by the second cycle of our system.

Table 3 shows that the dual-cycle model appears to be able to adapt recipes to
increase their surprise while maintaining high plausibility. To put the plausibility

Table 3. Top retrieved and adapted recipe for each of the recipe concepts in Table 2.
Ingredients added during adaptation have been bolded, ingredients substituted during
adaptation are paired with the removed item struck out and the added item bolded.

Query Recipe Plaus Surp

Picky kid Ingredients: {Peanut oil, cheese}, salt, eggs, butter,
milk, black pepper, flour, baking powder, corn
Original recipe: Corn fritters

0.749 0.578

Ingredients: {Nutmeg, cheese}, butter, flour, milk, salt,
{onions, lemon}, sugar Original recipe: Bechamel
sauce

0.805 0.178

Ingredients: Cheese, potatoes, salt, black pepper,
{buttermilk, mayonnaise}, coriander, olive oil
Original recipe: Stuffed baked potatoes

0.563 0.336

Vegetarian Ingredients: {Capsicum, beans}, black pepper,
cornmeal, olive oil, onions, oregano, flour, red wine
vinegar, salt, cheese, parmesan Original recipe:
Mozzarella and red onion pizza

0.698 0.326

Ingredients: {Beef, beans}, flour, egg, butter, wine,
onion, mushrooms, milk Original recipe: Beef
Wellington

0.700 0.569

Ingredients: Beans, basil, eggs, flour, salt, sugar,
{vegetable oil, olive oil}, water, tomatoes, yeast
Original recipe: Tomato-stuffed bread rolls

0.675 0.701

Halal foodie Ingredients: Chicken, butter, flour, eggs, salt, {sugar,
icing sugar}, water, yeast Original recipe: Brioche

0.801 0.749

Ingredients: Chicken, butter, eggs, milk, rice, sugar,
vanilla Original recipe: Rice pudding

0.767 0.981

Ingredients: Chicken, eggs, flour, vanilla, water, sugar,
cornstarch, milk, lemon Original recipe: Pfannkuchen
(German pancakes)

0.622 0.949
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numbers in Table 3 into context, the mean of the case base is 0.68, while the mean
of a random sample of recipe concepts with the same mean number of ingredients
as the case base is only 0.06. It also produced recipes that, on manual inspection,
appear to be appropriately surprising given each query.

The recipe adapted in response to the first generated recipe concept for the
Picky Kid query receives its moderate surprise from combining baking powder,
milk and corn. It also slightly stretches credibility by suggesting that the fritters
can be fried in cheese, a limitation of our knowledge base. The second recipe turns
Bechamel into a sweet sauce with the substitution of lemon for onions and the
addition of sugar, which actually reduced surprise. This reduction was caused by
the remaining ingredients in Bechamel being commonly found in sweeter foods.
In the third Picky Kid recipe the system reduced the surprise by substituting
buttermilk (which is rare in savoury dishes in our case base) for mayonnaise.

In response to the Vegetarian query the system added beans to two bread-
and-tomato based recipes. In the case of the pizza recipe this resulted in less
surprise than desired. In the case of the bread rolls the surprising combination of
yeast and beans resulted in moderately high surprise. The second recipe involved
a straightforward substitution of proteins: beef for beans. The surprise in this
new recipe comes from the milk, which is surprising when combined with wine.

The extreme desired surprise in the Halal Foodie case led, unsurprisingly, to
the most unusual synthesized recipes. The first recipe adds chicken to a brioche
recipe, which can be interpreted either as a slightly unusual bread choice for
a chicken sandwich, or the far more atypical direct addition of chicken to the
bread dough. The chicken and rice pudding (in which vanilla was surprising given
the combination of chicken and rice), as well as the chicken pancakes (in which
chicken was surprising given vanilla), are similarly highly unusual combinations.
This is similar to “chicken and waffles” found in the southern United States.

We now compare the output of the dual-cycle model in Table 3 with the
single-cycle prototype described in Sect. 4.2. This version of our system bypasses
the generation of recipe concepts, using the query as a direct input into the
second CBR cycle. Table 4 shows the top result for each query in this version.

The lower plausibility scores in Table 4 show a potential downside of optimiz-
ing plausibility in our generated recipe concepts. The case base has a fairly high
plausibility variance and a mean of 0.547, with only recipes containing the most
common ingredient combinations having plausibility scores above 0.8. Optimiz-
ing for plausibility has the effect of pushing our generated recipes towards the
combinations most common in the case base. By contrast, combinations which
are uncommon but not surprising (i.e. ingredients which rarely appear but often
appear together) are marginalized. Another issue with our current approach to
modeling the surprisingness of only the most common ingredients (see Sect. 4.1)
is that rhubarb, a key ingredient in the third recipe in Table 4, is missing from
the recipe concept. The recipe parser is aware of the presence of rhubarb in the
recipe, but it cannot be part of a recipe concept.
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Table 4. Top retrieved and adapted recipe for each of the direct queries in the single-
cycle prototype. Formatting as per Table 3.

Query Recipe Plaus Surp

Picky kid Ingredients: Cheese, rice, water, eggs, chillies.
Description: Spanish “souffle” made with
quick-cooking brown rice

0.682 0.062

Vegetarian Ingredients: Beans, water, tomatoes, onion, garlic,
chillies, lemon Description: “French Market” (mixed
bean) soup

0.690 0.114

Halal foodie Ingredients: Chicken, flour, honey, oranges, thyme, oil,
white pepper, worcestershire sauce. Description:
Chicken breast with thyme and rhubarb sauce

0.493 0.190

5 Discussion

In this paper we describe a dual-cycle CBR model for generating objects that are
simultaneously novel, plausible, and fit to the query. The major contribution of
this work over previous approaches is the “problem framing” cycle, which uses
a deep learning algorithm to construct expectations of how attributes relate
within known cases. These expectations are then used to construct a new design
concept that forms the basis for retrieval and adaptation in a second CBR cycle.
The “problem framing” cycle generates the query for the “problem solving”
cycle, which converts the object concept into a completed new case. Queries in
our system can state a desired level of novelty alongside ingredient preferences,
permitting the generation of novel objects that are as new as is needed.

We have developed measures of the surprise and plausibility of newly gener-
ated objects relative to a case base. Surprise is defined as the information content
of the most surprising ingredient combination in the recipe. Plausibility is defined
as the overall likelihood of the whole recipe given the expectation model. These
are combined to assess the concepts that the first CBR cycle generates.

We present our dual-cycle model in the context of Q-chef, a computational
creativity system that invents surprising recipes. The dual-cycle process allows
Q-chef to synthesize its knowledge of the whole case base into a model that
can generate objects that are simultaneously surprising (i.e. novel) and plausible
(i.e. useful), which are key components of creativity [3,10]. The division of the
generation process into two cycles: one of framing, and one of solving, echoes the
division of designing into conceptual and detailed design [35]. Conceptual design,
which is analogous to our problem framing cycle, is the abstract preliminary for-
mulation of the ideas and attributes underlying the design. Detailed design,
which is analogous to our problem solving first cycle, then provides the specifics
necessary to complete the design. Traditional CBR approaches are very effective
at detailed design, leveraging specific knowledge from one or more known designs
to solve specific problems. Our dual-cycle model extends such approaches lever-
aging the case base to construct a new surprising design concept. One notable
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disadvantage of the machine learning approach in the first cycle is that very
large case bases are necessary – we used a corpus of ∼106 recipes.

The results from our Q-chef prototype show that the dual-cycle approach
generates surprising, plausible and fit-to-query recipe concepts. We also show
that these concepts can be used to retrieve and adapt cases to produce recipes
that are also surprising, plausible and fit-to-query. While our adaptation system
is trivial, it demonstrates that the approach is sound, and the second cycle of
our model can be easily replaced with any more sophisticated CBR system. The
queries used to demonstrate this prototype each had only one required ingredient,
as the system tends to produce surprising but homogeneous recipes when given
combinations – further development is needed to preserve result diversity.

In future we plan to validate the surprisingness of generated recipes with
human users. We also hope to expand our recipe concept representation to
include preparatory techniques. We will initially add a single technique to each
ingredient, leading to a representation as a list of (ingredient,technique) pairs,
but eventually explore representing recipes as trees, where leaf nodes are ingredi-
ents and all other nodes are techniques. The primary obstacle to these expansions
is ready access to sufficient labelled data, which we intend to crowdsource.
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Abstract. This paper proposes a new Case-Based Reasoning (CBR)
approach, named Q-CBR, that uses a Qualitative Spatial Reasoning the-
ory to model, retrieve and reuse cases by means of spatial relations. A
qualitative distance and orientation calculus (EOPRA) is used to model
cases using qualitative relations between the objects in a case. A new
retrieval algorithm is proposed that uses the Conceptual Neighborhood
Diagram to compute the similarity measure between a new problem and
the cases in the case base. A reuse algorithm is also introduced that
selects the most similar case and shares it with other agents, based on
their qualitative position. The proposed approach was evaluated on sim-
ulation and on real humanoid robots. Preliminary results suggest that
the proposed approach is faster than using a quantitative model and
other similarity measure such as the Euclidean distance. As a result of
running Q-CBR, the robots obtained a higher average number of goals
than those obtained when running a metric CBR approach.

Keywords: Case-based reasoning · Qualitative spatial reasoning ·
Humanoid robots

1 Introduction

Traditionally, in Case-Based Reasoning (CBR) the spatial representation of a
problem is given by means of a metric coordinate system, whereas the assessment
of case similarity, during the retrieval step, is the main focus. As a result of that,
there is a large number of distinct similarity measurement strategies based on
quantitative distance functions and other metric information [5].

In some domains, however, a metric representation is not the most effec-
tive. For instance, in a humanoid robot domain, where a video camera is the
main source of information, the use of a metric coordinate system to represent
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 170–185, 2016.
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object’s position generates a high error rate. In this context, qualitative relations
between entities can provide a more appropriate representation of the robot’s
environment. From the spatial distance and direction obtained by the sensor,
qualitative spatial regions can be created, allowing reasoning about, and com-
parison of, relations between domain objects, the regions they are located and
their regions of occupancy.

This paper proposes a novel CBR approach using Qualitative Spatial Rea-
soning (QSR) to model cases and to serve as the basis of retrieval and reuse
algorithms. The idea is to model the domains using EOPRA, a QSR approach
that aims the representation of orientation and distance between objects with
respect to the intrinsic direction of the agents [18]. Instead of representing cases
using the Cartesian coordinate system, we use a qualitative orientation and a
qualitative distance representation consisting of 8 qualitative orientation regions
and 6 qualitative distance regions. In this context, the proposed algorithms use
the concept of Conceptual Neighborhood Diagram (CND) [6,11] and a cost func-
tion to compute the similarity measure between the problem and the case base,
to retrieve the most similar case to a given situation and to reuse its solution to
solve the new problem.

The present work was evaluated in the Robot Soccer domain, as defined
by the RoboCup Federation Humanoid League [24]. In this domain, a team of
humanoid robots plays a soccer game against an opponent team. Two types
of experiments were performed: the first was conducted in simulation software,
in which the proposed approach was compared to the quantitative approach
described in [25] and to a reactive approach; and second, experiments were exe-
cuted with real robots where the present work was compared with a reactive
approach. In both experiments, the number of goals scored and the retrieval
time were analyzed.

[25] uses the CBR approach for coordinated action selection in robot soc-
cer domain, using the Cartesian coordinate system to represent the position of
objects in the field. The present work differs from [25] since it discretizes the
world into spatial representation and proposes a faster retrieval algorithm that
can be used in robots with limited processing power. Finally, running the algo-
rithms proposed in this paper, the robots performed a slightly higher average
number of goals when running quantitative CBR approach.

In the remainder of this work we present the CBR and QSR approaches
(Sect. 2), the proposed Qualitative Case-Based Reasoning method (Sect. 3),
results obtained during the retrieval and reuse steps (Sect. 4) and related work
(Sect. 5).

2 Research Background

This section presents the two methodologies that are used in this work, the CBR
and the QSR.
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2.1 Case-Based Reasoning

The essence of Case-Based Reasoning (CBR) [1] can be summarized by means
of two principles of the nature: the real-world regularities (similar problems have
similar solutions) and the tendency to encounter similar problems [14]. Given a
new problem, CBR uses knowledge of previous situations (cases) by finding a
similar past case, and reuses its solution to solve the new problem.

In the robot soccer domain, a case can be defined as a triple [25]:

case = (P,A,K), (1)

where the problem description (P ) corresponds to the situation in which the
case can be used, the solution description (A) is composed by the sequence of
actions that each robot should perform to solve the problem and the case scope
(K) defines the applicability boundaries of the cases. [25] proposed a retrieval
method in which the similarity is evaluated along three important aspects: the
similarity between the problem and the case, the cost of adapting the problem
to the case and the applicability of the solution of the case.

CBR has been used by several researchers in the robotic soccer domain. In
addition to the work of [25], several others can be mentioned: [15] presented
one of the first architectures that includes a deliberative CBR system for soccer
playing agents; [13] presented high-level planning strategies, which included a
CBR system. [17] presented three case-based reasoning prototypes developed for
a team in the RoboCup small size league, in which CBR was used to position
the goalie, select team formations and recognize game states for the team.

More recently, [10] used CBR in a RoboCup soccer-playing agent playing in
the Simulation League, where the agent “builds a case base by observing the
behavior of existing players and determining the spatial configuration of the
objects the existing players pay attention to” and [4] proposed a representation
based on fuzzy histograms of objects and similarity metric based on the Jaccard
Coefficient to compare the histograms. Finally, [2] proposed an architecture to
control more complex soccer behaviors such as dribbling and goal scoring applied
to humanoid multi-robot scenarios.

In some papers, the approaches are analyzed in simulated environments,
under optimal conditions, with an overview of the environment and without con-
sidering robot failures. The present work differs from those cited above mainly
due to four reasons: in our approach (1) the agents have local vision; (2) the
use of QSR approach allows an easy and fast way to retrieve and reuse cases;
(3) even if the qualitative position of an object is different from the true object
region, the retrieval algorithm retrieves the case with the lowest adaptation cost;
and (4) the evaluation of this work was conducted in both, simulated and real
environments.
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2.2 Qualitative Spatial Reasoning

Qualitative Spatial Reasoning (QSR) is a subfield of knowledge representation in
AI that assumes qualitative spatial relations between objects, aiming to model
the human common sense understanding the space [28].

Among the several proposed formalisms in the QSR literature, for the
humanoid robot soccer domain, EOPRAm best describes the positions of objects
from the point of view of a robot. EOPRAm is a formalism that assigns an
intrinsic orientation to the objects and refers to qualitative distance based on
an elevated point from the observer [18]. A granularity parameter m allows the
definition of angular zones used to represent a world discretization. Given the
granularity parameter m, the soccer field is partitioned into 4m regions for each
oriented object.

The distance between objects is defined by means of an elevation above the
2D-plane, representing, for instance, the viewpoint of an human observer and the
way she visually perceives the world. So, the distance between objects is obtained
projecting their elevation onto the 2D-plane [7]. The granularity parameter n for
the distance model also allows a discretization of the world according to the needs
of the application domain, creating 2n sectors.

For each QSR formalism, a specific Conceptual Neighborhood Diagram
(CND) can be defined as a graph that represents a jointly exhaustive and pair-
wise disjoint set of qualitative relations, where the nodes correspond to a relation
between two spatial entities and the edges correspond to a pair of conceptual
neighbors (i.e. there is no other relation from the set that represents the transi-
tion from the pair). [23] have used CND as a tool to compare and measure the
distance between sets of spatial regions and create a similarity matrix. CND can
also be used in qualitative simulations [6]. In this paper, CND is used as a tool
to measure the distance between cases and to retrieve the most similar case.

3 Problem Formulation

This section presents the Qualitative Case-Based Reasoning (Q-CBR) method,
the qualitative spatial modeling for the cases, the CND of EOPRAm and the
description of the use of CND as a tool for similarity measuring, creating a new
retrieval algorithm for CBR.

3.1 Qualitative Approach to Represent Direction and Distance

This work uses EOPRAm to represent the relation between any two objects as a
tuple of orientation and distance. Based on the work of [7,18], we have considered
the viewpoint orientation as being the front of the agent and the granularity
parameter m = 6, creating 24 direction sectors. These direction sectors are
grouped into 8 regions: left, right, front, back, left-front, right-front, left-back and
right-back. Figure 1a shows the direction sectors and regions created. For each of
the front, left, back and right regions is obtained an angular region of 60o and
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Fig. 1. (a) Qualitative direction representation. (b) Qualitative distance representa-
tion.

to the remainder regions, left-front, right-front, left-back and right-back, angular
regions of 30o. We have considered the left, front, right and back regions as being
more important orientation regions than others, so they have an angular region
of 60o.

Regarding the elevated point and distance relations, a granularity parameter
of n = 6 was assumed, creating 12 distance sectors. These distance sectors are
then grouped into 6 categories: at, very close, close, far, very far and farthest.
Figure 1b shows the distance regions created. Based on [18] and in the agent’s
height (0.55 m), the regions were defined as: at refers to an object placed at less
than 0.33 m, very close is to an object placed between 0.33 and 0.66 m, close is
to an object placed between 0.66 and 1.00 m, far is to an object placed between
1.00 and 1.50 m, very far is to an object placed between 1.50 and 3.00 m, and
farthest refers to an object at more than 3.00 m.

Figure 2a presents the qualitative discretization created, in which the ori-
entation and distance has granularity parameter m = 6, named EOPRA6. At
the center of EOPRA6, a region labeled equal corresponds to the agent’s posi-
tion and the position of any object to the agent. Figure 2b presents the CND of
EOPRA6. The nodes describe all qualitative relations and the edges describe
its transformation to another relation.

Now, similarly to the work of [23], it is possible to define a distance function
Dminφ(X1,X2) that takes two spatial relations X1 and X2 and maps them to
the minimum CND (node to node) distance between them. This distance can
be computed using any algorithm to find the shortest path between nodes in a
graph, such as Dijkstra’s algorithm [3]. Using this distance function, a distance
matrix for CND can be created with the minimal CND node-node path distance
between the 49 relations, allowing a quick retrieval during distance calculation1.

1 The distance matrix for EOPRA6 is available at the URL https://goo.gl/photos/
nJ83KngMH6i789xz7.

https://goo.gl/photos/nJ83KngMH6i789xz7
https://goo.gl/photos/nJ83KngMH6i789xz7
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Fig. 2. (a) Qualitative representation for distance and direction. (b) CND of the pro-
posed EOPRA6 representation.

3.2 Qualitative Case Representation

Inspired by the work of [25], a case (C ) is defined as: the problem description
(P) and the solution description (A):

C = (P,A). (2)

The problem description (P ) corresponds to the qualitative spatial relation
descriptions between an agent and the objects in the environment, given by the
qualitative direction and distance to each object, from the agent viewpoint. P
is given by:

P = {R1 : [O1, O2, ...Ou], . . . , Rv : [O1, O2, ...Ou]}, (3)

where v is the number of agents in the problem, u is the number of objects
that each agent can perceive, Ri is the number of the agent and O1, O2, ..., Ou

are the qualitative relations between the object and the current agent (each one
being an orientation and distance tuple). By objects, we mean the ball and other
robots that can be seen by the agent.

As in [25], the solution description (A) describes a sequence of actions each
agent must perform to solve the problem, as shown in expression 4:

A = {R1 : [a11 , a12 , ..., a1p1
], . . . , Rv : [av1 , av2 , ..., avpv

]}. (4)

Differently to [25], the use of the case scope (K) is not necessary to the
qualitative representation of cases, therefore, the qualitative spatial position of
objects in the environment is a region and not a point on the coordinate plane.

3.3 Qualitative Case Retrieval

In general, the retrieval step consists of measuring the similarities between the
new problem and the solved problems stored in the case base. The present work
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uses the distance between objects in the CND to compute the similarity between
the new problem and the cases in the case base. This can be done using the
distance function used to compute the distance matrix presented in Sect. 3.1.
The qualitative distance function is defined as:

DistQ(p, c) =
v∑

i=1

Dminφ(Ri
c, Ri

p) +
u∑

j=1

Dminφ(Oj
c, Oj

p), (5)

where v is the number of robots that take part in the case solution, u is the
number of objects that each agent can perceive, Ri

c the qualitative position of
each robot i in the case and Ri

p its qualitative position in the problem, Oj
c the

qualitative position of each object j in the case and Oj
p its qualitative position

in the problem.
The qualitative similarity function is defined as:

SimQ(p, c) =
CNDMaxDist × (v + u) − DistQ(p, c)

CNDMaxDist × (v + u)
, (6)

where v and u are as defined in the qualitative distance function and
CNDMaxDist is the maximum distance between two objects in the CND. The
result is normalized, so the similarity is bounded between 0 and 1.

The qualitative adaptation cost function is defined as:

CostQ(p, c) =
v∑

i=1

Dminφ(Ri
c, Ri

p), (7)

where v is the number of robots that take part in the case solution and Ri
c the

qualitative position of each robot i in the case and Ri
p its qualitative position

in the problem. The adaptation cost function includes only robots that are of
the same team as the agent, meaning that their position can be controlled (i.e.,
adapted). The adaptation cost is the cost to move the robots of the team to the
position that is described in the most similar candidate case, and it reflects how
much would cost to adapt the position of the robots in the world to the positions
in the most similar candidate case.

Algorithm 1 presents the proposed retrieval method based on CND dis-
tance measure and adaptation cost. In this algorithm, there are two lists:
sim candidates which contains cases that are above a minimum similarity value
(threshold); and the list adapt candidates that is used to compute the adap-
tation cost of the candidate cases, ordered by their cost. Lines 2–11 search for
candidate cases in the entire case base. Line 3 measures the qualitative similar-
ity from problem to case using Eq. 6. In lines 4–5, if a case that is equal to the
problem is found, the function returns it and ends the search. If no case is found
within the similarity range allowed, a pre-defined, reactive case is returned (lines
12–13). Lines 15–20 compute the cost of adaptation of each case that was found
in the previous steps, sort them by the adaptation cost, and return the one with
the lowest adaptation cost (sim value is the second sort criteria). The reactive
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Algorithm 1. Retrieval step using CND similarity measure.
1: function Retrieve(Problem p, Case base CB)
2: for each case c ∈ CB do
3: sim value ← SimQ(p, c)
4: if sim value = 1 then
5: return c
6: else
7: if sim value > Threshold then
8: insert(sim value, c, sim candidates)
9: end if
10: end if
11: end for
12: if empty(sim candidates) then
13: return reactive case
14: end if
15: for each case c ∈ sim candidates do
16: adapt value ← CostQ(p, c)
17: insert(adapt value, c, adapt candidates)
18: end for
19: sort(adapt value, adapt candidates)
20: return first(c, adapt candidates)
21: end function

behavior returns when no similar case is retrieved (lines 12–13); this consists of
a näıve behavior, in which the robot searches for the ball and walks toward it,
aligns itself with respect to the opposing goal and kicks forward.

3.4 Qualitative Case Reuse

The reuse step consists of adapting the position of the robots in the problem
to the qualitative position of the retrieved case. Basically, this step contains
three agents: the coordinator robot (Rcoord), which coordinates the retrieval
and reuse steps, the executor robot (Rexe), a robot that is part of the solution,
and a retrieved robot (Rret), a virtual robot which represents the Rexe’s position
of the retrieved case. The reuse step focuses on calculating how the Rexe can
reach to Rret’s position and the actions it must perform to reach for the position.

So, the Composition Algorithm (CA) of [21] was used to calculate the qual-
itative orientation and distance from Rexe to Rret. The CA uses an extension
of EOPRAm where distance inference is made by a quantitative triangulation
using the law of cosines and direction is inferred by the traditional OPRAm [19]
restricted by quantitative data.

Algorithm 2 presents the proposed reuse method that uses OPRAm compo-
sition restricted by quantitative triangulation [21]. As the retrieved case contains
the qualitative position of the coordinator robot’s point of view, it needs to be
converted to the executor robot’s point of view, that has its own qualitative
relations about the world. The algorithm receives the problem and the retrieved
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Algorithm 2. Reuse step using Composition Algorithm.
1: function Reuse(Problem p, Case c)
2: for each robot r ∈ executorsrobot do
3: adapt pos ← Composition Algorithm(p, c, coord, r)
4: send positions(adapt pos, r)
5: send actionscase(c.A)
6: end for
7: end function

Fig. 3. Example of reuse step using composition algorithm

case and, for each robot that is part of the solution, an adapted position is gen-
erated based on the executor robot’s point of view (line 3). Line 4 shares with
the executor robot the adapted positions and line 5 shares the actions it must
perform to solve the problem.

In order to exemplify the Reuse step using CA, Fig. 3 presents the coordinator
robot’s (Rcoord) point of view about the executor robot’s (Rexe) qualitative
position and the robot’s position on the retrieved case (Rret), and the executor
robot’s point of view about the coordinator robot’s qualitative position. Rcoord

can easily obtain the angle β, so it can calculate the angle α using the law of
cosines. After obtaining α, this angle is discretized according OPRA6 definitions,
representing the Rexe’s qualitative orientation to the Rret position. The Rexe’s
qualitative distance is calculated by Pythagorean theorem and the distance is
discretized according EOPRA6. In Fig. 3: (1) the Rcoord searches for the objects’
position on the environment and finds the Rexe’s position in left,farthest ; (2) it
retrieves a case and selects the most similar case where the robot’s position in
the case is front,very far (Rret); (3) by running the Composition Algorithm, it
calculates the adapted position to the Rexe’s point of view (right-front,farthest)
and shares to it; (4) Rexe executes the movements to reach to Rret’s position
and (5) performs the actions to solve the problem.

4 Experiments and Results

This section presents the experiments and results obtained with the algorithms
introduced in this work applied to the humanoid robot soccer environment. Two
types of experiments are performed: (1) in a simulator, where Q-CBR approach,
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the metric approach of [25] and a reactive agent were compared; (2) in real
humanoids robots, where a comparison between Q-CBR and the reactive agent
was conducted. The experiments in this section aim to analyze which of the
approaches resulted in more goals scored and fewer errors, and to compare the
retrieval time of cases between quantitative and qualitative approaches. The
following subsections present the experiments and the results obtained.

4.1 Simulation Experiments

Simulation experiments were conducted using a software developed with the pur-
pose of enabling the reproduction of experiments and performance comparison of
different algorithms in the literature: the RoboFEI Humanoid Soccer Simulator.
This simulator uses the Cross architecture described in [22], which implements
low-level processes, such as vision, control and communication processes, allow-
ing users to develop and test high-level AI algorithms – as collective strategies
or decision-making processes – in simulation. The simulator also facilitates the
code to be transferred to real robots without the need of many modifications.

The RoboFEI Humanoid Soccer Simulator is an open-source simulator, writ-
ten in Python, which allows the integration with other programming languages
like C and C++. The simulator environment is a football field that follows the
rules of RoboCup Humanoid Kidsize [24], with two robots teams, allowing the
user to develop different strategies for each robot. The simulated experiments
were performed in an Intel NUC i5 with 8GB SDRAM running Ubuntu 14.04
LTS. For reproducibility reasons, the simulator used in this work, along with
the source code of the proposal, are available at the URL http://fei.edu.br/
∼rbianchi/software.html.

Two scenarios were created for the experiments, as shown in Fig. 4. In the
first one (Fig. 4a) the ball and the robot are positioned in the center of the field
and a teammate is positioned to the left and in the middle of the field. There
are also three opponents positioned as defenders and a goalkeeper. In the second
scenario (Fig. 4b), the ball, the robot and one teammate are positioned in the
attacking field and four opponent robots are positioned similarly to scenario #1.

In both scenarios we used a centralized case base, in which the robot closest
to the ball assumes the position of coordinator, being responsible for the retrieval
process (in qualitative and quantitative approaches) and for the coordination of
collective actions in the reuse process. The coordinator robot transmits wire-
lessly the adapted positions and actions that the robots must perform, which
are received and executed by the other robots, called executors.

In order to perform the experiments, two case bases were created and pop-
ulated: (1) a quantitative case base: with 20 real cases and 180 random cases,
with random positions and three actions for each robot, and (2) a qualitative case
base: with the same 200 cases represented as qualitative relations. The 20 hand-
coded cases represent specific positions of the robots and the actions each robot
must performs to solve a problem, such as a setplay. In the reactive approach,
only reactive actions were implemented, in which the robot looks for the ball,

http://fei.edu.br/~rbianchi/software.html
http://fei.edu.br/~rbianchi/software.html
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Fig. 4. (a) Simulated scenario #1. (b) Simulated scenario #2.

Table 1. Results of simulation experiments (mean and standard deviation for 40 trials
of 10min).

Scn. Method Goals T-value Near misses T-value Errors T-value

#1 CBR 2.58 ± 1.18 1.63 (90%) 2.45 ± 1.22 7.72 (99%) 2.93 ± 1.23 5.39 (99%)

Q-CBR 2.98 ± 1.01 0.73 ± 0.71 1.58 ± 0.99

Reactive 0.33 ± 0.52 - 2.08 ± 1.15 - 3.88 ± 1.54 -

#2 CBR 2.55 ± 1.53 1.69 (95%) 2.65 ± 1.24 2.43 (99%) 2.78 ± 1.06 4.92 (99%)

Q-CBR 3.10 ± 1.37 2.03 ± 1.06 1.73 ± 0.84

Reactive 0.48 ± 0.71 - 1.78 ± 1.06 - 3.53 ± 2.09 -

walks toward it, aligns and kicks the ball, with completely uncoordinated behav-
ior. Although the world discretization presented in Sect. 3.1 defines 8 qualitative
regions of direction, during the experiments, only 7 qualitative regions were used
due to the RoboCup rules that define the mechanism to pan the camera limited
to ±135◦, discarding the region named as back.

For comparison purposes, 40 trials of 10 min were performed for each scenario
and for each algorithm tested. In each trial, we considered the number of goals
obtained, the number of near misses and the number of errors (for example,
when the robots cannot find the ball or the sequence of coordinated actions do
not result in a goal). Table 1 shows the results obtained for each of the algo-
rithms tested. Q-CBR obtained a slightly higher average number of goals when
compared to the metric algorithm. Both Q-CBR and the metric algorithm out-
perform the reactive agent in the scenarios considered. Student’s t-test [20] was
applied in each scenario and the results indicate that the Q-CBR is statistically
better in most cases (with a certainty of at least 99 %).

Another advantage of using Q-CBR is the case retrieval time. The results
presented in Table 2 show that Q-CBR is about 3 times faster than the met-
ric algorithm, and it allows the implementation in humanoid robots with lim-
ited processing power and hardware. The improvement in the retrieval time
is due to the strategy for the qualitative similarity measurement, as shown in
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Table 2. Performance of the CBR and Q-CBR retrieval step (Time in seconds, aver-
aged over 40 trials; absolute t-value and confidence interval (in %)).

Scenario Method Retrieval (seconds) T-value

#1 CBR 0.0218 ± 0.0042 19.902 (99%)

Q-CBR 0.0076 ± 0.0017

#2 CBR 0.0228 ± 0.0040 22.746 (99%)

Q-CBR 0.0075 ± 0.0014

algorithm 1. Student’s t-test was also used in order to compare the computa-
tional performance of Q-CBR to the metric algorithm and the results (Table 2)
indicate that the Q-CBR is statistically better than the quantitative CBR with
a certainty of at least 99 %.

4.2 Experiments with Real Robots

The use of qualitative relations to represent spatial positions for real humanoid
robots is an advantage of Q-CBR. In this domain, the robots do not know the
global position of the agents in the field because, unlike other domains, the robot
uses the camera as its primary recognition sensor. Thus, the qualitative spatial
representation of the robots and the ball position becomes an easy way to model,
retrieve and reuse cases in the case base.

These experiments were conducted with two humanoid robots based on the
Darwin-OP robot, adapted to use a computer with the same configuration of
the simulation experiments. The scenario was similar to the scenario #2 in sim-
ulation experiments, with the same case base. Using the same implementation
of the qualitative and reactive approaches in the simulator, the implementation
on real robots did not require many changes, so only the Vision and the Control
modules of the Cross Architecture were changed. Thus, the robots were able to
recognize the ball and other robots, communicate with each other and perform
basic tasks like walking, turning, kicking and passing.

The experiments consist of 5 trials of 10 min and, as in the previous experi-
ments, the average number of goals, the number of near misses and the number
of errors were considered. Table 3 presents the results of Q-CBR and the Reac-
tive algorithm. Experiments were not conducted with the metric CBR algorithm
due to the fact that, in contrast to the Simulator, coordinates of the robots and

Table 3. Results with real robots experiments (mean and standard deviation for 5
trials of 10min).

Method Goals Near misses Errors

Q-CBR 1.20 ± 0.75 2.00 ± 1.41 2.80 ± 1.16

Reactive 0.40 ± 0.49 1.16 ± 1.16 2.60 ± 1.02
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the ball in the field are not given in the real-robot scenario. The average retrieval
time is similar to the simulation (about 0.0076 s), although the number of goals
scored could be higher with the improvement of some aspects of the robot, such
as the control of walk, kick or pass. Student’s t-test was used again in order to
compare the performance of the proposed approach with the reactive algorithm.
In this experiment, the Q-CBR is statistically better for scored goals than the
reactive approach with a certainty of at least 95 %.

5 Related Work

Several CBR work can be found in the literature using cases with qualitative
representation but with no relation to QSR approaches. For instance, [8] present
an algorithm to integrate spatial relations into CBR, extracting the similarity
coefficient of cases and problem and matching each other with respect to some
characteristic. The work of [16] proposes a CBR algorithm based on qualitative
causality. The work reported in this paper uses QSR approach to represent the
objects’ position and it retrieves the most similar case based on a CND. So, the
neighborhood diagram allows us to define the distance between relations and to
calculate an adapted position to the agent.

On the other hand, the work of [12] uses temporal reasoning and CBR, where
the cases are represented as temporal graphs and the retrieval step is performed
matching the graphs and creating a similarity degree. [9] propose an approach
for adaptation of spatial and temporal cases during the reuse step of CBR, where
the similarity between two scenarios is measured based on the distance between
the considered relations. It differs from our retrieval proposal since we compare
each qualitative position of the objects in cases with the objects in the problem,
retrieving the cases that have the minimal cost of adaptation among the cases
that have the most similar CND to the CND of the problem.

The work of [29,30] applied the Star Calculus to represent the qualitative
direction between entities on the RoboCup Soccer Keepaway [27]. In another
environment, [26] applied QSR to games, where the objects’ position were mod-
eled as qualitative spatial relations. The results of these papers show that the use
of QSR is an interesting way to generalize the objects’ position representation.
Our work uses EOPRA and compares its retrieval time to a metric algorithm.
We also perform experiments on real robots, with limited view of the environ-
ment.

6 Conclusion

This work showed that by modeling cases in a CBR system as qualitative spatial
relations and using the CND similarity and cost functions as similarity measure,
we have obtained a faster and easier way to retrieve a case, with a better per-
formance than using a more traditional, metric, model.

In some domains, the use of qualitative representation is more appropri-
ate than using quantitative values. The humanoid robot soccer is one of these
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domains, as the robots cannot obtain a precise position of the objects in the
field.

Aiming to analyze the proposed method, we performed the initial experi-
ments in a simulated environment with a small case base, using two distinct
scenarios. We also ran our proposal in real humanoid robots. The results show
that the proposed method increases the number of scored goals and decreases
the average time spent to retrieve a case. In all experiments, the algorithm
introduced in this paper (Q-CBR) has been about 3 times faster than the met-
ric algorithm tested, allowing to execute the Q-CBR in robots with a limited
processing power and limited hardware.

As future work, we propose to implement the complete Q-CBR cycle and
analyze the results of the revision and retention processes. We also propose to
implement Q-CBR as a multi-agent system, where each robot has its own case
base and cooperates with the other team members to define which case would
better solve the problem. The planning process of our Cross architecture will also
be extended with motion planning, allowing the robots to move to an adapted
position in an optimal trajectory, for instance.
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Abstract. Acquiring knowledge for case adaptation is a classic challenge
for case-based reasoning (CBR). To provide CBR systems with adap-
tation knowledge, machine learning methods have been developed for
automatically generating adaptation rules. An influential approach uses
the case difference heuristic (CDH) to generate rules by comparing pairs
of cases in the case base. The CDH method has been studied for case-
based prediction of numeric values (regression) from inputs with primar-
ily numeric features, and has proven effective in that context. However,
previous work has not attempted to apply the CDH method to classifica-
tion tasks, to generate rules for adapting categorical solutions. This paper
introduces an approach to applying the CDH to cases with categorical
features and target values, based on the generalized case value difference
heuristic (GCVDH). It also proposes a classification method using ensem-
bles of GCVDH-generated rules, ensemble of adaptations for classification
(EAC), an extension to our previous work on ensembles of adaptations for
regression (EAR). It reports on an evaluation comparing the accuracy of
EAC to three baseline methods on four standard domains, as well as com-
paring EAC to an ablation relying on single adaptation rules, and assesses
the effect of training/test size on accuracy. Results are encouraging for the
effectiveness of the GCVDH approach and for the value of applying ensem-
bles of learned adaptation rules for classification.

Keywords: Case adaptation learning · Case difference heuristic · Clas-
sification · Value difference metric

1 Introduction

The difficulty of acquiring case adaptation knowledge is a well-known challenge
for case-based reasoning. In response, much research has focused on methods
for learning adaptation knowledge. A popular approach is to learn adaptation
rules from cases in the case base. The case difference heuristic (CDH) method,
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A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 186–202, 2016.
DOI: 10.1007/978-3-319-47096-2 13



Ensemble of Adaptations for Classification 187

first proposed by Hanney and Keane [4], generates adaptation rules by com-
paring pairs of stored cases. Given two stored cases, it computes the difference
between the problems the two cases solve and between their two solutions. It
ascribes the difference between the solutions to the difference between the two
problems, and formulates a rule capturing that the observed difference in prob-
lem descriptions between an input query and source case would require adapting
the source solution to achieve the corresponding solution difference. That rule is
then applied whenever an input problem and the problem part of a retrieved case
have a similar difference. The CDH approach has been applied to many regres-
sion tasks (i.e., prediction tasks with numeric target values) (e.g., [8,13,14]).
Some difference-based approaches have also been applied to adaptation for for
structured cases (e.g., [1,16]).

Existing CDH regression methods have focused on domains with primarily
numeric problem descriptions, and have relied on a very simple approach—exact
matching—for categorical features. To apply CDH-based adaptation rule learn-
ing to classification, for which problem features are often categorical, methods
are needed for comparing the categorical features in problem descriptions. Such
methods are also needed for adaptation rule selection.

The paper makes two primary contributions. First, it extends the case differ-
ence heuristic approach by proposing the Generalized Case Difference Heuristic
(GCDH), a version of the case difference heuristic for domains in which problem
and solution descriptions can include both categorical and numeric feature/target
values. To alleviate the need for knowledge acquisition, the GCDH determines
differences using the heterogeneous value difference metric, a knowledge-light
method which we define based on the classic value distance metric [20]. The GCDH
approach enables applying the case difference heuristic to domains with categor-
ical feature values and to classification tasks, without the overhead required for
knowledge-rich categorical similarity metrics (e.g., such as an external ontology
or thesaurus). Second, it investigates the benefit of combining adaptation rule
learning for classification with the use of ensembles of adaptation rules. The ratio-
nale for applying ensemble methods is to exploit the availability of many auto-
matically generated adaptation rules, to neutralize the unavoidable inaccuracies
of automatic adaptation rule generation. Our ensemble method, Ensembles of
Adaptations for Classification (EAC), extends our previous work on Ensembles of
Adaptations for Regression (EAR) to develop an ensemble method for predicting
categorical target values using the Generalized Case Difference Heuristic.

To assess the first contribution, the paper presents an evaluation of a specific
instantiation of the Generalized Case Difference Heuristic approach, which we
call GCDH1, in a standard CBR context, in which solutions are adapted using
a single automatically-generated adaptation rule. To assess the second, it evalu-
ates EAC1, a specific version of EAC. Results show improvement in estimation
accuracy for EAC over other methods in the test domains. The evaluation also
assesses the comparative data requirements of the methods, examining the effect
of different training to test data size ratios on classification accuracy. Results
support that EAC1 generally provides better performance improvement with
additional training data, compared to baseline methods.
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The paper begins by discussing related work. It then discusses the roles of
a categorical distance measure in CDH adaptation for categorical features, and
describes the Generalized Case Difference Heuristic approach. It then defines our
case value difference heuristic metric, describes the EAC approach, and presents
evaluations.

2 Related Work

Much CBR research studies learning case adaptation knowledge for case-based
regression, but not for classification (knowledge-light classification methods have
tended to rely simply on kNN and majority voting to generate new solutions).
Here we briefly illustrate some adaptation learning approaches for regression and
then focus specifically on methods using the case difference heuristic.

Patterson et al. [17] present a method for learning adaptations by training
a linear regression method on the differences between the top nearest neighbors
of an input query. Specifically, the top nearest neighbors are used to build a
generalized case whose differences with the input query are used in training the
linear regression model. Policastro et al. [18] propose an adaptation learning
method based on training a set of regression learners for estimating the initial
solutions and adjusting/combining their values. They use a multi-layer neural
network, an M5 regression tree, and a support vector machine both for generating
the initial estimations and combining them. Craw et al. [3], Jarmulak et al. [11],
and Wiratunga et al. [22] propose acquiring adaptation knowledge from a case
base by partitioning it to smaller subsets called probe cases. The top k similar
cases to each probe case are retrieved and a set of adaptation rules generated,
each addressing the differences in an individual input feature between the pairs
of cases considered. Resulting rules are filtered to retain rules expected to have
above average accuracy.

Most relevant to this paper are difference-based methods, often based on
the Case Difference Heuristic [4]. As discussed, the CDH generates adaptation
rules by comparing pairs of cases in the case base. Based on the differences in
their problem descriptions, it forms the antecedent of the new rule; based on
differences in their solutions, it forms the consequent of the new rule. As a very
simple example, consider the task domain of predicting apartment rental price.
If two cases record apartments whose descriptions differ only in that one has an
additional bedroom, and their rates differ by $200, a rule might be generated
to add $200 per month to the estimated rent when an input apartment has one
bedroom more than the retrieved apartment case. (Many other rules could be
generated as well; the example is simply an illustration.)

McSherry [14] introduces a difference-based rule learning method that, given
an input problem, generates rules by retrieving a stored case that differs from
the input in a single feature, called the distinguishing attribute, and generates an
adaptation by retrieving a pair of cases also differing only in that attribute, from
which the difference is used to generate a rule addressing that specific difference.
When multiple rules must be applied, to address multiple differences, the final
solution is generated by averaging the individual rules’ proposed adjustments.
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McDonnell and Cunningham [13] extend the case difference heuristic by taking
into account how variations in feature values and the values of other features of
a case affect the solution. Their method generates adaptation rules by comparing
the input query to the top k neighbors whose gradient is similar to the selected
source case, where gradient is approximated by using local linear regression.

Jalali and Leake [8,10] introduce EAR, a family of methods for learning
and applying adaptation rules for regression. EAR combines adaptation rule
learning, using a case difference approach, with the use of rule ensembles to
perform adaptations. Different EAR variants can be generated based on choices
for source case selection and rule generation. EAR has been extended to consider
the role of context [6] and adaptation rule confidence [9] in the rule retrieval
process, as well as adapted to use methods for big data platforms for scaleup [5].

3 Generalizing the Case Difference Heuristic

3.1 Motivations

The case difference heuristic approach has proven effective for a range of
regression tasks. The knowledge-light nature of the case difference heuristic
makes it more desirable than knowledge-intensive alternatives when generating
knowledge-based adaptation rules would be time-consuming or costly. However,
prior CDH research does not provide a comprehensive solution for domains with
categorical input features, instead relying on simple exact matching for categor-
ical features, and has not attempted to apply the CDH to classification.

The Need for Finer-Grained Treatment of Categorical Features During Rule Gen-
eration: To develop rules that appropriately reflect categorical features, the CDH
requires methods beyond exact match for comparing categorical features. For
example, in an automobile price estimation domain, car body condition might
be described by a categorical input feature, with values such as poor, fair, good,
and excellent. If the system relies on exact matching for determining the sim-
ilarity of categorical features, an automobile with poor body condition will be
considered equally similar to two other automobiles with (respectively) fair and
excellent condition (assuming other features are identical), even though the dif-
ference between poor and excellent is intuitively greater than between poor and
fair, requiring generation of a rule effecting a bigger price adjustment.

The Need for Finer-Grained Treatment of Categorical Features During Rule
Selection: Richer categorical feature similarity judgments are equally impor-
tant for selecting adaptation rules to apply. Suppose that a system is adapting
the price estimate from a retrieved case for a car in excellent condition to apply
to a car in good condition, and two adaptation rules are available, neither of
which is an exact match:

Rule1: If input body condition is poor and the retrieved case’s body condition
is excellent, then adapt the retrieved case’s price by subtracting $5000.
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Rule2: If input body condition is fair and the retrieved case’s body condition
is excellent, then adapt price by subtracting $3000.

Intuitively rule2 is more appropriate to address the differences between the input
query and the retrieved case compared to rule1, and should be selected.

3.2 The Generalized Case Difference Heuristic Approach

The Generalized Case Difference Heuristic (GCDH) approach extends the CDH
to handle categorical features and target values. This section describes the basic
approach; the following section describes the distance metric applied in the spe-
cific instantiation we call GCDH1. The distance metric compares is applied in
comparisons at two points: When two cases are compared to generate adaptation
rules, and when the difference between a source and target case is compared to
the differences encoded by adaptation rules, in order to select the most applicable
rule.

GCDH Rule Representation: Following other case difference heuristic research,
we assume that input problem descriptions are represented as feature vectors,
with the differences between problems represented as vectors of component-wise
differences. However, it is not always possible to define a full ordering on cate-
gories, enabling them to be compared out of context. An important difference
between the case difference heuristic and GCDH is that, to provide the needed
context in domains with categorical target values, the GCDH rule selection
process also considers the target value of the source case to adapt. Consequently,
GCDH considers the target value of the source cases for rule generation, to filter
out irrelevant adaptations in the rule selection process. Equation 1 shows the
generic format of rules generated by GCDH where each pair of cases is turned
into a single rule:

(Δf1 , ...,Δfk) ⇒ Δt (1)

In Eq. 1, f1, ..., fk, and t represent the input and target features in the underlying
domain respectively, and Δx represents the distance between the given pair of
values for feature x, if x is numeric, and the ordered pair of given values of feature
x (e.g. (ti, tj)) if x is a categorical feature. For numeric features, distance may be
calculated by subtraction, percent difference, or any other function appropriate
to the domain.

GCDH Rule Selection and Application: For GCDH, as for the standard case
difference heuristic approach, adaptation rules are considered relevant if the dif-
ference between the input problem and problem of the source case is similar to
the difference captured in the antecedent of the generated adaptation rule. Given
an input problem as described above, and a retrieved source case c1 with t1 as
its target value, GCDH filters rules by target value, only considering rules in the
rule base generated to adapt the same target value, i.e., rules with consequents
of the form (t1, ti), where ti is any arbitrary value. After the rule filtering step,
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the distance/similarity between different components (i.e. input feature differ-
ences) of two adaptation rules generated by GCDH can be measured by the
same method used for case retrieval. This enables ranking the remaining rules
according to their (e.g., Euclidean) distance to the pair of the source case and
input query.

An Illustration: The following example illustrates the GCDH’s rule selection
and rule application process for a classification task (the steps for the specific
GCDH1 instantiation are illustrated in Fig. 1). The example concerns a highly
simplified credit approval domain, with the input query a customer with a high
school diploma, and the source case the case of a customer with master’s degree
whose credit request was approved. We assume that the system’s adaptation
rules are:

Rule1: If input education degree is bachelor and the retrieved case’s education
degree is diploma, then adapt the retrieved case’s outcome from approve to
reject.

Rule2: If input education degree is less than high school and the retrieved case’s
education degree is diploma, then the case’s outcome remains reject.

Rule3: If input education degree is bachelor and the retrieved case’s education
degree is master, then the case’s outcome remains approve.

During rule selection, GCDH only considers rules generated to adapt the
same categorical target value as in the source case. Consequently, in this case,
only rules whose consequent starts with “approve” are considered, leaving rules 1
and 3. These remaining rules are ranked according to their distance to the pair of
source case and the input query. Assuming that the problem similarity/distance
measure considers the pair (master, diploma) (generated from problem descrip-
tion part of source case and input query) to be more similar to rule1’s pair
(bachelor, diploma) than to rule3’s pair (bachelor, master), the most similar
rule to the differences between the source case and the input query will be rule1.
When the value of the source case is adjusted by applying rule1, then adapted
decision is “reject”.

3.3 Instantiating GCDH Using the Case Value Difference Heuristic
Metric

Different methods of measuring the distance between categorical features’ values
provide different instantiations of GCDH. For example, distances could be based
on a semantic similarity measure (e.g. [19]) or an external ontology or thesaurus.
Here we apply a probabilistic method, the Value Difference Metric VDM, [20],
which calculates the distance between values “a” and “b” of the categorical
feature f by:

vdmf (a, b) ≡
C∑

c=1

| Nf,a,c

Nf,a
− Nf,b,c

Nf,b
| (2)
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where Nf , a is the number of cases that have value “a” for feature f , Nf,a,c is the
number of cases that have value “a” for feature f and target value “c”, and C
is the number of distinct target classes in the domain. To extend this approach
with the ability also to handle numeric features, we use Wilson and Martinez’s
Heterogeneous Value Difference Metric (HVDM) [21], which applies the VDM
for categorical features and calculates differences between numeric features by:

difff (a, b) ≡ | a − b |
4σf

(3)

where σf is the standard deviation of feature “f”. If the values of feature “f”
follow a normal distribution then the expectation is that 95 % of them fall within
a 4δ distance range of each other.

We define the Case Value Distance Heuristic Metric, CVDHM, as the metric
that calculates the difference between values “a” and “b” of feature f as follows
(the feature difference is limited to 1 to eliminate extreme changes for outlier
values):

CV DHMf (a, b) ≡

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1, if a or b is unknown

1, if f is categorical and

a or b is not observed in the training data

vdmf (a, b), if f is categorical

min(1, difff (a, b)), if f is numeric

(4)

We then define GCDH1 as the instantiation of GCDH that uses Case Value
Distance Heuristic Metric for both case and rule retrieval. Case retrieval using
Heterogeneous Value Difference Metric is examined by Wilson and Martinez [21];
in this paper we discuss the rule retrieval process only.

As described by Eq. 1, the generic form of GCDH1 rules is a vector of rule
differences Δx, where Δx is a numeric value for numeric features and is a pair of
categorical values for categorical features, whose distance to other pairs of cat-
egorical values in other rules is calculated using CVDHM, with Heterogeneous
Value Difference Metric trained on the rule base to determine the VDM values.
After training, CVDHM can use the results to find the distance between indi-
vidual features of two adaptation rules by their Minkowski distance as follows:

ruledifff (r1, r2) ≡ (
n∑

i=1

| CV DHMi(r1,i, r2,i) |p) 1
p (5)

where n is the number of features, and r1,i, r2,i are the values of the ith feature
of rules r1 and r2 respectively. As previously mentioned, r1,i and r2,i will be
numeric values for numeric features and will be pairs of categorical values for
categorical features. p is a real value that is greater or equal to 1. For GCDH1
p is set to 2, for Euclidean distance. GCDH1 applies rulediff to rule retrieval,
to select the rule most applicable to adapting a source case to an input query.
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It treats the pair (input query, source case) as determining the antecedent of an
adaptation rule with no consequent, and uses rulediff to select the adaptation
rule with the most similar antecedent.

4 Ensemble of Adaptations for Classification

Ensemble of Adaptations for Classification is an extension to Ensemble of Adap-
tations for Regression (EAR) [8,10], applying the EAR approach to domains
including categorical features in problem descriptions and target values. EAR
combines automatic generation of adaptation rules with adaptation by ensembles
of adaptations. EAR was developed to exploit the ability of CDH to generate
many adaptation rules by applying rule ensembles, and experiments supported
EAR’s ability to outperform baselines.

EAR can apply a range of approaches for selecting the source cases to adapt
to a new problem, as well as for selecting the cases from which adaptations will be
generated. EAC supports the same range of approaches for source case selection
and adaptation rule generation, summarized briefly below and described in detail
by Jalali and Leake [10]. EAC must also include approaches for selecting cases
for training HVDM.

Selecting Source Cases and Cases for Training HVDM: Selecting source cases
to adapt in EAC is very similar to EAR [8,10]. As for EAR, EAC can be applied
with any of the following three alternatives for selecting a source case or cases
to adapt:

1. Nearest: choosing the most similar case to the input query
2. Local: choosing the top k nearest neighbors to the input query
3. Global: using all cases in the case base.

However, EAC differs from EAR in using Heterogeneous Value Difference
Metric as the metric for determining the nearest neighbors to the input query.
Because Heterogeneous Value Difference Metric must learn the distance between
categorical feature values, a training process must be defined as well. For such
training, EAC uses all cases in the case base. Note that because this training can
be done offline, this exhaustive training is feasible for moderate size case bases.
Efficiency could be increased by using subsets of the case base to train Heteroge-
neous Value Difference Metric for source case selection, and is a potential topic
for future work (see Sect. 6).

Selecting Cases for Rule Generation: As for selecting source cases to adapt,
various criteria could be applied to select the pairs of cases from which adapta-
tion rules are generated. The strategies can be described by how each element
in a rule generation pair is selected. For example, one strategy is to select a
local case—a case in the same neighborhood as the source case—and generate a
rule from it and one of its local neighbors. Another is to select a global case—
from anywhere in the case base—and generate a rule by comparing that case to
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one of its local neighbors. The local-global choices give rise to three strategies:
1- Local cases - Local neighbors; 2- Global cases - Local neighbors; 3- Global
cases - Global cases. Note that with alternative 1, Local cases - Local neighbors,
EAC enables on demand generation of adaptations: adaptations do not necessar-
ily need to be generated in advance and the system can learn them as needed for
specific queries. Once cases for generating rules are selected, rules are generated
according to Eq. 1. As mentioned, Δx represents the distance between the given
pair of values for feature x, if x is numeric, and the ordered pair of given values
of feature x (e.g. (ti, tj)) if x is a categorical feature. Rules are generated with-
out applying any retention or generalization mechanism. Details can be found
in Jalali and Leake [7].

Selecting Cases for Training HVDM for Rule Features: After adaptation rules
have been generated, another round of HVDM training is required to learn the
distance between the pairs of categorical feature values in the adaptation rules,
to use in the rule retrieval step. Again, there are three options:

1. Local cases - Local neighbors: training HVDM based on the local neighbor-
hood of the input query

2. Global cases - Local neighbors: training HVDM based on the local neighbor-
hoods of cases throughout the case base

3. Global cases - Global cases: training HVDM on all pairs of cases in the case
base.

By combining the above alternatives for selecting cases to generate adap-
tations, and the alternatives for training HVDM, nine different methods could
be generated for rule generation and retrieval in EAC. When source case selec-
tion methods are combined with these nine alternatives, there are 27 possible
variations of EAC.

4.1 Estimating the Target Value with EAC

Algorithm 1 summarizes EAC’s value estimation process. CaseHVDM input con-
tains the categorical value distances for every symbolic feature (this can be
calculated in advance and reused for processing any incoming query), Neigh-
borhoodSelector and RankRules are the case and rule retrieval methods respec-
tively. HVDMRuleTrain is one of the three alternatives for learning the distance
between pair of values of categorical features in the case base, and FilterRules
filters out the non-applicable rules from the set of generated rules by removing
those whose first element of the consequent pair does not match the value of the
selected source case. MajorityRuleVote returns the majority value of the second
element of the consequent pair of the retrieved rules and MajorityVote returns
the majority of the adjusted source cases’ values.
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Algorithm 1. EAC’s basic algorithm
Input:
Q: query
n: number of source cases to adapt to solve query
r: number of rules to be applied per source case
CB: case base
CaseHV DM : categorical value similarities
Output: Estimated solution value for Q

CasesToAdapt ← NeighborhoodSelector(Q,n,CB,CaseHV DM)
RuleHV DM ← HVDMRuleTrain(Q, CB)
NewRules: ← RuleGenerator(Q,CasesToAdapt,CB)
for c in CasesToAdapt do

ApplicableRules ← Filter(NewRules)
RankedRules ← RankRules(ApplicableRules,c,Q,RuleHV DM)
SolutionEstimate(c) ← MajorityRuleVote(RankedRules, c, r)

end for
return MajorityVote(∪c∈CasesToAdaptSolutionEstimate(c))

4.2 EAC1: An Instantiation of EAC

As described, EAC offers a wide range of customizations, ranging from methods
for source case selection and selecting cases, to building adaptation rules, and
to the choice of similarity measure used for categorical feature values and train-
ing the similarity measure used. In this section we introduce EAC1, a specific
instantiation of EAC which we will use as the basis for evaluation.

The choice of source case selection used by EAC1 is “Local,” meaning that
EAC1 uses the top k nearest neighbors of the input query to build its estima-
tions. GCDH1 is used as the underlying method for learning and selecting adap-
tations (without applying any retention or generalization mechanism). EAC1
uses CVDHM to retrieve these top nearest neighbors and trains HVDM on all
cases in the case base as discussed in Sect. 4. Adaptation rules are learned by
applying the “Global cases - Local neighbors” approach in EAC1 and for adap-
tation rule similarity, HVDM is trained on “Global cases - Local neighbors” as
well.

Figure 1 illustrates EAC1’s process. EAC1 first trains HVDM to learn the
distance between categorical feature values. Next, it uses CVDHM (which uses
the HVDM results) to select cases from which adaptation rules will be generated.
It also uses CVDHM to find the source cases (nearest neighbors of the input
query). After generating the adaptation rules, EAC1 trains a new instance of
HVDM on the rule base to learn the distance between pairs of pairs of categorical
values. The newly trained HVDM along with the differences between the input
query and the source cases are used by CVDHM to select the rules that should be
applied. The value of each source case will be adapted by applying an ensemble
of adaptation rules and the final estimation will be generated by combining the
adjusted values of source cases using majority voting.



196 V. Jalali et al.

Fig. 1. Illustration of the generic process of EAC1

5 Experiments

We hypothesize that the GCDH, in conjunction with a general-purpose,
knowledge-light distance metric, is sufficient to enable more accurate case-based
classification than standard classification baselines, and that the ensemble-based
approach of EAC will improve accuracy compared to base line of kNN and EAC1.
Our experiments address these through the following questions:

1. Comparative accuracy: How does classification accuracy of EAC1 compare to
the accuracy of standard classification methods Random Forest, Naive Bayes,
and kNN?

2. Effect of applying ensembles of adaptations: How does classification accuracy
of EAC1, which applies an ensemble of adaptation rules, compare to the
accuracy of an ablated version for which only one adaptation is applied per
source case?

3. Effectiveness exploiting training: How does the ratio of training to test data
affect the performance of EAC1 compared to other alternative classification
methods?

5.1 Experimental Design

We implemented EAC1 using Spark MLlib [15], Apache Spark’s scalable machine
learning library. Spark MLlib provides a set of built in classification methods,
grid search for tuning the model parameters and cross validation for assessing
the performance of the tested methods. The accuracy experiments measure the
accuracy in five classification domains from UCI repository [12]:

1. Balance Scale: Predict whether scale will tip right, left, or stay balanced
2. Qualitative Bankruptcy: Predict bankruptcy or non-bankruptcy from quali-

tative parameters from experts
3. Car Evaluation: Predict the acceptability of an automobile (unaccepted,

accepted, good, and very good)
4. Credit Approval: Predict whether a credit card application will be approved



Ensemble of Adaptations for Classification 197

Table 1. Characteristics of the test domains

Domain # categorical # numeric # cases # unique combination # unique

name features features of categorical features solutions

Balance 4 0 625 625 3

Bankruptcy 6 0 250 729 2

Car 6 0 1728 1728 4

Credit 9 6 653 54432 2

We refer to these domains respectively as Balance, Bankruptcy, Car, and Credit.
Balance, Bankruptcy, and Car have only categorical features; Credit has a mix
of categorical and numeric features. We note that in some cases, categorical
features could have been ordered and converted to numerical ranges. However, to
test the method’s performance as a knowledge-light method without additional
knowledge, no ordering information was provided to the system. Because the
credit approval data includes no human-comprehensible values, for that domain
only knowledge-light symbolic methods can be applied. Data were cleaned by
removing cases from each domain with unknown feature values (EAC can be
applied to cases with unknown feature values by combining it with existing
methods for handling missing feature values (e.g., [2])). Balance, Bankruptcy
and Car had no missing values, but cleaning changed the number of Credit cases
from 690 to 653.

The experiments compare the percent accuracy of EAC1 and three baseline
classification methods: Random Forest (RF), Naive Bayes (NB), and kNN. The
tests used Apache Spark implementations of Random Forrest and Naive Bayes.1

The kNN version used, which we designate kNN-HVDM is an implementation
of k Nearest Neighbors with HVDM used as the underlying similarity measure.
kNN-HVDM and EAC1 are both implemented using Spark MLlib; where kNN-
HVDM is a special case of EAC1 in which no adaptation rule is applied. EAC1
and our implementation of kNN consequently extend the ClassificationModel
class in Spark MLlib. In addition, we implemented EAC1-a, an ablated version
of EAC1 using single adaptations rather than ensemble of adaptations. EAC1-
a’s tuning is exactly the same as EAC1’s except that the number of tested
adaptations is always one.

We used grid search to tune the parameters using ten fold cross validation on
the training data. Unless mentioned otherwise we split the data sets into 70 %
training and 30 % test data. Table 2 summarizes the parameters tuned for each
classifier and their candidate values. All experimental results are averages over
100 runs.

1 RandomForestClassifier and NaiveBayes from the org.apache.spark.ml.classification
package.
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Table 2. Parameters and their corresponding values used to tune each classifier

Method name parameters values

RF [# trees, max depth, impurity] [[2, 5, 10, 20, 100], [2, 4, 6, 8],
[entropy, gini]]

NB [lambda] [1.0]

kNN-HVDM [# source cases] [1, 2, 3, 5, 10]

EAC1 [# source cases, # rules to apply,
# neighbor cases for rule learning]

[[1, 2, 3, 5, 10], [1, 2, 3, 5, 10],
[5, 10, 20]]

Table 3. Estimation error of EAC1, kNN-HVDM, RF, and NB methods in four sample
domains

Domain name EAC1 RF kNN-HVDM NB

Balance 15.98% 16.76 % 25.26 % 44.51 %

Bankruptcy 1.35% 2.05 % 3.43 % 13.51 %

Car 3.95% 6.25 % 6.50 % 30.71 %

Credit 15.64% 17.10 % 18.11 % 30.81 %

5.2 Experimental Results

Q1: Comparative Accuracy. To compare the performance of EAC1 with
other classification methods we conducted experiments on the four sample
domains from Sect. 5.1. Table 3 shows the performance of each method.

In all domains, EAC1 achieves the best accuracy. Random Forest achieves
second best performance in all domains. EAC1 shows 5 %, 34 %, 37 %, and 8 %
decreases in estimation error over Random Forest in the Balance, Bankruptcy,
Car, and Credit domains respectively.

EAC1 shows 37 %, 60 %, 38 %, and 14 % improvement in decreasing estima-
tion error over kNN-HVDM in Balance, Bankruptcy, Car, and Credit domains
respectively. For domains with only categorical features (i.e. all domains except
Credit), we note EAC1’s gain over kNN-HVDM is higher when curse of dimen-
sionality seems to be more severe (we assessed dimensionality by dividing the
number of cases in a domain by the number of unique combinations of the input
features; both values are shown in Table 1). For Balance and Car domains, on
average there is one case per n-dimensional unit of the problem specification
space while this number decreases to 0.3 for Bankruptcy domain. However, the
possible effect of dimensionality needs more investigation before a general con-
clusion will be possible.

Q2: Effect of Applying Ensembles of Adaptations. In order to assess the
effect of using ensembles of adaptations, we implemented an ablated version of
EAC1 named EAC1-a, which always applies a single adaptation to adjust the
source case values. Note that EAC1-a only limits the number of adaptations
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Fig. 2. Percentage of improvement of EAC1 and EAC1-a compared to kNN-HVDM

Fig. 3. Percentage of improvement of EAC1, RF, and kNN-HVDM over NB at different
ratios of training size to the case base size in the car evaluation domain

to be applied per source case and not the number of source cases to be used in
building the solution. Figure 2 depicts the percentage decrease in estimation error
for EAC1 and EAC1-a over kNN-HVDM. In all test domains EAC1 outperforms
EAC1-a. For the Car domain applying a single adaptation (EAC1-a), rather than
an ensemble of adaptations (EAC1), results in average accuracy slightly lower
than that of kNN-HVDM, which uses no adaptations. Also, as seen in the results
for Question 1, EAC1-a’s best results compared to kNN-HVDM are achieved
in the Bankruptcy domain. In this case even applying a single adaptation can
improve the estimation accuracy by a large margin, and the use of ensembles
has little effect. We conjecture that this may reflect greater uniformity in the
rules generated for the Bankruptcy domain, but more study is needed.

Q3: The Effect of Test/Train Ratio on EAC Performance Fig. 3 shows
the percentage of improvement of EAC1, kNN-HVDM, and RF over NB in the
car evaluation domain for different ratios of training vs test data size. As the
training versus test size ratio increases, EAC1 best benefits from the training
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data, with kNN-HVDM second, but fairly close to Random Forest. For smaller
sizes of training set, Random Forest can outperform EAC1 (when training size
ratio is 10 % and 30 %). Trends in other domains were similar.

6 Conclusions and Future Research

This paper addressed the problem of automatic adaptation rule learning for
cases with categorical features and for classification tasks. It introduced the
Generalized Case Difference Heuristic approach, an extension to the case dif-
ference heuristic approach, that enables learning and applying adaptation rules
in domains with categorical input features and target values. It also introduced
Ensemble of Adaptations for Classification, a generic approach to predicting cat-
egorical target values that works by applying an ensemble of GDHC adaptations
to adjust classifications.

To instantiate and test the GCDH approach, we introduced GCDH1, a spe-
cific instantiation using a difference metric based on the heterogeneous value
difference metric, and EAC1, an instantiation of EAC using that GCDH1. Exper-
iments conducted on five test domains showed promising improvement in esti-
mation accuracy of EAC1 compared to other alternative classification methods.
Likewise, they showed the benefits of EAC1 compared to an ablated version
of EAC1 that used single adaptation rules. These results support the feasibil-
ity of automatically generating adaptations for classification tasks, as well as for
value of including adaptation in case-based classification. Likewise, they support
the benefit of the ensemble-based adaptation approach, which can leverage the
availability of multiple adaptation rules to provide more reliable results.

Possible extensions include exploring how categorical similarity measures
other than HVDM affect performance and examining the effects of additional
alternatives for the 27 possible variations of EAC. Because EAC involves addi-
tional processing costs compared to traditional methods, are also interested in
employing the same ideas we developed in BEAR [5] for increased scalability of
EAC for large case bases. As part of this goal, we intend to introduce Locality
Sensitive Hashing methods tailored for domains with categorical input features
and target values.
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ECCBR 2004. LNCS (LNAI), vol. 3155, pp. 62–76. Springer, Heidelberg (2004).
doi:10.1007/978-3-540-28631-8 6

3. Craw, S., Jarmulak, J., Rowe, R.: Learning and applying case-based adaptation
knowledge. In: Aha, D.W., Watson, I. (eds.) ICCBR 2001. LNCS (LNAI), vol.
2080, pp. 131–145. Springer, Heidelberg (2001). doi:10.1007/3-540-44593-5 10

http://dx.doi.org/10.1007/978-3-642-02998-1_6
http://dx.doi.org/10.1007/978-3-540-28631-8_6
http://dx.doi.org/10.1007/3-540-44593-5_10


Ensemble of Adaptations for Classification 201

4. Hanney, K., Keane, M.T.: Learning adaptation rules from a case-base. In: Smith,
I., Faltings, B. (eds.) EWCBR 1996. LNCS, vol. 1168, pp. 179–192. Springer,
Heidelberg (1996). doi:10.1007/BFb0020610

5. Jalali, V., Leake, D.: CBR meets big data: a case study of large-scale adap-
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LNCS (LNAI), vol. 7969, pp. 188–202. Springer, Heidelberg (2013). doi:10.1007/
978-3-642-39056-2 14

9. Jalali, V., Leake, D.: On deriving adaptation rule confidence from the rule genera-
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Abstract. Online judges are online systems that test programs in pro-
gramming contests and practice sessions. They tend to become big prob-
lem live archives, with hundreds, or even thousands, of problems. This
wide problem statement availability becomes a challenge for new users
who want to choose the next problem to solve depending on their knowl-
edge. This is due to the fact that online judges usually lack of meta
information about the problems and the users do not express their own
preferences either. Nevertheless, online judges collect a rich information
about which problems have been attempted, and solved, by which users.
In this paper we consider all this information as a social network, and use
social network analysis techniques for creating similarity metrics between
problems that can be then used for recommendation.

1 Introduction

Online judges are online systems that test programs in programming contests
and practice sessions. They are able to compile and execute the code sent by
users and deliver a verdict regarding its correctness according to the problem
statement. Usually, execution time and memory consumption are restricted in
order to force the users to look for efficient solutions. Examples of such systems
are the UVa Online Judge (https://uva.onlinejudge.org) and Codeforces (http://
codeforces.com/), to mention just two of them.

These systems are usually used for training on-site programming contests
such as ACM-ICPC International Collegiate Programming Contest. Some of
them are not mere problem archives with automatic judges, but they also hold
on-line contests that coincide with the publication of new problems. This way,
users may practice with fresh problems and their final standing is reflected in
different rankings managed by the system.

Moreover, most of them can even emulate past online and on-site contests for
those users that could not participate on them. The user manifests his intention
of joining to a past contest and the system starts a virtual contest for him.
System displays problem statements and a ranking where the real submissions
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sent by the user are merged with submissions that were made by participants in
the original contest.

For that reason, online judges are valuable resources for expert users who
want to increase their performance on competitive programming. Unfortunately,
these systems pay little or no attention to newbies who are not biased by pro-
gramming contests but just want to practice algorithms or data structures. Usu-
ally they are overwhelmed by the great amount of problems in the archive and
they have no idea about which one should try to solve next. The main reason
is that online judges do not usually have any recommendation mechanism that
guide those users. However, when they have one, they usually use the Global
Ranking Method that just recommend the problem with more correct solutions
in the system that the user has not resolved yet.

Having a recommender system on online judges is not easy, though. The users
hardly ever rate problems, they do not express their preferences on their profiles
and the information about the problem is nonexistent or, at most, they are just
tagged with the programming concepts that should be used in their solutions.

This paper introduces a technique to incorporate recommendation methods
into these online judges. In order to do that, we characterize the user-problem
interaction (which users have solved which problems) as an implicit social net-
work. Then, we apply Social Network Analysis (SNA) techniques to extract
information about the problems that will be used for a recommendation. In par-
ticular, we suggest the use of similarity-based link prediction techniques over the
implicit user-problem interaction network to predict new links that may be seen
as problem recommendation to users.

The experimental evaluation uses Acepta el reto1 (Spanish translation of Take
on the challenge) as dataset, an online judge developed by some of the authors.
Our evaluation will point out that using link prediction similarity-based methods
we are able to build recommender systems whose performance is comparable to
those based on classical recommendation methods without the need of additional
knowledge about the content recommended.

The reminder of this work runs as follows. Next section describes our online
judge used as dataset. It is followed by the description of how to characterize the
user interaction of online judges as a social network. Section 4 describes the link
prediction problem and enumerates the similarity metrics that we have used in
our recommendation algorithms. Section 5 describes the experimental setup and
the evaluation results. Then the related work is present (Sect. 6) and finally a
section with conclusions and future work closes this work.

2 Acepta el reto Online Judge

Acepta el reto (ACR) is an online judge created by two of the authors in 2014.
It focuses on Spanish students, who find hard to use other judges (with English
statements) because of the language barrier. Problems are tagged according to

1 https://www.aceptaelreto.com (Spanish only).

https://www.aceptaelreto.com


Similarity Metrics from Social Network Analysis 205

the programming concepts needed to solve them, the kind of data structures
required and some other aspects.

Users select the next problem to confront with and then try to solve it sub-
mitting code solutions in one of the accepted languages (currently C, C++ and
Java). The system compiles the source code and runs it against many test cases
whose solutions are known by the judge. The output generated by the submitted
solution is compared with the official solution and a verdict is provided.

From the system point of view, a submission can be seen as a tuple
(d, p, u, c, v) where d is the submission date, p and u are the problem and user
respectively, c is the source code sent by the user, and v is the verdict emitted
by the judge. As in many other online judges, the verdicts and their meanings
are the following:

AC (Accepted): The solution sent was correct because it produces the right
answer and it did not exceed the time and memory usage thresholds.

PE (Presentation Error): The solution was almost correct, though it failed to
write the output in the exact required format (having an excess of blanks or
line endings, for example).

CE (Compile Error): The solution did not compile.
WA (Wrong Answer): The program failed to write the correct answer for one or

more test cases.
RTE (Runtime Error): The program crashed during the execution (because of

segmentation fault, floating point exception...).
TLE (Time Limit Exceeded): The execution took too much time and was can-

celled.
MLE (Memory Limit Exceeded): The solution consumed too much memory and

was aborted.
OLE (Output Limit Exceeded): The program tried to write too much information.

This usually occurs if it goes into an infinite loop.

Generally, users suffering a negative verdict try to fix their code and they
resubmit it. It is not unusual to receive resubmissions of users making changes to
their accepted code, in order to improve their ranking position creating optimized
code. It could happen that those assumed improvements lead into a negative
verdict. Nevertheless, from the system point of view, the user will have the
problem still accepted, despite the non-AC verdict in his last submission.

We carried out an exploratory analysis of the ACR database in order to
familiarize with the data contained in it and to find relevant information for our
recommendation purposes. Although ACR system do allow all these resubmis-
sions described above with no restrictions, for the sake of simplicity we filter the
submissions in order to make easier to model the relationship between users and
problems. After all, from a user’s point of view, a problem can be:

– Unattempted : the user did not submit any solution to that problem yet.
– Attempted : the user submitted one or more solutions to the problem, but all

of them were invalid.
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– Solved : the user submitted one ore more solutions to the problem, and at least
one of them was judged as Accepted.

Note that the solutions evaluated as Presentation Error are closed to be
correct, usually just deleting extra blanks at the end of the lines. Although a
bad token separator can ruin, for example, a network protocol, this is not the
case for the kind of problems that online judges focus on. At the same time, we
have found that 90 % of the users obtaining a PE adapt their solutions and get
an AC verdict. Instead of categorizing the other 10 % as users that did not solve
the problem yet, we considered PE and AC as synonyms in our analysis.

At the time of this writing (April 2016), ACR has more than 3,000 regis-
tered users, 241 problems and more than 68,000 submissions (including resub-
missions). During the exploratory analysis, initially we group together runtime
errors (RTE) and all the verdicts related to limits exceeded (TLE, MLE and
OLE). Later, we ignore the repeated attempts made by the users in order to
get their solution accepted and therefore removed all the submission prior their
AC. In those cases where a user finally gives up the problem without having
their solutions accepted, we just keep their last attempt. The final number of
submissions considered in the data analysis drops from the original 68,000 to
13,863.

Figure 1 shows the number of submissions per month after the filtering since
the ACR deployment. The high number of submissions in March 2014-2016 is
due to a local contest organized by the authors on that months. The online
judge contains the problems of past editions and contestants use the judge for
training purposes. Figure 2 shows the cumulative number of submissions. It is

Fig. 1. Submissions in Acepta el reto online judge between 2014/02 and 2016/04, cat-
egorized by verdict.
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Fig. 2. Cumulative number of submissions in Acepta el reto online judge between
2014/02 and 2016/04, categorized by verdict.

worth noting that June 2015 was the point where the judge reached the midpoint
of the number of submission that it currently has. As we will see later, this point
in time will be chosen as the split timestamp in our evaluation.

3 User Interactions as a Social Network

A social network is a group of individuals or entities that are related to
each other, traditionally represented as a graph. In an online judge system,
user-problem interactions can be abstracted and represented into a user-problem
non-weighted bipartite network G, where nodes belong exclusively to one
of two disjoint sets, the problem-set P = {p1, . . . , pm} or the user-set
U = {u1, . . . , un}. Therefore, we define an adjacency matrix A = {aij}, where
aij = 1, if the user ui attempted to solve (or correctly solved, depending on the
use of the matrix) the problem pj .

The network representation allows us to analyse the user-problem interac-
tions that occurred in the online judge system using the methods and metrics
defined by the Social Network Analysis field [3]. Link prediction is a technique
used in social network analysis that aims to predict new links that might be
formed between nodes in a future time or to predict missed links in the current
network [7]. Then, problem recommendation in an online judge system can be
viewed as a link prediction problem: given a graph that represents the implicit
user interactions with the problems, how can we predict a link between a user
and a problems?

Instead of using a bipartite graph we will define a non-bipartite graph where
the user-problem interactions will be transformed into implicit relationships
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Fig. 3. Illustration (from Wikipedia) of a bipartite network (a), as well as its X pro-
jection (b) and Y projection (c)

among problems. To do that we employ a mechanism called network projec-
tion, a process that aims to transform a bipartite graph into a non-bipartite
one. This transformation is depicted in Fig. 3.

We employ a network projection in order to create a Problem-projection
graph, a network containing only Problem nodes where two nodes are connected
if they have at least one common user that attempted to solve (or solved, depend-
ing on the matrix) both problems. To avoid losing information from the original
network about user interactions we use a simple weighting method where an edge
(pi, pj) is weighted with the number of different users that attempted to solve
both pi and pj problems. This way, the problem recommendation task can be
reformulated as: given the problems resolved by a user, how can we predict a link
between these problems and future interesting problems?. Our proposal consists
on reusing the metrics employed by similarity-based link prediction methods for
recommending purposes, as we will describe in next section.

4 Link Prediction and Similarity Metrics

Link prediction algorithms are a family of graph-based algorithms that aims to
predict new links that might be formed between nodes in a future time or to
predict missed links in the current network [7]. The alternative approaches to
predict these links are the following [12]:

– Similarity-based methods, which compute the proximity or similarity between
pairs of unconnected nodes in order to predict new links.

– Learning-based methods, which use machine learning algorithms to classify
non-connected pair of nodes as positive or negative potential links.

Similarity metrics employed in the former approach can be also classified
into:

– Node-based metrics, which compute the similarity using node attributes.
– Neighbour-based metrics, which compute the similarity using each node neigh-

bourhood.
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– Path-based metrics, which do not only use node neighbours but also the paths
between two nodes.

– Random walk-based metrics, which use transition probabilities from a node to
its neighbours and to non-connected nodes in order to simulate social interac-
tions.

We will focus on similarity-based methods and we will employ a variation of
these metrics in order to calculate a similarity score that expresses how similar
two problems are in the graph according to the users’ interactions with these
problems. These scores will be employed in the recommendation process for
suggesting similar problems to the ones that a user successfully solved.

These metrics must be considered as a score for a pair of nodes (x, y) instead
of a classic similarity metric because, in general, the value performed by these
metrics does not lie in [0,1] range.

For clarity of the descriptions of the similarity metrics, we give some notation:

– N(x) represents the neighbours of node x.
– |N(x)| represents the number of neighbours (or node degree) of node x.
– WD(x) represents the weighted node degree of node x, which means the sum

of the weights in the edges directly connected with node x.
– Axy represents the weight of the edge that links node x and node y; in our

context this weight expresses the number of users that have resolved both
problem x and y.

Most of these metrics are detailed in [5,12] and some of them are defined in
two different flavours: unweighted and weighted metrics [8].

Using this notation, now we can describe the similarity metrics used in our
study.

Edge Weight. This simple metric measures the similarity between two nodes
as the weight of the edge that links them. Two problems are more similar if there
are more users that solved both of them. No connection between two nodes is
represented by Axy = 0.

EW (x, y) = Axy (1)

Although an unweighted version of this metric exists (Axy = 1 if the edge
exists; 0 otherwise), we have not used it because it cannot be employed as a
similarity metric.

Common Neighbours. This metric measures the similarity between two nodes
as the number of neighbours they have in common. The rationale behind this
metric is that the greater the intersection of the neighbour sets of any two nodes,
the greater the chance of future association between them.

CN(x, y) = |N(x) ∩ N(y)| (2)
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Its weighted version is defined as:

WCN(x, y) =
∑

z∈N(x)∩N(y)

Axz + Ayz (3)

Jaccard Neighbours. This is an improvement of CN(x, y) as it measures the
number of common neighbours of x and y compared with the number of total
neighbours of x and y.

JN(x, y) =
|N(x) ∩ N(y)|
|N(x) ∪ N(y)| (4)

This metric does not have an equivalent weighted metric.

Adar/Adamic. This metric considers to evaluate the likelihood that a node
x is linked to a node y as the sum of the number of neighbours they have in
common. This metric also measures the intersection of neighbour-sets of two
nodes in the graph, but emphasizing in the smaller overlap.

AA(x, y) =
∑

z∈N(x)∩N(y)

1
log|N(z)| (5)

Its weighted version is defined as:

WAA(x, y) =
∑

z∈N(x)∩N(y)

Axz + Ayz

log(1 + WD(z))
(6)

Preferential Attachment. This metric is based on the consideration that
nodes create links, with higher probability, with those nodes that already have
a larger number of links. The similarity between nodes x and y is calculated as
the product of the degree of the nodes x and y, so the higher the degree of both
nodes, the higher is the similarity between them. This metric has the drawback
of leading to high similarity values for highly connected nodes to the detriment
of the less connected ones in the network.

PA(x, y) = |N(x)| · |N(y)| (7)

The weighted version is an improvement of the previous one, where the edge
weights are taken into account when computing the degree of nodes x and y.

WPA(x, y) = WD(x) · WD(y) (8)

5 Experimental Setup and Evaluation Results

In this section we evaluate the performance of the previous similarity metrics
to recommend new problems to the ACR users in comparison with a classical
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recommendation method. ACR users cannot rate the problems so we cannot use
collaborative filtering methods. Instead, the problems are catalogued into differ-
ent problem categories represented by labels. A problem can belongs to several
categories (or is defined by more than one label). Apart from just watching
what other users are submitting, these programming categories are the only tool
available to the ACR users to select new problems. For this reason, our baseline
recommendation method will be a content-based recommender that uses Jaccard
as similarity metric. We name this metric as Jaccard Label :

JL(x, y) =
|L(x) ∩ L(y)|
|L(x) ∪ L(y)| (9)

where L(x) and L(y) are the set of labels or problem categories that problems
x and y belongs to, respectively.

The first step to perform the evaluation was to select a particular timestamp t
to split the database of submissions into two sets for training and evaluation. The
former set contained the submissions made before time t and was used to create
the graph of problems and compute the different similarity metrics described
above. The latter set contained the submissions made after time t and was used
to evaluate their performance in the context of a k Nearest Neighbour (k-NN)
recommender. The timestamp selected to split the database was 2015/06/30,
when ACR approximately reached the midpoint of the current number of sub-
missions.

Using the submissions made before time t we built a projection graph where
nodes represent problems, edges between nodes represent that at least one user
achieved an accepted (AC) or a presentation error (PE) verdict in both problems,
and edge weights correspond to the number of users that achieved AC or PE in
both problems. The graph had 169 nodes2 and 14,041 edges, which corresponds
to an edge density of 98.9 %. This high level of density can be explained because
there are a few very active ACR users that have resolved a lot of problems. In
fact, if we filter the edges with weight < 5, i.e. we only connect problems solved
simultaneously by at least 5 users, the number of edges drops to 6,343 and a
density of 45.17 %. In the following experiments we will use this last filtered
graph, shown in Fig. 4.

From the projection graph, we computed the different similarity measures
between problems detailed in Sect. 4 and used a k-NN recommender to generate
a ranked list of problems for each user. Then, we compared the list of recommen-
dations with the problems each user actually attempted to solve after timestap
t using the following standard evaluation metrics:

– Precision, Recall and F-Score in top k recommendations [9].
– At least one hit (1-hit): ratio of recommendations in which at least one rec-

ommended problem was attempted by the user. It corresponds to the metric
Success@k with a success condition of guessing right at least one problem.

2 Although at the time of this writing ACR has 241 problems, it only had 169 at
time t.
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Fig. 4. Problem-problem graph. Edges with weight < 5 are filtered. Node size is pro-
portional to the node weighted degree and edges are coloured with a gradient from
yellow to red, with edges with more weight in red colour. (Color figure online)

– Mean Reciprocal Rank (MRR): it evaluates the quality of a ranked list of
recommendations based on the position of the first correct item [11]. Since we
only provide one list of recommendations per user, the MRR can be computed
as follows:

MRR =
1

ranki

where ranki is the position of the first correct item.

It is important to note that all those metrics require that the users interact
with the system after the time t: we cannot evaluate a recommendation to a
user if that user does not submit any problem after that. Although ACR had
1,733 registered users at time t, many of them showed a transience behaviour,
working with the online judge during 3–4 months and then leaving the system.
For our analysis, we filtered the users in order to consider only those ones who
have solved at least 5 different problems before the timestamp t and submitted
at least 5 different problems after t (no matter the status that they achieved).
Only 37 users fulfilled these constraints.

Table 1 summarizes the results of the evaluation using k = 3 and computing
the average values for all those users. We can extract some interesting conclusions
from these results. First, the Precision, 1-hit and MRR values of Jaccard Labels
are not as good as we had anticipated, which reflects that most of the users do
not use the programming categories to choose the next problem to solve.



Similarity Metrics from Social Network Analysis 213

Table 1. Evaluation of the different similarity metrics with k = 3.

Similarity Precision Recall F-Score 1-hit MRR

Jaccard Labels (JL) 0.1982 0.0267 0.0429 0.4054 0.4414

Jaccard Neighbours (JN) 0.1171 0.0111 0.0190 0.2432 0.3873

Common Neighbours (CN) 0.1081 0.0104 0.0177 0.2162 0.3626

Adar/Adamic (AA) 0.1081 0.0104 0.0177 0.2162 0.3626

Preferential Attachment (PA) 0.1171 0.0118 0.0200 0.2432 0.3738

Edge Weights (EW) 0.3153 0.0447 0.0731 0.5676 0.5540

Weighted Common Neighbours (WCN) 0.1351 0.0132 0.0225 0.2703 0.3986

Weighted Adar/Adamic (WAA) 0.1261 0.0128 0.0218 0.2703 0.3986

Weighted Preferential Attachment (WPA) 0.1171 0.0121 0.0205 0.2432 0.3738

Moreover, all the other similarities, except Edge Weights, obtain very simi-
lar results and are comparable to Jaccard Labels. Unsurprisingly the weighted
versions of the similarities seem to work better that the ones without weights
because they can take advantage of the extra domain information. Finally Edge
Weights is the clear winner in the comparison and dominates all the other sim-
ilarities in every evaluation metric. Edge Weights obtains a precision value of
31.53 %, 1-hit of 56.76 % and MRR of 55.40 % recommending only 3 problems
to the user, quite far from the next best similarity metric.

Recall (and therefore F-Score) values are really small, but this fact can be
explained because we compare a list of 3 recommendations with all the problems
the user attempted to solve after 2015/06/30. For example, if we increase the
number of recommendations to k = 50 the recall of Edge Weights increases signif-
icantly to 47.55 %. However, we think that it does not make sense to recommend
so many problems in a system like ACR. Our intuition is that 3–5 problems is a
good number of recommendations, but we will have to implement and evaluate
the recommender module in ACR in order to prove these hypotheses.

Finally, Fig. 5 shows the evolution of the precision, 1-hit and MRR metrics
when we increase the number of recommendations (parameter k) from 1 to 10.
For the sake of simplicity, we have removed the non-weighted similarity metrics
CN, AA and PA from the figure because they always achieve worse results than
the weighted versions WCN, WAA and WPA. As we expected, the precision
and MRR values decrease slowly because the last recommended problems are
usually not as good as the first ones (their similarity is smaller). The trade off
between the quality of recommendations and the number of choices available to
the users is not easy to decide, and we will have to perform some tests with real
users to adjust it. On the other hand, the probability of guessing right at least
one problem increases as we make more recommendations. For every value of k,
Edge Weights dominates all the other similarities.
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Fig. 5. Precision, 1-HIT and MRR evolution when we increase the number of recom-
mended problems.

6 Related Work

Most of the recommendation systems, like collaborative filtering, content-based
or case-based recommenders, try to recommend items similar to those a user has
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liked in the past [10]. Similarity is therefore one of the most important metrics
in these systems. The process of recommending items to users can be considered
as a link prediction problem in the user-item bipartite networks [2]. For these
reason, link prediction has been widely applied in recommender systems.

As we detailed in Sect. 4, similarity-based methods employ different similarity
metrics in order to predict new links. Liben-Nowell and Kleinberg [5] systemat-
ically compared some neighbour, path and random walk based node similarity
indices for link prediction problem in co-authorship networks. These algorithms
have been also applied in the user-product bipartite graphs in recommender sys-
tems and its performance has been evaluated with a Flickr dataset, outperform-
ing collaborative filtering methods in some cases [2]. The work in [4] also proposes
bipartite graph-based algorithms to analyse user-item interactions in order to
alleviate the data sparsity problem in collaborative filtering recommenders. They
compare CN, JN, AA, PA and two path-based similarity metrics using a book
sales dataset and the results show that both path-based and neighbour-based
approaches can significantly outperform the standard user-based and item-based
algorithms.

Most of the studies on link prediction focused on unweighted networks but
ignored the naturally existed link weights. Proximity between nodes can be esti-
mated better by using both graph proximity measures and the weights of exist-
ing links. The work in [8] proposed a simple way to extend similarity metrics for
binary networks to weighted metrics. However, the latter performed even worse
in several real networks, opposed to our experimental results. For this reason
they introduced a free parameter to control the relative contributions of weak
ties to the similarity measure. The experimental study highlighted that the con-
tributions of weak ties can enhance the prediction accuracy in some networks,
suggesting that weak ties are not as weak as their weights show.

Other research works transform bipartite graphs into non-bipartite graphs
using projections. Our work projects the graph and weigh the edges in a straight-
forward way using the number of users that resolved a pair of problems. However,
this is not the only way to weigh the edges. The work in [13] details a two-step
weighting method and a recommendation algorithm that outperforms classical
collaborative filtering algorithms in Movielens dataset.

Finally, several works aggregate similarity based methods with another
approaches in order to enhance the recommendation. [1] proposes an hybrid
similarity measure that combines network similarity with node profile similarity.
Profile similarity compares personal data stored in the profile items associated
with two social network users, in a different manner as our Jaccard-Label met-
ric works. Other works describe alternative link prediction methods based on
social theory based metrics that enhance well-known neighbour-based metrics
with node centrality measures like betweenness, closeness or node degree [6].

7 Conclusions and Future Work

Online judges contain hundreds or thousands of problems to be solved by myriads
of users. Unfortunately, these systems usually lack of recommenders, so users are



216 G. Jimenez-Diaz et al.

on their own in the challenging task of choosing the next problem to solve. Some
online judges, as ACR, have the problems categorized with labels, but we have
shown that users seem to ignore them.

Incorporating a recommender is not easy. Online judge users are not used to
rate problems, and even in the case they do it, rating would be too dependent
on the user knowledge. A point in favour of online judges is that they collect
many information about users and problem interactions and this information
cannot be dismissed. In this paper, we have considered those user-problem rela-
tionships as a social network, and used social network analysis techniques, such
as the similarity-based link prediction, for creating similarity metrics between
problems. These metrics have become the base for our desired recommender.

We have used different similarity metrics and we have compared them with
what the users are currently doing in ACR. The analysis has shown that the edge
weight metric provides the best results. However, this similarity metric relies on
the existence of an edge between two problem nodes and it is not feasible in
order to find new relationships between nodes.

The research trend in the link prediction problem is growing and the number
of measures and methods employed in this field increases quickly. New simi-
larity measures and approaches should be incorporated and evaluated in our
recommendation problem in order to achieve better results.

Nevertheless, this work only describes some theoretical recommendation
results. The recommender has not been used by real users yet so we plan to
incorporate it into the system and carry out A/B evaluations with users in order
to test if these results are aligned with reality.
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Abstract. This paper deals with analogical transfer in the framework of
the representation language RDFS. The application of analogical transfer
to case-based reasoning consists in reusing the problem-solution depen-
dency to the context of the target problem; thus it is a general approach
to adaptation. RDFS is a representation language that is a standard of
the semantic Web; it is based on RDF, a graphical representation of data,
completed by an entailment relation. A dependency is therefore repre-
sented as a graph representing complex links between a problem and a
solution, and analogical transfer uses, in particular, RDFS entailment.
This research work is applied (and inspired from) the issue of cocktail
name adaptation: given a cocktail and a way this cocktail is adapted by
changing its ingredient list, how can the cocktail name be modified?

Keywords: Adaptation · Analogical transfer · RDFS · Cocktail name
adaptation

1 Introduction

This paper presents an approach to analogical transfer in RDFS, with an appli-
cation to cocktail name adaptation.

Adaptation is a research issue of case-based reasoning (CBR [11]) that has
received some attention during the last years in the CBR community (see,
e.g., [2,7,9]). In particular, this has been an issue for the competitors of the
Computer Cooking Contests (CCCs). Such a CCC competitor is meant to answer
cooking query problems, such as Q = “I want a dessert with pear but without
orange”, using a recipe book as a case base. Taaable is one of these competi-
tors [4]. In Taaable, several adaptation issues have been tackled:

– Adaptation of ingredients stating, e.g., that the substitution apple � pear
(consisting in replacing apples with pears) applied to an apple pie recipe gives
an answer to the query Q;
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– Adaptation of quantities (e.g., modifying the mass of granulated sugar in the
recipe);

– Adaptation of the preparation: add, remove and/or re-order the preparation
steps when needed.

These three adaptation issues have been addressed thanks to the principle of
revision-based adaptation, i.e., adaptation based on belief revision [3] (the first
one has also been addressed using other techniques).

In the 2014 edition of the CCC, the jury has suggested the issue of adapting
recipe names. The CookingCAKE system [10] has addressed this challenge for
the CCC-2015, using a few rules.1 The application motivation of this paper is
to address this issue for Taaable, with a recipe base restricted to cocktails.

Unlike the other adaptation issues addressed in Taaable, revision-based
adaptation has not appeared as a useful guideline for adapting cocktail names.
Indeed, revision-based adaptation can be understood as modifying the source case
so that it becomes consistent with the target problem, given the domain knowl-
edge, and, for many examples, the inconsistency of a cocktail name wrt a cocktail
recipe was—at least—difficult to capture. By contrast, analogical transfer (AT)
has appeared as a useful guideline for this issue. In works about AT, graph-based
representations, such as semantic networks [12], are often used. RDFS is such a
representation formalism and is the standard of the semantic Web that has been
chosen for this work. Actually, it is also used by Tuuurbine, which is a generic
retrieval engine that is used in Taaable [5]. If some adaptation strategies pro-
posed in this paper are domain-dependent, it is hoped that other ones cover a
broader range of applications, yet this work contributes to adaptation and, more
specifically, to AT, in the representation framework of RDFS.

The paper starts with preliminaries recalling notions related to AT and to
RDFS (Sect. 2), and describes its application issue (Sect. 3). Then, it follows the
steps of the study. First, a collection of cocktail name adaptations has been gath-
ered; Sect. 4 describes this gathering and gives a few representative examples.
These adaptations have been analyzed in details and Sect. 5 exemplifies such an
analysis. From that, several approaches to cocktail name adaptation are proposed
that cover the majority of the examples (Sect. 6). This work is discussed after-
wards (Sect. 7). Section 8 concludes and presents some directions for future work.

2 Preliminaries

2.1 Adaptation by Analogical Transfer

A case in a particular application is a chunk of experience that is frequently
represented by a problem pb and a solution sol(pb) of pb, where the notions
1 For instance, the adjective "cheesy" is added to the recipe name if the adapted
recipe of a sandwich contains some cheese. This is not a published material, though.
In the paper [10], the accent is put on other issues. The authors wish to thank
Gilbert Müller and Ralph Bergmann for having given them some hints about the
recipe adaptation in CookingCAKE.
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Fig. 1. Notations used to describe analogical transfer. tgt is the target problem.
(srce, sol(srce)) is the retrieved case. βsrce is a dependency between srce and
sol(srce). αpb is a matching from srce to tgt. From that, αβ , βtgt and sol(tgt)
are inferred.

of problem and solution are application-dependent. A case from the case base
is called a source case, denoted by a pair (srce, sol(srce)). The problem to be
solved is called the target problem, denoted by tgt. A classical way to perform
the case-based inference consists in choosing a source case (srce, sol(srce))
judged similar to tgt (retrieval step) and in modifying sol(srce) into a solution
sol(tgt) of tgt (adaptation step).

One approach to adaptation is analogical transfer (AT) that has been studied
within the analogical reasoning community (see, e.g., [6,14]). Figure 1 presents
notations related to AT.

A dependency βpb between a problem pb and a solution sol(pb) of pb is con-
stituted by pieces of information relating pb to sol(pb): it can be seen as a partial
explanation of why sol(pb) solves pb. Given a source case (srce, sol(srce)), the
dependency βsrce can either be stored with the case, at case authoring time, or
inferred.

The matching αpb from a problem srce to a problem tgt is constituted by
pieces of information about the differences and/or the similarities between the
two problems. It is often inferred during retrieval time, the retrieved case being
in general the one that best matches the target problem.

Given srce, sol(srce), βsrce, αpb and tgt, the adaptation by AT can be
described by the following steps:

AT1 From βsrce and αpb, infer a dependency βtgt between tgt and the (future)
solution of tgt, sol(tgt). This inference consists in using the differences
represented in αpb to modify βsrce into βtgt. The matching between βsrce

and βtgt is denoted by αβ .
AT2 sol(srce) is modified into sol(tgt), using βtgt and αβ . The principle is

to modify sol(srce) using αβ so that the result sol(tgt) respects the
constraints given by βtgt.

AT can be compared with derivational analogy (DA [1]) since in DA, a
problem-solution link is also used. The difference in AT is that this link, the
dependency, can be incomplete whereas it is supposed to be a complete “proof”
in DA.

AT is an abstract approach for performing adaptation. To make it opera-
tional it is necessary to make some choices on the way the matchings and the
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dependencies are represented. For the latters, they are often represented in graph
structures (e.g., in [6,14]). Therefore, this justifies the use of RDFS formalism
for representing and handling dependencies, as a way to implement AT.

2.2 RDFS

RDFS is a representation formalism based on RDF.

RDF (Resource Description Framework2) is a language that can be used to
encode assertions using triples, e.g. “Romeo loves Juliet and knows someone
whose age is 40” can be encoded by:

〈romeo loves juliet〉 〈romeo knows ?x〉 〈?x age 40〉
In a triple 〈s p o〉, s (the subject) is a resource, p (the predicate) is a property,
and o (the object) is either a resource or a literal. A resource is either a constant
or a variable (generally called identified resource and blank node, respectively).
By naming convention, variables start with the symbol ? whereas constants do
not. So, juliet is a constant and ?x is a variable. A property is a particular
type of resource, intended to represent a binary relation. A set of simple types
(including integer, float and string) is fixed and a literal is a value of one of
these types. For the sake of simplicity, triples 〈s p o〉 where s is a literal are also
accepted in this paper, though this is not compliant with the RDFS standard:
this will make some explanations simpler, avoiding some useless technicalities.
An RDF base is a set of triples. An RDF graph is the graphical representation
of an RDF base by a graph whose nodes are resources and literals, and whose
edges are labeled by properties. For example, the RDF graph of Fig. 2 represents
a cocktail recipe. Given an RDF base B, the set of nodes of the corresponding
RDF graph is denoted by Nodes(B). Given n1, n2 ∈ Nodes(B), n1 and n2 are
connected in B if there exists a non-directed path relating them in the graph
corresponding to B.

Fig. 2. An RDF representation of the “Blue Lagoon” recipe.

2 https://www.w3.org/RDF/.

https://www.w3.org/RDF/
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RDFS (RDF Schema3) is a representation formalism whose syntax is RDF and
semantics is defined by a set of inference rules. Only a few rules are used in this
paper:

〈a type C〉 〈C subc D〉
〈a type D〉 r1

〈a p b〉 〈p subp q〉
〈a q b〉 r2

〈A subc B〉 〈B subc C〉
〈A subc C〉 r3

〈p subc q〉 〈q subc r〉
〈p subc r〉 r4

type, subc and subp are abbreviations for rdf:type, rdfs:subClassOf and
rdfs:subPropertyOf. type is the membership relation between an instance and
a class. subc (resp., subp) is the relation between a class and a superclass (resp.,
a property and a superproperty). r1 means that if a is an instance of a class it
is also an instance of its superclasses. r2 means that if a and b are related by
a property, they are also related by any of its superproperties. r3 and r4 state
that subc and subp are transitive. For example, the following inference can be
drawn:

{ 〈?x type vodka〉,
〈vodka subc alcoholicBeverage〉

}

� 〈?x type alcoholicBeverage〉

RDFS does not include negation, thus only positive facts can be entailed.
However, an inference with closed world assumption (CWA) can be drawn, sta-
ting that if B �� t then t is considered to be false (given the RDFS base B),
denoted by B �cwa ¬t.

SPARQL (SPARQL Protocol and RDF Query Language4) enables to write
queries to RDF or RDFS bases. If a SPARQL engine uses RDFS entailment,
this means that the query is done on the RDF base completed by RDFS entail-
ment. For example, the following SPARQL query addressed to a base describing
recipes such as the one of Fig. 2 returns the set of recipes ?r containing some
alcohol:5

Qalcohol = select ?rwhere {?r ing ?a . ?a type alcoholicBeverage} (1)

Given a SPARQL query Q and an RDFS base B, the result of the execution of Q
on B is denoted by exec(Q,B).

3 The Cocktail Name Adaptation Issue

In this application, a problem pb is a representation of a cocktail recipe by
an RDFS graph. For the first version of this application, only ingredient types
are considered, neither the quantities, nor the preparation steps. Therefore,
3 https://www.w3.org/2001/sw/wiki/RDFS.
4 https://www.w3.org/2001/sw/wiki/SPARQL.
5 The CWA is assumed: if it cannot be entailed that a recipe contains some alcohol,
then it is concluded that it does not.

https://www.w3.org/2001/sw/wiki/RDFS
https://www.w3.org/2001/sw/wiki/SPARQL
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a problem is an RDFS base pb =
⋃n

k=1{〈id ing ?vk〉, 〈?vk type fk〉} where
id is a constant (a resource identifying the recipe), ?v1, . . . , ?vn are n variables,
and f1, . . . , fn are food classes.

A solution sol(pb) of pb is a literal of type string that gives a name
to pb. It is assumed to be in lower case for the sake of simplicity, e.g.,
sol(pb) = "blue lagoon" solves the problem pb represented in Fig. 2.
The following operations on strings are used: concatenation (denoted by +,
e.g., "ab" + "cd" = "abcd"), substring checking (denoted by subStringOf,
e.g., subStringOf("bc", "abcd") = true), and string replacement (e.g.,
replace("ab", "cd", "bababa") = "bcdcda").

A dependency βpb between pb and sol(pb) is an RDFS base. Usually, at
least one food class fk of pb and the literal sol(pb) occur in βpb: when it is
not the case, βpb does not relate pb to sol(pb) (which is possible, e.g., when
βpb = ∅, i.e., there is no known dependency between pb and sol(pb)). For each
case (srce, sol(srce)), βsrce is assumed to be given.

A matching αpb from srce to tgt is either simple or complex. A simple
matching has the form f � g where f is a food class of srce and g is a food
class of tgt; it represents the substitution of f by g. The removal of a food
class f will be denoted by f � ∅. A complex matching is a composition αpb =
αq
pb ◦ αq−1

pb ◦ . . . ◦ α1
pb of simple matchings. αpb is built during the adaptation of

ingredients process of Taaable.
The matching αβ from βsrce to βtgt is built during the cocktail name adap-

tation. It consists of a set of ordered pairs (d, d′) where d is a descriptor of βsrce

and d′ is a descriptor of βtgt, a descriptor being either a resource (that can be a
property) or a literal.

Finally, the domain knowledge is represented by an RDFS base DK.

4 Collecting Examples of Cocktail Name Variations

The first step of this work has been to collect 20 examples of cocktail name
adaptations, with an attempt to have diverse types of adaptation. 10 of them
have been taken from variants of classical cocktails.6 The other 10 have been
imagined for this study.

Here is a selection of examples, knowing that for some of them, only the
relevant part of the information has been given (hence the “etc.”):

ex. 1 srce contains the ingredient classes vodka, and lemonJuice,
sol(srce) = "blue lagoon", , sol(tgt) =
"yellow lagoon". sol(srce) depends on the color of curaçao, which is sub-
stituted by a yellow beverage.

ex. 2 srce contains rhum, mintLeave, lime, brownSugar and ice, sol(srce) =
"mojito", αpb = rhum � ∅, sol(tgt) = "virgin mojito". For some reason
(that we do not wish to justify), transforming a recipe with alcohol into a
recipe without alcohol makes it virgin.

6 In particular, http://www.1001cocktails.com/ has proven to be useful, since it con-
tains descriptions of cocktails with some named variants.

http://www.1001cocktails.com/
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ex. 3 srce contains scotchWhisky and amaretto, sol(srce) = "godfather",
αpb = scotchWhisky � irishWhisky, sol(tgt) = "the new godfather".
No explanation of the name is known, so a default rule proposes a variant name
(it could have been "godfather 2").

ex. 4 srce contains irishWhisky, coffee, etc., sol(srce) = "irish coffee",
αpb = irishWhisky � tequila, sol(tgt) = "mexican coffee". An Irish
ingredient is replaced with a Mexican one.

ex. 5 (srce, sol(srce)) is the case of example 1,
, two solutions are proposed: sol(tgt) = "bitter lagoon" and sol(tgt) =
"sparkling lagoon". Indeed, blue is an organoleptic property of curaçao,
whereas bitter and sparkling are organoleptic properties of Indian tonic.

5 From Blue Lagoon to Yellow Lagoon: Analysis of an
Example

This section models the adaptation example 1 following the two steps of AT
introduced in Sect. 2.1.

AT1. A partial explanation of the name sol(srce) = "blue lagoon" is that
the color of curaçao is blue (this is partial, since it does not explain the term
"lagoon"), which can be modeled by

Since , in order to build βtgt, the idea is to apply
αpb on βsrce and then to make some modifications on the resources and lit-
erals to make it consistent with DK. This consistency test must be consid-
ered wrt CWA because there is no way to have 〈appleJuice color blue〉
inconsistent with DK in the classical semantics. It is assumed that DK �cwa

¬〈appleJuice color blue〉, thus the mere substitution αpb on βsrce gives an
inconsistent result wrt DK under CWA. So, the idea is to relax this triple. One
way to do it is to replace blue with a variable ?x. More generally, the strategy
consists in replacing the descriptors of βsrce by variables, with the exception of
the predicates (that are higher order resources) and of the descriptors occurring
in tgt. The variable that replaces sol(srce) is ?solTgt: solving tgt consists
in giving a value sol(tgt) to this variable. This gives the following dependency
(obtained by applying αpb and turning some constants into variables):

βgen = {〈appleJuice color ?x〉, 〈?x inEnglish ?y〉,
〈?y subStringOf ?solTgt〉}

βgen is so-called, since it generalizes αpb(βsrce) (in the sense αpb(βsrce) � βgen),
where αpb(βsrce) is the result of applying the substitution αpb on βsrce.

Now, in order to get βtgt, the idea is to unify the variables ?x and ?y with
some constants, using the domain knowledge. Therefore DK is interrogated with
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the following SPARQL query:

select ?x ?y where {appleJuice color ?x . ?x inEnglish ?y}
Assuming the only result is the pair {?x ← yellow, ?y ← "yellow"}, it comes:

AT2. Therefore, βtgt involves that sol(tgt) has to respect the following con-
straint:

sol(tgt) ∈ {s : string | "yellow" is a substring of s} (2)

Now, sol(srce) must be modified using αβ into sol(tgt) that respects (2). Here,
a domain-dependent choice has to be made: it concerns the way the solution
space is structured, i.e., how can modifications be applied on solutions. It is
assumed that in this application, the only modification operation is based on
the replace operation on the set of strings (which is the solution space). Hence,
since ("blue", "yellow") ∈ αβ , the following cocktail name that is consistent
with (2) is proposed:

sol(tgt) = replace("blue", "yellow", sol(srce)) = "yellow lagoon"

6 Cocktail Name Adaptation Strategies

An adaptation strategy is a function with the following signature:

input srce, sol(srce), tgt, βsrce, αpb, DK;
output a set of strings, each of them being a proposed solution sol(tgt) for

tgt.

When the output is empty, this means that the strategy has failed. Each element
of the output have to be different from sol(srce).

The two first strategies presented below (Sects. 6.1 and 6.2) are application-
dependent, whereas the last ones should be adaptable to other applications.
Strategies presented in Sects. 6.3 and 6.4 are designed for simple matchings
whereas the strategy of Sect. 6.5 combines strategies for dealing with complex
matchings.

6.1 Strategy “Removing Alcohol Makes the Cocktail Virgin”

A simple strategy consists in generalizing the example 2. It is presented by the
algorithm of Fig. 3(a). Note that the condition of the test can be performed by
executing the SPARQL query Qalcohol (cf. Eq. (1)) twice:

– “srce contains some alcohol” is encoded by exec(Qalcohol, DK∪ srce) �= ∅ and
– “tgt contains no alcohol” is encoded by exec(Qalcohol, DK ∪ tgt) = ∅.
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Fig. 3. Two basic cocktail name adaptation strategies.

6.2 Default Strategy

The default strategy is applied when all other strategies fail. It is presented by
the algorithm of Fig. 3(b). Example 3 is an application of this strategy.

6.3 Strategy “Turn Constants into Variables”

This strategy has been generalized from the analysis of the example 1 that is
described in Sect. 5. Its algorithm is presented in Figs. 4 and 5. The two first
tests of the algorithm define conditions under which the strategy applies (∅ is
returned otherwise): αpb is a substitution of ingredient f � g and βsrce relates
f to sol(srce).

Then the AT1 step of analogical transfer is implemented. First, α̂β is com-
puted: it corresponds to pairs (d, d′) where d is a descriptor of βsrce and d′ is
either a variable or a value (constant or literal). New variables d′ are generated
that correspond to nodes of βsrce that are connected to the substituted ingre-
dient class f . Second, βgen is computed by replacing in βsrce d by d′ for each
(d, d′) ∈ α̂β . Third, α̂β and βgen are instantiated by αβ and βtgt; since there may
be several instantiations, pairs (αβ , βtgt) are generated. To find these instanti-
ations of variables, the domain knowledge is queried: a SPARQL query is built
that enables to find variable instantiations respecting the constraints of βtgt.

Then, for each pair (αβ , βtgt) so generated, the AT2 step is applied. It con-
sists mainly in applying the function modifyUnderMappingAndConstraints that
is described by the algorithm of Fig. 5: substrings of sol(srce) occurring in βsrce

are replaced by the corresponding strings in βtgt. In theory, this algorithm is
underspecified, since the order of the replacements matters for the result. In
practice, however, in all the examples we have met, this has had no influence.

It is worth noticing that the only part of this strategy that is domain-
dependent lies in the function modifyUnderMappingAndConstraints and that
this latter depends essentially on information on how to “travel” in the solution
space, that is, for the application presented here, the substring checking and the
replace function.
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Fig. 4. The turn constants into variables strategy.



228 N. Kiani et al.

Fig. 5. An implementation of analogical transfer step AT2.

Another illustration of this algorithm is given below. Consider the example 4,
with the following dependency:

βsrce = {〈irishWhisky origin ireland〉,
〈ireland englishAdjective "irish"〉,
〈"irish" subStringOf "irish coffee"〉,
〈coffee nameInEnglish "coffee"〉,
〈"coffee" subStringOf "irish coffee"〉}

recalling that sol(srce) = "irish whisky". Applying the algorithm of Fig. 4,
the computation of α̂β and βgen gives:

α̂β = {(irishWhisky, tequila), (ireland, ?x), ("irish", ?y),
("irish coffee", ?solTgt), (coffee, coffee), ("coffee", "coffee")}

βgen = {〈tequila origin ?x〉, 〈?x englishAdjective ?y〉,
〈?y subStringOf ?solTgt〉, 〈coffee nameInEnglish "coffee"〉,
〈"coffee" subStringOf ?solTgt〉}

From this, the following SPARQL query is built and executed on DK:

select ?x ?y where {tequila origin ?x . ?x englishAdjective ?y}

Assuming the result R contains the only assignment A = {?x ← mexico,
?y ← "mexican"}, it comes that Pαββtgt

= {(αβ , βtgt)} with

αβ = {(irishWhisky, tequila), (ireland, mexico), ("irish", "mexican"),
("irish coffee", ?solTgt), (coffee, coffee), ("coffee", "coffee")}

βtgt = {〈tequila origin mexico〉, 〈mexico englishAdjective "mexican"〉,
〈"mexican" subStringOf ?solTgt〉,
〈coffee nameInEnglish "coffee"〉,
〈"coffee" subStringOf ?solTgt〉}
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And, finally, the solution proposed is obtained by replacing successfully
(a) "irish" by "mexican" and (b) "coffee" by "coffee" in sol(srce) =
"irish coffee":

"irish coffee"
(a)�−→ "mexican coffee"

(b)�−→ "mexican coffee" = sol(tgt)

6.4 Strategy “Generalization-Specialization of Dependencies”

Now, consider the example 5, of the adaptation of sol(srce) = "blue lagoon"
when with the same βsrce as in example 4 (cf.
Sect. 5), and assuming that DK gives no color to Indian tonic (i.e., there is no
triple of the form t = 〈indianTonic color c〉 such that DK � t), the adaptation
strategy of Sect. 6.3 fails. However, it is assumed that

DK �
⎧
⎨

⎩

〈indianTonic taste bitter〉, 〈indianTonic texture sparkling〉,
〈bitter inEnglish "bitter"〉, 〈sparkling inEnglish "sparkling"〉,

〈color subp hOP〉, 〈taste subp hOP〉, 〈texture subp hOP〉

⎫
⎬

⎭

meaning that Indian tonic is bitter and sparkling, and that color,
taste and texture are organoleptic properties (hOP is an abbreviation for
hasOrganolepticProperty). Therefore, the adaptation strategy described in
Sect. 6.3 can be applied with a slight modification: it is sufficient to replace in
βgen the triple 〈indianTonic color ?x〉 by 〈indianTonic hOP ?x〉, which is
more general according to DK.

One way to address this problem is to replace all the resources and literals
of βsrce—including the predicates—by variables, with the exception of the ones
matched by αpb (i.e., indianTonic in the example). This would lead in the
example to

αpb(βsrce) = {〈indianTonic color blue〉, 〈color inEnglish "blue"〉,
〈"blue" subStringOf sol(srce)〉}

generalized into
βgen = {〈indianTonic ?p1 ?x〉, 〈?x ?p2 ?y〉, 〈?y ?p3 ?solTgt〉}

However, we choose to discard this approach because it may give too many results
and since it is based on a too shallow semantics. For example, sol(tgt) =
"food lagoon" would be justified by the assignment {?p1 ← subc, ?x ←
food, ?p2 ← inEnglish, ?y ← "food"}.

Another way to address this problem is to search in the domain knowledge
for triples for building βgen that are similar to αβ(βsrce). This can be likened to
the retrieval issue in CBR, which can be implemented by a least generalization
of the query (see, e.g., [5]). A similar idea is proposed here. It consists in making
a best-first search (e.g., an A* search) in a space of dependencies β such that:

– The initial state β0 corresponds to the βgen as it is computed in the strategy
of Sect. 6.3.
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– The successors of a state consists in making a generalization of one of its
triples. The following generalization operators can be considered: replace a
class (resp., a property) by a direct superclass (resp., direct superproperty)
in DK, replace a resource or a literal by a variable, etc. A cost function must
be associated to generalization operators, in order to choose the least costly
generalization.

– A final state β is such that the SPARQL query associated with it gives a
nonempty set of results.

Once a final state β is found, the rest of the algorithm of Sect. 6.3 can be applied
with βgen = β.

Back to the example, it comes:

β0 = {〈indianTonic color ?x〉, 〈?x inEnglish ?y〉,
〈?y subStringOf ?solTgt〉}

In the first triple, color can be generalized into hOP (since DK �
〈color subp hOP〉), giving

β = {〈indianTonic hOP ?x〉, 〈?x inEnglish ?y〉,
〈?y subStringOf ?solTgt〉}

β is a final state since exec(Q, DK) �= ∅ for

Q = select ?x ?y where {indianTonic hOP ?x . ?x inEnglish ?y}
Indeed, exec(Q, DK) = {A1, A2} where A1 = {?x ← bitter, ?y ← "bitter"}
and A2 = {?x ← sparkling, ?y ← "sparkling"}, leading to the two expected
solutions: "bitter lagoon" and "sparkling lagoon".

Therefore this strategy consists in finding the minimal generalization β of the
initial dependency β0 and then in specializing β into βtgt’s thanks to SPARQL
querying on DK, hence the name of the strategy.

6.5 Composing Strategies When the Matching is Complex

When the matching αpb is complex, it can be written αpb = αq
pb ◦ αq−1

pb ◦ . . . ◦
α1
pb, with q ≥ 2. The idea is then to apply in sequence the strategies associ-

ated with simple matchings. For example, for sol(srce) = "irish coffee",
α1
pb = irishWhisky � tequila, α2

pb = coffee � hotChocolate, the
strategy of Sect. 6.3 can be applied twice to give the name sol(tgt) =
"mexican hot chocolate". This adaptation is an application of the adap-
tation based on reformulations and similarity paths (see e.g. [8]).

Another example consists in substituting in the “Blue Lagoon” recipe all
the ingredients by sparkling water, in the order curaçao, vodka and lemon juice,
giving birth to the name "the new virgin sparkling lagoon" for a glass
of sparkling water, which can arguably be considered as the result of a creative
naming process!
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7 Discussion

Among the 20 examples listed in the first phase of this study (cf. the sample
presented in Sect. 4), 13 are modeled in the strategies above: 1 in Sect. 6.1, 1
in Sect. 6.2, 9 in Sect. 6.3 and 2 in Sect. 6.47 (0 in Sect. 6.5). 5 of the remaining
ones corresponds to a strategy consisting in adding or substituting a qualifier to
the source recipe name when a new ingredient is added or replaces an ingredient
that has no connection with the source recipe name. For example, "gin fizz"
becomes "silver fizz" when an egg white is added to the recipe. Finally,
2 examples are not covered because they would require a more complex case
representation, for example, "tequila sunrise" becomes "tequila sunset"
partially because of the change in the order of the preparation steps. These
figures do not constitute statistically significant information but give some ideas
on how the examples has led to strategies and how they can be used to guide
future work.

Apart from the ad hoc strategies, the analogical transfer strategies presented
in the previous section corresponds to a scheme of modifying (by generaliza-
tion) a dependency so that it becomes consistent with the target context (under
CWA). Modifying a case until it reaches consistency with the target problem
wrt the domain knowledge is what revision-based adaptation (RBA) does [3].
Therefore, though RBA has not been a useful guideline for starting this research,
it could be used to re-describe this contribution and to go one step further, in
order to examine formal properties of the analogical transfer and to propose
new strategies. Actually, in previous studies, RBA was used in order to mod-
ify the solution sol(srce) of the retrieved case (which is uneasy to formalize
when solutions are strings), whereas RBA could be used as a tool to modify the
dependency βsrce within the AT process.

Following this idea, the analogical transfer amounts to travel in a dependency
space structured by modifications (only generalizations in the examples given in
this paper), with a good choice of the travel costs. The strategy described in
Sects. 5 and 6.3 works with a constant modification that turns the edges of
the RDFS graph into variables but does not modify the properties that label
the edges of this graph. This could be understood as the fact that the cost of
the former generalizations is much lower than the cost of the latter ones. To
justify this, it is considered that the properties (e.g., color) are more abstract
descriptors than other resources (e.g., blue, yellow). According to the heuristic
saying that it is better to modify a concrete descriptor than an abstract one,
this is justified. This heuristic principle has been defended for a long time in the
analogical reasoning community [6].

8 Conclusion and Future Work

Starting from the application problem of cocktail name adaptation, this paper
describes a research work on strategies for analogical transfer in the context of
7 Actually, the 9 of Sect. 6.3 could also be counted as modeled by Sect. 6.4: the second
strategy generalizes the latter.
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the representation language RDFS. If some proposed strategies are application-
dependent, it is claimed that other ones can be applied—or adapted—to a larger
framework. Indeed, they match the principles described in some related work
about analogical transfer (e.g., [6,14]) while proposing an approach having profit
of the standard RDFS as well as on associated tools (RDFS SPARQL engines,
RDF stores).

The operationality of this work is demonstrated by a first prototype in
Python that covers some of the strategies. However, some work remains to
be done to cover all of them, in particular the one based on generalization-
specialization of dependencies, which constitutes an ongoing work. Furthermore,
new strategies have to be developed (the strategies presented here covers the
majority of the examples but not all of them: 13 on 20) and a way to control
the application of strategies should be designed.

A first direction of future work aims at addressing two current limitations of
the approach. First, there is an important workload for acquiring dependencies
βsrce, which is currently done manually. Second, in order to get more relevant
results, it is important to have more triples in the domain knowledge. In order to
address these issues, it is planned to interrogate the Linked Open Data (LOD),
i.e., a huge cloud of RDF and RDFS bases freely accessible on the Web (DBPedia,
a base of the LOD, contains about 3 billions triples). For example, there are
tools that enable to find paths in the LOD from a resource to another one (see,
e.g., [13]), and such a tool could be used to find a link from an ingredient name
of a cocktail recipe to a word occurring in the name of the cocktail or—more
generally—from a problem srce to a solution sol(srce) of this problem. The
union of such paths would constitute the dependency βsrce and the domain
knowledge should contain at least the union of all the βsrce’s.
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Abstract. Extensive case-based reasoning research has studied methods
for generating compact, competent case bases. This work has focused pri-
marily on compressing the case base by deleting entire cases, based solely
on their competence contributions. Recent work proposed an alternative
which compressed individual cases by selectively deleting their internal
contents. Early studies of this approach, termed flexible feature deletion
(FFD), demonstrated that for suitable domains, such as domains with
cases of varying sizes for which case usefulness can be retained despite
internal deletions, even very simple FFD approaches may outperform
standard per-case methods. However, more sophisticated methods are
needed. Because FFD’s internal changes to cases can be seen as a form
of case adaptation, this paper investigates whether the adaptation knowl-
edge of a system can be harnessed to improve FFD. This paper proposes
tying FFD choices directly to adaptation knowledge and presents results
on a competence-preserving FFD method which prioritizes feature dele-
tions by the recoverability of deleted features through case adaptation.
Evaluation of recoverability-based FFD in a path-finding domain sup-
ports that it provides superior competence retention compared to stan-
dard flexible feature deletion at the same level of compression.

Keywords: Case-base maintenance · Competence-guided deletion ·
Flexible feature deletion

1 Introduction

Case-base maintenance has received extensive attention in CBR research (e.g.,
[1,2]). A particular focus of this work has been on developing compact, compe-
tent case bases (e.g., [3]). This work has focused on retention decisions at the case
level, aimed at guiding case retention or deletion decisions based on the overall
competence contributions of the cases. Per-case strategies are appropriate for the
task domains to which they have been applied, which generally share two char-
acteristics: (1) That cases are of fairly uniform size, and (2) that preserving the
usefulness of a case depends on retaining its entire contents. However, in previous
work [4], we observed that these assumptions do not always hold and proposed
that in some circumstances, it may be useful to apply a finer-grained approach,
focusing on compacting the contents of cases themselves by selectively deleting
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 234–248, 2016.
DOI: 10.1007/978-3-319-47096-2 16
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components. We called this approach flexible feature deletion (FFD). Flexible
feature deletion generalizes per-case maintenance by dropping the assumptions
of uniform case size and indivisible cases.

Flexible feature deletion applies when information can be removed from a
case while retaining some usefulness. For example, for cases capturing medical
images, it may be possible to compact cases while retaining usefulness by adjust-
ing resolution; for traces in trace-based reasoning (e.g., [5]) or plans in case-based
planning, it may be possible to compact while retaining usefulness by deleting
routine portions of the steps in a case that are easily re-generated; for large
and rich cases capturing recommendation information (e.g., movie recommen-
dations), it may be possible compact while retaining usefulness by selectively
deleting features likely to hold less interest. In each of these instances, some
information is lost—just as information is lost when deleting entire cases. How-
ever, our results showed that for suitable case bases, the FFD approach provided
better competence retention for a given case base size than conventional per-case
deletion approaches [4].

The key question for FFD is how to determine which features to remove. Our
initial tests of FFD selected deletion targets by simple knowledge-light methods
based on statistical feature properties. The tests demonstrated that for cases with
varying sizes and for which not all information was essential to case usefulness,
even such simple approaches can be sufficient to provide improved competence
retention. However, a natural question is how to integrate richer knowledge into
the FFD process.

Because FFD is revising internal case contents, the operations of FFD can
be viewed as performing a form of case adaptation, though with the goal of
reducing case size rather than of solving a particular problem. The competence
loss from FFD can be mitigated if adaptation knowledge can recover the original
case from the changed case. Consequently, this paper proposes using adaptation
knowledge to guide the FFD process, by focusing deletion on case components
that can be recovered by adaptation. From the perspective of Richter’s CBR
“knowledge containers” of CBR [6], this approach aims to delete case knowledge
overlapping with knowledge contained in the adaptation knowledge container.
The perspective of storing and recovering partial cases can also be seen as related
to reconstructive models such as Dynamic Memory Theory [7] and Constructive
Similarity assessment [8].

The paper begins with a discussion of potential roles of adaptation in flexible
feature deletion. It next describes a sample domain and case study of the use of
adaptation knowledge to guide choices during FFD and presents an evaluation
of the approach. As expected, the evaluation shows that adding recoverability
considerations can enable FFD to improve competence retention for given levels
of compression. It also shows, surprisingly, that in some situations case-base
compression by FFD may actually improve case-base competence, a phenomenon
we call creative destruction.
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2 Adaptation Knowledge in Flexible Feature Deletion

Flexible feature deletion removes components of cases. For flat feature repre-
sentations, its function may be as simple as deleting particular features from a
feature vector. However, FFD for structured cases may include a wider space of
possible operations, not restricted to deleting individual features, or even limited
to deletion per se. For example, FFD could include compressing cases through:

– Substructure deletion: FFD deletion operation removes components of any
size, ranging from individual features to larger feature collections such as sub-
plans of a plan.

– Substructure substitution: FFD substructure substitution replaces com-
ponents with more compact components.

– Substructure abstraction: FFD substructure abstraction is a knowledge-
guided form of substructure substitution. Rather than deleting a substructure
entirely, it replaces the substructure with a more compact abstraction. For
example, in case-based image recognition, abstraction could be applied to
decrease the resolution of some or all of the image, saving space. To reuse a
case, it may sometimes be necessary to do an inverse adaptation, to replace
the abstraction with a more specific instantiation.

FFD may result in storing incomplete or unelaborated cases. For example, if
a case records a path between points A and B, and some internal segments of
the path are deleted, the path case would no longer be intact. However, such
a deletion could still be allowed, with an annotation recording the gap. In that
situation, the case would require adaptation before use, to recover from the
deletion.

FFD need not preserve the original usefulness of a case, or may transform
its usefulness, making it less useful for the original problem but more useful
for a different problem. For example, after substructure deletion the case might
require adaptation to solve the original problem, but might no longer require the
adaptation it once required to solve some different problem. For example, for a
case containing a route plan, FFD might delete some initial segments. In that
case, the plan would no longer be directly applicable to the same starting point,
but could be directly applied to generate a shorter path with the new start.

2.1 Applying Case Adaptation Knowledge for FFD

All of the FFD operators correspond to common operations for case adaptation.
Any such operations can be applied successively in an adaptation chain [9], to
provide varying levels of adaptation-based compression. If procedures for these
are already available in the adaptation component, they can be applied directly
for FFD. If the adaptation knowledge includes specific guidance on applicabil-
ity, or on circumstances when a particular adaptation is suitable, the use of
the adaptation knowledge for maintenance automatically makes that guidance
available to the maintenance phase.
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Even if particular adaptation knowledge is not framed in terms of deletion,
it may be useful for compression. For example, consider a path planning system
able to adapt plans to avoid roads that are closed. If the adaptation results in
a route that can be described more compactly, that adaptation contributes to
compression of the case, and in principle could be applied as an FFD operation.

Exploiting adaptation knowledge for FFD raises the key question of when a
particular adaptation should be applied for FFD. This depends crucially on four
factors: compression benefit, case/feature recoverability, quality retention, and
recovery cost.

– Compression benefit: Compression refers to the reduction in case base size
effected by FFD. Because FFD can change sizes of individual cases by feature
deletion, compression is measured not in terms of the number of cases in the
case base, but in terms of finer-grained subunits directly related to storage
requirements. For cases represented by feature vectors, a natural unit is a
feature-value pair. Compression benefit reflects the advantage to the CBR
system of having a smaller case base. Often, this benefit is judged in terms
of retrieval speed or overall processing cost [10]. However, this could also
reflect factors such as hard limits on case base size (e.g., in a legacy or high-
reliability system with limited storage) or transmission cost, if the case base
will be provided to other agents.

– Case/feature recoverability: Case/feature recoverability refers to the abil-
ity of the system to regenerate its knowledge state prior to compression from
adaptation knowledge and the remaining case base. (Note that regenerating
the knowledge may not require regenerating identical solutions, if multiple
solutions are satisfactory, and that the knowledge state might include knowl-
edge not directly connected to competence, such as features used in indexing
to increase retrieval speed.) We refer to FFD operations that are always recov-
erable as lossless; those that are not necessarily recoverable are lossy. Whether
a particular strategy is lossy or lossless depends on the entire set of adapta-
tions available to the system, on the length of adaptation chains allowed, and
on all the cases in the case base.

– Quality retention: Quality retention refers to the quality of the solutions
the system is able to generate, beyond simply generating a correct solution.
For example, in a path planning domain, a deletion from a path would be
recoverable if the system were still able to generate some path between the
same endpoints. Quality retention might be measured by the ratio of the costs
of old and new paths.

– Recovery cost: Recovery cost refers to the resources required to generate
a new solution to the problem. For example, in a case-based planner able to
draw on a generative planner when needed, all deletions might be recover-
able, but some might be computationally expensive when done by reasoning
from scratch. In those instances, FFD deletions might be more appropriate.
Likewise, some domains, a complete case that is deleted may be unrecover-
able, while internal deletions can be recovered. For example, consider a system
whose cases are medical X-ray images. If an image is deleted, there may be no
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recourse but re-taking the X-ray, at considerable expense. However, if portions
are stored at lower resolution, it may be possible to recover needed information
by image processing algorithms at much lower cost.

Feature-centric recoverability is closely related to the notion of reachability,
defined by Smyth and Keane [11]. However, there is an important difference.
Reachability refers to the ability to adapt other cases in the case base to cover
the problem addressed by a case; feature-centric recoverability refers to the abil-
ity to adapt either other cases in the case base or the FFD-revised original case
to cover the competence contributions of that case (which may require adapting
an internal subpart of the case). In the following, we will apply a restricted vari-
ant of recoverability, which we term local recoverability. When FFD is applied
to a case, the case is locally recoverable if the system can still solve the problem
that the case originally solved. Local recoverability is a weaker approximation of
recoverability, because it does not test whether the system is still able to solve
all the problems it could originally, but it is more efficient to calculate.

3 A Case Study of Recoverability-Based FFD

We are studying recoverability-based flexible feature deletion in the context of a
path planning task. The recoverability-based approach prioritizes FFD deletion
targets according to local recoverability. This section describes the underlying
domain and system. The following section describes our experimental questions
and results.

3.1 Testbed Domain

The path planning task is carried out on a road network represented by a
weighted graph with labeled vertices. The vertices represent neighborhoods, and
they are collected into groups representing boroughs, with each group having
an equal number of vertices. Each vertex in a group is intra-connected via an
edge to another vertex in the same group. The groups are also inter-connected
with one or more vertices from each group having an edge to another vertex
in a different group. This design abstracts characteristics such as streets intra-
connecting neighborhoods in a borough and bridges inter-connecting boroughs in
a city. To generate a road network, connections are randomly selected, with the
constraint that at least one path must exist between any two vertices. Figure 1
illustrates a sample graph satisfying these constraints. Each edge has a random
integer weight in [0, 100], representing the cost (e.g., distance or time) to travel
across that edge. Problems to be solved by the system are described as lists of
vertices which the solution path must include in order, starting with the source
and ending with the destination.

3.2 Adaptation Strategies

The testbed system has five adaptation strategies, summarized in Table 1. No
attempt was made to optimize the adaptation process, which is done by the



Adaptation-Guided Feature Deletion: Testing Recoverability 239

Fig. 1. Sample graph for path planning task

Table 1. Testbed system adaptation strategies

Reuse strategy Description

Reverse Reverse the given solution so the source swaps with the desti-
nation, the destination swaps with the source, and the inter-
mediate points reverse

Drop vertices Drop the vertices in the given solution before the source of the
given problem

Reverse drop vertices Drop the vertices in the given solution after the destination of
the given problem

Cons vertex Append the source of the given problem to the front of the
given solution

Reverse cons vertex Append the destination of the given problem to the back of
the given solution

Compose Fill in a gap in the given solution with the solution from
another case

exhaustive application of adaptations. When adaptation must be done to gener-
ate solutions, all adaptations are tried; when the system assesses recoverability,
the system attempts to adapt all cases until a solution is found. The system does
not combine adaptations, except for the special case of the compose strategy,
which can chain with one other strategy.
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3.3 FFD Strategies

Leake and Schack [4] present a set of knowledge-light FFD strategies, categorized
according to how they prioritize items for deletion and the type of item on which
they operate (whether they delete cases, collections of features, or a mixture).
These are illustrated in Table 2. For reasons of space, we do not describe them
in detail here, but refer the reader to that work for the full descriptions.

Given any flexible feature deletion strategy, it is possible to develop a
recoverability-based version by guiding deletion decisions according to recover-
ability. Specifically in our recoverability-based FFD approach, the system applies
one of the original FFD strategies to rank items for deletion. It then tests dele-
tion candidates in order to determine whether the deletion is recoverable. This is
done by attempting to solve the problems from the cases that would be modified,
either (1) by adapting the modified cases or (2) by CBR applied to cases from
the remainder of the case base. If these problems are solvable (and even if the
solutions are different but satisfactory), then the modifications are accepted as
recoverable. Otherwise, the process continues through the rest of the deletions
according to the ordering specified by the given strategy. The process stops after
the first successful recovery (in which case the modification is accepted), or after
a maximum number of trials or when no untried cases remain, in which case the
strategy fails and no further compression can be done.

The testbed system applies the five deletion strategies in Table 3, selected to
include high-performing FFD strategies from our previous tests. These include
two lossy strategies, Largest Case (which first deletes the largest cases, mea-
sured by the number of vertices in each solution) and Random Case-Feature
(which deletes a randomly-selected vertex from the solution to a randomly-
selected case and marks the gap for potential future recovery). Adding recover-
ability considerations leads to the strategies Reachability-Based Largest Case

Table 2. Strategies for selecting the next item to delete. From Leake and Schack [4].

Strategy Type of Bundling Hybrid or Non-Hybrid

Random case-features Unbundled Non-hybrid

Random cases Case-bundled Non-hybrid

Large cases Case-bundled Non-hybrid

Least coverage Case-bundled Non-hybrid

Most reachability Case-bundled Non-hybrid

Random features Feature-bundled Non-hybrid

Rarest features Feature-bundled Non-hybrid

Most common features Feature-bundled Non-hybrid

Rarest cases/Least coverage Case-bundled Hybrid

Rarest features/Least coverage Unbundled Hybrid

Rarest features/Large cases Unbundled Hybrid
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Table 3. Sample FFD retention strategies, including recoverability-based strategies.

Deletion Target Lossiness Description

Shared Component Lossless Extract components shared by the solutions of mul-
tiple cases into separate cases. Mark gaps for com-
pletion during recovery

Reachability-Based
Largest Case

Lossy Delete cases in order from largest to smallest num-
ber of case-features, deleting only recoverable cases

Largest Case Lossy Delete cases in order from largest to smallest num-
ber of case-features regardless of recoverability

Recoverability-Based
Random Vertex

Lossy Delete randomly-chosen case-features from the
solutions to cases, deleting only recoverable fea-
tures

Random Vertex Lossy Delete randomly-chosen case-features from the
solutions to cases regardless of recoverability

and Recoverability-Based Random Vertex. The recoverability-based variants
help alleviate the lossiness of the strategies by using recoverability to filter their
deletion recommendations.

4 Evaluation

4.1 Experimental Questions

Our evaluation focuses on three questions:

1. Competence retention: How does ability to solve problems compare
for given levels of compression compare for adaptation-guided and non-
adaptation-guided FFD strategies?

2. Solution quality retention: For problems that can be solved for a given
level of compression, how does solution quality compare for adaptation-guided
and non-adaptation-guided FFD strategies?

3. Processing time: How does the choice of FFD strategy affect the processing
time of the case-based reasoning cycle, for different levels of compression?

4.2 Experimental Design

The case base was seeded with a set of training problems with randomly chosen
vertices, with beginning and ending vertices chosen from different groups which
are not neighbors. This ensures that solving a problem requires exiting the source
group, traversing one or more other groups, and then entering the target group.
The Bellman-Ford path-finding algorithm was used to generate optimal solutions
to the training problems, minimizing the sum of the weights of the edges along
the path.
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Experiments averaged results of 12 trials, each one using a different randomly
generated route graph with 28 vertices, initial case base of 33 randomly-generated
seed cases and 17 test problems. Tests were run for each retention strategy in
Table 3, with three-fold cross-validation, averaging the results by strategy and
level of compression. Reported processing times reflect processing on a MacBook
Pro with a 2.5 GHz Intel Core i5 processor and 8 GB of RAM.

For lossy strategies, compression was continued until only a single case
remained. Sometimes a strategy can no longer compress a case base, either
because the strategy is a lossless strategy and cannot compress beyond full com-
petence, or because it exceeded a pre-set limit of 100 trials to find a recoverable
deletion.

4.3 Question 1: Competence Retention

To evaluate competence retention, we measured how many problems the sys-
tem could solve at increasing compression levels (decreasing numbers of case-
feature pairs) for five deletion strategies: Shared Component, Recoverability-
Based Largest Case, Largest Case, Recoverability-Based Random Vertex, and
Random Vertex. Figure 2 shows the percent of competence retained from the
uncompressed case base to the compressed case base, as a function of the percent
of case-feature pairs retained from the uncompressed case base to the compressed
case base, ranging from the full case base (100 %) to 50 % compression.

Fig. 2. Competence retention
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The best performing strategy for competence was Shared Component.
Because it is lossless, its high performance is expected. However, its ability to
compress the case base stops at 70 % size when it cannot find any more shared
components. To achieve more compression, one of the lossy strategies must be
used.

Recoverability-based largest case does next best, and enables compression
to 50 %. Comparison to the non-recoverability-based version shows that the
recoverability-based approach improves competence retention.

The worst-performing strategy was the simple unguided strategy Ran-
dom Vertex. Considering recoverability, in the Recoverability-Based Random
Vertex strategy, markedly improves competence over Random Vertex, but
Recoverability-Based Random Vertex can only compress the case base to 70 %,
after which it can no longer find recoverable vertices.

We expected that as compression increases, competence would remain stable
or decrease. That was true for four of the five strategies. However, surprisingly,
competence increased slightly (103 % of original competence) for the Shared
Component strategy at 70 % of the original case base. We discuss this in Sect. 4.6.

4.4 Question 2: Solution Quality Retention

We measured the quality of the solutions by the sum of their edge weights such
that lower aggregate weights were preferred. Figure 3 shows the relative average
sum (percent of maximum) of the weights of the solutions generated at different
levels of compression with the five retention strategies, as a function of the
percent of case-feature pairs retained from the uncompressed case base. Here
no strategies are clearly the best or worst. This suggests that more knowledge
would be needed to reliably ensure high-quality solutions.

4.5 Question 3: Processing Time

Figure 4 shows the average total processing time for case-based problem-solving
for the test problems at each stage of compression for each of the five retention
strategies, as a function of the percent of case-feature pairs retained from the
uncompressed case base. The Largest Case strategy was most efficient, and the
Recoverability-Based Random Vertex strategy was least efficient, with very rapid
growth, due to checking many alternatives before finding vertices to delete. The
line for this strategy continues beyond the top edge of the plot; the graph is
cropped in order to show the performance on the other strategies in more detail.

4.6 Creative Destruction

In the competence retention experiment reported in Sect. 4.3, we expected that
competence would always decrease with increased compression, as is normally
expected for any case-base compression method. We were surprised to find that
occasionally adaptation-guided flexible feature deletion applied to the case base
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Fig. 3. Relative average solution quality as a function of compression

Fig. 4. Average total CBR path planning time
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could slightly improve the competence of the system. Our explanation is that
certain FFD strategies, by reorganizing contents of cases, can sometimes make
certain case contents more accessible, enabling adaptations of limited power to
exploit them more effectively.

For example, if the Shared Component FFD strategy finds a component of
a solution shared between several cases, it moves this shared component into a
separate case, leaving a marker in each of the cases from which it was removed.
Later, the CBR process can manipulate the shared component independently
of the rest of the components of the case. Normally the Drop Vertices reuse
strategy can only remove vertices at the ends of a path, not within the path.
However, after extraction, the middle of the case is “exposed” as its own case,
and is therefore available to the Drop Vertices strategy.

Similarly, any retention strategy that removes a component creates a gap
which could be filled by a different component which may be useful for further
adaptation. Typically, the benefit of this effect is small, but as shown in Fig. 5,
taken from a single example, the effect can be large in some circumstances.
This suggests that it could be worthwhile, when designing FFD strategies, to
consider creative destruction opportunities they might provide. However, more
study is needed to corroborate these results more generally and understand the
characteristics and potential for creative destruction for different domains.

Fig. 5. An example of the creative destruction phenomenon
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5 Related Work

Flexible feature deletion relates to the many approaches in CBR which address
the construction of compact competent case bases (a number of which are sur-
veyed in Wilson and Leake [1]), including case retention and forgetting strategies
[12–15], diversity-preserving deletion strategies [16], making a trade-off between
accuracy and case base size [17], taking into account local complexity in order
to consider class boundaries [18], and competence-based deletion of cases [11].
Unlike flexible feature deletion, however, all these methods assume that cases
are indivisible.

When CBR maintenance research has considered internal contents of cases,
its goal has generally been to improve the quality of the contents (e.g., [19,20]),
whereas the goal of FFD is to reduce case size. Some research on case-based
abstraction has replaced concrete cases with abstractions [21] which is similar to
our more fine-grained substructure abstraction operation. Most similar to FFD is
recent work by Abdel-Aziz and Hüllermeier, who consider the removal of parts of
cases in the context of maintenance to control case-base size for preference-based
CBR [22].

The notion of connecting adaptation more directly to retention can be seen
as in the same spirit as Smyth and Keane’s adaptation-guided retrieval, which
connects adaptation to similarity assessment [23].

Related to the case study domain, path planning is a classic application
of case-based reasoning [24–26]. Kruusmaa and Willemson [27] observe that in
mobile robot path planning, case base growth is a serious problem, precluding
retaining all cases. However, that work does not focus on the retention strategy
and considers cases indivisible.

6 Conclusion

This paper proposed a symmetry between compression and reuse for flexible fea-
ture deletion, such that the compression strategy draws on adaptation knowledge
and is guided by the extent of the reversibility of deletions by adaptation. Eval-
uation of recoverability-based flexible feature deletion in a path-finding domain
supported that recoverability-based methods provide superior competence com-
pared to flexible feature deletion at the same levels of compression. An interest-
ing area for future research is exploring recoverability-based methods for richer
adaptation knowledge.

If overall processing time is the primary motivation for compression, the
recoverability-based approach offers a trade-off between potential reductions in
retrieval from the case base versus increases in recovery cost, which could be
used to guide maintenance decisions. This is another interesting topic for further
study.

The experiments revealed an additional surprising result: That compression
by potentially lossy feature deletion strategies can sometimes actually improve
case base competence. This creative destruction phenomenon suggests two inter-
esting avenues for research. The first, in the context of case-base compression,
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is how to prioritize FFD to maximize the chance of creative destruction occur-
ring. The second arises because creative destruction, by improving competence,
would be valuable even if compression was not needed. This suggests opportuni-
ties for maintenance aimed at improving competence by revising or restructuring
cases to make them more amenable to adaptation, given characteristics of the
adaptation knowledge of the system.
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Abstract. Designing hydrometallurgical experimental work, not to mention
entire processes, is a complex task involving various ore properties and their
combined effects on the available treatment methods. Gold leaching is one
hydrometallurgical process, cyanide being the predominantly utilized leaching
agent since late 1800s. Case-based reasoning (CBR) has previously been applied
for selecting established process chains for a given gold ore, but with this paper,
we are taking this previous research of gold processing towards cyanide-free
leaching methods that are currently in development stage and not yet industrially
applied. The utilization of CBR for cyanide-fee gold extraction experiment
design is tested by building a preliminary CBR knowledge model to recommend
treatments for gold extraction. Publications on cyanide-free leaching were
analyzed and metallurgical researchers were interviewed in order to define the
necessary attributes and their value ranges to be included in the model. We
report the challenges encountered while building the CBR knowledge model,
discuss its functionality and make suggestions for future research on the topic.

Keywords: Case-based reasoning � Gold leaching � Cyanide-free gold
extraction

1 Introduction

When a new ore deposit is found, selecting a processing method for that particular ore
depends on various characteristics of the deposit. Experts, such as geologists and
metallurgists, analyze the whole ore body with great detail and make the process
decisions based on the mineral type, deposit size, gold content, gold grain size,
impurity content and many other attributes. Two ore deposits are never identical, so the
process always needs to be tailored to serve the deposit in question. This makes the
process selection and plant design a complicated task for professionals, who are trying
to maximize the financial profitability of the plant project.

The utilization of Case-based reasoning (CBR) as a selection tool for gold pro-
cessing has been investigated previously [30, 32], but the focus has been on established
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technologies that use cyanide as a leaching agent. Cyanide, however, is highly toxic
and due to recent environmental catastrophes [36] there is an increasing pressure for
finding environmentally sustainable ways for gold extraction. Alternative methods are
being developed [19], but only one, thiosulfate, is industrially utilized [7]. Furthermore,
there is not just one universally valid cyanide-free leaching method applicable for all
raw material types. At the moment, there is research information available on the
new-coming processes, but due to the novel nature of cyanide-free leaching, many
published articles lack an industrial point of view, focusing more on chemical
phenomenon.

When a new gold leaching experiment series is designed for a given raw material,
the researchers need to gather information about previous results acquired for similar
materials or with similar solutions of interest. This can be a time consuming task due to
the variety of material options and possible similarities between raw materials. If the
designer of an experimental series of treatments could formalize the literature in a way
that experiments done on similar raw materials could be found easily and their results
compared, the efficiency of experiment design and even the speed of the process design
project could be improved. For example, a researcher that has access to a waste product
(tailings) from a gold mine that still contains gold, could conduct chemical and min-
eralogical analysis for the material and compare it to previous materials that have been
experimented on by using a case base of examined treatments. If the expert finds out
that a certain ore, with similar qualities to the raw material of interest, has been
successfully leached with thiosulfate, the experiments could be designed for thiosulfate
instead of experimenting on a variety of different leaching methods first.

The purpose of this article is to consider, if CBR is a potential tool for comparing
previous cyanide-free leaching results on gold containing raw material in order to
improve experiment design time and effort. We will investigate this concept by con-
structing a preliminary CBR knowledge model and then assessing the challenges
related to its construction and the quality and functionality of the model. Finally, we
will draw our conclusions and make suggestions for future research on this topic.

2 Background

2.1 Case-Based Reasoning for Metallurgical Process Selection

The methodology of CBR is based on a four-step process; Retrieve, Reuse, Revise and
Retain that are applied upon a case-base of previous cases that consist of
problem-solution pairs. A new problem is entered into the system as a query-case and
similar problems are retrieved from the case base. Then the solution to the most similar
case retrieved is examined and reused in order to solve the query-case problem.
Evaluation of the solution usually leads to revision of the solution to serve the
query-case as efficiently as possible. The revision phase is adapting any non-matching
aspects of the retrieved solution to the query-case problem. Thus, eventually, if no full
match was retrieved, a new problem-solution pair emerges and it can be added to the
case base in the retain step [1].
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CBR tools can be developed for several industrial applications, for example,
malfunction diagnosis of complex equipment [40]. Decision rules and fuzzy sets have
been studied for selecting gold ore treatments and calculating related cost estimates [34,
35]. However, CBR has been shown to be more suitable for metallurgical process
selection due to, for example, its flexibility regarding incomplete input data [31, 32].

The previous work of Rintala et al. [30–32] concentrated on developing a process
selection tool for established gold processing methods. By using ore properties such as
gold content and information on other materials present in the ore, the user would
receive suggestions of process chains that have been utilized for processing similar
gold ores. This could aid mineralogical and metallurgical experts, who are designing a
process for an ore body of industrial interest. After experiments on the new ore, based
on the suggestions by the CBR tool, a new process could be developed and added into
the case base. Rintala et al. performed knowledge formalization and evaluation by
using myCBR 3.01 and the same open source software will be utilized in this work. The
system constructed by them was able to retrieve similar ores with similar processing
methods and they concluded that the system was suitable for modelling knowledge of
established hydrometallurgical processes for gold extraction.

Where Rintala et al. [30–32] developed a CBR tool for selecting whole process
chains for gold processing, from ore to final product utilizing cyanide chemistry, this
project aims for a tool comparing an individual treatment i.e. gold leaching stage.

2.2 Cyanide-Free Gold Leaching Methods

There are several cyanide-free gold leaching methods under development. The
new-coming methods are based on, for example, chloride [22], thiosulfate [21],
thiourea [8], or bromine-bromide [37] as the cyanide replacing reagents. These
methods are considered as challenging regarding profitability and the stage of tech-
nological development. However, great advances could be made, if an efficient way of
recycling the reagent could be generated because often the reagent costs are one of the
notable disadvantages of these new processes [19]. Stabilizing the processes and
achieving a reliable performance level are also under development as some of the
leaching processes are complex and difficult to control [17].

We have chosen two leaching methods for the construction of our preliminary
model. Thiosulfate and chloride were selected, because the former is already indus-
trially established and the latter has historically been the predominant process in the
form of gold chlorination, before the appearance of cyanidation in 1888 [23]. There-
fore, these two methods were seen as the most promising for further development and
eventually having potential in becoming the new norm in the gold processing industry.

1 http://mycbr-project.net/.
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3 Attribute Determination

The selection of attributes to be formalized into the case base for similarity calculations
is essential in building a functional knowledge model. The selection was performed in
two parts using two different methods. First, we analyzed scientific review-articles
about cyanide-free gold leaching methods. Second, we interviewed hydrometallurgical
researchers on their opinion about important attributes for a system comparing
knowledge on cyanide-free gold leaching.

3.1 Review Article Analysis

In the field of hydrometallurgy, treatment review articles are an important part of the
scientific writing scheme as they often compile recent developments in a particular area
and compare results acquired by other researchers. In other words, they gather
knowledge from various sources and formalize it for the convenience and benefit of the
reader. Therefore, gold treatment review-articles can be seen to function partly in the
same manner as the knowledge model that is the objective of this research. We saw this
as a way to extract the same type of knowledge from treatment review-articles as was
elicited from researchers through interviews, as discussed in the next section.

Three review articles from three different peer-reviewed scientific journals were
selected for thorough analysis from the ‘what was seen as important information’ –
perspective. The selected articles along with their respective authors, journals and years
of publishing are presented in Table 1.

The articles were analyzed systematically for information patterns that might occur
between them. Six questions were taken into consideration in order to define the focus
of the papers and the similarity of their way of discussing the topic of cyanide-free gold
leaching methods. This information could then be used in a similar manner as the
results from the researcher interviews – as a base for defining the objectives for the
preliminary knowledge model. The questions were as follows:

Table 1. Selected three review articles of cyanide-free gold leaching methods [17, 19, 33]

Article Authors Journal Year

Gold leaching in non-cyanide
lixiviant systems: critical issues
on fundamentals and applications

Senanayake, G. Minerals
Engineering

2004

Alternatives to cyanide in the gold
mining industry: what prospects
for the future?

Hilson, G.
Monhemius, A. J.

Journal of Cleaner
Production

2006

Non-cyanide Leaching Processes in
Gold Hydrometallurgy and
Iodine-Iodide Applications: A
Review

Konyratbekova, S.
Baikonurova, A.
Akcil, A.

Mineral Processing
and Extractive
Metallurgy
Review

2015
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• What cyanide-free gold leaching methods are mentioned in the article?
• What leaching methods are discussed further than a single mention? For example,

the reaction mechanism is discussed.
• What method attributes, such as temperature, are mentioned in the article?
• What method attributes are discussed further? For example, an exact value is

mentioned or the effect of the attribute on the leaching process is specified.
• What ore attributes are mentioned in the article?
• What ore attributes are discussed further?

The results of the analysis were tabulated for effective comparison. The amount of
methods, method attributes and ore attributes mentioned or discussed further in at least
one or all of the review articles is presented in Table 2.

The concepts that were discussed further in all three review articles were concluded
as being the most auspicious and influential due to the fact that they were seen as of
high importance by all the review article authors. The 6 leaching methods, 10 method
attributes and 4 ore attributes discussed further in the articles are presented in Table 3.

The leaching methods we chose earlier for the preliminary knowledge model were
thiosulfate and chloride leaching. Both are discussed further in all review articles and
this was interpreted as a confirmation of our selection. Other methods that were dis-
cussed further in all articles were bromine-bromide, iodine-iodide, thiocyanite and

Table 2. Quantitative results of the cyanide-free gold leaching review article analysis

Mentioned in
at least one
article

Mentioned in
all three
articles

Discussed further
in at least one
article

Discussed
further in all
three articles

Methods 27 7 11 6
Method
attributes

29 20 25 10

Ore attributes 13 7 10 4

Table 3. Methods and attributes discussed further in all three review articles

Methods Method attributes Ore attributes

Bromine-bromide Gold solubility Gold content
Chloride Gold extraction % Ore type
Iodine-iodide Leaching selectivity Copper present
Thiocyanate Reaction rate Sulfur present
Thiosulfate pH
Thiourea Oxidant concentr.

Ligand concentr.
Redox potential
Retention time
Additives
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thiourea. The incorporation of these leaching methods for the second version of our
knowledge model should be taken into consideration.

The method attributes concerning precise process conditions are not included in our
preliminary knowledge model, but they could be included in a second version, if the
user has a reason to predetermine some process conditions of interest. The ore attributes
will form the basis of the query function in our model as the objective is to compare
similar raw materials. Gold content, ore type and the presence of copper and sulfur
were the four ore attributes discussed in all articles. Gold content is straightforward to
transfer into a case attribute expressed as gold content in grams per ton of ore. Ore type
refers to the mineralogical composition of the ore as do copper present and sulfur
present attributes. Copper and sulfur are present in some minerals and if the minerals
that are present in the ore are known, then the presence of copper and sulfur along with
the ore type are known. Therefore, ore type was seen as an obsolete attribute as the
minerals present and gold content would define the ore type. Furthermore, also copper
and sulfur presence is known if the governing mineral types are stated. The interest
towards mineralogical attributes is increased by the fact that ore mineralogy highly
determines the feasibility of industrial gold extraction processes. It was noted during
the manual case acquisition that generally ores contain one or two predominant min-
erals while the other minerals were of lower importance. Therefore, modelling two
major minerals present in the raw material was seen as sufficient for the preliminary
knowledge model.

Next to the manual analysis of the treatment review-articles we also investigated the
possibility to use natural language extraction techniques to semi-automatically extract
cases of treatments from the existing literature. We did so as the abstracts of the articles
indicated an almost consistent format and thus are offering the opportunity to perform
case extraction from a semi-structured text format. We initially built an ANNIE (A
nearly new information extraction) application within the GATE2 natural language
processing architecture. Based on frequent term analysis we identified categories of
terms like: “amount”, “ore type”, “parameters”, “results”, “substances” and “treat-
ments”. Initial experiments, see Fig. 1, in annotating such terms in abstracts from
treatment articles show a promising structure in these abstracts. However, further
refinement of the extraction application is still required.

3.2 Interviews of Researchers

Interviewing techniques can be divided into three categories based on the predefined
questions and their control over the course of the interview; structured i.e. a form,
semi-structured or theme interview and unstructured or open interview [28]. In this
study we used a semi-structured interviewing technique where the questions were
predefined, asked in the same order and no additional questions were asked. The
questions were open questions [5], that the interviewee could answer with their own

2 https://gate.ac.uk/.
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words. The answers were analyzed for themes, concepts and ideas while constructing a
summary of all the interviewing results.

The sample size, i.e. the number of interviewed researchers, can be determined
based on the concept of data saturation, which is widely utilized in health sciences to
confirm content validity [12]. Data saturation means conducting new interviews until
no new ideas or concepts emerge from increasing the number of interviews [11]. One
proposed method is a minimum of 10 interviews after which interviews are conducted
until 3 consecutive interviews do not introduce any new information [10]. We could
not adopt this method directly due to the fact that the availability of researchers for
personal interviewing was limited. Therefore, the interviewing sample size could not be
defined based on a stopping criterion, but the data saturation could be estimated.

We chose to interview both junior and senior level researchers that were specialized
in hydrometallurgy. We defined “junior” as having conducted hydrometallurgical
research for under two years and “senior” as at least ten years. A preliminary ques-
tionnaire was drafted aiming to find out what attributes the interviewees found most
important and useful. The questions also included the question “Did we ask the right
questions?” in order to gather feedback for developing the questionnaire itself. After
the first round, we revised the original questions based on our observations during the
interview and the received feedback.

The first interview was conducted with one junior level researcher. The questions
were then revised, for example, the first interviewing round did not produce any
suggestions of ore attributes when the essential purpose of the model should be to find
similar materials. Therefore, we decided to include three ore attributes and ask the
interviewees what attributes they would add to better describe the ore. The questions
for the second round were as follows:

• Imagine you were designing an experiment series for chloride leaching. If all
information from previous research articles was thoroughly organized, what
knowledge and parameters would you compare for

Fig. 1. Initial annotation of relevant term types in treatment article abstracts [6, 25]
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– free-milling ore?
– refractory ore?

• What parameters would you like to use for excluding cases from the comparison?
• If you were designing a thiosulfate experiment instead, would it change your

answers to question 1 and 2?
• There is a preliminary model that compares previous research cases based on

attributes in this example:

Method Mineral 1 Mineral 2 Gold content

Chloride Ankerite Muscovite 1.5
Thiosulfate Arsenopyrite Pyrite 56
Thiosulfate Pyrite 94.63

• What attributes would you add to the list, in order to better describe the ore?

These questions were presented to another junior level researcher and the third
interview round included both a junior and a senior level researcher. There appeared no
reason to revise the questions after the first round, so the questions stated previously
were used throughout the rest of the interviews. The fourth round was conducted with
three senior level researchers and the first junior level researchers that participated in
round 1, resulting in three junior and four senior level interviewees combined.

Attributes mentioned by the interviewees were assigned an importance rating equal
to the amount of interviewees who mentioned that particular attribute. There were only
one method and one ore attribute (extraction rate and refractoriness) that were men-
tioned by five interviewees, as shown in Table 4. Naturally, these attributes were
considered more important or useful than the attributes that were mentioned only once
(3 method and 11 ore attributes). Table 4 presents the amount of method and ore
attributes in each importance rating class. It needs to be noted that three ore attributes
were mentioned in the final version of the questionnaire and therefore they were not
mentioned by the interviewees.

Table 4. Amount of method and ore attributes mentioned by interviewees in each importance
rating class. Importance class (1–5) referring to the amount of interviewees that mentioned the
attribute.

Importance rating class Amount of method attributes Amount of ore attributes

5 1 1
4 3 1
3 6 2
2 6 3
1 3 11
Combined amount of attributes 19 18
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Data saturation was not reached, because the last interviewee still mentioned
attributes that had not been mentioned before. None of the attributes were mentioned
by six or seven interviewees and therefore the maximum importance rating achieved
(attributes extraction rate and refractoriness) was five.

Extraction rate indicates how quickly gold is dissolved into the solution. However,
extraction rate is seldom stated outright in scientific articles, but the common practice is
to report the overall extraction as percentage of gold (importance rating of 4). There-
fore, it was decided that extraction percentage would be included in the model instead
of extraction rate and be referred to as simply Extraction.

By definition, refractoriness describes the ore resistance towards cyanide leaching
due to phenomenon such as (i) gold being locked inside insoluble minerals e.g. pyrite,
(ii) mineral containing organic carbon causing gold back-precipitation (preg-robbing),
(iii) mineral containing high cyanide consuming elements making gold dissolution
unfeasible or (iv) any combination thereof. However, in practice the term refractoriness
is most often related to explanation (i). These kind of minerals (e.g. pyrite) are often
considered refractory without emphasizing the term. This inconsistency in scientific
writing makes it challenging to use the attribute refractoriness in knowledge modelling.
For this reason, we decided that the mineralogical attributes would suffice in implying
the refractoriness level of the ore.

4 Preliminary Knowledge Model

We utilized myCBR Workbench, an open-source retrieval tool for knowledge for-
malization, in building our preliminary knowledge model. This section discusses the
construction phases of the model from attribute formalization to acquiring cases and
defining local similarities for the found attribute values.

4.1 Selected Attributes

We chose five attributes to be compared for each case, based on the treatment review
article analysis and researcher interviews. This was seen being the minimal amount of
attributes necessary in order to build a functional model. The attributes and their
respective types are presented in Table 5.

Table 5. Selected attributes for the preliminary knowledge model

Attribute Type of attribute

Method Symbol
Mineral 1 Symbol
Mineral 2 Symbol
Gold content [g/t] Floating point number
Extraction [%] Floating point number
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Method implies the leaching method; thiosulfate vs. chloride. Mineral 1 and
Mineral 2 are the two minerals most abundant in the ore, excluding barren quartz,
because practically all ores contain quartz [23]. If the gold was reported occurring
within the quartz minerals, then it would be included. Gold content expresses the
amount of gold in grams per ton of ore. Extraction is a term used to describe the
percentage of gold that has been successfully leached. These attributes were seen as
vital for comparing cases at a sufficient level of scientific relevance.

4.2 Composing the Case Base

After the attributes were selected, we collected cases and formalized the information
within them. All cases were extracted form peer-reviewed scientific articles published
by respected journals in the field of hydrometallurgy. Some articles contained more
than one test series, producing several cases. Altogether 24 cases were extracted from
20 articles [2–4, 6, 9, 13–16, 18, 20, 21, 24–27, 29, 38, 39, 41]. Chloride was the
leaching agent used in 10 cases and thiosulfate was used in 14 of them. Most of the
articles, 13, defined two main minerals, but 11 articles did not specify more than one
dominant mineral. Combined, 11 different minerals and 2 rock species (combinations
of several minerals) were mentioned in the articles.

The cases were named based on the method and the gold grade. Thiosulfate and
chloride leaching were represented with t and c respectively. For example, if the
leaching experiment was conducted with thiosulfate and the gold grade of the material
was 1.5, the name of the case was X_t_1.5, X representing a running number.

4.3 Local Similarity Values

Local similarities were assigned between different values within the attributes. Method
had only two possible values, “Thiosulfate” or “Chloride”. These methods cannot be
technically combined opposite to e.g. chloride and bromide methods that can be used in
combined leaching. Therefore, the similarity between “Thiosulfate” and “Chloride”
was set at 0.

The data type for the attributes Gold content and Extraction was chosen as floating
point number and the values within the case base varied from 1.5 to 94.6 g/t and from
42.7 to 100 % respectively. A linear distance function was chosen to determine the
local similarity, which in practice converts the difference between compared values into
percentage of the entire range and subtracts it from full similarity of 100 %.

13 different minerals or rock species were present in the case base. Similarities
between different minerals were defined based on rules concerning the elements within
the minerals. The elements were divided into non-metallic (e.g. sulfur and oxygen) and
metallic elements (e.g. iron and copper). The rules were constructed as follows:

• If all the same elements are present, but in different ratios, the similarity is 0.9.
• If the minerals share both non-metallic and metallic elements, but one or both

include element(s) the other one does not, the similarity is 0.8.

258 M. Leikola et al.



• If the minerals share a nonmetallic element, the similarity is 0.6. This is justified by
the fact that most minerals can be classified, for example, as sulfidic (containing
sulfur) or oxidic (containing oxygen), defining largely its leaching behavior.

• If the minerals only share a metallic element the similarity is 0.3. This is justified by
the fact that metallic elements do not usually affect the leaching behavior as sig-
nificantly as the pre-mentioned non-metallic fraction.

• If the minerals share no elements, the similarity is 0.0.

Two rock species, andesite and rhyolite, were mentioned in one of the cases with no
specification of the mineral ratios they encompassed. However, both usually share the
minerals plagioclase, hornblende, and biotite and include from two to four other
minerals. Therefore, the similarity between rhyolite and andesite was determined as
0.7, because they share several of the minerals they are composed of. Their similarities
between rock species and single minerals was set at 0.

It is obvious that the similarity definitions are and cannot be perfect due to the
unique characteristics of each ore body and changes in the chemical activity, even
within the same mineral class. For example, the nature of gold containing pyrite (FeS2)
minerals varies, some being much easier to leach compared to others. However, the
values listed above can give a good indication of the similarities of the Mineral 1 and
Mineral 2 attribute values that are not accurate, but rather fuzzy in nature.

Initially, the global similarity measure chosen for the comparison of entire problem
descriptions is a weighted sum with a (yet) even weight distribution between all
attributes. The similarity of two problem descriptions is defined as a value in the
interval [0,1], with 0 being non-similar at all and 1 being entirely similar.

5 Model Validation and Results

After the preliminary model had been constructed its functionality was assessed
through test queries. This section discusses the configuration of the test queries and
then the results and their analysis.

5.1 Test Queries

The preliminary knowledge model was validated by conducting test queries. The ores
that were used for queries were selected from current and past industrial mining pro-
jects that utilize cyanide. Furthermore, the focus was on ores that are refractory i.e.
difficult to treat by conventional methods, enabling more economic benefits if an
alternative cyanide-free gold leaching method could be found.

Table 6 shows the ore attributes of the used query ores. In principal, the optimum
Extraction is 100 %, though full extraction is not realistic. The value of this attribute
was set at 100 % favoring results having higher Extraction values. The mining projects
utilizing the test ores are called Joutel, Canada (T1), Flimston Gidji, Australia (T2),
Giant Yellowknife, Canada (T3) and Grasberg-Ertsberg, Indonesia (T4) [23].

After testing with only the ore attributes in Table 6, the leaching methods chloride
and thiosulfate were added to the queries individually, resulting in 12 test queries in
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total. The three most similar cases of these test queries are shown in Table 7. Best
similarity values for T2 and T2 Thiosulfate are rounded instead of exact matches.

5.2 Result Analysis

Mineral Data Modelling. Some shortcomings were noted in the way the mineralogy is
modelled. Firstly, in some cases, there is only one major mineral and in these cases the
value for Mineral 2 is “unknown”. The operational principle of myCBR leads to a
situation where the “unknown” value of Mineral 2 produces a local similarity of 1 with
cases that also have only one dominant mineral. The ores having only one major
mineral is not enough to justify such an increase in the global similarity value. Sec-
ondly, it was noted that Mineral 1 and Mineral 2 should be cross compared. Currently,
if the queried value for Mineral 1 is “pyrite” and for Mineral 2 “arsenopyrite” and a
potential case has the same minerals, but in reverse order, the similarity calculations
will reflect them having different values in both attributes. However, the model should
reflect the total similarity, which in this case is almost identical with respect to the
behavior of the material in leaching processes.

Furthermore, it was evident that the case base did not include all the possible
minerals. In addition, it seems that it is not reasonable to try to model all hundreds of
minerals and their similarities in order to improve the model further. The next target in
the research is to conduct a literature survey and interview senior professionals to

Table 6. Ore attributes of selected query cases [23]

Test case T1 T2 T3 T4

Gold content 5.8 3.8 7.0 1.5
Mineral 1 Pyrite Pyrite Arsenopyrite Chalcopyrite
Mineral 2 Arsenopyrite Pyrite

Table 7. Results of test queries

Query case 1st case Sim 2nd case Sim 3rd case Sim

T1 16_t_32 0.88 2_t_4.3 0.75 9_c_5.17 0.72
T1 thiosulfate 16_t_32 0.91 2_t_4.3 0.80 11_t_45.5 0.66
T1 chloride 9_c_5.17 0.77 8_c_27 0.75 15_c_20.45 0.72
T2 2_t_4.3 1.00 9_c_5.17 0.97 8_c_27 0.94
T2 thiosulfate 2_t_4.3 1.00 5_t_94.63 0.79 1_t_33.89 0.79
T2 chloride 9_c_5.17 0.97 8_c_27 0.95 15_c_20.45 0.92
T3 19_t_56 0.84 24_c_55.7 0.61 7_t_46 0.53
T3 thiosulfate 19_t_56 0.87 7_t_46 0.62 4_t_90 0.60
T3 chloride 24_c_55.7 0.68 19_t_56 0.67 9_c_5.17 0.57
T4 3_c_11 0.93 2_t_4.3 0.74 18_c_11 0.72
T4 thiosulfate 2_t_4.3 0.79 20_t_1.646 0.76 3_c_11 0.74
T4 chloride 24_c_55.7 0.68 19_t_56 0.67 9_c_5.17 0.57
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define minerals, mineral groups and mineral classes that are known to have chemically
similar leaching behavior and/or are of the highest importance during gold leaching.

Leaching Method Modelling. When the leaching methods Thiosulfate and
Chloride were included in the queries, the most similar cases did not consist of solely
the queried method. In all cases, the most similar case was shown to correspond the
Leaching method in query. However, already the second case was differed from the
query’s Leaching method in tests “T3 chloride” and “T4 chloride”. Therefore, it was
concluded that the weight factor of the attribute Leaching method should be increased
to a point where it becomes clearly dominant over the other attributes.

Model Performance. myCBR calculated the similarities according to the given
local similarity values as planned. However, the shortcomings of the knowledge
modelling of similarity measures of minerals were seen as significant enough to con-
clude that the model needs to be reconfigured. Especially the fact that the mineral
attributes are not cross compared with each other, renders the model insufficient at
comparing ores, concentrates and other materials based on natural minerals.

6 Conclusions and Future Work

The constructed knowledge model built in this work for cyanide-free gold leaching was
shown to work in principle. However, it is evident that the knowledge modelling of
minerals needs to be reconfigured. A different type of attribute set-up needs to be
developed and possibly the calculation method needs to be reconsidered. There needs
to be numerous material attributes and they all need to be compared with each other in
a way that best describes the overall behavior of the material in a metallurgical process.
There are several issues that need to be considered when refining the mineral knowl-
edge modelling:

• mineral attributes are parallel, all affecting each other
• the amount of minerals present in the ores vary
• the amount of minerals available for querying cannot be restricted by the minerals

present in the case base
• two minerals that behave similarly in one leaching process might act differently

from each other in another leaching process.

The incorporation of the mentioned issues into the knowledge model will be
challenging due to certain characteristics of the myCBR software. For example, at the
moment myCBR compares attribute values with values of the same attribute and not
values of other attributes. However, this cross comparing functionality would be
essential for comparing raw materials with each other.

In addition to the reconfiguration of the mineral knowledge modelling, the case
base needs to be expanded significantly and also incorporate other leaching methods.
This way the model will serve the needs of researchers better. More attributes need to
be modelled, especially method attributes such as pressure, temperature and
solid-liquid ratio. These will enable researchers to target, for example, process con-
ditions that are industrially feasible. Future work will aim to provide a knowledge
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model serving both academic researchers and industrial experts in designing experi-
ments and advancing the scientific knowledge on environmentally safe gold processes.
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Abstract. A competence guided casebase maintenance algorithm
retains a case in the casebase if it is useful to solve many problems
and ensures that the casebase is highly competent in the global sense. In
this paper, we address the compositional adaptation process (of which
single case adaptation is a special case) during casebase maintenance
by proposing a case competence model for which we propose a measure
called retention score to estimate the retention quality of a case. We also
propose a revised algorithm based on the retention score to estimate the
competent subset of the casebase. We used regression datasets to test
the effectiveness of the competent subset obtained from the proposed
model. We also applied this model in a tutoring application and ana-
lyzed the competent subset of concepts in tutoring resources. Empirical
results show that the proposed model is effective and overcomes the limi-
tation of footprint based competence model in compositional adaptation
applications.

Keywords: Casebase maintenance · Case competence · Footprint based
competence model · Compositional adaptation

1 Introduction

Case Based Reasoning(CBR) systems solve new problems by retrieving similar
past problems from a casebase and adapting their solutions. The adaptation
process can be done in two ways - single case adaptation and compositional
adaptation. In single case adaptation, the solution of a single case can be adapted
to solve the target problem whereas in compositional adaptation the solutions
from multiple cases are combined to produce a new composite solution [16].
Casebase Maintenance is a branch of CBR, which aims at looking into the quality
of cases that should be retained in the casebase; the goal is often to maintain
a compressed casebase that can solve new problems effectively [12]. We need to
ensure that the cases in the compressed casebase would be able to be retrieved
and adapted for a wide range of problems in the casebase. Thus, the competence
of a casebase can be determined by the ability of the cases in the casebase to
solve a large number of problems. A competence guided casebase maintenance
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algorithm retains a case in the casebase if it is useful to solve many problems and
ensures that the casebase is highly competent in the global sense [13]. For this,
it is important to mark the cases that are involved in both the single case and
compositional adaptation process in the past so that we can use this knowledge
to measure coverage.

Footprint-based retrieval [15] is an efficient retrieval approach in CBR, which
guides the search procedure using a case competence model [14]. This app-
roach identifies a compact competent subset of the casebase called footprint set,
using the case competence model. However, the competence model used in the
footprint-based approach covers only the situation where a single case is adapted
to solve a problem. It turns out that many CBR applications require composi-
tional adaptation for their adaptation process. In such cases, the dependency
between the cases has to be taken into consideration when we estimate the com-
petence of each case in the casebase. To the best of our knowledge, no previous
work has attempted to address the maintenance of casebase which requires com-
positional adaptation. So, we are motivated by the research question, “How can
we model a competence guided casebase maintenance model where the adaptation
process involves compositional adaptation?”

In this paper, we propose a new competence model which can be applied in
an application that involves compositional adaptation (of which the single case
adaptation is a special case). This model is based on a measure called reten-
tion score which estimates the retention quality of a case in the casebase. We
also propose a revised approach to identify the footprint set where composi-
tional adaptation is required. Section 2 reviews the literature on case compe-
tence model and footprint-based approach in particular. Section 3 summarizes
the research in compositional adaptation applications and illustrates the flaw of
footprint-based approach when used compositional adaptation applications. Our
approach to measure the retention quality and the revised footprint approach
are described in Sect. 4 using examples based on synthetic casebases. Section 5
presents the empirical results obtained on synthetically generated datasets. In
Sect. 6, we demonstrate the proposed approach in a tutoring application and
show the importance of the retention score measure with the support of experi-
mental results.

2 Footprint-Based Approach

In Case Based Reasoning, the impact of utility depends on the size and growth
of the casebase. Since efficiency (and on occasions effectiveness) is adversely
affected in the presence of large number of not-so-useful cases, it is desirable to
weed out such cases. Markovitch and Scott [5] have characterized an information
filtering approach based on selective utilization and selective retention strategies
to deal with the utility problem. This selective utilization and selective retention
strategies ensure that stored knowledge is genuinely useful, and the performance
will not be affected by the deletion of any information. In [13], Smyth and Keane
introduced a case competence model to guide the learning and deletion of cases.
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The competence of a CBR system is the range of target problems that the given
system can solve. The global competence of a system also relies on the local
problem-solving properties such as the coverage and reachability of each case.
For the purpose of defining these properties, Smyth and McKenna [15] defined a
relation solves between a case c and a target problem t as c solves t (solves(c, t))
and this relation is defined as in Definition 1.

Definition 1. solves(c, t) iff c is retrieved and c can be adapted for t

Using this relation the competence properties such as coverage and reacha-
bility of each individual case is defined as in the Definitions 2 and 3 respectively.

Definition 2. Coverage(c) = {c′ ∈ C : solves(c, c′)}
Definition 3. Reachability(c) = {c′ ∈ C : solves(c′, c)}

Global competence of a casebase is a function of how the local competences
of the cases interact when they are combined. When there is any overlap between
the coverage of cases in the casebase, its individual contribution may not con-
tribute globally [14]. The unique competence contribution of an individual case
to solve a target problem depends on the presence of alternate solutions for the
target problem. Smyth and McKnenna [15] defined a measure called relative
coverage based on the idea that if a case c can be solved by n other cases then
each of the n cases will get a contribution of 1/n from c to their relative cov-
erage measures. Thus, relative coverage provides a mechanism to estimate the
contribution of each case to global competence.

RelativeCoverage(c) =
∑

c′∈Coverage(c)

1
|Reachability(c′)| (1)

The maintenance strategy of the casebase becomes more and more critical in
real-world situations. Competence directed casebase maintenance should delete
irrelevant cases that guide the casebase to maximizes its competence [13]. Smyth
and McKenna [15] estimated the set of cases that is to be retained using the
relative coverage measure where the final set (i.e. footprint set) contains cases
with large competence contributions and this set covers the rest of the cases
in the casebase. For the construction of footprint set, first the cases are sorted
in the descending order of the relative coverage values and then each case is
added to the footprint set in this order only if the current footprint does not
already cover it. As the cases are sorted based on the relative coverage, the
larger competent cases will get added before the smaller competent cases and
thus keep the footprint size to a minimum. The retrieval strategy based on this
footprint set is not only a simple and novel approach but also it directs the use
of competence model to guide the retrieval process. However, the relation solves
considers only a single case for adaptation while estimating the footprint set.
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3 Compositional Adaptation

In compositional adaptation, solutions from multiple similar cases are combined
to obtain a new solution for a query problem. For example, in a regression setting
where the data instances are the cases, the solutions from the k-nearest neigh-
bor cases can be adapted to predict the target value of the corresponding case
[10]. In the Airquap CBR system for predicting pollution levels, the solution to
the target problem is the mean value of the solutions of the most similar cases
[3]. Arshadi et al. [1] proposed an approach for designing a tutoring library by
applying compositional adaptation. This method identifies the books or parts
of the book for the user’s search topic in the library by combining the solutions
of the similar past requests by other users. Atzmueller et al. [2] examined the
compositional case adaptation approach in the multiple disorder situation dur-
ing medical diagnosis. The proposed approach identifies the solution based on
the solutions of the k most similar cases. In [8], Muller et al. attempted the
compositional adaptation of cooking recipes by decomposing the cooking recipe
cases into reusable streams [9]. The adaptation process compensates the defi-
ciencies of the retrieved recipe by replacing the retrieved one with the streams
of appropriate cooking recipes.

Fig. 1. An example of casebase where compositional adaptation is involved

We illustrate the drawback of the competence model in footprint-based app-
roach when the adaptation process involves compositional adaptation. Figure 1
shows a network of cases where each node represents cases and an edge from one
case (say c1) to other case (say c2) indicates that the case c1 can be retrieved
and its solution can be adapted to solve c2. As per the definition of solves in
Definition 1, the edge c1 → c2 implies c1 solves c2. The arc (AND arc) between
the edges represents compositional adaptation. For example, the arc between the
edges c1 → c3 and c2 → c3 in the network indicates that the composite solution
of the case c1 and c2 can solve the problem c3. It is to be noted that neither case
c1 nor c2 can solve c3 in isolation. The footprint-based approach discussed in
Sect. 2 cannot have the AND arcs between incoming edges, and outputs a foot-
print set {c1} corresponding to this network. Though Smyth et al. [15] proposed
the footprint approach such that the footprint set covers the entire casebase,
the footprint set identified for the casebase in Fig. 1 solves all the cases in the
network only when compositional adaptation is not taken into consideration. For
example, case c3 cannot be solved by this footprint set as the case c3 needs case
c2 which is not present in the footprint set, apart from c1 to solve it. The current
competence model has to be enhanced to include compositional adaptation.
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4 Approach

In this section, we present a case competence model which covers the compo-
sitional adaptation (CA) process. Compositional adaptation composes a new
solution by combining the solutions of multiple cases; cases which are used for
adapting the new solution form an AND relation. It is possible to have multi-
ple adapted solutions (either single case or compositional) for a target problem.
These multiple solutions for a target problem shape an OR relation. The AND
relation implies all the cases that are part of this relation are required to adapt a
new solution and the OR relation indicates any of the cases can solve the target
problem. The casebase is comprised of AND-OR relations between cases (or a
disjunction over conjunctions). We assume that the compositional adaptation
operator is a disjunction over conjunctions.

We define the relation solvesCA in the context of compositional adaptation
corresponding to the relation solves in Definition 1. For a casebase C, solvesCA

is defined in Definition 4.

Definition 4. A set of cases C
′ ⊂ C solvesCA a target problem t if and only if

all the cases in C
′ are retrievable for t and the solutions of the cases in C

′ can
be adapted to solve t.

For example, in Fig. 1 the combined solution of the cases c1 and c2 solves
the problem c3 i.e.,. solvesCA(C′, c3) where C

′ = {c1, c2}. As compared to the
Smyth’s competence model [14] which considers c1 solving c3 independent of c2,
here we need to model the fact that the cases c1 and c2 cannot individually solve
the target problem. We exploit solvesCA in the competence model and redefine
the coverageCA and reachabilityCA as in Definitions 5 and 6. The CoverageCA

is defined for a set of cases and ReachabilityCA is defined for each case. Each
element in ReachabilityCA of a case c is a set of cases which can be used for
either single case or compositional adaptation to solve the target c.

Definition 5. CoverageCA(C′ ⊂ C) = {c ∈ C : solvesCA(C′, c)}
Definition 6. ReachabilityCA(c) = {C′ ⊂ C : solvesCA(C′, c)}

For example, in Fig. 1 CoverageCA(c1, c2) = {c3} and ReachabilityCA(c4) =
{{c1, c2, c5}, {c3}}. The dependency between the cases in solving the problems
has to be considered when we estimate the competence of each case in the
casebase. Finally, this should reflect in the footprint set.

We propose a measure called retention score which orders the cases by con-
sidering compositional adaptation based on the extent to which a case is to be
retained in the casebase. This measure quantifies the competence of a case in the
casebase. Then, we propose a modified algorithm of Smyth’s footprint [15] iden-
tification called footprintCA algorithm which identifies the footprintCA which
reflects compositional adaptation.



270 D. Mathew and S. Chakraborti

4.1 Retention Score

The retention score is a measure which quantifies the importance of a case in
terms of whether it is required to be retained in the casebase or not. To illustrate
the idea of retention score, consider the graphs constructed out of synthetic
casebases in Figs. 2 and 3. In the first one, the cases c1 and c2 are essential to
retain as both are required to cover the other cases c3 and c4. However, in the
second one the case c1 requires c2 to solve c3, and both c2 and c5 to solve c4. The
factors that determine the retention quality of a case are the range of problems
that it solves and the number of cases that are required to solve those problems.
In a casebase, we would like to retain fewer good retention quality cases that
cover more useful cases. To estimate the retention score, we define two terms -
covered cases and support cases.

Fig. 2. Synthetic network 1

The covered cases of a case c (CoveredCases(c))
include all the cases that c can be used to solve
either on its on, or in conjunction with other cases.
For example, CoveredCases(c1) in the network
shown in Fig. 2 is {c3, c4}.

The support cases of a case ci to solve the prob-
lem cj (SupportCases(ci, cj)) is the set of cases
that the case ci requires to solve cj . For example,
in Fig. 3 the SupportCases(c1, c3) is {c2} and the
SupportCases(c1, c4) is {c2, c5}.

Fig. 3. Synthetic network 2

The proposed measure for retention score is
based on these two sets and it is based on the idea
that a case has high retention score if it can
solve several cases that have high retention
score with as few cases that have high retention score . More precisely,
the retention score of a case is high if there are more covered cases that have
high retention score with less number of support cases that have high retention
score. Using this idea we came across the recursive formulation as given in Eq. 2.

RetentionScorek+1(c) =
∑

ci∈CoveredCases(c)

RetentionScorek(ci)
∑

cj∈SupportCases(c,ci)

RetentionScorek(cj) + 1
(2)

where RetentionScorek+1(c) is the retention score of a case c at k+1th iteration.
Each covered case contributes to the estimation of the retention score based on
its retention score and the retention score of the support cases that solve this
covered case. The addition of 1 in the denominator is to handle the situation
when a case does not need any support case to solve the corresponding covered
case. For the first iteration of the retention score estimation, the retention score
of a case c can be estimated as,

RetentionScore0(c) =
∑

ci∈CoveredCases(c)

1
1+|{C′ : C′∈ReachabilityCA(ci) and c �∈C′}|

1 + |SupportCases(c, ci)| (3)
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Fig. 4. A sample casebase graph

Table 1. RetentionScore and Relative-
Coverage of cases

Case (c) c1 c2 c3 c4 c5

RetentionScore(c) 2 1.75 1.29 1.23 1

RelativeCoverage(c) 2.25 1.75 0.25 0.5 0.25

The numerator part for each covered case ci in Eq. 3 captures the individual
contribution of c in solving ci. The contribution of c in solving ci is high if c is
involved in all the solutions of ci. Thus, the individual contribution of c to solve
ci decreases with increase in the number of alternate solutions which do not
contain c. The denominator of Eq. 3 ensures that the retention score increases
with decrease in the number of support cases that c requires to solve ci and vice
versa. The addition of 1 in the denominator handles the situation when there
are no supporting cases.

The retention score recursively measures the global competence of each case
in the casebase. The recursive formulation of retention score captures the transi-
tive solving property of cases. For example, if a case c1 solves c2 and c2 solves c3,
then c1’s contribution in solving c3 will also be captured. But, relative coverage
measure used in the footprint-based approach [15] cannot reveal the transitive
coverage of a case. The relative coverage measure express only the individual con-
tribution of each case irrespective of the requirements of other cases in solving
a target problem.

In Fig. 4, the graph of the casebase example has been reproduced from Fig. 1.
The retention score of the cases in the network become stable after 15 iterations.
The scores are given in Table 1. We normalize the retention score values to range
1 to 2 after each iterations. The ordering based on retention score is obtained as
c1, c2, c3, c4, c5. The case c1 secured highest retention score as it covers two cases
without any supporting cases and two other cases with support cases. Though c3
needs no support cases, its score is less due to the lack of its coverage. However,
the case c4 has even lesser score than c3 although it covers same number of
covered cases with no support cases. This is because, the covered case of c4
i.e., c5 can be alternatively solved by c1 which has more coverage. However, the
relative coverage values of the cases shown in Table 1 shows that the values are
estimated only based on the participation of solving a target case. For example,
the case c5 secures a relative coverage value as it helps in solving c4 irrespective
of the requirement of c1 and c2 in solving c4. This notion has been captured by
the retention score.

4.2 FootprintCA Algorithm

The footprint algorithm proposed by Smyth et al. [15] does not consider composi-
tional adaptation while constructing the footprint set. We modified the Smyth’s
footprint algorithm to obtain the footprintCA set and the algorithm is described
in Algorithm 1. This algorithm estimates the footprint by adding the cases in
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the decreasing order of retention score if none of the composite solution of a
case is present in the footprint set. Thus the cases with high retention quality
are added before the cases with less retention quality, and thus help to keep the
good quality cases in the footprint set. We preserve the retention score ordering
of cases in the final footprint set. In this way, the footprintCA set for the exam-
ple in Fig. 1 is obtained as {c1, c3}. It may be noted that this set can cover all
concepts in the given network whereas the Smyth’s footprint set {c1} which is
based on relative coverage cannot cover all the cases in the network.

Algorithm 1. FootprintCA algorithm
Input: Cases sorted based on retention score, Output: FootprintCA (FP)
Cases ← Sorted cases according to their retention score
FP ← {}
Changes ← true
while Changes do

Changes ← false
for each c ∈ Cases do

if none of the composite solution of c is a subset of FP then
Changes ← true
Add c to FP

5 Evaluation

We empirically tested the proposed competence model by using synthetic regres-
sion datasets. The datasets are generated based on the factors like dimensions,
the number of data points, the distance between neighbors, and non-linearity.
The generation process of datasets used for analysis are illustrated below.

1. Synthetic data 1: y = x1 +x2 +x3 +x4 +x5 +x6 +x7 +x8 +x9 +x10 +noise
2. Synthetic data 2: y = x4

1 + x3
2 + x2

3 + x4 + cos2(x5) +noise
3. Synthetic data 3: y = sin(x1x2) +

√
x3x4 + cos2(x5) + x6x7 + x8 + x9 + x10

+noise

The data points across each dimension of all the datasets are sampled uniformly
with values between 0 and 10; we added a random gaussian noise with mean 0
and standard deviation 10. The structure of the datasets are - Synthetic data 1 is
linear and high dimensional; Synthetic data 2 is nonlinear and low dimensional;
Synthetic data 3 is nonlinear and high dimensional.

5.1 Experimental Setup

Each data instance is considered as a case in the casebase and each case is
assumed to be solved by the compositional adaptation solution of its k-nearest
neighbor cases. Thus the casebase graph contains cases as nodes, and edges from
the k-nearest neighbors of each case which are connected to it by an AND arc.
Then the footprintCA set is estimated using this graph and is compared with
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the footprintOR
1 set which is obtained from the same graph by removing the

composition (AND) condition. The experiments are done with k = 1,2 and 4
and by varying the number of instances (casebase size) from 10 to 100. At k =
1, the adaptation process uses a single case; multiple cases are used when k> 1.

5.2 Evaluation Criteria
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Fig. 5. Footprint size analysis

The analysis of the footprint size is one of the
common criteria for evaluation. However, the
size of both the footprint sets are not strictly
comparable as the footprintCA is expected to
have more cases than the footprintOR set due to
composition condition in the former set. Figure 5
illustrates that the footprintOR size is less com-
pared to footprintCA. The size of footprintOR

decreases with increase in the value of k where
as the size of footprintCA increases with increase
in the value of k. For a high value of k, more
cases are involved in compositional adaptation
during which the footprintOR size compresses more and thereby loses composi-
tion knowledge of adaptation. Hence, we propose two measures to estimate the
effectiveness of footprintCA obtained based on the retention score in a composi-
tional adaptation application - casebase coverage and footprint sanity measure.
We compare the results obtained over the footprintCA with the footprintOR set
computed using the relative coverage measure in the same application.
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Fig. 6. Casebase coverage by footprintOR

Casebase Coverage. The essential idea of the footprint set is that the footprint
cases solve all the cases in the casebase. The casebase coverage of a footprint set
fp is measured as follows,

Casebase Coverage(fp) =
|Cases that are solved by fp|

Casebase Size
(4)

1 We refer the Smyth’s footprint set [15] as the footprintOR set.
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The main aim of this evaluation measure is to examine the effectiveness of
footprintCA and footprintOR in the compositional adaptation application. As
footprintCA is formulated for compositional adaptation; this set is expected to
cover the entire casebase. However, the usefulness of footprintCA set can be
observed by analyzing the casebase coverage of footprintOR set.

We analyzed that footprintCA has full casebase coverage all the dataset.
However, the footprintOR set covers the entire casebase only when k = 1. The
analysis of coverage on footprint set is illustrated in Fig. 6. We can observe that
the percentage of coverage increases with increase in the number of data points
when k = 2 in all the datasets. Also, the coverage percentage decreases with
increase in the value of k. The reason behind this is that the increase in the
number of neighbors decreases the size of footprint set and there by reduces its
effectiveness. This indicates the ineffectiveness of the footprintOR set to apply it
in compositional adaptation applications.

Sanity Check. To measure the sanity of the footprint set, we found a method to
identify a set of cases that can cover the entire casebase using a graph-theoretic
approach. We estimate the footprint set from the case network that is constructed
using the relation solvesCA. In the same network, if we repeatedly remove the
cases that do not solve any other cases until there are no such cases, the final
network turns out to be a compressed set of cases that can solve all the cases
in the casebase transitively. This final network is called the kernel of the case
network. The algorithm for computing the kernel is given in Algorithm 2. Though
there is no ordering of cases provided within the kernel, the cases in the kernel
are the potential cases that can be presented in a footprint set. So, we compare
the cases in the footprint set and kernel. The sanity measure is defined as,

Sanity rate =
|footprint cases ∩ kernel cases|

|kernel cases| × 100 (5)

This idea is adapted from [6] where Masse et al. estimate the grounding kernel of
a dictionary graph where the graph is constructed from word definitions. Here
the grounding kernel turns out to be the set of words from which the entire
dictionary words have been defined.

Algorithm 2. Computing the Kernel of the Case Network
Input: Case Network G, Output: Kernel K
K ← G do

Let C be the set of cases (vertices) in K

U ← {v ∈ C : out-degree of v in K = 0}
Remove all elements in U from K

while U == ∅;

In Fig. 7, the sanity rate of footprintCA and footprintOR are compared in all
the three datasets for 1 nn, 2 nn, 4 nn and various casebase sizes. We can observe
that footprintCA has high sanity rate for all the results with k = 2,4, and there
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Fig. 7. Sanity rate of footprint cases in synthetic datasets

is a significant difference in the sanity rate between footprintCA and footprintOR

sets. At k = 1 (single case adaptation), both the methods are performing similar
which indicates that footprintCA is as good as footprintOR in the single case
adaptation process.

We also check the sanity of the footprint sets by performing a reconstruction
of noisy compression of the regression data using the footprint sets as a set
of representative cases. In order to test the quality of the reconstruction of
footprint sets, we performed a regression analysis where we used each footprint
set as the the training data. The test data are the cases that belong to neither
the footprintCA set nor the footprintOR set. The reconstruction error (RE) is
evaluated by the mean square error and we compared the reconstruction error
obtained by both the training data. The comparison of results for all the three
synthetic datasets are shown in Fig. 8. The comparison is done based on the
percentage of the difference between the reconstruction error received by the
two training sets, with respect to the footprintOR set error. The comparison
measure is given in Eq. 6. As we compute the reduction with respect to the
footprint set, a high error percentage indicates a significant improvement by the
footprintCA set.

Reduction w.r.t footprintOR RE =
footprintOR RE − footprintCA RE

footprintOR RE
× 100

(6)
The k value for finding the neighbors is varied from 1 to 4. At k = 1, the

reduction is close to zero which indicates footprintCA and footprintOR per-
form similarly in single case adaptation. For k > 1 and casebase size =10,
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Fig. 8. Reconstruction Error (RE) analysis

we can observe a high reduction which signifies a notable improvement by the
footprintCA set. This reveals the sanity of the retention score.

6 FootprintCA in Tutoring Application

Encyclopedic resources like Wikipedia and dictionary do not have rich peda-
gogical content, tailored to suit the users learning goals [7]. The concepts in
Wikipedia (articles) as well as in dictionary (words) are not arranged in a learn-
ing order where as an ideal textbook explains a concept before referring it which
results in a sequential order for learning [11]. So, sequencing the concepts in
Wikipedia like resources may help the online learners to fulfill their learning
goal. Each article in Wikipedia is explained in terms of other articles which,
in turn explained using other articles. These articles are interconnected using
hyperlinks. In the CBR perspective, Wikipedia articles are the cases and the
concepts in Wikipedia that help in understanding a target concept are com-
posed together to explain the target [7]. Hence, those set of cases acts as a
composite solution of the target. The definition of a Wikipedia article can be
approximated as the first sentence in the article [17]. So, the articles pointed to,
by hyperlinks in the first sentence can be assumed as the concepts or cases that
help in understanding the corresponding concept. We can construct a graph of
Wikipedia casebase by marking these set of concepts as the cases that provide
one composite solution for a Wikipedia article. In such graph, it is possible to
adapt many composite solutions to explain a concept by using the transitivity
property of the graph. This is because every Wikipedia concept is explained in
terms of other concepts. Figure 9 illustrates an example of casebase graph con-
structed from English Wikipedia. Each node corresponds to Wikipedia articles.
The Edges are drawn from the concepts in the first sentence of each article.
For example, the concept atom is explained in terms of chemical element and
matter. Hence, the arc between the edges from chemical element and matter to
atom which forms an AND relation indicates that the cases chemical element
and matter are composed together to explain atom.

We can construct a casebase graph for a given topic, and our case competence
model can identify a competent subset of concepts which covers the rest of the
concepts in that topic. The retention score ordering implies the importance of
each concept based on the extent to which the concept to be retained. A concept
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Fig. 9. An example of Casebase
network from Wikipedia

Table 2. Retention score values

Concepts Retention score

Atom 2.0

Matter 1.19

Chemical element 1.18

Chemical compound 1.12

Chemical bond 1

with high retention value is likely to be a basic concept as its coverage will be
high due to its repetitive usage in defining other concepts. Thus, the ordering
based on retention score provides an order in which one can learn the entire set
of concepts under a specific topic.

The retention scores obtained for the Wikipedia concepts in the network
shown in Fig. 9 are given in Table 2. The footprintCA set for this example is
obtained as {atom, chemical element, chemical compound}. This set can cover
the entire casebase. The ordering of elements in the footprintCA set indicates the
learning ordering where the position in the order implies the level of completion
of learning. For example, let the learning goal be Chemical Compound. To satisfy
the learning goal, one can learn the concepts in footprintCA in the retention score
ordering. While learning each concept in the footprintCA, the concepts that are
solved by the elements in footprintCA can be learnt. Note that these concepts
may not be present in the footprintCA set. A learner who is familiar with any of
the concept in footprintCA can skip all the concepts that are positioned before
this concept in the footprintCA. This is because a concept subsumes all the
previously present concepts in footprintCA. Thus, footprintCA and the retention
score ordering helps a learner to satisfy his/her goal.

6.1 Empirical Results

The effectiveness of retention score and footprintCA set is analyzed on the case-
base extracted from the Wikipedia and dictionary. We extracted the articles in
Wikipedia Artificial Intelligence (AI) category2 and sub-categories up to three
levels. The composed solution cases of each article are marked from the hyperlink
articles that are present in the first sentence. This casebase (wikiAI) contains
6,536 cases. In the dictionary, concepts (cases) are the words that are defined in
it and the content words in the definition are marked as the cases that are used
for compositional adaptation to define a word. We make simplifying assump-
tions that the words in the dictionary are sense disambiguated. So, the content
words present in the first definition of the first sense is considered as the com-
posed solution of each word. Thus, we have taken definitions from the Longman
dictionary of contemporary English (ldoce) and WordNet (wn). The graph con-
structed from this casebase results in an AND-OR graph due to the presence
of multiple compositional solutions. Thus, we have 81,653 cases in the casebase.
2 https://en.wikipedia.org/wiki/Category:Artificial intelligence.

https://en.wikipedia.org/wiki/Category:Artificial_intelligence
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Fig. 11. Sanity rate analysis

Similarly, other casebases are constructed using only WordNet (wn) and only
Longman dictionary (ldoce). The wn casebase includes 79,582 cases and ldoce
casebase contains 26,984 cases. All these four casebases are used for the analysis
of retention score and footprintCA in tutoring application.

Casebase Coverage. We analyzed the casebase coverage by the footprintCA set
and footprintOR set in all the casebases. The footprintCA is observed as covering
the full casebase whereas the footprintOR set does not cover the entire casebase
due to the presence of AND composition. Thus, the entire dictionary words
can be defined using the words in the footprintCA. We analyzed the casebase
coverage by the footprintOR and this is shown in Fig. 10. In all the casebases
except wikiAI, the footprintOR set solves only less than 30 % of the cases in the
casebase. The higher coverage of footprintOR in wikiAI can be because of the
less number of hyperlinks in the first sentence of each article which is considered
as the cases in the composed solution.

Sanity Check. The sanity of the footprintCA and footprintOR are analyzed
using the sanity rate formulated in Sect. 5.2. The results are given in Fig. 11.
We can observe that the sanity rate of footprintCA cases in all the casebases
are more than 65 % and that of footprintOR cases are less than 20 % except the
wikiAI dataset which might be due to the lack of compositional information in
the dataset. This indicates that the footprintCA set is useful for compositional
adaptation applications.

7 Conclusion and Future Work

We start with the observation that the Smyth’s footprint-based approach [15] is
not designed for compositional adaptation applications. We proposed a measure
called retention score to estimate the retention quality of a case that involves
compositional adaptation. Using the retention score, we proposed a revised app-
roach to identify the footprintCA set where compositional adaptation is required.
We tested the effectiveness of the footprintCA using regression datasets and com-
pared it with the Smyth’s footprint set. The empirical results demonstrated the
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improved performance of our model when compositional adaptation is required;
the proposed model performs equally well as Smyth’s model during single case
adaptation process. We also illustrated and tested the effectiveness of our method
in a tutoring application which uses compositional adaptation.

The proposed retention score measure assumes that the compositional adap-
tation operator is a disjunction over conjunctions which makes a hard-AND rela-
tion between the cases that solves a problem using compositional adaptation. In
some applications, the soft-AND relation might solve the problem. For example,
the mean value of the solutions of the similar cases is taken as the composed
solution for the target problem in applications such as pollution prediction in
Aiquap CBR system [3]. The dropping of any of the similar cases might not
affect the resulting solution. It would be interesting to introduce the softness in
the retention score.
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Abstract. This paper studies the feasibility of using transfer learn-
ing for process-oriented case-based reasoning. The work introduces a
novel approach to transfer workflow cases from a loosely related source
domain to a target domain. The idea is to develop a representation
mapper based on workflow generalization, workflow abstraction, and
structural analogy between the domain vocabularies. The approach is
illustrated by a pair of sample domains in two sub-fields of customer
relationship management that have similar process objectives but differ-
ent tasks and data to fulfill them. An experiment with expert ratings of
transferred cases is conducted to test the feasibility of the approach with
promising results for workflow modeling support.

Keywords: Process-oriented case-based reasoning · Transfer learning ·
CRM application

1 Introduction

Transfer learning (TL) addresses the “question of how the things that have
been learned in one context can be re-used and adapted in related contexts”
[14, p. 5]. TL has a long tradition in diverse research disciplines, ranging from
psychology and education [23,32] to cognitive science [8] and artificial intelligence
(AI) [11,14,22,30]. In the context of case-based reasoning (CBR), TL approaches
use knowledge from a source domain “to enhance an agent’s ability to learn to
solve tasks from a target domain” [11, p. 54]. The source domain denotes the
problem solving context in which knowledge is available at a mature level. The
target domain is the problem solving context where the knowledge is sparse.

Process-oriented case-based reasoning (POCBR) is a recent research area of
CBR that aims at applying and extending CBR methods for process and work-
flow management [16]. Workflows are “the automation of a business process, in
whole or part, during which documents, information or tasks are passed from
one participant to another for action, according to a set of procedural rules” [1].
The control flow of a workflow specifies the order of tasks to be executed.
c© Springer International Publishing AG 2016
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The data flow specifies the interaction of tasks with data items (documents
or information). In POCBR a case is usually a workflow or process descrip-
tion expressing procedural experiential knowledge. There are many applica-
tion domains for POCBR where procedural experiential knowledge is sparse.
It requires time-consuming efforts to populate a case base for a POCBR sys-
tem from scratch, also referred to as the cold-start problem. In certain cases,
there is a related application domain where workflows are available at a mature
level, either resulting from previous modeling activities, from process mining
[17] or extracted from other information sources, such as Internet Communities
[28]. The transfer of procedural knowledge provides an approach to solve the
cold start problem of POCBR systems. In addition, it might strengthen mature
process-oriented case bases by introducing a larger variety of cases to be reused.

TL has been successfully applied in several CBR application fields, such as
games [2] or physics [12]. However, TL has not yet been studied in the context
of POCBR and workflows. The aim of this paper is to investigate transferability
of knowledge from a POCBR system in a source domain to a POCBR system
in a target domain. In particular, we will propose a novel approach on TL for
POCBR that claims that generalization and abstraction of workflows, as well as
structural analogies between the vocabularies of the source and target domain
support the transfer of process-oriented cases. We will use two related domains
of customer relationship management (CRM) as a running sample to illustrate
our approach and to test it in a lab experiment.

2 Related Work

A large amount of work on TL in machine learning, especially for reinforcement
learning, has been reported; see the 2009 survey [30] and the 2014 special issue
of the German “KI” journal [14] for a review. A good overview on TL in data
mining for classification, regression, and clustering is given by the 2010 survey
of Pan & Yang [22]. The approaches from these research lines transfer a general
concept that has been achieved by “eager learning” from training data. This
means that a model has been learned from a data collection in a first phase to
be used in a second phase. In contrast, there is a research line on Case-based
transfer learning that is mainly addressing “lazy learning”. CBR collects the
examples in a case base [27, p. 280], learning from recording problem solving
episodes. This means that the learning phase continues while the knowledge
that has been learned so far is already in use. While TL has proven a significant
benefit in several learning scenarios [14,22,30], it has not yet been studied in the
context of POCBR.

A topic that has already been studied in case-based TL is the use of models
of analogy. Sample analogy models that have been used for TL are structure-
mapping engine [7,12], graph isomorphism [15], cognitive modeling [25], or goal-
driven analogical mapping [13].

As CBR can be viewed as a kind of analogical problem solving, existing
approaches to adaptation in CBR can already be considered to perform a kind
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of transfer learning. Klenk et al. [11] call this approach “CBR as transfer learn-
ing method”. It requires a certain amount of overlap between the source and the
target domain such that certain pieces of knowledge (for example, cases or adap-
tation knowledge) learned or acquired in the source domain can be directly used
in the target domain. In case of hierarchical case representations, such a transfer
can also occur on a higher level of abstraction that is a proper common abstrac-
tion of both domains. In the context of POCBR, recently developed adaptation
methods can be considered in this respect. In compositional adaptation, work-
flow are decomposed into meaningful sub-workflows called workflow streams,
which immediately provide a means for case abstraction [3]. An abstract case
is a structurally simplified workflow, using more abstract terms as descriptions
of task and data items. During problem solving, abstract cases can be retrieved
and reused by refining the occurring abstract items. This refinement step can
then transfer an abstract case towards a specific case in the target domain. Also,
adaptation by generalization and specialization can be used for transfer learn-
ing in POCBR [19]. A generalized workflow is structurally identical to the base
workflow but the semantic descriptions of task and data items are generalized. If
this generalization is performed to a level that covers the source and the target
domain, the generalized cases from the source domain can be immediately be
used in the target domain to solve problems by being appropriately specialized.

This approach to CBR as transfer learning is clearly limited to source and
target domains in which there is a significant overlap between the domain ontolo-
gies. For transfer learning between two more distant domains, analogical map-
ping approaches are required that enable the alignment of the two ontologies and
thereby support the mapping of abstract and generalized cases from the source
to the target domain. This paper presents a first step towards the development
of such a transfer learning method.

3 A Typical Example of a Pair of POCBR Domains

A usage scenario for TL on POCBR is modeling support to alleviate the cold-
start problem when a company starts a new process repository and a set of work-
flows is to be created. The following running sample uses two typical business
application areas for POCBR. Both areas are sub-fields of customer relationship
management (CRM). We have chosen the domain of opportunity management
as a sample target domain. Workflows for opportunity management, for exam-
ple, comprise activities to identify and nurture sales opportunities. The related
documents and data items interact with the company’s CRM system [9]. Sec-
ond, we have chosen churn1 management as a sample source domain. Churn
management is a domain that aims at predicting customers with a high proba-
bility for churn [31]. The domain shares some commonalities with opportunity

1 The meaning of churn, according to the Cambridge English Dictionary, is: “If cus-
tomers churn between different companies that provide a particular service, they
change repeatedly from one to another.”.
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management since in both domains customer data is analysed. Churn manage-
ment involves tasks that are related to the identification of leads in opportunity
management. A lead is a person that is likely to become a customer [9]. Sales
persons aim at transforming leads into opportunities, i.e. to create new sales
opportunities by nurturing leads with marketing activities [9]. Figure 1 depicts a
typical churn management workflow [31] on churn analysis in Business Process
Modeling Notation (BPMN) [4]. It starts with a task “Measure cause variables”
which stands for a sub-workflow to measure different cause variables for churn
from CRM data. The dotted box in the lower part of the figure contains the
sub-workflow with the particular measuring tasks in parallel, such as for the
customer complaint behavior and for the duration of the customer relationship.
The resulting indices are further processed by a subsequent data mining task
“Logistic regression”, which creates a model to divide customers into groups by
their likelihood for churn. Churn management and opportunity management are
a pair of typical domains for POCBR systems. We will study the transfer of
knowledge from one POCBR system to another POCBR system illustrated by
churn and opportunity management processes.

4 The Transfer Setting

The goal of our novel TL approach is to transfer parts of a case base CBS from a
source domain DS to a target domain DT in order to extend a sparsely populated
case base CBT to a richer case base CB′

T . The transfer setting is characterized
by the transfer distance between DS and DT and by the means that are used to
bridge the gap between the two domains.

The transfer distance can be delineated by the differences between the source
and target problems [11]. Sample transfer distances consider the proportion
of vocabulary that is shared across source and target or whether the transfer
includes restructuring or composing of source knowledge (compare [11]). It has
been stated in the literature [22] that the transfer distance may help to provide
a measure for the transferability. Without providing a formal measure for the
transfer distance yet, we make the assumption that both domains in our transfer
setting are loosely related, i.e. DS and DT share little vocabulary to describe
the process-oriented cases and the processes from both domains address slightly
related objectives. We assume that ontologies OS and OT are available (or can
be created) as vocabulary for both domains covering the workflow tasks and
the data items of the workflows in CBS and CBT . In addition, we assume that
the ontologies contain some concepts which both have in common, i.e. there is
an overlap OS ∩ OT �= ∅. Please note that this includes concepts at a higher
hierarchical level. For instance, the workflow task “Behavioral scoring” for leads
in our running sample opportunity management is a “Customer scoring” task,
as specified in the ontology. It provides a scoring of a lead who has shown
interest based on patterns observed in interacting with the company, such as
responding to an email, registering for a Webinar, or attending that Webinar.
In churn management, there is a typical workflow task “Customer complaint
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Fig. 1. Simplified sample workflow on churn analysis.

behavior analysis” (compare the sample workflow in Fig. 1) that is obviously dif-
ferent from “Behavioral scoring” for leads but has the super-concept “Customer
scoring” in the churn management ontology. This means that both ontologies
share the common concept “Customer scoring”. Further, we assume that there
are workflows in CBS and CBT addressing corresponding goals or sub-goals,
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i.e. the process objectives are not identical but related. For instance, a churn
management process might include the goal to measure the cause variables for
churn (see also Fig. 1) while an opportunity management process might address
the corresponding goal to measure the impact factors on transforming a lead
into an opportunity.

We investigate ontology alignment as a means to bridge the transfer distance
between POCBR domains. The idea is to develop a representation mapper [13]
that aligns OS and OT via an analogical mapping. The resulting mapping f is
used to transfer selected items from CBS to populate CB′

T . The representation
mapper creates the analogical mapping based on generalization, abstraction,
and structural analogy. Generalization of a workflow is a transformation into
an isomorph workflow based on an ontology of data items and workflow tasks
[19]. The representation mapper uses the super-concepts in the ontology OS for
workflow tasks and data items where a direct alignment to a concept in OT is
not feasible. Thus, a concept x ∈ OS can be aligned via generalization to the
closest ancestor x̂ ∈ OS that is part of the mapping, i.e. f(x̂) ∈ OT .

Further, we observed that a pair of workflows with similar goals can comprise
quite different tasks organized in various control flow and data flow structures.
In such cases generalization of particular workflow elements such as tasks or
data items would result in an alignment of concepts only at a very high hierar-
chical level of the ontology. Abstraction is used as a means to analogize workflow
fragments. Polyvyanyy defines abstraction of a workflow as “a function that ...
hides process details and brings the model to a higher abstraction level.” [24].
An abstraction rule aggregates a fragment of a workflow into a single task [24].
Abstraction rules comprise elementary abstractions that have been introduced
for BPM abstraction [24], such as sequential abstraction, block abstraction, or
elimination. Under the assumption that the workflows follow a Single-Entry,
Single-Exit (SESE) model [26]2 an abstraction rule can be specified for each
workflow stream [18]. A workflow stream denotes a set of SESE regions of a
workflow that are required to achieve a sub-goal [18], such as measuring the
cause variables for churn. We introduce the notion of an abstracted workflow
task for a workflow task that subsumes a workflow stream at a higher level of
abstraction. The abstracted workflow task aggregates the control flow as well
as the data flow of the workflow stream. For example, the sub-workflow “Mea-
sure cause variables” in Fig. 1 is represented by the abstracted workflow task
“Measure cause variables”. The abstracted task aggregates the control flow by
an AND block abstraction. The input data item of the abstracted task is “CRM
data” while the output data is “Cause variable index” which is an aggregation
of “Customer complaint index” and “Customer duration index”. OS and OT

are enriched by the abstract workflow tasks for all workflow streams that can
be identified. The representation mapper uses the abstracted workflow tasks to
align OS and OT at a higher level of abstraction. Thus, a workflow stream can
be aligned via abstraction to the closest ancestor x̂a ∈ OS of its abstracted
workflow task xa ∈ OS that is part of the mapping, i.e. f(x̂a) ∈ OT .

2 SESE regions of a workflow are either a single workflow task or a larger fragment
enclosed by corresponding split and join connectors [26].
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In addition to the mapping of concepts that are common to both ontologies,
we seek structural analogies in the ontologies to identify further mapping can-
didates. Gentner [8] defines analogy as an alignment process between two struc-
tured representations. As a starting point, we have chosen to analyse ancestor-
descendant structures in the ontologies based on results of research on ontology
alignment [21]. Ancestors of similar descendants, based on lexical similarity,
become mapping candidates. In case a pair has a similar ancestor and a similar
descendant with intermediate items in the target ontology the analogy detec-
tion method inserts intermediate items into the source ontology to alleviate the
mapping of siblings of the descendant from the source ontology [5]. During the
semi-automatic process of ontology engineering, it is decided which candidates
become part of the actual mapping.

5 The Transfer Process

The transfer process aims to brigde the gap between the domains. It comprises
two phases namely build time and transfer time.

The build time is the phase where transfer knowledge is created. The result
of the build time is the representation mapper as described in Sect. 4. The phase
includes two steps namely to enrich the ontologies and to create the analogical
mapping. First, the existing case bases CBS and CBT are analysed to derive
abstraction rules and to enrich the ontology with abstract workflow tasks as
described above. At the moment, we identify workflow streams and the accord-
ing abstract workflow tasks in a manual engineering process. More generally,
abstraction tasks could be learned (compare recent work on learning adapta-
tion operators [20]). Next, the analogical mapping is constructed following the
ontology alignment methods decribed in Sect. 4.

The transfer time is the phase where the transfer knowledge is applied to
the workflows from the source domain. We operationalize the transfer knowl-
edge into a set of abstraction and generalization operators OPS, which trans-
form workflows still within the source domain. The transfer process for a work-
flow W0 is a search for operators o1, o2, ..., on to form a transformation path
W0 ⇒o1 W1 ⇒o2 ... ⇒on Wf with the goal that the resulting workflow Wf uses
only vocabulary that is aligned to the target domain. Next, Wf is translated
directly into a workflow W ′

f in the target domain by replacing each activity and
data object following the representation mapper. Please note that multiple trans-
formation paths may exist for a workflow and that the translated workflows are
likely to be on a high conceptual level. At the moment, we conduct a complete
search for all transformation paths. This implies that there is a potential to cre-
ate redundant cases which are structurally distinct. The phenomenon has been
discussed in the literature on workflows, referred to as “workflow paraphrases”
[28] or “variability” [10]. It occurs frequently in repositories of workflows that
have been designed by human modeling experts. In our sample target domain,
we consider it an advantage to achieve a variety of solutions. It could be useful
to create additional opportunities by executing multiple workflows for the same
problem.
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6 Evaluation

We have conducted a preliminary experiment on initially five sample workflows
with the aim to test the feasibility of our approach. We have chosen churn
management as a source domain DS and the loosely related domain opportunity
management as DT . The experiment includes ratings from a CRM expert of
the eleven workflows in the target case base CB′

T that have been created by
transferring the sample workflows from the source domain.

The experimental data includes two small case bases CBS with three work-
flow samples on churn management and CBT with two workflow samples on
opportunity management. The workflow samples have been modeled in BPMN
[4] following textual descriptions on typical churn and opportunity management
processes. We retrieved the textual descriptions for CBS from SAP help3. The
opportunity management samples originate from a book on Salesforce [29] and
from a tutorial on lead management4.

The experiment comprises the two phases build time and transfer time. Dur-
ing build time, two ontologies OS with finally 48 concepts and OT with finally 47
concepts have been engineered. OS includes four abstracted workflow tasks that
have been derived directly from the workflow samples via their sub-workflows.
OS has been enriched by three additional abstracted workflow tasks for workflow
streams that have been identified in the workflow samples by the ontology engi-
neers. The names for the latter tasks are taken from a reference process model
on churn management from the literature [31]. Analog, OT has been enriched by
one additional abstract workflow task following the nomenclature of a reference
process model on opportunity management from the literature [9]. Table 1 lists
the results of constructing the representation mapper for the workflow tasks.
Only “Customer profiling” (line 4) is an abstracted task. The other tasks are
generalized concepts in both domains. The mapping participants of data items
are depicted in Table 2.

During transfer time, the three churn management workflows have been
transformed using the representation mapper. We fully expanded the search

Table 1. Workflow tasks that are part of the mapping.

Churn task in OS Lead task in OT Type of structural analogy

1 Analysis Analysis Direct overlap

2 Marketing action Marketing action Direct overlap

3 Data mining task Data mining task Direct overlap

4 Customer profiling Customer profiling Direct overlap

5 Customer scoring Customer scoring Inserted as intermediate concept

6 Preparatory analysis Transform data Via similar descendant

3 http://help.sap.com, last visit May 14, 2016.
4 https://rdatascientist.wordpress.com/2015/08/15/, last visit May 14, 2016.

http://help.sap.com
https://rdatascientist.wordpress.com/2015/08/15/
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Table 2. Data items that are part of the mapping.

Churn data in OS Lead data in OT Type of structural analogy

1 Analysis result Analysis result Direct overlap

2 CRM data CRM data Direct overlap

3 Customer list Customer list Direct overlap

4 Customer groups Customer groups Direct overlap

5 Classification result Classification result Inserted as intermediate concept

space with the result that each source workflow achieved two target workflows.
The first workflow resulted from preferring abstraction over generalization oper-
ators, the second vice versa.

We simulated the use of the transferred workflows for modeling support as
follows. We have chosen manually a workflow stream from the target domain to
refine every abstracted task. Since the size of our experimental data is quite
limited this has led to five further target workflows. Figure 2 illustrates a sam-
ple workflow that results from transferring a churn management workflow with
preference on abstraction operators. The workflow describes a three-step analy-
sis of customer data in order to create new sales opportunities. It starts with
the task “Customer scoring” that analyses the CRM data to filter out promis-
ing customers. “Customer profiling” is the task to acquire additional data on
the customers. Finally, “Customer segmentation” is performed to identify the
most promising customers. The abstracted task “Customer profiling” has been
replaced by a workflow stream from CBT , including the specialization from
“Customer list” in the main workflow to “Lead list” in the sub-workflow. The
modeler would probably propagate the same specialization to the main work-
flow, change some further data items and fill the black box for the abstracted
task “Customer segmentation”, which has not be refined so far because the input
data item of the candidate workflow stream from CBT does not match the input
of the abstracted workflow task.

The eleven newly created target workflows from CB′
T have been rated by an

expert with a Likert scale for the estimated usefulness for the purpose of mod-
eling support. The range is from a score of 1 for “unusable” to 5 for “extremely
helpful”. The results are shown in Table 3. Workflow S3 from the source domain
results only in 3 target workflows since workflow 13 from the target domain
does not contain any abstracted workflow task. Workflow 4 has a relatively low
score because the order of tasks is not appropriate. The expert felt irritated with
workflow 6 which contains two parallel tasks that apply a neural network to the
same input data. This duplicate is a result of the sparse target ontology, which
contains only one classification task namely neural networks. The results do not
show a clear preference for the level of abstraction or for the preferred operators.
However, the illustrating samples have been rated quite high, which provides a
first hint for the general feasibility of the approach.
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Fig. 2. Workflow on opportunity management as a sample transfer result.
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Table 3. Score for the target workflows resulting from the expert rating.

No in CB′
T No in CBS Preferred operators Level of abstraction Score

3 S1 Abstraction Unaltered 4.5

4 S1 Abstraction Refined 3

5 S1 Generalization Unaltered 3.5

6 S1 Generalization Refined 3

7 S2 Abstraction Unaltered 4

8 S2 Abstraction Refined 4

9 S2 Generalization Unaltered 5

10 S2 Generalization Refined 5

11 S3 Abstraction Unaltered 4

12 S3 Abstraction Refined 4.5

13 S3 Generalization Unaltered 4

7 Discussion and Conclusion

We have introduced a novel approach to transfer learning for process-oriented
case-based reasoning and demonstrated its feasibility with a first lab experiment.
Ontology alignment has been adopted to bridge the transfer distance between
loosely related domains by a representation mapper. In particular, generalization
and abstraction have been proposed to align workflow fragments in cases where
a direct alignment is not feasible. Structural analogies in the vocabulary have
been investigated in order to provide further transfer knowledge to be used by
the representation mapper. The implementation is ongoing. The work is a first
step towards an extension of the POCBR methods investigated in the research
community so far.

Obviously, there are many open issues that might stipulate further research.
The representation mapper requires improvement and a formative evaluation
with a larger experimental base. The role of standard ontologies could be inves-
tigated as well as more sophisticated structure mapping approaches than our
straight-forward analogical mapping. It is an intriguing open research issue which
further methods of ontology alignment and beyond are promising to enrich the
ontologies by useful transfer knowledge, such as mappings using further lexical
and structural features [21] or machine learning approaches [6]. More sophisti-
cated mapping methods will be investigated in our future work. A mapper could
hypothesize correspondences between source and target concepts, for example,
by using the ontologies OS and OT as previously described to match names, input
and output data items for abstracted workflows tasks, or structural properties
such as the same number of input and output data items. For each hypothesis, a
mapping strength value could be determined. Specific matching rules [7,8] could
be defined, for example, the rule that one source ontology concept must always
be mapped to the same target ontology concept. Finally, the global mapping
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could be constructed such that it is consistent and maximizes an evaluation
score that considers frequency numbers and the mapping strengths.

The subsequent step of our future work is to consider the run time, i.e. the
phase where the transferred workflows in CB′

T are used. For modeling support,
a workflow W ′

f can be directly suggested to a user. Alternatively, a sequence of
generalization and abstraction operators o′

1, o
′
2, . . . , o

′
m in the target domain can

be searched to be applied “inversely” as specialization and refinement operators
to W ′

f . Currently, the latter is not yet implemented. A first idea is to employ
methods of compositional adaptation using workflow streams [18].

A further interesting direction of research is to address the transfer of adapta-
tion knowledge, such as process-oriented adaptation cases or workflow streams.

In addition, the impact of the transfer distance can be studied, for instance
by varying the distance of workflow objectives or vocabulary. As a first step,
such investigations require to develop a formal measure for the transfer distance
between two domains. Encouraged by our preliminary results, we believe that
TL for POCBR is a challenging new field with a reasonable chance of success
and with a high impact for practical issues in business process management.
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Abstract. Cases available in real world domains are often incomplete
and sometimes lack important information. Using incomplete cases in a
CBR system can be harmful, as the lack of information can result in
inappropriate similarity computations or incompletely generated adap-
tation knowledge. Case completion aims to overcome this issue by infer-
ring missing information. This paper presents a novel approach to case
completion for process-oriented case-based reasoning (POCBR). In par-
ticular, we address the completion of workflow cases by adding missing
or incomplete dataflow information. Therefore, we combine automati-
cally learned domain specific completion operators with generic domain-
independent default rules. The empirical evaluation demonstrates that
the presented completion approach is capable of deriving complete work-
flows with high quality and a high degree of completeness.

Keywords: Process-oriented case-based reasoning · Workflows · Work-
flow completion · Case completion · Completion operators · Completion
rules

1 Introduction

In Case-based Reasoning (CBR), knowledge is distributed over four knowledge
containers [19], i.e., the case base, the vocabulary, the similarity measure, and
the adaptation knowledge. If any of these knowledge containers is not sufficiently
specified, this incomplete container can be a burden for the entire CBR applica-
tion unless another container is able to cover this knowledge gap. Consequently,
either the CBR system will not work or propose solutions with major mistakes.
Thus, lessening the containers’ knowledge gap has been extensively investigated,
e.g., by learning of similarity measures [24] or adaptation knowledge [2,7,11,27].

It has been shown that incomplete cases, i.e., cases with missing informa-
tion, also lead to such a critical knowledge gap [5]. A case base of incomplete
cases naturally results in a retrieval of incomplete cases that do not provide all
required information. Furthermore, similarity assessment is hampered because
necessary attributes are missing. Moreover, incomplete cases may also affect the
adaptation knowledge container, if adaptation knowledge is learned automati-
cally from the case base. In this case the adaptation knowledge is also incomplete.
c© Springer International Publishing AG 2016
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Consequently, adaptation capabilities are affected because adaptation quality is
reduced or adaptation is prevented. Hence, incomplete cases may have a critical
impact on the entire utilisation of the CBR application. Thus, various approaches
have been presented that address case completion [1,6,10,20].

In this paper, we investigate this issue within process-oriented CBR
(POCBR) [14], which deals with CBR applications for process-oriented infor-
mation systems. POCBR aims at assisting domain experts in their work with
workflows, in particular by supporting workflow reuse. Two important problems
of workflow reuse are the retrieval of similar workflows from potentially large
repositories [4] as well as the adaptation of workflows [15]. Recently, work has
been presented for POCBR, where adaptation knowledge is also learned auto-
matically from the case base [13,15]. The issue of incomplete cases also exists in
the field of POCBR. Our investigations showed that workflows in existing work-
flow repositories are mostly incomplete. Whilst the control-flow of workflows
is mostly fully specified, the dataflow usually is not completely defined or not
existent at all. The IWi process model corpus [25], for example, contains more
than 4000 process models resulting from various domains and sources. However,
in most of these process models the dataflow is not complete. Consequently,
employing such incomplete workflow cases may significantly affect retrieval and
adaptation capabilities. This problem also arises in textual process descriptions.
In the cooking domain, for example, textual descriptions of recipes contain not a
full description of the dataflow, i.e., the output of tasks is usually missing. Thus,
this issue has also recently been addressed by workflow extraction from textual
process descriptions [21].

This paper presents a new approach for completing the dataflow of workflows
automatically. Figure 1 summarizes the idea of completing workflow cases to
lessen the knowledge gap in the case base as well as in the adaptation knowledge.
Prior to inserting workflows into the case base, automatic case completion is
applied. Case completion makes use of domain independent default completion
rules as well as domain specific completion operators, automatically learned from
the case base. Subsequently, adaptation knowledge is learned based on complete
cases and thus retrieval as well as adaptation can be based on complete cases
resulting in more complete adaptation knowledge.

In order to automatically learn completion operators, an initial case base
has to be established that consists of workflows containing substantially defined
dataflows. In application scenarios in which available workflows significantly lack
the dataflow information, a small set of fully specified workflows may need to be
completed manually to be used as training data. The learned completion operators
can then be used to automatically complete the remaining workflow cases.

In the next section, our previous work is summarized providing the funda-
mentals for the presented approach. Then, workflow completion operators are
introduced (see Sect. 3) and Sect. 4 describes how they can be learned from the
case base automatically. Our novel approach to complete workflow cases based
on the learned completion operators is presented in Sect. 5. Finally, we illustrate
the feasibility of our approach by an evaluation (see Sect. 6) and sum up the
paper with conclusions and future work.
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Fig. 1. Framework of case completion adopted from [5]

2 Foundations

We now briefly introduce relevant previous work in the field of POCBR.

2.1 Workflows

Broadly speaking, a workflow consists of a set of activities (also called tasks)
combined with control-flow structures like sequences, parallel (AND) or alterna-
tive (XOR) branches, as well as repeated execution (LOOP). In addition, tasks
exchange certain data items, which can also be of physical matter, depending
on the workflow domain (e.g., ingredients in the cooking domain). Tasks, data
items, and relationships between the two of them form the dataflow.

We illustrate our approach in the domain of cooking recipes (see example
workflow in Fig. 2). A cooking recipe is represented as a workflow describing
the instructions for cooking a particular dish [23]. Here, the tasks represent the
cooking steps and the data items refer to the ingredients being processed by the
cooking steps. An example cooking workflow for a sandwich recipe is illustrated
in Fig. 2. Based on our previous work [15,17,18] we now introduce the relevant
formal workflow terminology.

Definition 1. A workflow is a directed graph W = (N,E) where N is a set of
nodes and E ⊆ N × N is a set of edges. The nodes can either be data nodes
ND, task nodes NT , or control-flow nodes NC , i.e., N = ND ∪ NT ∪ NC . In
addition, we call NS = NT ∪ NC the set of sequence nodes. Edges can be either
control-flow edges EC ⊆ NS × NS, which define the order of the sequence nodes
or dataflow edges ED ⊆ (ND × NS) ∪ (NS × ND), which define how the data is
shared between the tasks, i.e., E = EC ∪ ED.
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Fig. 2. Example of a block-oriented cooking workflow

Furthermore, nodes have a semantic description from a semantic meta data
language Σ, which is assigned by the function S : N → Σ, thus leading to a
semantic workflow [4].

The control-flow edges EC of a workflow induce a strict partial order on the
sequence nodes NS . Thus, we define s1 < s2 for two sequence nodes s1, s2 ∈ NS

as a transitive relation that expresses that s1 is executed prior to s2 in W .
We further denote tD as the set of data nodes produced by a task t, i.e.,

tD = {t ∈ NT |∃(t, d) ∈ ED}, and tD as the set of data nodes consumed by
the task t, i.e., tD = {t ∈ NT |∃(d, t) ∈ ED}. Data nodes that are produced
by a task, but not consumed by this task are referred to as creator data nodes
ND∗ = {d ∈ ND|∃t ∈ NT : d ∈ tD ∧ d �∈ tD}. Moreover, data nodes d1, d2 ∈ ND

are dataflow connected d1 � d2 if there exists a task that consumes data node
d1 and produces data node d2. Moreover, d1 �

+ d2 denotes that d1, d2 ∈ ND are
transitively dataflow connected:

d1 � d2, iff ∃t ∈ NT : (d1 ∈ tD ∧ d2 ∈ tD) (1)

d1 �
+ d2, iff d1 � d2 ∨ ∃d ∈ ND : (d1 � d ∧ d �

+ d2) (2)

2.2 Block-Oriented Workflows

We now restrict the workflow representation to block-oriented workflows [15], i.e.,
workflows in which the control-flow structures form blocks of nested workflows
with an opening and closing control-flow element. These blocks must not be
interleaved.

Definition 2. A block-oriented workflow is a workflow in which the control-flow
nodes NC = NC∗ ∪ NC∗

define the control-flow blocks. Each control-flow block
has an opening node from NC∗ and a related closing node from NC∗

specifying
either an AND, XOR, or LOOP block. These control-flow blocks may be nested
but must not be interleaved and must not be empty.
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Figure 2 shows an example block-oriented workflow, containing a control-
flow block with an opening AND control-flow node and a related closing AND
control-flow node (denoted by [+]).

As we aim at improving the completeness of incomplete workflows, we intro-
duce a terminology of consistent block-oriented workflows to define our percep-
tion of complete workflows.1 According to Davenport, “[...] a process is simply a
structured, measured set of activities designed to produce a specific output [...]”
[8]. In the following, these specific workflow outputs are denoted as WO ⊆ ND.
In the cooking domain, the specific output is the particular dish produced, i.e.,
“sandwich dish” in Fig. 2. Hence, for a consistent workflow, we require that each
ingredient must be contained in the specific output, as otherwise the ingredient
as well as the related tasks would be superfluous. Further, identical AND/OR
branches as well as several creator tasks producing the same data output usually
are not very plausible and must consequently not exist in a consistent workflow.
Thus, we define consistent workflows for this paper as follows.

Definition 3. A block-oriented workflow is consistent, if and only if the follow-
ing conditions hold. Each produced data node is contained in the specific output
of the workflow. Thus, each data node must be transitively dataflow connected to
the specific output WO, i.e., ∀d ∈ ND∃o ∈ WO : d �

+ o and further each task
has at least one input and one output data object, i.e., tD �= ∅ and tD �= ∅. Addi-
tionally, the workflow must not have identical XOR/AND branches2 as well as
several creator tasks t1, t2 producing the same data output, i.e., tD1 = tD2 , unless
they are contained in different AND branches (see footnote 2).

2.3 Taxonomies

The vocabulary of our POCBR system consists of taxonomical representation of
terms of the tasks and data objects as previously defined by [17].

Definition 4. A taxonomy ψ is a tree of a partially ordered set of semantic
terms Γ = {γ0, . . . , γn}, whereas γi � γj denotes that γj is more general than γi

(γi is more specific than γj). Further, γi � γj holds, iff γi � γj ∨ γi = γj.

We use two distinct taxonomies, one for the task nodes ψtasks (preparation
steps) and one for the data nodes ψdata (ingredients), i.e., Σ = Γψtasks ∪ Γψdata .
Hence, the function S assigns to each node n ∈ N an appropriate term from
Γψtasks or Γψdata .

3 As an example, Fig. 3 shows the ingredients taxonomy, in which
beef � meat holds. Please note that in taxonomies, the leaf nodes represent con-
crete entities that may occur in executable workflows. For example, a recipe may
include potatoes and beef as potential ingredients, but usually not terms from

1 The terms completeness and consistency used here with respect to workflows must
not be confused with the use of those terms within logics — here, we mean something
different, as defined below.

2 Within the same control-flow block.
3 We omit the index if it is obvious which ontology is referenced.
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Fig. 3. Example for a data taxonomy

the inner nodes, such as vegetarian or meat. An inner node γ represents a gener-
alized term that stands for the set of more specific terms below it. For example,
the generalized term vegetarian stands for the set {potatoes, rice, noodles}. Fur-
ther on in the paper we use inner nodes in generalized completion operators to
represent that an arbitrary ingredient from the set of its specializations can be
chosen. Each inner node γ is additionally annotated with a value simψ defining
the similarity between all child terms of γ, (e.g., simψ(meat) = 0.6 in Fig. 3).

3 Workflow Completion Operators

For completing the dataflow of workflows we now introduce completion operators
that define valid flows of the data for a particular task. More precisely, the
operator defines which input data nodes can be processed by a task and which
output data nodes result after the task has been executed. A completion operator
is represented as a workflow as defined in Definition 5.

Definition 5. A completion operator o is a workflow o = (No, Eo) consisting of
a single task t (also denoted as to), i.e., NT

o = {t} and NC
o = ∅, together with

the set of input data nodes tD and output data nodes tD, i.e., ND
o = tD ∪ tD.

Fig. 4. Example completion operator

An example completion operator is illustrated in Fig. 4. It describes that
mayonnaise, ketchup, and tabasco can be mixed to produce a sandwich sauce.
Operators can also contain generalized terms of tasks and data nodes. Figure 5
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shows such a generalized operator. It describes that mayonnaise and any sauce
can be combined together with an arbitrary flavoring such that a sandwich sauce
is produced.

We now describe under which circumstances an operator is applicable for
a task t of workflow w. Therefore, we introduce two mapping functions min :
toD → ND and mout : tDo → ND, whose existence is a precondition for the
application of an operator on a task t (see Definition 6). The mappings enforce
that the operator data nodes map the current corresponding input and output
data nodes of task t. Furthermore, the labels of the operator data nodes must
be identical or more general than those labels of the mapped data nodes in the
workflow. Furthermore, as min is a total mapping function, it requires that all
input data nodes of the operator o are contained in the workflow w (it is not
necessary that they are connected to t). In contrast to min, mout does not enforce
that all output data nodes of the operator are contained in the workflow (in this
case the corresponding output is going to be created).

Fig. 5. Example mapping between generalized operator and incomplete workflow

Definition 6. Let min : toD → ND be a total injective mapping for a task t
in workflow w = (N,E) s.t. ∀d ∈ tD : ∃d′ ∈ toD : d = min(d′) and ∀d ∈ toD :
S(min(d)) � S(d). Further, mout : tDo → ND is a partial injective mapping s.t.
∀d ∈ tD : ∃d′ ∈ tDo : d = mout(d′) and ∀d ∈ tDo : S(mout(d)) � S(d).

Based on these mappings we will now explain the applicability of an operator
o on task t in Definition 7.

Definition 7. An operator o = (No, Eo) with operator task ot ∈ NT
o is applica-

ble for a task t under the mapping pair (min,mout) iff S(t) � S(ot) and the
mapping functions min : toD → ND and mout : tDo → ND exist as previously
defined.
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Applying a completion operator can result in multiple different workflows,
because different data objects might be considered as input or output of a task,
i.e., several possible mappings exist. We define a possible workflow resulting
from the application of a completion operator with operator task ot ∈ NT

o under
(min,mout) as follows. The mapping describes the input and output data links
that have to be constructed in the dataflow of W ′ if not already present. Addi-
tionally, newly added output data nodes also have to be linked to the output of
the task t.

Definition 8. W ′ = (N ′, E′) is a possible workflow after applying completion
operator o = (No, Eo) with operator task ot ∈ NT

o under (min,mout) on the task
t of workflow W = (N,E) iff N ′ = N ∪ ND+ and E′ = E ∪ ED+. Here, N+ is
the set of output data nodes produced by the operator application, i.e., ND+ =
{d ∈ oD

t | � ∃d′ ∈ ND : S(d′) � S(d)}. ED+ defines the new input and output
data links generated by the operator such that ∀d ∈ toD : (min(d), t) ∈ ED+ and
∀d ∈ tDo : (t,mout(d)) ∈ ED+ and ∀d ∈ ND+ : (t, d) ∈ ED+.

We will now illustrate the application of a completion operator by an exam-
ple. Suppose we are going to apply a generalized operator o on task t “mix” of
workflow w (see Fig. 5). First, all input data objects of the operator that are not
already connected as task input have to be linked. Mayonnaise and ketchup, for
example, are already connected as input to task t, but tabasco still has to be
linked (see grey marked data link in Fig. 6). Finally, the output data object(s)
have to be either linked in the same manner or if no matching data object exists
for this output data node of the operator NT

o a new data object is created. In
our example, sandwich sauce is created as a data node d in the workflow and
linked as an output to the task t (see grey marked workflow elements in Fig. 6).

Fig. 6. Example result for an operator application
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Algorithm COMPLETE WF(W ,O);
Input: Workflow W = (N,E) and completion operators O
Output: Set of completed workflow solutions SOLUTIONS
SOL={W};

for each task t ∈ NT (tasks ordered by control-flow, i.e., first task is processed
first) do

Init newSOL = ∅;
for each state s ∈ SOL do

for each operator o with mapping pair (min,mout) ∈ CO(t) do
s′ := successor state of s by applying o under (min,mout);
if ¬ (s’ can never become consistent) then

newSOL = newSOL ∪ {s′};

SOL=newSOL;

SOL′ = applyDefaultRules(SOL);
return selectCompletedWorkflow(SOL′);

Algorithm 1. Dataflow completion

4 Learning Workflow Completion Operators

To avoid modelling completion operators by hand, we learn them automatically
from the workflows from the case base. The idea is that for each complete task t
(i.e., td �= ∅ and td �= ∅) of workflow W = (N,E) in the case base a corresponding
operator o = (No, Eo) is constructed, such that t defines the operator task to,
i.e., NT

o = {t}. The data nodes connected to this task ND
o = {d ∈ ND|t : d ∈

tD ∨ d ∈ tD)} represent the corresponding input and output data nodes of the
operator task t, i.e., ED

o = {(d, t) ∪ (t, d) ∈ ED|d ∈ ND
o }.

Next, the learned completion operators are generalized in order to increase
their applicability. This means that each task description is generalized to a
level of the taxonomy which has a similarity value of at most θ assigned, i.e.,
simψ(S(n)) < θ. Here, θ is a threshold value that is used to control the degree
of generalization performed.

When completion operators are constructed from several workflows, we can
have several different operators for the same task label, i.e., several different
operators for the task “mix”. However, a single operator can also be derived from
several different workflows. Those operators are stored only once. In addition,
a score value Score(o) is recorded that counts how often an operator has been
constructed from the case base. This score value reflects a kind of significance,
which is used later to prefer the application of highly scored operators during
completion.

5 Workflow Completion

We now introduce the approach to complete the dataflow of incomplete work-
flows. First the learned domain specific operators are applied (Sect. 5.1). Subse-
quently, we apply some generic default rules (Sect. 5.2) for those tasks that could
not be completed appropriately by a domain specific operator.
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5.1 Applying Learned Completion Operators

Applying the learned completion operators aims to complete the dataflow of
the workflow in such a manner that a best possible completed workflow w.r.t.
consistency is produced. The algorithm is based on a breadth first search (see
Algorithm 1). Starting from the first task node of the workflow the dataflow
is expanded by each applicable operator resulting in multiple successor states.
For all these successor states the dataflow of the next task w.r.t. the control-
flow is expanded by all applicable operators and so forth. The set of applicable
completion operators for a task t together with the mapping pair under which
they are applicable is denoted as CO(t).

In order to reduce run time as well as memory consumption of the algorithm,
we withdraw current solutions as soon as it is ensured that they can never become
consistent according to Definition 3, i.e., if they contain several creator tasks with
identical output data nodes or identical XOR or AND branches. It turned out
that this is sufficient to restrict the search space to a feasible level.

After the application of domain-specific operators a set SOL is created in
which for some tasks the completion of the dataflow could be achieved. However,
for some tasks no applicable completion operator may exist. Thus, we apply a
set of default completion rules on those tasks as described in the next section.

5.2 Applying Default Completion Rules

For all workflow solutions S = (N,E) ∈ SOL we now apply default com-
pletion rules on each task that has no output data nodes, i.e., tD = ∅ (see
applyDefaultRules (SOL) in Algorithm 1). Thereby, tasks that are incomplete
are completed by applying the generic default rules. These default rules repre-
sent common, domain independent heuristics for producing a plausible output
for a task.

First, from the available set of operators O, we determine which data nodes
are used as creator data nodes D∗ =

⋃

o∈O

ND∗
o in the set of operators, i.e., those

data nodes which are produced by a task but not consumed by this task, e.g.,
sandwich sauce. Further, tD− = {d ∈ ND| � ∃t′ ∈ NT ∧ d ∈ t′D ∧ t′ < t} defines
the set of unproduced data objects w.r.t. task t, i.e., those data objects that
have not been produced by a preceding task t′ of t. We refer to such data nodes
as unproduced data nodes.

Next, we apply a default rule base for each task t that has no output, i.e.,
tD = ∅, ordered w.r.t. the control-flow (see rule base in Fig. 7). The rule base is
applied in a top-down manner, such that only the first applicable rule is fired to
determine the output of task t. If t has only one input data object, it is set as the
output. Otherwise if t has only one creator data node that exists in the current
workflow (i.e. contained in ND∗) as an input, it is set as the output. The third
rule describes that if exactly one input d of t is used by a successor task as an
input again, d is the output. The next rule sets the output of the task t as exactly
this data node ND that has not been produced by a prior task and which is the
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Fig. 7. Default rule base (∃!x denotes that exactly one x exists)

only one used by the closest possible successor task as an input again. Finally,
rule 5 describes the same condition as in rule 4 but restricts the possible output
rules to those with labels of the creator data nodes in D∗ determined from the
available set of operators.

5.3 Heuristical Solution Selection

After completing the workflow according to the previous sections, we now intro-
duce a heuristical selection method which aims at selecting a single solution from
SOL′ (see function selectCompletedWorkflow (SOL) in Algorithm 1). As we
aim to identify consistent workflows or at least workflows with most completed
dataflow we apply the following steps.

1. Initialize SOL′ with the set of completed solutions SOL.
2. If SOL′ contains at least one consistent workflow, then all other workflows

which are not consistent are removed from SOL′.
3. Next, only retain those workflow solutions in SOL′ with the largest number

of complete tasks, i.e., tasks which have at least one input and one output
data node.

4. Finally, rank the remaining workflows in SOL′ according to the sum of the
score values of the completion operators that have been applied to produce
them. Select the workflow with the highest score.

6 Evaluation

The described approach to workflow completion has been implemented as com-
ponent of the CAKE framework [3]. We investigated, whether the dataflow could
be completed such that the result is consistent (Hypothesis H1). Moreover, we
validated whether the completed dataflow of the workflows are of acceptable
quality (Hypothesis H2).

H1. The presented workflow completion approach constructs consistent work-
flows in most cases.

H2. The presented workflow completion approach completes the dataflow such
a manner that the resulting workflows are of high quality.
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6.1 Evaluation Data

We manually constructed 61 sandwich recipe workflows from the textual recipe
descriptions from Internet sources with an average size of 20 nodes and 36 edges
[16]. All these workflows are consistent, i.e., their dataflow is completely defined
and of good quality as the dataflow is constructed according to proper interpre-
tation of the textual recipe. Altogether, they contain 178 different ingredients
and 79 tasks. For ingredients and tasks, a taxonomy was manually constructed.
The extracted workflows contained AND, XOR, as well as LOOP structures.
These 61 workflows serve as our training case base CBtrain. They further repre-
sent golden standard workflows, i.e., as comparison workflows which should be
reconstructed by the automatic dataflow completion of the workflows. Previous
work (e.g., [18]) showed that such defined consistent workflows are convenient for
retrieval and adaptation in POCBR. We performed an ablation study by auto-
matically removing dataflow from the training workflows to construct incomplete
test workflows. An investigation of textual recipes showed that for each step the
input data objects are usually always explicitly contained in the instructions,
while the output data objects are commonly missing. Thus, we removed all out-
put data links from the workflows, resulting in a set of 61 incomplete workflows
as our test case base CBI

test. We also generated a second test case base CBII
test

with a larger deconstruction of the workflow, i.e., we constructed workflows such
that they only consist of input data nodes and only input data links to this
task by which the corresponding input data is consumed for the first time w.r.t.
the control-flow. Consequently, only the ingredients contained in the ingredient
list are contained in the workflows’ dataflow. As quality measures of an auto-
matically completed workflow and a golden standard workflow we employ the
precision and recall measures as defined by Schumacher et al. [22].

precisionT (t, t∗) =
|tD ∩ t∗D| + |tD ∩ t∗D|

|tD| + |tD| (3)

recallT (t, t∗) =
|tD ∩ t∗D| + |tD ∩ t∗D|

|t∗D| + |t∗D| (4)

PrecisionT defines the percentage of the data links of task t that are con-
tained in the golden standard task t∗, while recallT defines the percentage of
data links of the golden standard task t∗ that have been reconstructed.

precision(W,W ∗) =
1

|NT | +
|NT |∑

i=0

precisiont(ti, t∗i ) (5)

recall(W,W ∗) =
1

|NT | +
|NT |∑

i=0

recallt(ti, t∗i ) (6)

Precision (see Eq. 5) defines how many of the tasks’ data links are con-
tained in the golden standard workflow W ∗, while recall (see Eq. 6) defines how
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many of the tasks’ data links of the golden standard workflow W ∗ have been
reconstructed. In both equations ti and t∗i refer to the same task but w.r.t.
reconstructed workflow and golden standard workflow respectively.

F1(W,W ∗) = 2 · precision(W,W ∗) · recall(W,W ∗)
precision(W,W ∗) + recall(W,W ∗)

(7)

The F1 measure aggregates both, the precision and recall values in a single score,
which is basically the harmonic mean of precision and recall.

6.2 Experimental Evaluation and Results

We employed the leave-one-out evaluation principle to evaluate our presented
approach. More precisely, we selected each workflow w as a test workflow from
the case base CBI

test or CBII
test respectively. Next, we learned all operators from

the training case base CBtrain (without the corresponding training workflow of
test workflow w) resulting in a set of operators Ow. In average for each of the
test workflows 283 operators have been generated.

Next we applied our presented approach by completing the dataflow of work-
flow w using the set of operators OW learned from the other workflows. In
average 6.41 completion operators for CBI

test and 5.26 completion operators for
CBII

test have been applied for each workflow. In average 2.0 solutions in SOL′

have been generated by CBI
test and 3.0 solutions in SOL′ by CBII

test of which the
presented heuristic (see Sect. 5.3) identified a single solution. After completing
the dataflow of the workflow, 44 test workflows (72.13 %) have been transformed
to consistent workflows for CBI

test. However, for the test case base CBII
test only

4 test workflows (6.56 %) have been transformed to consistent workflows. Thus,
Hypothesis H1 has been mostly confirmed for CBI

test but not for CBII
test. This

shows that consistent solutions can only be constructed if enough information
either in the incomplete workflow description or in the learned completion oper-
ators is contained.

Table 1. Quality compared to golden standard workflow

CBI
test CBII

test

Uncompleted case Completed case Uncompleted case Completed case

Precision 1.00 0.98 (−0.02) 1.00 0.85 (−0.15)

Recall 0.59 0.98 (+0.39) 0.46 0.74 (+0.28)

F1 0.74 0.98 (+0.24) 0.63 0.79 (+0.16)

Moreover, we investigated the quality of the completed workflow by compar-
ing it to the corresponding training workflow wtrain. The results are illustrated in
Table 1 showing the average precision, recall, and F1 score values for CBI

test and
CBII

test. We can see that while the precision has not been significantly reduced
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(low rate of wrong data links) the recall has significantly been increased from 0.6
to 0.98 resulting also in a weighty increase of the F1 score. Further, Table 1 shows
for CBII

test that the recall (+0.27) and F1 score (+0.16) have significantly been
increased. In contrast to CBI

test the precision score (−0.15) indicates that data
links are more likely not in alignment with the golden standard workflow. This
implies that the quality of the completion significantly relies on the available
knowledge in the incomplete case. However, in total hypothesis H2 is confirmed
as the F1 score has been significantly increased in both scenarios.

7 Conclusions and Future Work

We presented a novel approach for the completion of workflow cases which lessens
the knowledge gap in the case base and increases the capabilities of POCBR
applications. The evaluation showed that if the knowledge gap in the cases is
small the completion algorithm is able to identify consistent solutions. Previous
work has showed that such consistent workflows are convenient for retrieval and
adaptation in POCBR [18]. Further, the quality of the completed dataflow is
high even if the knowledge gap in the workflow case description is larger.

Various approaches have been presented for case completion in CBR [1,6,10,
20]. However, in POCBR case completion has only been marginally investigated
so far. Schumacher [21] as well as Dufour-Lussier et al. [9], for example, investi-
gated the automatic extraction of workflows from textual process descriptions.
As such texual descriptions usually lack of information, both employ linguistic
methods to complete workflow cases. Workflow completion has been also con-
sidered for Workflow Management Systems (WFMS) with the goal to complete
the workflows such that they become executable [12,26].

Future work will comprise an extended evaluation towards other domains
and further varying characteristics of the case base. Moreover, we plan to inves-
tigate methods in case of inefficient run time or memory consumption, e.g., for
larger workflows or less completed workflows. Finally, we aim to increase the
case completion of workflows with regard to consistency using additional default
completion rules and by abstracting the learned completion operators.
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Abstract. This paper presents a collection of similarity measures based
on refinement operators for directed labeled graphs (DLGs). We build
upon previous work on refinement operators for other representation
formalisms such as feature terms and description logics. Specifically, we
present refinement operators for DLGs, which enable the adaptation of
three similarity measures to DLGs: the anti-unification-based, Sλ, the
property-based, Sπ, and the weighted property-based, Swπ, similarities.
We evaluate the resulting measures empirically comparing them to exist-
ing similarity measures for structured data.

Keywords: Similarity assessment · Refinement operators · Labeled
graphs

1 Introduction

Similarity assessment plays a key role in CBR [1], where new problem instances
are typically solved by selecting, adapting or interpolating the solutions to the
most similar training instances to the problem at hand. This paper presents a
collection of similarity measures based on refinement operators [16] for directed
labeled graphs (DLGs). DLGs are a representation formalism to which many
other data representations can be translated. Thus, defining similarity measures
for the general case of DLGs is an important step toward defining general case-
based reasoning systems capable of dealing with complex structured data.

In this work, we build upon previous work on similarity measures based
on refinement operators, which we introduced first in the context of feature
terms [20], and was later extended to description logics [24,26], and partial-
order plans [25]. A refinement operator is a function that, for a given term in a
specific representation language, can generate variations of such term that are
either more specific or more general (refinements). This idea can be exploited to
define similarity measures, for example by using a refinement operator to gener-
alize two terms until reaching a shared term, and then measuring the number of
times a refinement operator had to be applied for two terms to meet. Moreover,
similarity measures defined in this way are agnostic to the underlying represen-
tation formalism, and only depend on the existence of appropriate refinement

c© Springer International Publishing AG 2016
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operators. In this paper, we present refinement operators for DLGs, over which
we define three similarity measures: the anti-unification-based similarity, Sλ, the
property-based similarity, Sπ, and the weighted property-based similarity Swπ.

We evaluate the resulting similarity measures by comparing them to existing
similarity measures for structured data. Moreover, the software artifacts associ-
ated with work in this paper has been implemented in an open-source library
called ρG (RHOG)1.

The remainder of this paper is organized as follows. Section 2 presents some
background on existing similarity measures for structured data. After that,
Sect. 3 introduces some necessary notation and background on directed labeled
graphs. Section 4 presents a collection of refinement operators for DLGs, and
Sect. 5 employs those operators to define three similarity measures. Finally,
Sect. 6 empirically evaluates the resulting similarity measures.

2 Background: Similarity Measures for Structured Data

A significant amount of the work on similarity for structured data is based on
adapting classic ideas of similarity (or distance) between basic data types, such
as real numbers or sets. For example, the Jaccard index (J(A,B) = |A∪B|

|A∩B| )
has been adapted many times to define similarity measures for structured data.
Similarity measures between sequences, such as the Edit distance [18], have also
been adapted to structured representations like trees [4].

Similarity measures for Horn Clauses have been investigated in Inductive
Logic Programming (ILP). Hutchinson [14] presented a distance based on the
least general generalization (lgg) of two clauses, which is analogous to the Jaccard
index (with the lgg playing the role of the intersection, and the size of the variable
substitutions as a measure of the difference in size between the intersection
and the union). Another influential similarity measure for Horn Clauses is that
in RIBL (Relational Instance-Based Learning) [7]. RIBL’s measure follows a
“hierarchical aggregation” approach (known as the “local-global” principle [11]):
the similarity of two objects is a function of the similarity of their attributes
(repeating this recursively). In addition to being only applicable to Horn Clauses,
RIBL implicitly assumes that values “further” away from the root of an object
will play a lesser role in similarity. This procedure makes RIBL not appropriate
for objects with circularities. Other Horn Clauses similarity measures include
the work of Bisson [5], Nienhuys-Cheng [19], and of Ramon [23].

In their work on description logics (DLs), González-Calero et al. [13] present
one of the earliest similarity measures for DLs (by first preprocessing instances
to remove circularities). More recently, Fanizzi et al. [8] presented a similarity
measure based on the idea of a “committee of concepts”. They consider each
concept in a given ontology to be a feature for each individual (belonging or not
to that concept). The ratio of concepts that two individuals share corresponds to

1 A Refinement-Operator Library for Directed Labeled Graphs: https://github.com/
santiontanon/RHOG.

https://github.com/santiontanon/RHOG
https://github.com/santiontanon/RHOG
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their similarity. This idea has been further developed by d’Amato [6]. SHAUD,
presented by Armengol and Plaza [2], is a similarity measure also following the
“hierarchical aggregation” approach but designed for the feature logics (a.k.a.,
Feature Terms or Typed Feature Structures). SHAUD also assumes that the
terms do not have circularities. Bergmann and Stahl [3] present a similarity
measure for object-oriented representations based on the concepts of intra-class
and inter-class similarity, defined in a recursive way, also following “hierarchical
aggregation”, making it more appropriate for tree representations. In the CBR
community, similarity measures based on graph structures have been studied for
objects such as software UML designs [27].

Another related area is that of kernels for structured representations, which
allow the application of techniques such as Support Vector Machines to struc-
tured data. Typically, kernels for graphs are based on the idea of finding common
substructures between two graphs. For example, Kashima et al. [15] present a
kernel for graphs based on random walks. Fanizzi et al. [9] also studied how to
encapsulate their similarity measure for description logics into a kernel. For a
survey on kernels for structured data the reader is referred to [12].

The work presented in this paper builds upon recent work on similarity mea-
sures using refinement operators. The key idea of these measures is to define
similarity solely relying on the existence of a refinement operator for the target
representation formalism. In this way, by just defining refinement operators for
different representation formalisms, the same similarity measure can be used for
all of these formalisms. Similarity measures for feature terms [20], description
logics [24,26], and partial-order plans [25] have been defined in this framework.

In summary, there has been a significant body of work on similarity assess-
ment for structured representations, but the work has been carried out inde-
pendently for different representations. The main contribution of this work is to
extend the general framework of similarity measures based on refinement opera-
tors to directed labeled graphs by introducing appropriate refinement operators,
showing that the ideas generalize to a wide variety of representation formalisms.

3 Directed Labeled Graphs

Let us introduce some basic notation and definitions. We use capital letters to
represent sets and lower case letters to represent the elements of those sets, curly
brackets for sets, and square brackets for ordered sequences. We use the power
notation 2V to represent the set of all possible subsets of a given set V .

Definition 1 (Directed Labeled Graph). Given a finite set of labels L, a
directed labeled graph g is defined as a tuple g = 〈V,E, l〉, where:
– V = {v1, ..., vn} is a finite set of vertices,
– E = {(vi1 , vj1), ..., (vim , vjm)} is a finite set of edges,
– the function l : V ∪ E → L assigns a label from L to each vertex and edge.
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Definition 2 (Connected DLG). A DLG g = 〈V,E, l〉 is connected when
given any two vertices v1, v2 ∈ V there is a sequence of vertices [w1, ..., wk], such
that w1 = v1, wk = v2, and ∀1 ≤ j < k : (wj , wj+1) ∈ E ∨ (wj+1, wj) ∈ E.

Definition 3 (Bridge). An edge e ∈ E is a bridge of a connected DLG g =
〈V,E, l〉 if the graph resulting from removing e from g, g′ = 〈V,E \ {e}, l〉 is not
connected. We will use bridges(g) to denote the set of all the bridges in g.

In the remainder of this document we will only consider connected DLGs.
Moreover, we will consider two types of DLGs:

– Flat-labeled DLGs (FDLG): where the set of labels L is a plain set without
any relation between the different labels.

– Order-labeled DLGs (ODLG): where the set of labels L is a partially ordered
set via a relation 
 such that for any a, b, c ∈ L, we have that:
• a 
 a,
• a 
 b ∧ b 
 a =⇒ a = b,
• a 
 b ∧ b 
 c =⇒ a 
 c, and
• there is a special element  ∈ L such that ∀a ∈ L :  
 a.

Intuitively, 〈L,
〉 can be seen as a multiple-inheritance concept hierarchy
with a single top label . Also, when a 
 b but b �
 a, we write a ≺ b.

3.1 Directed Labeled Graphs Subsumption

Definition 4 (Flat Subsumption). Given two DLGs, g1 = 〈V1, E1, l1〉 and
g2 = 〈V2, E2, l2〉, g1 is said to subsume g2 (we write g1 � g2) if there is a
mapping m : V1 → V2 such that:

– ∀(v, w) ∈ E1 : (m(v),m(w)) ∈ E2,
– ∀v ∈ V1 : l1(v) = l2(m(v)), and
– ∀(v, w) ∈ E1 : l1((v, w)) = l2((m(v),m(w))).

Definition 5 (Subsumption Relative to 
). Given two order-labeled DLGs,
g1 = 〈V1, E1, l1〉 and g2 = 〈V2, E2, l2〉, and 
, the partial order among the labels
in L, g1 is said to subsume g2 relative to 
 (we write g1 �� g2) if there is a
mapping m : V1 → V2 such that:

– ∀(v, w) ∈ E1 : (m(v),m(w)) ∈ E2,
– ∀v ∈ V1 : l1(v) 
 l2(m(v)), and
– ∀(v, w) ∈ E1 : l1((v, w)) 
 l2((m(v),m(w))).

The mapping m between vertices, induces a mapping me between edges. Thus
we will write m(e) to denote (m(v),m(w)). Two graphs are equivalent, g1 ≡ g2,
if g1 � g2 and g2 � g1. Moreover, if g1 � g2 but g2 �� g1, then we write g1 � g2.

Intuitively, subsumption embodies the idea of more general than, i.e., g1 sub-
sumes g2 if g1 is more general than g2 (in flat subsumption, this corresponds
to checking whether g1 is isomorph to any subgraph of g2). The subsumption
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relative to 
 is a more general relation when the subgraph is required to just
have labels that are smaller according to 
 than in the supergraph. The intuition
behind this is that if labels represent concepts such as vehicle and car, and the 

relation captures concept generality (vehicle 
 car), then the subgraph can have
concepts that are more general or equal to those of the supergraph (i.e., a vertex
labeled as vehicle in the subgraph can be mapped to a vertex labeled as car in
the supergraph, since vehicle is a more general concept than car).

3.2 Object Identity

Object identity (OI) [10] is an additional constraint on the mapping m often
employed for subsumption. The intuition behind object identity is that “objects
denoted with different symbols must be distinct”. When applied to subsump-
tion (� or ��) over graphs, this translates to an additional constraint over the
mapping m : V1 → V2, namely that v1 �= v2 =⇒ m(v1) �= m(v2).

3.3 Unification and Antiunification

Definition 6 (Unification). Given two graphs, g1 and g2, and a subsumption
relation � (which can be any of the ones defined above), g is a unifier of g1 and
g2 (we write g = g1 � g2) if g1 � g, g2 � g, and �g′ � g : g1 � g′ ∧ g2 � g′.

In other words, a unifier of two graphs is a most general graph that is sub-
sumed by two other graphs. The analogous operation is that of anti-unification.

Definition 7 (Anti-unification). Given two graphs, g1 and g2, and a sub-
sumption relation � (which can be any of the ones defined above), g is an
anti-unifier of g1 and g2 (we write g = g1 � g2) if g � g1, g � g2,
and �g′ � g : g′ � g1 ∧ g′ � g2.

In other words, an anti-unifier of two graphs is the most specific graph
that subsumes both of them. Notice that in general neither unification or anti-
unification are unique.

4 Refinement Operators

A refinement operator for DLGs is a function that can generate variations of a
DLG g that are either more specific or more general than g (refinements).

Definition 8 (Downward Refinement Operator). A downward refine-
ment operator over a quasi-ordered set (G,�) is a function ρ : G → 2G such
that ∀g′ ∈ ρ(g) : g � g′.

Definition 9 (Upward Refinement Operator). An upward refinement
operator over a quasi-ordered set (G,�) is a function ρ : G → 2G such that
∀g′ ∈ ρ(g) : g′ � g.
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In the context of this paper, a downward refinement operator generates ele-
ments of G that are “more specific” (upward refinement operators generate ele-
ments of G that are “more general”). Moreover, refinement operators might
satisfy certain properties of interest for the purposes of similarity assessment:

– A refinement operator ρ is locally finite if ∀g ∈ G ρ(g) is finite.
– A downward operator ρ is complete if ∀g1, g2 ∈ G g1 � g2 : g1 ∈ ρ∗(g2).
– An upward operator γ is complete if ∀g1, g2 ∈ G g1 � g2 : g2 ∈ γ∗(g1).
– A refinement operator ρ is proper if ∀g1, g2 ∈ G g2 ∈ ρ(g1) ⇒ g1 �≡ g2.

where ρ∗ means the transitive closure of a refinement operator. Intuitively, locally
finiteness means that the refinement operator is computable, completeness means
we can generate, by refinement of g1, any element of G related to a given element
g1 by the order relation �, and properness means that a refinement operator does
not generate elements which are equivalent to the element being refined. When
a refinement operator is locally finite, complete and proper, it is ideal.

Notice that all the subsumption relations presented above satisfy the reflex-
ive2 and transitive3 properties. Therefore, the pair (G,�), where G is the set
of all DLGs given a set of labels L, and � is any of the subsumption relations
defined above is a quasi-ordered set. Thus, this opens the door to defining refine-
ment operators for DLGs. Intuitively, a downward refinement operator for DLGs
will generate refinements of a given DLG by either adding vertices, edges, or by
making some of the labels more specific, thus making the graph more specific.

4.1 Refinement of Flat-Labeled DLGs

We define refinement operators as a set of rewriting rules. A typical rewriting rule
is composed of three parts: the original graph (above the line), the refined graph
(below the line), and the applicability conditions. The following four rewriting
rules define a downward refinement operator ρf for flat-labeled DLGs:

(R0) Top operator (adds one vertex to an empty graph):
[

V = ∅, E = ∅,
v∗ �∈ V, a ∈ L

] 〈V, E, l〉
〈

V ∪ {v∗}, E, l′(x) =

{
a if x = v∗
l(x) otherwise

〉

(R1) Add vertex operator with outgoing edge:
[

v∗ �∈ V, v1 ∈ V,
a ∈ L, b ∈ L

] 〈V, E, l〉
〈

V ∪ {v∗}, E ∪ {(v∗, v1)}, l′(x) =

⎧
⎨

⎩

a if x = v∗
b if x = (v∗, v1)
l(x) otherwise

〉

2 A graph trivially subsumes itself with the mapping m(v) = v.
3 If a graph g1 subsumes g2 through a mapping m1, and g2 subsumes g3 through a

mapping m2, then we know g1 subsumes g3 via the mapping m(v) = m2(m1(v)).
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(R2) Add vertex operator with incoming edge:
[

v∗ �∈ V, v1 ∈ V,
a ∈ L, b ∈ L

] 〈V, E, l〉
〈

V ∪ {v∗}, E ∪ {(v1, v∗)}, l′(x) =

⎧
⎨

⎩

a if x = v∗
b if x = (v1, v∗)
l(x) otherwise

〉

(R3) Add edge operator:
[

v1 ∈ V, v2 ∈ V,
(v1, v2) �∈ E, a ∈ L

] 〈V, E, l〉
〈

V, E ∪ {(v1, v2)}, l′(x) =

{
a if x = (v1, v2)
l(x) otherwise

〉

Although we do not provide proofs in this paper for the sake of space (proofs
in [21]), it can be shown that the downward refinement operator ρf defined by
the rewrite rules R0, R1, R2, and R3 above is locally finite, and complete for the
quasi-ordered set 〈G,�〉, where � represents flat subsumption. Moreover, ρf is
ideal (locally finite, complete, and proper) when we impose Object Identity.

Given a DLG g = 〈V,E, l〉, the following two rewriting rules define an upward
refinement operator γf for flat-labeled DLGs:

(UR0) Remove Non-Bridge (removes a non-bridge edge of the graph):
[

e ∈ E,
e �∈ bridges(〈V ,E , l〉)

] 〈V, E, l〉
〈V, E \ {e}, l〉

(UR1) Remove Leaf (vertex connected to the graph by a single edge):
⎡

⎣
v ∈ V,
Ev = {e = (v1, v2) ∈ E | v = v1 ∨ v = v2},
|Ev| ≤ 1

⎤

⎦
〈V, E, l〉

〈V \ {v}, E \ Ev, l〉

Notice that Ev is the set of edges that involve v, and by enforcing |Ev| ≤ 1,
we are basically selecting only those vertices v ∈ V that are either: (a) connected
to the rest of the graph by one single edge (when |Ev| = 1), or (b) when the
graph is just composed of a single vertex and no edges (when Ev = ∅).

The upward refinement operator γf defined by the above rewrite rules UR0
and UR1 is locally finite and complete for the quasi-ordered set 〈G,�〉, with �
representing flat subsumption. Moreover, γf is ideal (locally finite, complete and
proper) when we impose the Object Identity constraint.

4.2 Refinement of Order-Labeled DLGs

Assuming the set 〈L,
〉 is a partial order with a top element  ∈ L, and given a
DLG g = 〈V,E, l〉, the following rewriting rules define an downward refinement
operator, ρ� for order-labeled DLGs:
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(R0O) Top operator (adds one vertex to an empty graph):
[

v∗ �∈ V,
V = ∅, E = ∅

] 〈V, E, l〉
〈

V ∪ {v∗}, E, l′(x) =

{
 if x = v∗
l(x) otherwise

〉

(R1O) Add vertex operator with outgoing edge:
[

v∗ �∈ V,
v1 ∈ V

] 〈V, E, l〉
〈

V ∪ {v∗}, E ∪ {(v1, v∗)}, l′(x) =

⎧
⎨

⎩


 if x = v∗

 if x = (v1, v∗)
l(x) otherwise

〉

(R2O) Add vertex operator with incoming edge:
[

v∗ �∈ V,
v1 ∈ V

] 〈V, E, l〉
〈

V ∪ {v∗}, E ∪ {(v∗, v1)}, l′(x) =

⎧
⎨

⎩


 if x = v∗

 if x = (v∗, v1)
l(x) otherwise

〉

(R3PO) Add edge operator:
[

v1 ∈ V, v2 ∈ V,
(v1, v2) �∈ E

] 〈V, E, l〉
〈

V, E ∪ {(v1, v2)}, l′(x) =

{
 if x = (v1, v2)
l(x) otherwise

〉

(R4O) Refine vertex label (relative to 
):
⎡

⎣
v1 ∈ V,
a = l(v1), b ∈ L, a ≺ b,
�c ∈ L : a ≺ c ≺ b

⎤

⎦
〈V, E, l〉

〈

V, E, l′(x) =

{
b if x = v1
l(x) otherwise

〉

(R5O) Refine edge label (relative to 
):
⎡

⎣
e ∈ E,
a = l(e), b ∈ L, a ≺ b,
�c ∈ L : a ≺ c ≺ b

⎤

⎦
〈V, E, l〉

〈

V, E, l′(x) =

{
b if x = e
l(x) otherwise

〉

The downward refinement operator ρ� defined by the rewrite rules R0O,
R1O, R2O, R3O, R4O, and R5O above is locally finite and complete for the
quasi-ordered set 〈G,�≺〉, where �≺ represents subsumption relative to the
partial order ≺. Moreover, ρ� is ideal (locally finite, complete, and proper)
when we impose the Object Identity constraint.

The following rules define an upward operator, γ� for order-labeled DLGs:
(UR0O) Generalize vertex label:

⎡

⎣
v1 ∈ V,
a = l(v1), b ∈ L, b ≺ a,
�c ∈ L : a ≺ c ≺ b

⎤

⎦
〈V,E, l〉

〈

V,E, l′(x) =
{

b if x = v1
l(x) otherwise

〉
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(UR1O) Generalize edge label:
⎡

⎣
e ∈ E,
a = l(e), b ∈ L, b ≺ a,
�c ∈ L : a ≺ c ≺ b

⎤

⎦
〈V,E, l〉

〈

V,E, l′(x) =
{

b if x = e
l(x) otherwise

〉

(UR2O) Remove Non-Bridge (removes a top non-bridge edge of the graph):
[

e ∈ E, l(e) = ,
e �∈ bridges(〈V ,E , l〉)

] 〈V,E, l〉
〈V,E \ {e}, l〉

(UR3O) Remove Leaf (top vertex connected to the graph by a single edge):
⎡

⎣
v ∈ V, l(v) = ,
Ev = {e = (v1, v2) ∈ E | v = v1 ∨ v = v2},
|Ev| ≤ 1, ∀e ∈ Ev : l(e) = 

⎤

⎦
〈V,E, l〉

〈V \ {v}, E \ Ev, l〉

The upward refinement operator γ� defined by the rewrite rules UR0O,
UR1O, UR2O, and UR3O above is locally finite and complete for the quasi-
ordered set 〈G,�≺〉 γ� is ideal when we impose the Object Identity constraint.
Formal proofs can be found in the documentation of the ρG library [21].

5 Refinement-Based Similarity Measures

Graph subsumption introduces a concept of information order between graphs:
if a graph g1 subsumes another graph g2, then all the information in g1 is also
in g2. Thus, if we find the most specific graph g that subsumes two other graphs
g1, and g2, then g captures the information that g1 and g2 have in common. The
intuition of the first similarity function we define is to first compute such g, and
then use it to numerically quantify the amount of information in g: the more
information they share, the more similar they are. We will use the intuition
that each time we apply a downward refinement operation, we introduce one
new piece of information, so the length of the refinement path between g	 (the
most general graph with respect to subsumption) and a given graph g gives us
a measure of the amount of information contained in it.

5.1 Anti-unification-based Similarity

Definition 10 (Anti-unification-based Similarity). Given two graphs g1,
and g2, a refinement operator ρ and a subsumption relation �, the anti-
unification-based similarity Sλ is defined as:

Sλ(g1, g2) =
|g	

ρ−→ (g1 � g2)|
|g	

ρ−→ (g1 � g2)| + |(g1 � g2)
ρ−→ g1| + |(g1 � g2)

ρ−→ g1|

where |g1 ρ−→ g2| represents the length of a path that starts in g1 and goes to g2
by repeated application of the refinement operator ρ.
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Intuitively, this measures the amount of information shared between g1 and g2
(size of their anti-unifier), and normalizes it by the total amount of information:
shared information (|g	

ρ−→ (g1�g2)|), information in g1 but not in g2 (|(g1�g2)
ρ−→

g1|), and information in g2 but not in g1 (|(g1�g2)
ρ−→ g2|). The reader is referred

to our previous work [20] for a more in-depth description and analysis of the anti-
unification-based similarity.

One interesting thing about Sλ is that there is nothing specific to directed
labeled graphs in this formulation. In other words, the refinement operator allows
us to abstract away from the underlying representation formalism.

5.2 Property-Based Similarity

The key idea of the property-based similarity measure is to decompose each
graph into a collection of smaller graphs (which we will call properties), and
then count how many of these properties are shared between two given graphs.
The key advantage of this similarity measure is that each of these properties
can be seen as a feature, and thus, we can apply feature weighting methods in
order to improve accuracy in the context of machine learning methods. Let us
first briefly explain how to decompose a graph into a collection of properties
(operation, which we call disintegration). The reader is referred to our previous
work [20], for a full description.

Graph Disintegration. Consider a refinement path g0 = [g	, ..., gn] between
the most general graph g	 and a given graph gn, generated by repeated appli-
cation of an upward refinement operator (going from gn to g	). The intuition of
graph disintegration is the following: each time an upward refinement operator
is applied to a graph gi+1 to generate a more general graph gi, a piece of infor-
mation is removed, which gi does not have, and gi+1 had. We would like the
disintegration operation to decompose graph gn into exactly n properties, each
of them representing each of the pieces of information that were removed along
the refinement path. In order to do this, the disintegration operation uses the
remainder operation (introduced by Ontañón and Plaza [20] for feature terms):

Definition 11 (Remainder). Given two graphs gu and gd such that gu � gd,
the remainder r(gd, gu) is a graph gr such that gr � gu ≡ gd, and �g ∈ G such
that g � gr and g � gu ≡ gd.

In other words, the remainder is the most general graph gr such that when
unifying gr with the most general of the two graphs (gu), recovers the most spe-
cific of the two graphs (gd). Given two graphs gi, and gi+1, such that gi ∈ γ(gi+1),
then r(gi+1, gi) is precisely the graph that captures the piece of information
that γ “removed” from gi+1.

Definition 12 (Disintegration). Given a refinement path p = [g0 =
g⊥, ..., gn], a disintegration of the graph gn is the set D(p) = {r(gi+1, gi)|0 ≤
i < n}.
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In practice, given a graph g and complete upward refinement operator γ, we
can generalize g by successive application of γ (selecting one of the generaliza-
tions γ produced stochastically), and use the remainder operation to generate a
property at each step4. We will write Dγ(g) to denote a disintegration generated
in this way. A more detailed discussion on disintegration and remainder, in the
context of refinement graphs can be found in our previous work [22].

Property-Based Similarity Definition

Definition 13 (Property-Based Similarity). Given two graphs g1 and g2,
a complete upward refinement operator γ, and a subsumption relation �, the
property-based similarity measure, Sπ is defined as follows:

Sπ(g1, g2) =
|{π ∈ P | π � g1 ∧ π � g2}|

|P |
where P = Dγ(g1) ∪ Dγ(g2).

In other words, Sπ(g1, g2) is defined as the number of properties that are
shared between both graphs divided by the number of properties that at least
one of them have. In certain situations, it can be shown that Sπ(g1, g2) and
Sλ(g1, g2) are equivalent [20]. The intuition behind this is that the number of
properties they share should be equivalent to the length of the refinement path
from g	 to their anti-unification. Moreover, if a training set is available, we can
use it to define P as the union of the disintegration of all the graphs in the
training set (which is the procedure used in our experiments).

The main advantage of Sπ with respect to Sλ is that it allows for weighting
the contribution of each property in the similarity computation, and thus, the
similarity measure can be fitted to a given supervised learning task. As in our
previous work [20], we see each property as a binary feature, and use Quinlan’s
information gain to define a weight for each property. Given such a set of weights,
we can now define the weighted property-based similarity as follows:

Definition 14 (Weighted Property-Based Similarity). Given two graphs
g1 and g2, a training set T = {(g′

1, y1), ..., (g
′
n, yn)}, a complete upward refine-

ment operator γ, and a subsumption relation �, the property-based similarity
measure, Sπ is defined as follows:

Swπ(g1, g2) =

∑
π∈P such that π�g1 ∧ π�g2

w(π)
∑

π∈P w(π)

where P = Dγ(g1) ∪ Dγ(g2), and weights w are generated using T .

Intuitively, Swπ is equivalent to Sπ, except that Swπ counts the sum of the
weights of the properties, whereas Sπ counts the number of properties. Also,
4 Notice that it is possible to compute the remainder without the need to actually

perform any type of unification operation, which can be computationally expensive.
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notice that in practice, we can precompute the weights for all the properties
resulting from disintegrating all the graphs in the training set, and we would
only need to compute weights during similarity assessment if the disintegration
of either g1 or g2 yields a property that no other graph in the training set had.

6 Experimental Evaluation in Standard Datasets

In order to evaluate the similarity measures defined in this paper, we used two
standard datasets from the literature of structured machine learning5:

– Trains: We used Muggleton’s train generator6, which generates trains based
on the original dataset presented by Michalski [17], to generate datasets con-
sisting of 10, 100 and 900 trains, represented using Horn clauses. Trains are to
be classified in one of two possible classes (east or west). We translated it into
labeled graphs by using the feature term version translated by Ontañón and
Plaza [20]. Each instance represented was to a DLG by defining one vertex per
variables in the feature term, and one edge per feature. The resulting graphs
have between 14 and 29 vertices, and the set of labels contains 55 labels. An
example graph from this dataset can be seen in Fig. 1.

– Demospongiae: The Demospongiae data set is a relational data set from the
UCI machine learning repository where each instance is a tree. It contains
503 instances belonging to 8 different solution classes. The original dataset is
represented using feature terms, and was converted to a DLG using the same
procedure as the Trains dataset. The resulting graphs have between 21 to 59
vertices, and the set of labels contains 641 labels (the set of labels is large,
since some correspond to numbers, which our framework considers as different
labels, children of the “number” label). We also report results in a subset of
280 sponges, commonly used in the literature.

Fig. 1. Example graph from the Trains data set with 15 vertices.

We tested the similarity measures using a nearest neighbor classifier and a
leave-one-out evaluation method. We also tested the following baselines:
5 Datasets can be downloaded in dot, GML and GraphML format from https://github.

com/santiontanon/RHOG.
6 http://www.doc.ic.ac.uk/∼shm/progol.html.

https://github.com/santiontanon/RHOG
https://github.com/santiontanon/RHOG
http://www.doc.ic.ac.uk/~shm/progol.html
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Table 1. Classification accuracy (in % of correct predictions), and time (in seconds)
to predict the label of one instance.

Maj. BoL RIBL Kashima Sλ Sπ Swπ

ρf ρ� ρf ρ� ρf ρ�

Classification Accuracy

Trains(10) 50.00 50.00 60.00 20.00 50.00 60.00 40.00 30.00 60.00 70.00

Trains(100) 52.00 64.00 60.00 72.00 55.00 70.00 61.00 71.00 66.00 71.00

Trains(900) 50.00 75.78 64.22 68.44 62.89 80.88 67.20 74.00 86.11 87.55

Demosp(280) 41.79 93.93 88.21 90.71 96.07 92.86 95.36 92.50 95.71 97.50

Demosp(503) 23.36 86.68 82.31 83.10 93.18 84.69 89.07 87.08 88.87 90.66

Time

Trains(10) - 0.00 0.05 0.06 1.79 2.62 0.01 0.08 0.02 0.10

Trains(100) - 0.00 0.05 0.08 5.64 11.47 0.02 0.42 0.09 0.59

Trains(900) - 0.01 0.31 0.51 50.75 115.97 0.30 7.43 0.44 11.81

Demosp(280) - 0.02 0.18 0.21 365.54 121.82 0.11 2.77 0.18 3.71

Demosp(503) - 0.03 0.32 0.51 629.04 213.96 0.57 4.68 0.75 6.78

– Majority Class (Maj.): predicts the most common class in the training set.
– Bag-of-labels Similarity (BoL): this similarity measure transforms each

graph into a vector of size |L|, where each element of the vector corresponds
to each of the labels in L. A given element of the vector is set to 1 if the graph
contains the corresponding label, and 0 otherwise. Then, similarity between
two graphs is assessed using the cosine similarity between their two corre-
sponding vectors.

– RIBL [7]: RIBL is a well known similarity measure for first order logic (FOL).
RIBL requires examples to be represented in FOL and not as DLGs. We
converted the datasets to FOL predicates directly from their original feature
term representation without loss of information.

– Kashima [15]: a random-walk graph kernel. Kashima’s kernel has two para-
meters: γ, the probability of a random walk to end, and a kernel to assess
similarity among the labels in the graph. We set γ = 0.1 in our experiments,
since it gave the best results overall. We used the label partial-order to define
a kernel for the labels of the graph.

Table 1 reports classification accuracy and execution time for all the datasets
and similarity measures used in our experiments. The first thing we see is that
Swπ achieves the highest classification accuracy overall than any other similarity
measure in our experiments. The second things we see is that the refinement-
based measures tend to be more accurate when used in conjunction with ρ� in
the trains datasets, but not in the Demospongiae datasets. Moreover, in gen-
eral, computation time also increases when using ρ�, since the refinement graph
is more fine-grained, and thus refinement paths tend to be longer. This is not
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the case in Demospongiae because of the large number of labels caused by the
numeric constants, which makes ρf generate too many refinements. We also see
that in the small trains dataset (with 10 instances), most measures achieve very
low performance (although given the small size of the dataset, it is difficult to
know if low results are due to statistical coincidences). Another interesting fact
is that one of our baselines (BoL) worked surprisingly well, and outperformed
many other complex similarity measures (such as RIBL, SHAUD or Sπ). Finally,
concerning computation time, we can see that Sλ is computationally infeasi-
ble for large datasets (it took several days to execute for the Demospongiae
datasets). Sπ is a computationally fast approximation, but results show that its
performance is lower than Sλ. Swπ achieves a good balance of performance and
accuracy. The increased time reported for the trains (900) and Demospongiae
(503) datasets is due to a necessary step where the union P of all the properties
has to be computed, which requires a quadratic number of subsumption tests as
a function of the size of the training set to remove duplicates. In practice this
step only has to be done once, but we did it for each instance, since we used a
leave-one-out procedure.

7 Conclusions and Future Work

This paper has presented a collection of similarity measures for directed labeled
graphs (DLGs) based on refinement operators. Specifically, we have defined four
refinement operators for DLGs. Using those operators, we adapted three similar-
ity measures from our previous work [20] for DLGs. We evaluated these similarity
measures in several datasets with promising results. The refinement operators
and similarity measures presented in this paper have been incorporated into an
open-source library called ρG (RHOG).

Similarity measures based on refinement operators are interesting since the
same similarity formulation can be used for different representation formalisms,
given an appropriate refinement operator. In this paper we have shown evidence
of this by adapting three measures previously defined for feature logics to DLGs
by just defining two new refinement operators.

As part of our future work, we would first like to devise refinement operators
for other representation formalisms to allow the wide-spread application of these
similarity measures. Second, we would like to study ways in which we could
improve the computational efficiency of the proposed methods. Two lines of work
we are currently pursuing are (1) accelerating subsumption testing (the major
bottleneck), and (2) numerical approximations of these similarity measures.
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Abstract. This paper describes a framework for semi-automatic
knowledge extraction for case-based diagnosis in the aircraft domain. The
available data on historical problems and their solutions contain struc-
tured and unstructured data. To transform these data into knowledge for
CBR systems, methods and algorithms from natural language processing
and case-based reasoning are required. Our framework integrates differ-
ent algorithms and methods to transform the available data into knowl-
edge for vocabulary, similarity measures, and cases. We describe the idea
of the framework as well as the different tasks for knowledge analysis,
extraction, and transformation. In addition, we give an overview of the
current implementation, our evaluation in the application context, and
future work.

1 Introduction

The amount of experience knowledge is huge in many companies. They store his-
torical data about projects, incidents, occurred problems and their solutions, and
much other information. All this can be used to gather experience to solve future
problems. Because the aircraft domain is a technical domain, much information
is clearly structured like attribute-value pairs, taxonomies, and ontologies. But
there also exists information in form of free text written by cabin crew mem-
bers, pilots, or maintenance technicians. Examples of free text are the cabin and
pilot logbook, customer service reports, and maintenance reports. To use this
information in the context of a case-based reasoning (CBR) system, they have
to be analyzed and transformed into useful knowledge for vocabulary, similarity
measures, and cases. While the structured information can be transformed with
little to moderate effort, sometimes it can even be used without transformation,
the unstructured information in free texts can only be analyzed and transformed
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 327–341, 2016.
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with high effort from a knowledge engineer. To support a knowledge engineer
at this task, we developed a framework that combines several methods from
natural language processing (NLP) and CBR to automate the transformation
process. The framework is called FEATURE-TAK, a Framework for Extraction,
Analysis, and Transformation of UnstructuREd Textual Aircraft Knowledge.
While parts of the framework are not new to the research community, other
parts were developed or improved in-house to bridge the gap to an automated
knowledge transformation directly usable in CBR systems. In addition, the com-
bination of the NLP and CBR tasks as well as the underlying methodology and
the benefit for knowledge transformation for CBR systems is a new approach
and will help to reduce the creation and maintenance effort of CBR systems. In
the following section we describe the project context in which the use case of the
framework occurred and several basics. Section 3 contains related work about
the topic, while Sect. 4 gives an overview of the framework and detailed infor-
mation about the individual NLP and CBR tasks. We also describe our current
implementation status and evaluation in Sect. 4.4. At the end we summarize our
paper and give an outlook on future work.

2 OMAHA Project

The OMAHA project is supported by the Federal Ministry of Economy and
Technology in the context of the fifth civilian aeronautics research program [9].
The high-level goal of the OMAHA project is to develop an integrated over-
all architecture for health management of civilian aircraft. The project covers
several topics like diagnosis and prognosis of flight control systems, innovative
maintenance concepts and effective methods of data processing and transmis-
sion. A special challenge of the OMAHA project is to outreach the aircraft and
its subsystems and integrating systems and processes in the ground segment
like manufacturers, maintenance facilities, and service partners. Several enter-
prises and academic and industrial research institutes take part in the OMAHA
project: the aircraft manufacturer Airbus (Airbus Operations, Airbus Defense
& Space, Airbus Group Innovations), the system and equipment manufacturers
Diehl Aerospace and Nord-Micro, the aviation software solutions provider Linova
and IT service provider Lufthansa Systems as well as the German Research Cen-
ter for Artificial Intelligence and the German Center for Aviation and Space.
In addition, several universities are included as subcontractors. The OMAHA
project has several different sub-projects. Our work focuses on a sub-project to
develop a cross-system integrated system health monitoring (ISHM). The main
goal is to improve the existing diagnostic approach with a multi-agent system
(MAS) with several case-based agents to integrate experience into the diagnos-
tic process and provide more precise diagnoses and maintenance suggestions. In
this context we have to acquire cases from historical data, which contains a high
number of free texts. Therefore, the development of an approach to analyze and
transform this free text is required.
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2.1 SEASALT

The SEASALT (Shared Experience using an Agent-based System Architecture
Layout) architecture is a domain-independent architecture for extracting, ana-
lyzing, sharing, and providing experiences [6]. The architecture is based on the
Collaborative Multi-Expert-System approach [3,4] and combines several software
engineering and artificial intelligence technologies to identify relevant informa-
tion, process the experience and provide them via an user interface. The knowl-
edge modularization allows the compilation of comprehensive solutions and offers
the ability of reusing partial case information in form of snippets. Figure 1 gives
an overview over the SEASALT architecture.

The SEASALT architecture consists of five components: the knowledge
sources, the knowledge formalization, the knowledge provision, the knowledge
representation, and the individualized knowledge. The knowledge sources compo-
nent is responsible for extracting knowledge from external knowledge sources like
databases or web pages and especially Web 2.0 platforms, like forums and social
media platforms. These knowledge sources are analyzed by so-called Collector
Agents, which are assigned to specific Topic Agents. The Collector Agents collect
all contributions that are relevant for the respective Topic Agent’s topic. The
knowledge formalization component is responsible for formalizing the extracted
knowledge from the Collector Agents into a modular, structural representation.

Fig. 1. Overview of the SEASALT architecture
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This formalization is done by a knowledge engineer with the help of a so-called
Apprentice Agent. This agent is trained by the knowledge engineer and can
reduce the workload for the knowledge engineer. The knowledge provision com-
ponent contains the so called Knowledge Line. The basic idea is a modularization
of knowledge analogous to the modularization of software in product lines. The
modularization is done among the individual topics that are represented within
the knowledge domain. In this component a Coordination Agent is responsible
for dividing a given query into several sub queries and pass them to the according
Topic Agent. The agent combines the individual solutions to an overall solution,
which is presented to the user. The Topic Agents can be any kind of information
system or service. If a Topic Agent has a CBR system as a knowledge source,
the SEASALT architecture provides a so-called Case Factory for the individ-
ual case maintenance. Several Case Factories are supervised by a so-called Case
Factory Organization to coordinate the maintenance of the overall multi-agent
system. The knowledge representation component contains the underlying knowl-
edge models of the different agents and knowledge sources. The synchronization
and matching of the individualized knowledge models improves the knowledge
maintenance and the interoperability between the components. The individu-
alized knowledge component contains the web-based user interfaces to enter a
query and present the solution to the user [5,6,19].

2.2 Application Domain

The aircraft domain is a highly complex technical domain. An aircraft consists
of hundreds of components, which consists of dozens of systems, which contains
dozens of individual parts, called Line Replacement Units (LRU). These systems
and LRUs are interacting with and rely on each other. Therefore, it is not easy
to identify the root cause of an occurred fault, because the root cause can either
be found within a single LRU, or within the interaction of several components
of a system, or even within the interaction of LRUs of different systems. Finding
cross-system root causes is a very difficult and resource expensive task. The
existing diagnosis system onboard an aircraft can track root causes based on
causal rules defined for the LRUs. These rules are not always unambiguous,
because the diagnosis approach is effect-driven. Based on a comprehensible effect
(visible, audible, or smellable) in the cockpit or the cabin, the diagnosis system
tries to determine the system behavior that belongs to the effect and traces the
root cause through the defined rules. The use of CBR for the diagnosis can help
to clear ambiguous diagnosis situations with the help of experience knowledge
from successfully solved problems, especially with cross-system root causes.

3 Related Work

Many systems with textual knowledge use the textual CBR approach, like
[11,21,24]. The data sources available for our project are mainly structured
data, therefore we choose a structural CBR approach. But the most impor-
tant information about an occurred fault can be found in fault descriptions and
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logbook entries, which are free text. We decided to use a hybrid approach with
the combination of structural CBR and NLP techniques to integrate all avail-
able information. There also exist several frameworks and toolkits for natural
language processing like Stanford CoreNLP [17], Apache Lucene [18], GATE
[12], and SProUT [13]. All these frameworks provide several algorithms and
methods for NLP tasks, but do not link them directly to be used for CBR
systems. Several methods from these frameworks are used by our framework,
too. But we also combine them with techniques from association rule mining,
case-based reasoning, and techniques developed in-house to have a direct use
for knowledge modeling in CBR systems. There is extensive research pertaining
to adjustment of feature weights in the past years and it is still an important
topic. Wettschereck and Aha compared different feature weighting methods and
developed five dimensions to describe these methods: Model, weight space, repre-
sentation, generality and knowledge. [26] According to their work, our approach
uses a wrapper model to optimize the feature weights iteratively during the train-
ing phases. The weight space is continuous, because the features of our problem
vary in their relevance for different diagnoses. Our knowledge representation is
a structural case structure with attribute-value pairs and this given structure is
used for feature weighting. We are using case specific weights to set the weights
for each diagnosis individually. This way we are able gain more precise results
during the retrieval. Our approach for feature weighting is knowledge intensive,
because we are using domain-specific knowledge to differentiate between individ-
ual diagnoses and setting case specific weights. An approach that addresses the
same problem as our approach is presented by Sizov, Ozturk and Styrak [22].
They analyze free text documents from aircraft incidents to identify reasoning
knowledge that can be used to generate cases from these text documents. While
we are using a structural approach with attribute-value pairs and try to clas-
sify and map the identified relevant knowledge to attributes, the approach from
Sizov and his colleagues uses a so-called text reasoning graph to represent their
cases. The approach uses the same NLP techniques like the Standford CoreNLP
Pipeline as our approach to analyze and preprocess the text documents. While
we are using Association Rule Mining algorithms like Apriori and FP-Grwoth
to identify associations between collocations and keywords, their approach uses
pattern recognition to identify causal relations.

4 FEATURE-TAK

This section describes FEATURE-TAK, an agent-based Framework for
Extraction, Analysis, and Transformation of UnstructeREd Textual Aircraft
Knowledge. We will describe the idea, the agent-based architecture and the indi-
vidual tasks of the framework. We will support the description with a running
example.
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4.1 Problem Description and Framework Idea

Airbus databases contain a lot of data about historical maintenance problems
and their solutions. These data sets are currently used for maintenance sup-
port in various situations. To use this information within our case-based diag-
nosis system, they have to be analyzed to find relevant pieces of information
to be transformed into knowledge for CBR systems. The data sets from Airbus
contain different data structures. Technical information can mostly be found
in attribute-value pairs, while logbook entries, maintenance, and feedback are
stored in form of free text articles. Based on a first data analysis, we choose a
structural approach for our CBR systems. Information like fault codes, aircraft
type and model, ATA (Air Transport Association) chapter and fault emitter
are important information and can easily be used within a structural approach.
Over time the main use case changed within the OMAHA project and the new
data to be transformed has free text components. Therefore, we have to use the
structured information as well as the free text. To transform the relevant infor-
mation in the free texts into useful knowledge for our structural CBR system,
we had to adapt and combine techniques from NLP and CBR. The idea is to
develop a framework to combine several techniques and automatize the knowl-
edge transformation. This framework could be used for knowledge acquisition
and maintenance for CBR system in the development phase or for existing CBR
systems.

4.2 Framework Architecture

The framework consists of five components: data layer, agent layer, CBR layer,
NLP layer and interface layer. The data layer is responsible for storing the raw
data and the processed data for each task. In addition, domain specific informa-
tion like abbreviations and technical phrases are stored in this layer to be acces-
sible for the other components. The agent layer contains several software agents.
For every task an individual agent is responsible. All task agents communicate
with a central supervising agent. This supervising agent coordinates the work-
flow. For visualization and communication purposes for the user, this layer also
contains an interface agent. For each task an agent is spawned when starting the
framework, but during the workflow additional agents can be spawned to support
the initial agents with huge data sets. The NLP layer contains algorithms and
methods like part of speech tagging, lemmatization, abbreviation replacement
and association rule mining. These algorithms are used by the agents to execute
their assigned tasks. The algorithms could either be third party libraries or own
implementations. The fourth layer is the CBR layer and is responsible for the
communication with a CBR tool like myCBR or jColibri. It contains methods to
add keywords to the vocabulary, extend similarity measures and generate cases
from the input data sets. The last layer contains the graphical user interface of
the framework. This user interface can be used to configure the workflow, select
input data, and start the workflow. In addition, the user interface presents the
results of each task to the user and shows the status of the software agents.
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4.3 Framework Tasks

In this section we will describe the eight tasks of the framework in more detail.
These tasks and their interaction are defined based on the existing input data
and the required data structure for our CBR systems. Based on our initial idea
and the experience from the input data analysis, we had to regroup the tasks and
their substeps. As input for the workflow a data set with free text components,
for example a CSV file, or a pure free text document is possible. In addition
to the data sets, a file with mapping information, an abbreviations file, and
files with domain specific white and black lists are used. The data sets are first
transformed into an internal representation of our case structure based on the
information in the mapping file. It is not required to have information for every
attribute in the data set or to use all information in the data set. The complete
case structure for our use case consists of 72 attributes with different data types
and value ranges and the mapping process adapts dynamically to the input
information. The complete workflow with all tasks and possible parallelization
is show in Fig. 2. In the following, the individual tasks will be described. As an
example to illustrate the tasks, a free text problem description will be used:

– ‘One hour before departure, cabin crew informed maint that the FAP was
frozen.’

Fig. 2. Workflow task and possible parallelization
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Collocation Extraction. The first task is the identification and extraction of
phrases from the free text components of the input data. The idea is to find recur-
ring combinations of words based on standard english grammar and domain-
specific terms. For the phrases an acceptable length between 2 and 6 words is
chosen. This length is based on manual analysis of free texts and domain-specific
phrases. There are no domain-specific phrases with more than 6 words and the
correct identification of phrases with more than 6 words only reaches 30 percent
and generates not much additional benefit. This task has three substeps: part
of speech tagging, multi-word abbreviation identification, and phrase extraction.
First, the free text is tagged to identify nouns, verbs, and adjectives. The next
step is to identify multi-word abbreviations, because the longform of these abbre-
viations counts as phrases, too. The last step is to identify phrases based on the
tagging information and the word position in a sentence. This task was set as the
initial task, because for a successful phrase identification the whole free text is
required. The result of this tasks is a modified free text, reduced by multi-word
abbreviations and found phrases. For our example, the identified phrases are

– ‘One hour’, ‘cabin crew’, and ‘flight attendant panel’.

Keyword Extraction. The second task is the extraction of keywords from
the remaining text and consists also of three substeps: stopword elimination,
lemmatization, and single-word abbreviation replacement. As input for this task,
the modified text from task one is used. The stopword elimination is based on
common english and a white list with words that should not be eliminated. The
second substep identifies abbreviations in the remaining words and replaces them
with their longform. For all words the lemmata are determined. We replaced
the former stemming algorithm with a lemmatization algorithm, because the
lemmatization algorithm is considering the context of a word in a sentence and
therefore produces better results. The result of the complete task is a list of
keywords, reduced to their base form. According to our example, the extracted
keywords are

– ‘before’, ‘departure’, ‘inform’, ‘maintenance’, and ‘freeze’.

Synonyms and Hypernyms. The third task is responsible for identifying syn-
onyms and hypernyms for the extracted keywords and phrases. Therefore, the
input for this task is a list of phrases from the first task and list of keywords from
the second task. For every keyword the synonyms are identified, based on com-
mon english and domain-specific terms. One challenge in this task, is to consider
the context and word sense of a keyword to identify the right synonyms. There-
fore, we are using the part of speech information and a blacklist of words, that
should not be used as synonyms. The second step is to identify the hypernyms
for all keywords. There are two goals for this task. The first goal is to enrich
the vocabulary of our CBR systems and the second goal is to use the synonyms
and hypernyms to enhance our similarity measures by extending or generating
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taxonomies. The result of this task is a list of keywords and their synonyms and
hypernyms. In our example, the result could be as follows:

– before: earlier, once
– departure: exit, movement, withdrawal
– inform: describe, make known
– maintenance: support, administration
– freeze: stop, paralyze, stuck, immobilize
– flight attendant panel: monitor, display.

Vocabulary Extension. This task consists of adding the extracted keywords,
phrases, synonyms, and hypernyms to the vocabulary of the CBR systems. The
first step is to remove duplicate words and phrases to avoid redundant knowledge.
The second step is to check the list of keywords against the list of phrases to
identify keywords which occur as phrases. We want to slow down the growth of
the vocabulary and therefore we identify keywords that are only occur as part
of a collocation. These keywords are not added to the vocabulary. If a keyword
occurs without the context of a collocation, it will be added.

Similarity Measures. When describing faults there are terms that are easily
predictable and their similarity can be modeled by experts. However, when con-
fronted with a large amount of manually inserted text from many sources it is
virtually impossible to predict every concept that may appear, and how it stands
in relation to other concepts. Therefore, this task is responsible for setting initial
similarity values for newly discovered concepts and extends existing similarity
measures. The first substep is to set similarity values between the newly added
keywords and phrases and their synonyms. Therefore, the existing similarity
matrices are extended and a symmetric similarity is proposed. The value itself
could be configured, but we assume an initial similarity for synonyms of 0.8,
based on the assumption that the similarity measures can take values from the
[0;1] interval. The second step is to use the keywords, phrases, and hypernyms to
extend or generate taxonomy similarity measures. The hypernyms serve as inner
nodes, while the keywords and the synonyms are the leaf nodes. Keywords and
their synonyms are sibling nodes if they have the same hypernym. This second
step provides the possibility to model or extend similarity measures based on
the layers of a taxonomy and therefore less similarity values have to be set. For
values of keywords and phrases that could not be assigned to a taxonomy, no
initial similarity value could be set, than 0. To overcome this hurdle, we employ
social network analysis (SNA) methods to supplement the similarity between
each two values of a given attribute. SNA is based on graph theory and utilizes
the structure of the data and the relationships between the different items to
reach conclusions about it, and has been used previously to measure the simi-
larity of objects [2,15]. It is useful for our purposes since besides the structure
of the data, which is readily available, no additional information is required.
Our data consist of attribute-value pairs, representing different concepts of a
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fault. We want to compute the similarity degree between the different values, for
instance between two systems. In order to do so, we see our data as a weighted
bipartite graph. On the left side are all the values of a given attribute, and on
the right side the case diagnoses. Nodes A and B are then connected if a value
represented by A appeared in a case that received the diagnosis represented by
B. To eliminate multi-edges, edge weights represent the number of connections
between each node pair. Since we are only interested in the similarity of nodes of
type value, we perform weighted one-mode projection (WOMP) [16] on the left
side of the graph. The resulting edge weights of the WOMP are the similarity
degree between the nodes, and between the values they represent.

Association Rule Mining. This task is used to analyze the keywords and
phrases and find associations between the occurrence of these words within a
data set as well as across data sets. Using association rule mining algorithms like
the Apriori [1] or the FP-Growth [10] algorithm, we try to identify reoccurring
associations to determine completion rules for our CBR systems to enrich the
query. An association between keywords or phrases exists, when the combined
occurrence exceeds a given threshold. For example, a combination between two
keywords that occurs in more than 80 % of all analyzed documents, may be
used as a completion rule with an appropriate certainty factor. To generate only
completion rules with a high significance, a larger number of data sets have to be
mined. Therefore, a minimum number of data sets has to be defined. Based on
manual analysis of data sets in collaboration with aircraft experts, we assume a
minimum of 10000 datasets and a confidence of 90 % will generate rules with the
desired significance in the aircraft domain. In the aircraft domain many causal
dependencies between systems, status, context and functions exist. Association
rule mining can help identify this dependencies in an automated way to avoid
the high effort from manually analyzing the data sets.

Clustering and Case Generation. This task is responsible for generating a
case from each input data set and storing it in a case base. To avoid a large case
base with hundreds of thousands of cases, we cluster the incoming cases and
distribute them to several smaller case bases. Generating an abstract case for
each case base, a given query can be compared to the abstract cases and this way
a preselection of the required case bases is possible. The first substep uses the
mapping document to map the content of the document to a given case structure.
The data from the documents are transformed into values for given attributes. In
collaboration with experts from Airbus and Lufthansa we identified the aircraft
type and the ATA chapter as the two most discriminating features of the cases.
Therefore, the clustering algorithm uses these features to distribute the cases on
the different case bases. For each aircraft type (A320, A330, A340, etc.) a set of
case bases will be created and each set will be separated by the ATA chapter.
The ATA chapter is a number with four or six digits and is used to identify a
component of an aircraft. The cases are discriminated by the first two digits of
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the ATA chapter, which identify the component, while the other digits are used
to specify a system of the component.

Sensitivity Analysis. In this task the feature weights for the problem descrip-
tion of the given case structure are determined. Not all attributes are equal. In
retrieval tasks some attributes are more important to determine which objects
are relevant, but how do we identify these attributes, and what is their degree of
importance? Can some attributes be detrimental to retrieval? To answer these
questions we used sensitivity analysis, and developed a method to calculate a
relevance matrix of attributes. In our data each case has a diagnosis, and a diag-
nosis set consists of all the cases with the given diagnosis. While some attributes
may be important to determine whether or not a case belongs to set A, other
attributes might be more important for set B. This is why we have a relevance
matrix, and not a vector. Our method is based on work done by [20,25], and
includes three phases: 1. the static phase, where all attributes have the same
weight for all diagnosis sets, and is used as a baseline to measure the contri-
bution of the next two phases, 2. the initial phase, which includes a statistical
analysis of the data set, and functions as the starting point of the next phase, 3.
the training phase, where the values are optimized. The idea behind the train-
ing phase is that in a retrieval task there are two reasons for a false positive:
first, the weights of attributes with a similar value are too high, and second, the
weights of attributes with dissimilar values are too low. Much like the training
phase of artificial neural networks, the contribution of each attribute to the error
is calculated and propagated back through the weights, updating them accord-
ingly. Within the OMAHA project, the analysis will be performed offline and the
resulting relevance matrix will be embedded within the retrieval task. A more
detailed description of the sensitivity analysis can be found in [23].

4.4 Current Implementation

This section describes the current implementation status of our framework.
FEATURE-TAK is an agent-based framework that uses the scalability of multi-
agent systems and parallelization possibilities. In addition, an agent-based frame-
work could easily be integrated into the multi-agent system for case-based diag-
nosis developed within the OMAHA project. For the implementation of the
agents the JADE framework [8] was used. Currently, seven agents are imple-
mented: supervising agent, gui agent, collocation agent, keyword agent, syn-
onym agent, vocabulary agent and cluster agent. The supervising agent is the
central coordinator of the framework and routes the communication between
the other agents. The gui agent controls the user interface of the framework. He
receives the input data and sends the information to the supervising agent. He
also presents the interim results to the user and shows the status of the work-
flow. The collocation agent uses the Stanford CoreNLP library [17], a suite of
NLP tools for part-of-speech tagging and collocation extraction. The keyword
agent uses Apache Lucene [18] and the Stanford CoreNLP library for stopword
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elimination and lemmatization. The abbreviation replacement of both agents is
an own implementation based on domain-specific abbreviations from Airbus and
Lufthansa. For the synonym identification the synonym agent is using WordNet
[14] and its databases of common english synonyms and hypernyms. The results
of the first three tasks are passed to the vocabulary agent. This agent uses the
myCBR [7] API to access the knowledge model of the CBR systems. The last
implemented agent is the cluster agent, which generates the cases from the data
sets and distributes them to the different case bases. The clustering algorithm is
an own implementation and the myCBR API is used to pass the generated cases
to the correct case base. The functionality for similarity assessments, association
rule mining and sensitivity analysis are implemented, but not integrated into the
framework yet. Different import mechanisms are implemented to process data
from CSV files and text files like word documents or PDF files. Because of the
different content and data structures of the documents, the data is processed dif-
ferently for each document type. CSV files and result sets are processed row-wise,
while text documents are processed in the whole. The mapping file is written
in XML format and contains information about which column in a CSV file or
result set should be mapped to which attribute in the case structure. For text
documents the mapping is far more difficult and not completely implemented
yet.

4.5 Evaluation

The current implementation of the framework was tested with a CSV file con-
taining 300 real world data sets. On these data sets five tasks were computed:
collocation extraction, keyword extraction, synonym search, vocabulary exten-
sion, and case generation and clustering. The following results were generated:

– Collocation extraction: 2465 phrases extracted, 2028 distinct phrases
– Keyword extraction: 8687 keywords extracted, 1464 distinct keywords
– Synonym search: 21285 synonyms identified, 3483 distinct synonyms
– Vocabulary extension: 4621 concepts added to the vocabulary
– Case generation and clustering: 300 cases distributed over 8 case bases.

The results of the workflow were evaluated by experts from Airbus Opera-
tions GmbH and Lufthansa Industry Solutions. The extracted collocations and
keywords were compared against the original fault description, while the syn-
onyms were checked for adequate word sense. The added concepts were checked
to identify duplicates or false entries. The following graphic illustrates the eval-
uation results (Fig. 3).

While we have good results for the collocation and keyword extraction, we
have poor results for the synonyms identification. The reason is that our word
sense disambiguation is just based on black and white lists and therefore our
synonym task identifies a great number of synonyms with inappropriate word
sense. Therefore, the word sense disambiguation has to be improved with state
of the art approaches. In addition, we conducted a performance evaluation of the
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Fig. 3. Evaluation results

Fig. 4. Workflow performance

implemented tasks. Therefore, we run the workflow with different sized CSV files:
10, 20, 100, 150, and 300 data sets. Figure 4 shows the results. The y axis contains
the time in seconds and the x axis the number of data sets. With an increasing
number of data sets, the computation time appeared to grow exponentially.
We identified the myCBR tool as the main cause for this performance problem
during the task of the vocabulary extension.

5 Summary and Outlook

In this paper we describe the concept and implementation of our framework
FEATURE-TAK. The framework was developed to transform textual informa-
tion in the aircraft domain into knowledge to be used by structural CBR systems.
We give an overview of the framework architecture and describe the individual
tasks in more detail. In addition, we describe the status of our current imple-
mentation. The newly improved version is still in an evaluation process and will
be tested with a larger data set based on historical problem data from Airbus.
We will test the framework with input data of more than 65.000 single data sets.
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Based on the evaluation results we will improve the framework methods. A spe-
cific challenge is the word sense disambiguation. We will address this challenge
using pattern recognition and neural networks. In addition, we will integrate
the remaining functionality into the framework and connect it with the corre-
sponding agents. After the complete implementation of the framework, it will
be integrated into the diagnosis system to provide the frameworks functionality
for knowledge modeling and maintenance purposes. In addition to improvement
on the semantic level, we also will improve the performance and scalability of
the framework to support the computation of large data sets. For further devel-
opment we plan to modularize and generalize the tasks and substeps to get
a framework with domain-independent and domain-specific components, that
could be configured for the use in different domains. We also want to support
an interface for different additional NLP or CBR methods and tools, to pro-
vide the user with a greater variety on analysis, extraction and transformation
possibilities.
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P. (eds.) ASWC/ISWC -2007. LNCS, vol. 4825, pp. 736–749. Springer, Heidelberg
(2007). doi:10.1007/978-3-540-76298-0 53

12. Cunningham, H., Maynard, D., Bontcheva, K., Tablan, V., Aswani, N., Roberts, I.,
Gorrell, G., Funk, A., Roberts, A., Damljanovic, D., Heitz, T., Greenwood, M.A.,
Saggion, H., Petrak, J., Li, Y., Peters, W.: Text Processing with GATE (Version
6) (2011). http://tinyurl.com/gatebook
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Abstract. Biologically inspired design (BID) is a methodology for
designing technological systems by analogy to designs of biological sys-
tems. Given that knowledge of many biological systems is available
mostly in the form of textual documents, the question becomes how
can we extract design knowledge about biological systems from tex-
tual documents for potential use in designing engineering systems? In
earlier work, we described how annotating biology articles with partial
Structure-Behavior-Function models helps users access documents rele-
vant to a given design problem and understand the biological systems
for potential transfer of their causal mechanisms to engineering prob-
lems. In this paper, we present an automated technique instantiated in
the IBID system for extracting partial SBF models of biological systems
from their natural language documents for potential use in biologically
inspired design.

1 Background, Motivations and Goals

Biologically inspired design is a well-known design paradigm that uses nature
as a source of practical, efficient and sustainable solutions to stimulate design
of technological systems (Benyus 1997; Vincent and Mann 2002). Recently bio-
logically inspired design has grown into a movement with an increasing number
of engineering and system designers looking towards nature as a source of ideas
(Lepora et al. 2013). Biologically inspired design entails cross-domain analogies:
It views nature as a library of design cases and biologically inspired design as
a process of abstracting, transferring and adapting designs of biological systems
into designs of technological systems.

Biologically inspired design is also related to Textual Case Based Reasoning
(TCBR) because knowledge of many biological systems is available mainly in the
form of textual documents. Textual information typically is hard to process by
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computers due to its relatively unstructured format and the numerous possible
variations in its interpretation. Hence, it is often necessary to introduce addi-
tional processing to extract structured knowledge from textual documents. As a
result, TCBR is commonly combined with techniques from information retrieval,
natural language processing, text mining, and knowledge discovery (Weber et al.
2005). The question then becomes how can we extract design knowledge about
biological systems from textual documents for potential use in designing engi-
neering systems?

In earlier work, we observed that when engaged in biologically inspired
design, design teams typically searched the Web for biology articles describ-
ing systems that might inspire solutions to their problems (Vattam and Goel
2013a). We also found that the design teams typically struggled to locate biol-
ogy articles relevant to their problems because search engines are not designed
specifically for cross-domain retrieval, and, in particular, keywords that describe
biology articles do not capture the design semantics of the biological systems
described in the articles. Thus, in earlier work (Vattam and Goel 2013b), we
presented an interactive system called Biologue that annotated biology articles
with partial Structure-Behavior-Function (SBF) models (Goel et al. 2009) of the
biological systems described in the articles. We found that the SBF annotations
on the biology articles enhanced the precision and relevance of retrieved articles.

However, the semantic annotations in Biologue were handcrafted, which
raised the issues of scalability and repeatability. If we are to make the interactive
retrieval not only relevant and precise but also scalable and repeatable, then we
must develop computational techniques for automatically extracting the partial
SBF models of biological systems from their natural language descriptions. The
objective of this paper is to describe a preliminary, high-level computational
process for extracting structures, behaviors and functions of biological systems
from textual documents. This process is embodied in the Intelligent Biologically
Inspired Design (IBID) system presently under development.

2 The Problem: An Illustrative Example

Consider an engineer interested in improving water harvesting for a village in
an arid region. Suppose that the engineer seeks inspiration from nature. Dark-
ling beetles that live in the Namib Desert, one of the hottest places on Earth,
survive by using their shells to draw water from periodic fog-laden winds. Thus,
two beetle species from the genus Onymacris have been observed to fog-bask
on the ridges of sand dunes (Norgaard and Danke 2010). How might our hypo-
thetical engineer find biology articles describing the fog-harvesting processes of
the beetles? How might the engineer confirm that the retrieved descriptions are
relevant to her design problem? How might the engineer build a deep enough
understanding of the beetles’ fog-harvesting mechanisms to support application
to her problem?

The engineer might conduct a literature survey using a web search engine.
However, the current search technology for conducting this kind of literature
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survey is plagued by several problems (Vattam and Goel 2013a). First, biologi-
cally inspired design by definition entails cross-domain knowledge transfer from
biology systems to technological designs. However, current search engines are
not designed to support cross-domain search. Second, engineers and biologists
speak different languages, and most engineers are novices in biology. This makes
it difficult for engineers to interpret a biology article or even to form an effective
query. Third, current search engines use keywords to filter their results. How-
ever, the keywords do not capture a deep understanding of the user’s query of the
design problem. Thus, the keyword-based search typically results in imprecise
results, including voluminous hits on unrelated documents.

Even when a search engine notes an appropriate article, at best it highlights
contents words that match keywords in the query. The engineer must still expend
effort to understand the article sufficiently to determine relevance. Hence, there
are two opportunities to improve engineer productivity: increase the precision
of the set of retrieved articles and facilitate relevance checking by improved
annotation.

3 Our Approach to Developing a Solution

IBID uses a representation for complex systems called Structure-Behavior-
Function models (Goel et al. 2009). SBF models consist of three main parts.
The Function submodel of a system is an abstraction over the system’s actions
on its external environment. The Structure sub-model expresses its physical com-
ponents and the connections among them. The Behavior sub-model describes the
causal mechanisms that arise from the interactions among the structural compo-
nents and that accomplish the system’s functions. We have previously used SBF
models extensively in building theories of analogical design. In particular, Goel
and Bhatta (2004) showed that domain-specific SBF models can be abstracted
into Behavior-Function design patterns for cross-domain analogical transfer. We
have also developed several tools to support biologically inspired design includ-
ing DANE, a library of SBF models of biological systems (Goel et al. 2011) and
Biologue (Vattam and Goel 2013b) mentioned above.

In a preprocessing phase in IBID, SBF models of biological systems are
extracted from articles describing them, and the articles are annotated by
the extracted models. While the functions in the extracted SBF models are
expressed in a domain-independent controlled vocabulary, the structural com-
ponents are expressed in a biology-specific vocabulary. Thus, in the current ver-
sion of IBID, design queries are made by specifying the desired functions (in
the domain-independent controlled vocabulary of functions), possibly augmented
with a specification of biology-specific structural components. Biology articles
are retrieved based on the match with the functional and structural annotations
on the articles, thereby increasing precision. The retrieved articles are annotated
with SBF model elements, thereby making it easier to evaluate the relevance of
articles.

The extracted SBF model of the biological case contains pointers back into
the document from which it was extracted for each of its model elements. When
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the document is retrieved, the pointers can be used to annotate how a segment
of text contributes to the model. For example, a biological process described in
an article can have a function, such as transport, highlighted in yellow, and the
object of transport, water, highlighted in green. Thus the engineer reading the
article can more quickly determine the relevance of the article.

3.1 Example Continued

In order to elaborate on the analysis and extraction of the aforementioned SBF
models, we consider the article (Norgaard and Danke 2010). Following is a text
snippet from the article:

“The mechanism by which fog water forms into large droplets on a beaded
surface has been described from the study of the elytra of beetles from
the genus Stenocara. The structures behind this process are believed to be
hydrophilic peaks surrounded by hydrophobic areas; water carried by the
fog settles on the hydrophilic peaks of the smooth bumps on the elytra
of the beetle and form fast-growing droplets that - once large enough to
move against the wind - roll down towards the head.”

IBID identifies the following structural component from the snippet:
Structure:

– Name: elytra
– Properties: hydrophobic, hydrophilic, smooth
– Parts: grooves

Here is an example of one behavior extracted from this snippet.

Behavior:

– Predicate - move
– Cause - “water carried by the fog settles on the hydrophilic peaks of the smooth

bumps on the elytra of the beetle and form fast-growing droplets that - once
large enough”

– Effect - “roll down towards the head”

4 IBID

IBID is a web application that retrieves and annotates biology articles in sup-
port of BID. IBID uses SBF models and controlled vocabularies to facilitate its
retrieval and annotation. Several other aspects of IBID are worth noting.

– Natural language processing (NLP): When it analyzes an article, IBID
makes use of common NLP technology including parsing, part-of-speech
tagging, and word-sense-disambiguation, to detect salient sections of the
document. Technical vocabulary is detected by use of one or more domain-
dependent taxonomies. For example, to analyze a document about the
water-harvesting behavior of beetles, biological taxonomies from the fields of
entomology and morphology might be used.
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– Taxonomies of Structures, Behaviors and Functions: For the IBID sys-
tem, we developed a domain-independent taxonomy of functions (Spiliopoulou
et al. 2015). Our function ontology combines elements of the function ontology
in the Functional Basis (Hirtz et al. 2002) with elements in AskNature’s func-
tion ontology for biomimicry (Deldin et al. 2002). This is important because
the domain-independence of the function taxonomy enables a cross-domain
matching between functions delivered by biological systems and the func-
tions desired in engineering problems. IBID also uses Vincent’s (Vincent 2014)
biology-specific taxonomy of structural components and connections. Finally,
IBID uses a subset of Khoo et al.’s taxonomy of behavioral patterns (Khoo
et al. 1998, 2000). These taxonomies of structures, behaviors and functions
play a role in IBID similar to that of Schank’s (1972) conceptual dependency
in semantic processing: They help generate top-down expectations for com-
pleting the schemas corresponding to the elements in the taxonomies.

– Semantic annotation: Using the vocabulary and relations present in the
SBF taxonomy, the textual content of a document can be semantically anno-
tated. Semantic annotation is a technique that helps to add semantics to
unstructured documents (Davies et al. 2006). In particular, IBID makes use
of VerbNet (Kipper et al. 2008), a knowledge base of common verbs and their
expected role-fillers. VerbNet further improves IBID’s word-sense disambigua-
tion, and its frames serve as the first level of IBID’s semantic processing. For
example, VerbNet was used to determine the roles (Names, Properties, and
Parts) used in the Structure frame for elytra presented in the last section.

– Faceted search: When engineers query IBID’s repository of biology articles,
they do so using faceted search (Prieto-Diaz 1991). A faceted search interface
provides an orthogonal set of controlled vocabularies, one for each dimension
of the search space. These include the expected title, author, and publication
date dimensions. More important, however, for achieving precision, is its use
of dimensions for structure, behavior and function. For example, by selecting
water as a structural element, the engineer can focus her search on specific
kinds of biological processes.

The following subsections describe IBID’s system architecture, computa-
tional process, data model, use cases and current status. The section concludes
by relating the IBID approach to CBR.

4.1 IBID System Architecture

IBID uses a classical client–server architecture. The web client uses dynamic
HTML, CSS and Javascript to support user query construction and perusal of
results. The server is written in PHP, with analysis performed by a Java servlet.
Extracted knowledge is stored in a MySQL database. In addition to the search-
and-perusal scenario, IBID also supports two other uses cases: file upload and
analysis and taxonomy management.

In Fig. 1, the user interacts with the interface of the tool via a web browser.
The PHP server acts as an intermediary between the client side and the Java
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Fig. 1. IBID’s conceptual architecture

semantic analyzer. The bold line in the figure depicts the user searching for
models. The dashed line represents a scenario where an administrator can upload
and analyze articles. The dotted line depicts a knowledge engineer managing
taxonomies.

Both text and PDF files can be uploaded. Each file uploaded is sent to
the Java analyzer. The file is parsed, and semantically processed to produce
Structure-Behavior-Function models that are then stored into the MySQL data-
base.

The core Java analyzer uses a number of NLP techniques to extract an SBF
model of each biological process described in the article being analyzed. First,
the article is broken down into sentences, each of which is parsed. The parse
graph thus obtained is further processed by different modules to extract the
Structure, Behavior and Function sub-models.

4.2 IBID’s Computational Process for Extracting SBF Models

Figure 2 illustrates IBID’s computational processes for extracting partial SBF
models of biological systems from natural language documents. Initially, IBID
breaks down the input text file into individual sentences and uses the Stanford
parser (De Marneffe et al. 2011) to generate a parse tree for each.

Function Extraction: Function extraction focuses on the predicates present
in each sentence. Using VerbNet’s application programming interface (API),
one or more frames are constructed for each sentence. The most relevant frame
is selected and used to populate the SBF Function sub-model. The predicates
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Fig. 2. IBID’s computational processes for extracting SBF models of biological systems

selected have to be part of IBID’s Function taxonomy. If this is not the case, a
bespoke algorithm is applied to find the nearest match.

Behavior Extraction: The behavior of the biological system is captured in
the form of causal chains: actions, effects and their causes. The action is the
predicate in the sentence. The sentence is then matched to compiled patterns
for causal chains to determine whether or not one is present.

Structure Extraction: Using the functional root verb in each sentence,
the related subject and object are determined. Using WordNet (Miller 1995;
Fellbaum 1998), synonyms and hypernyms are mapped into an ontology of bio-
logical components and connections due to Vincent (2014); only matches above
a preset but tunable threshold are considered for further processing. The nouns
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thus found are designated as structural components of the SBF Structure sub-
model.

While the extracted structures, behaviors and functions are composed from
multiple sentences in the input text, the extracted SBF models are at least par-
tially domain specific. In particular, while the extracted functions are expressed
in the domain-independent control vocabulary of functions, the extracted struc-
tures are expressed in a biology-specific vocabulary of structural components and
connections. Thus, the user must do additional processing to extract domain-
independent behavior-function patterns (Goel and Bhatta 2004) for transfer to
engineering design problems.

4.3 IBID’s Data Model

Figure 3 is a detailed enhanced entity–relationship diagram of IBID’s data model.
There are three groups into which all the tables have been arranged: articles,
taxonomies and models. The group on the right corresponds to the tables related
to articles. While the actual document contents are stored in the file system,
IBID retains key information in its database (metadata and unique IDs) that
are used during retrieval. The group at the bottom consists of three tables that
store the taxonomies for the SBF sub-models. The group of tables to the left
contains the stored models. As part of document analysis, IBID extracts SBF
function, structure and behavior sub-models. The function information is stored
in a format similar to VerbNet’s frames. Structure is stored in a custom format
in the structure entity table, and the causal behavior information is stored in
the causality table.

Fig. 3. Enhanced Entity-Relationship diagram for IBID
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4.4 IBID Use Cases

The IBID tool has three main use cases: faceted search performed for an end-user
engineer, document upload and analysis performed by a system administrator,
and taxonomy management performed by a knowledge engineer.

Fig. 4 shows the first use case, the retrieval of several documents in which a
biological process is accomplished via movement.

Fig. 4. Screenshot showing the Behavior cause and effects related to move.

When a user clicks on any term in the menu on the left side, the system
expands its search and adds more synonyms and hypernyms for the term. All of
these terms are then searched for in the database, and links to the documents
that contain a related model are returned. The user can click on one of the
links to peruse the document. The system highlights the relevant portion of the
document to make it easier for the user to understand the results.

4.5 Current Status

IBID is a working prototype with all the above mentioned features implemented.
Knowledge engineers can configure domain-specific vocabularies. System admin-
istrators can upload documents and analyze them. The analyzed articles are then
tagged with SBF model elements. Once these models are stored, an engineer can
search for and retrieve matching documents.

4.6 IBID and CBR

IBID serves as case based system in two ways. First, during the analysis phase,
IBID extracts SBF models from documents. It uses the models as indices into
its repository. It also searches for similar SBF models already in the repository.
If similar cases exist, IBID stores the biological processes using the same SBF
index.
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Second, IBID acts as a CBR system during user search. By extracting SBF
models for various biological processes, IBID indexes these processes. Using
these SBF model indexes, IBID treats the various biological processes as cases.
The cases stored by IBID can be retrieved using the index by searching either
for Structures, Behaviors or Functions. The search results show the biological
process that consist of the searched structure/behavior/function. This is the
case-retrieval phase. From there, based on the biological processes retrieved, the
user can adapt the process to her engineering problem taking advantage of her
increased understanding of how the biological process works.

5 Validation

Our strategy for validating IBID has three main parts: (i) reliance on past work,
(ii) execution of IBID on a large corpus of biology articles and inspection of
results, and (iii) comparison with human performance.

5.1 Strategy 1: Reliance on Past Work

IBID assumes the following:

– Biologically Inspired Design is an effective design technique (Vincent and
Mann 2002)

– SBF is robust in representing mechanisms in engineering and biology
– SBF models can improve search effectiveness for use in Biologically Inspired

Design

5.2 Strategy 2: Execution of IBID on a Corpus of Articles

IBID’s taxonomy of functions contain 8 functions at the top level of the hierarchy,
with about 50 functions in all, with more than 45,000 hypernyms/synonyms. Its
taxonomy of structural components and connections contains more than 200
elements. Thus, IBID is not a small system.

The IBID corpus of biology articles contains 255 journal papers and is a
superset of Biolgue’s corpus. We were able to successfully execute IBID on all
biology articles in its corpus. Manual inspection of the SBF models extracted by
IBID indicates that the models are incomplete but not incorrect. In particular,
one way in which the SBF models are incomplete is that at present IBID does not
fully relate the extracted structures, behaviors and functions with one another.
For example, some of the structural elements it extracts do not appear to play
any role in the accomplishment of the system functions. On the other hand, IBID
presently does not always extract all the behaviors it should. Thus, IBID provides
an automated computational technique for abstracting only partial SBF models
of biological systems described in textual documents, storing the partial SBF
models as biological design cases, and indexing the case by both their functions
and structural elements in support of interactive biologically inspired design.
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5.3 Strategy 3: Comparison with Human Performance

Our third strategy for ongoing evaluation of IBID focuses on comparing the
quality of the SBF models extracted by IBID with those extracted by human
experts. Ideally, the model extracted by IBID should be equivalent to the SBF
model extracted by a human expert (a criteria that only a few practical CBR
systems meet for tasks as complex as automated construction of a case library).
Thus, we measured the Cohen’s Kappa (Cohen 1960; Landis and Koch 1977)
coefficient pairwise for models produced by a group of human evaluators. Pre-
liminary Kappa results indicated an agreement of 0.559. A closer inspection
uncovered three explanations:

First, there is no unique “best” SBF model for a complex biological system.
There are always differences among SBF models generated by human experts
as well, even when the human evaluators identify the same mechanisms. Thus,
it is not easy to define and measure the degree of similarity between two SBF
models, given that the same mechanism may be described in a different way in
the models.

Second, for the above reason the Kappa coefficient is not the best measure
for measuring the quality of SBF models extracted by IBID. In order to resolve
these problems, we now use the Weighted Kappa Coefficient (Cohen 1968) that
weighs each part of the model according to the reviewers’ agreement on that
part. Thus, when a word is described as a function by all the reviewers it is
weighted more than when only half of the reviewers agree. Those weights are
used later in order to calculate the similarity between IBID’s extracted model
and the models that humans’ extracted.

Finally, as mentioned above, IBID extracts only partial SBF models: It does
not presently fully integrate the structures, the behaviors and functions into a
complete SBF model. We expect that the quality of the extracted SBF models
to improve once IBID starts exploiting the constraints that full integration of
SBF models will impose on decisions about individual structures, behaviors and
functions.

6 Related Work

The IBID project relates to efforts in case-based reasoning, natural language
processing, biologically inspired design, and computational creativity. In research
on textual case-based reasoning, Weber et al. (2001) propose a knowledge man-
agement framework for acquiring cases from human experts as well as natural
language documents. Bruninghaus and Ashley (1998, 2006) describe a technique
for predicting the outcome of a legal case given a brief textual summary of the
case facts. Schumacher et al. (2012) present a technique for extracting procedural
knowledge from natural language documents available on the web. Sizov et al.
in (2014, 2015) describe a technique for extracting causal relational graphs from
natural language documents. Our work is related to the above research. The
behaviors in SBF models can be viewed as graphs representing causal processes;
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it differs from earlier work in that (i) IBID extracts multiple kinds of knowl-
edge (structures, behaviors, functions) and (ii) it extracts SBF models for cross-
domain analogical transfer from biological systems to engineering design.

In research on natural language processing, Berant et al. (2014) developed a
system that answers multiple choice questions based on natural language para-
graphs describing biological processes. Although their representation of causal
processes is similar to that of IBID, their system uses manually preprocessed
questions and answers. In research on biologically inspired design, Cheong and
Shu (2012) have used natural language processing techniques to extract and cate-
gorize causally related biological functions. Finally, in research on computational
creativity, Jursic et al. (2012) describe a process to identify and explore terms
that relate different domains. In IBID, the taxonomy of functions provides the
cross-domain words that lead to knowledge transfer from biology to engineering.

7 Conclusion

IBID is an interactive system for finding and semantically annotating biology
articles relevant to a design problem. In a preprocessing phase, IBID extracts
partial SBF models of biological systems from biology articles and uses the SBF
models as annotations on the biology articles. Then, when the user specifies
particular design functions of interest, IBID retrieves both the matching SBF
models and the relevant biology articles. Thus, the ontology of functions acts as
a cross-domain bridge between biological systems and engineering problems.

Work on IBID faces several types of challenges including disambiguating
different senses of a word describing a function, a behavior or a structure; dis-
tinguishing between biological systems and other processes described in an arti-
cle; improving the quality of extracted SBF models to match that of manually
extracted models; and using the SBF models for supporting case-based reasoning
in biologically inspired design. As mentioned earlier, IBID at present extracts
only partial SBF models in that it does not fully integrate the structures, the
behaviors and functions into a complete SBF model. The quality of the extracted
SBF models should improve when IBID starts exploiting the constraints that full
integration of SBF models will impose on decisions about individual structures,
behaviors and functions.
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Abstract. Case-based reasoning has recently been used to predict the
hourly electricity consumption of institutional buildings. Past measure-
ments of the building’s operation are modeled as cases and, combined
with forecast weather information, used to predict the electricity demand
for the next six hours. Elaborating on this idea, we present an improved
CBR approach that yields more accurate predictions of energy con-
sumption. In particular, we develop improved (local) similarity measures
specifically tailored for this kind of application, and combine these mea-
sures with a regression-based method for similarity learning. Moreover,
we incorporate a simple procedure for case adaptation. Experimental
results for a real case study confirm a significant improvement in predic-
tive accuracy compared to previous approaches.

1 Introduction

Buildings are major energy users, being responsible for more than one-third of
the world’s total energy consumption [1]. In North America (U.S. and Canada)
alone, institutional and commercial buildings account for 40 % of total energy use
[3]. A significant proportion of a building’s energy consumption is used to operate
increasingly complex systems and technologies, such as advanced mechanical
heating, ventilation and air conditioning (HVAC) systems and thermal storage
systems, designed to store energy for proper subsequent use.

Building operation and control need to be improved in order to reduce energy
use, which becomes more and more a priority due to increasing energy prices
and operation costs. The use of intelligent technologies enabling buildings to
become proactive, by adapting their operation according to changing operational
and environmental conditions can have a major impact on energy consumption.
According to the Energy Star Program, energy consumption of commercial and
institutional buildings can be reduced by up to 35 % by using intelligent tech-
nologies and by modifying control practices [5].

Forecasting building energy use is critical for optimizing the management
of thermal energy storage systems and for improving control and operation
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 356–369, 2016.
DOI: 10.1007/978-3-319-47096-2 24
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sequences in order to reduce energy consumption. It also enables energy use
monitoring in order to identify periods of excessive consumption. Estimating the
electricity consumption ahead of time enables improved planning of the operation
of thermal energy storage devices linked to electrically-driven HVAC systems,
optimizing their use and reducing peak loads and costs.

Different predictive models have been proposed for building energy use,
mostly based on data-driven (machine learning) methods that require a signif-
icant amount of a building’s historical operational data. However, data of that
kind is not available for all buildings, such as in the case of new and retrofit
buildings that underwent major changes to the point that previous data is no
longer representative of current operation. As argued by Platon et al. [19], case-
based reasoning offers a quite appealing alternative, not only due to being more
transparent than black-box models like neural networks, but also due to its abil-
ity to operate with even little experience, and to learn and improve predictive
accuracy as more data becomes available. Adding to this, we like to mention
the potential of CBR to properly adapt predictions from previous to similar
problems (such as retrofit buildings).

Recently, first promising results could indeed be achieved with a CBR model
for predicting electricity use in an institutional facility over a time horizon of 6 h
[19,20]. However, the predictive error of that model was still almost twice as high
as that of a neural network, which severely hampers the willingness of building
owners and operators to adopt this type of model: as decisions regarding building
operation and control are made using the predicted energy consumption, the
accuracy of the model is crucial for optimal operation and planning. Therefore,
this paper presents various improvements made to the CBR model that led to a
significant increase in predictive accuracy.

The rest of the paper is organized as follows. We start with a short overview
of related work on energy prediction, prior to recalling the CBR model of [19,20]
in Sect. 3. Our improved approach in then presented in Sect. 4. In Sect. 5, this
approach is empirically evaluated using data from an institutional Canadian
facility located in Calgary, prior to concluding the paper in Sect. 6.

2 Predicting Energy Demand in Buildings

Different types of methods for predicting energy demand in buildings have been
proposed in the literature, including model-based approaches, statistical time
series analysis, and machine learning methods.

Model-based approaches make use of a building’s characteristics, such as
total heating and cooling demand, thermal characteristics of walls, windows,
other material proprieties, solar radiation, etc., in order to develop mathematical
models for the simulation of the building’s energy performance. Typical examples
of such approaches are DOE-2, BLAST, EnergyPlus (a combination of DOE-2
and BLAST), SPARK, and TRNSYS; for a detailed description of the most
commonly used simulation tools, we refer to [8].

The design of simulation models is a costly and time-consuming process,
which requires a significant amount of expert knowledge. As an alternative,
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machine learning methods such as Artificial Neural Networks (ANN) and Sup-
port Vector Machines (SVM) can be used to induce models for energy demand
prediction in a data-driven way, i.e., on the basis of energy demand observed
in the past. For example, Azadeh et al. [4] train multi-layer perceptrons for
predicting annual energy consumption of high energy consumers in the indus-
trial sector. Likewise, Gonzalez and Zamarreno [12] predict energy consumption
using a recurrent neural network. Using real data and taking forecast tempera-
ture values as attributes, highly precise results are achieved. Hybrid approaches
combining simulation models with neural networks can be found in the litera-
ture, too, for example to predict energy consumption of a passive solar building
[14]. Examples of prediction methods based on SVMs include [17,18]. A detailed
review of machine learning methods for the prediction of a building’s energy
consumption is provided by [23].

As already mentioned in the introduction, CBR has been put forward as yet
another alternative for the purpose of predicting a building’s energy consump-
tion more recently [15,16,19,20]. Compared to standard (model-based) machine
learning methods like ANN and SVM, case-based reasoning arguably comes with
a number of advantages. In particular, since CBR is an inherently incremental
process, it is able to adequately deal with an initial absence of historical con-
sumption data, while continuously improving when more data becomes available
over time. Moreover, CBR appears to be especially appealing for realizing knowl-
edge transfer from one building to another, i.e., for exploiting data about one
building to improve predictions for different yet similar buildings. First results
on the use of CBR for energy prediction are promising and adhere to the limits
recommended by the ASHRAE (American Society of Heating, Refrigerating and
Air-Conditioning Engineers) [2]. More details about CBR for energy prediction
are provided in the following section.

3 CBR for Predicting Electricity Consumption

Since our work mainly builds on [19,20], we devote this section to a short
overview of these approaches, prior to presenting our improved method in Sect. 4.
Platon et al. are interested in predicting hourly energy consumption based on
historical measurements. To this end, they proceed from a case representation
as shown in Table 2. Each case provides information about the development of
10 variables V1, . . . , V10 (see Table 1) measured over 9 h. The query case contains
values of these variables for the current hour (t0) as well as the previous two
hours (t−1 and t−2). Moreover, for the two variables air temperature and humid-
ity, it contains predicted values over a period of 6 h. The goal is to predict the
electricity consumption over these 6 h. The source case (memorized in the past)
comprises the same information, though with real (instead of forecast) values for
temperature and humidity; besides, the values for the target variable, electricity
consumption, are given, too.

In the following, we denote by xi,j the value of the variable Vi at time point
tj in the source case (1 ≤ i ≤ 10, −2 ≤ j ≤ 6), and by pj the value of the
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Table 1. Variable description and measurement unit

Variable Unit

V1 Forecast outside air temperature (◦C)

V2 Forecast outside air relative humidity (%)

V3 Air handling unit 2 supply hot air temperature (◦C)

V4 Air handling unit 3 supply hot air temperature (◦C)

V5 West wing air handling unit supply cold air temperature (◦C)

V6 Air handling unit 4 supply cold air temperature (◦C)

V7 Chiller outlet water temperature (◦C)

V8 Chiller outlet water flow rate (l/s)

V9 Boiler outlet water temperature (◦C)

V10 Boiler outlet water flow rate (l/s)

Table 2. Example of a query and a source case. Numbers in blue in the query case are
forecast. Numbers in gray in the source case are known but not used for comparison
with the source case (for which they are not given).

query case

date and time V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 P

t6 2014-04-07 15:00 10 32.2 ?
t5 2014-04-07 14:00 9 39.9 ?
t4 2014-04-07 13:00 8 32.2 ?
t3 2014-04-07 12:00 9 33.8 ?
t2 2014-04-07 11:00 10 34.6 ?
t1 2014-04-07 10:00 11 29.4 ?

t0 2014-04-07 09:00 12 29.9 29.4 28.4 15.8 24.9 30.5 -.05 67.3 76.2 203.1

t−1 2014-04-07 08:00 12 31.2 29.6 17.4 10.1 21.4 32.7 -.05 65.2 76.2 203.8
t−2 2014-04-07 07:00 11 31.0 28.3 9.7 10.6 22.4 30.8 -.04 66.3 73.2 197.6

source case

date and time V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 P

t6 2014-03-06 14:00 12 29.9 25.4 24.7 17.9 22.2 31.2 -.04 63.6 77.1 202.9
t5 2014-03-06 13:00 12 29.9 28.4 27.4 16.7 25.2 31.2 -.04 65.8 78.1 204.6
t4 2014-03-06 12:00 12 29.9 31.1 29.1 17.4 26.1 31.4 -.05 69.1 77.1 205.1
t3 2014-03-06 11:00 11 20.5 27.4 27.4 19.8 22.6 29.4 -.04 71.1 76.8 202.1
t2 2014-03-06 10:00 12 28.4 29.2 28.8 15.9 24.2 30.6 -.05 67.8 76.0 203.8
t1 2014-03-06 09:00 11 29.3 27.4 25.4 17.8 26.9 31.5 -.05 66.3 77.2 204.6

t0 2014-03-06 08:00 12 29.4 29.2 28.4 16.8 22.9 31.5 -.05 69.3 77.2 204.2

t−1 2014-03-06 07:00 11 31.2 29.8 17.6 10.1 22.4 32.7 -.05 65.2 76.2 204.8
t−2 2014-03-06 06:00 10 31.0 28.1 9.8 11.6 21.4 31.8 -.04 65.3 73.2 199.8

consumption P at time tj . The corresponding values for the query case are
denoted yi,j and qj . The measurements of each variable Vi over time are collected
in the time series xi and yi, respectively (corresponding to individual columns
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in the case representation). The combination of all values are referred to as X
(source case) and Y (query case), respectively.

Similarity between cases is derived in two steps. First, given a new query case,
only those previous cases are considered that fulfill the following properties: The
time t0 differs by at most one hour, and the absolute temperature at t0 differs
by at most 2◦C. Since the temperature and the time of the day are two very
important properties, this can be seen as a prefiltering of presumably irrelevant
cases (the similarity of which is formally set to 0).

For all other cases, the similarity is defined as a weighted average of the
similarities of the different (input) variables:

CS(X,Y ) =
M∑

i=1

vi · VS′
i(xi, yi), (1)

where M = 10 is the number of variables, vi ≥ 0 is the weight of the variable Vi,
and VS′

i(xi, yi) the (local) similarity of the cases on that variable. As illustrated
in Fig. 1, variable similarity is defined as

VS′
i(xi, yi) =

⎧
⎪⎨

⎪⎩

0 if Dw(xi, yi) > dimax
Dw(xi,yi)−di

min

di
max−di

min
if dimin ≤ Dw(xi, yi) ≤ dimax

1 if Dw(xi, yi) < dimax

. (2)

Here, dimin and dimax are variable-specific thresholds specifying what can be
seen as completely similar and completely dissimilar (cf. Table 3), and Dw is the
weighted Euclidean distance:

Dw(xi, yi) =

√∑n
j=−2 wj(xi,j − yi,j)2

∑n
j=−2 wj

, (3)

where n = 0 or n = 6 (depending on the variable), and the weights wj = 1+ j/3
for j ∈ {−2,−1, 0} and wj = 1−j/7 for j ∈ {1, . . . , 6} are such that observations
closer to the current time t0 have a higher influence.

At prediction time, given a query case Y , those previous cases X1, . . . , XK

with similarity CS(Xk, Y ) > 0.8 are retrieved from the case base, and predictions
of energy consumption are obtained as weighted averages of the consumptions
observed for these cases:

q̂j =
∑K

k=1 CS(Xk, Y ) · pk,j
∑K

k=1 CS(Xk, Y )
, (4)

where pk,j is the consumption for case Xk at time j ∈ {1, . . . , 6}.
As commonly done in the electricity and energy domain1, predictive per-

formance is measured in terms of the CV-RMSE (Coefficient of Variation Root

1 ANSI/BPI-2400-S-2012 Standard Practice for Standardized Qualification of Whole-
House Energy Savings Predictions by Calibration to Energy Use History.
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Fig. 1. Transformation of Euclidean distance into similarity.

Mean Square Error): With {q̂t | t ∈ T} a set of predicted consumptions (for a sin-
gle but possibly also for several query cases) and {qt | t ∈ T} the corresponding
observed values, this measure is defined as

CV-RMSE =

√
1

|T |−1

∑|T |
t=1(qt − q̂t)2

q
× 100, (5)

where q is the mean of true values.

4 Improved CBR Model

Building on the CBR model as outlined in the previous section, we devised a
number of improvements that will be described in the following.

4.1 Variable Similarity

According to (2), the similarity between two measurement sequences on a vari-
able is a non-linear transformation of the Euclidean distance between these two
sequences. While Euclidean distance is an established and reasonable measure, it
arguably fails to properly account for the trend in the corresponding time series.
Needless to say, looking at the trend is important when it comes to extrapo-
lating into the future. For example, Fig. 2 shows the time series for a specific
variable (amplitude) and three cases. According to Euclidean distance, the first
one (green, solid line) is as similar to the second (blue, short dashes) as to the
third one (orange, long dashes). Looking at the trend, however, the third one
appears to be much more relevant. In particular, the third case seems to be much
more amenable to adaptation (cf. Sect. 4.3 below).

To capture the trend of time series, we define a second (variable) similarity
measure based on the well-known cosine similarity [9,10]: A sequence of values
xi = (xi,−2, xi,−1, . . . , xi,n) is considered as a bundle of two-dimensional vectors2

2 In our case, the difference between time steps, Δtj , is always 1, because measure-
ments are made on an hourly basis.
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Fig. 2. Example of time series with different shape. (Color figure online)

{
(Δxj ,Δtj)� = (xi,j+1 − xi,j , 1)� | j = −2, . . . , n − 1

}
,

and similarity is defined as the averaged (normalized) angle between the corre-
sponding vectors (cf. Fig. 3):

VS′′
i (xi, yi) =

1
π(n + 2)

n−1∑

j=−2

cos−1

(
ΔxjΔyj + 1

√
(Δxj)2 + 1

√
(Δyj)2 + 1

)

(6)

Finally, we define a new variable similarity measure in terms of a weighted
average of the original measure (2) and the new (trend-based) similarity (6),
where the weights have been determined empirically:

VSi(xi, yi) = 0.3 VS′
i(xi, yi) + 0.7 VS′′

i (xi, yi) (7)

4.2 Case Similarity

According to (1), the similarity between two cases is defined as a weighted aver-
age of the variable similarities. In previous work, the flexibility of weighting has
actually not been exploited, i.e., all weights were simply set to the same value
vi = 1/M . However, since different variables are obviously of different impor-
tance, a generalization of this approach is desirable.

The determination of optimal variable weights vi is closely connected to the
problem of learning similarity measures, which has been studied intensively in
CBR [11,21,22]. More specifically, the problem is to optimally combine given
local (variable) similarities into a global (case) similarity [6]. To solve this prob-
lem, we take advantage of the fact that, according to (1), the combination is a
linear one, i.e., global similarity is a linear (convex) combination of local simi-
larities.

Concretely, we formalize the problem of learning weights vi for variables Vi

as a problem of linear regression: For every pair of cases X and Z from our case
base, we can compute the (local) variable similarities
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Fig. 3. Representation of time series as a bundle of vectors. The similarity for each
pair of vectors depends on the angle between them (0 for an angle of π, 1 for an angle
of 0). These similarities are averaged to obtain the overall similarity.

(s1, . . . , sM ) =
(

VS1(x1, z1), . . . ,VSM (xM , yM )
)

∈ [0, 1]M .

Moreover, we can compute a similarity sout on the consumptions measured for
X and Z, again using the transformation (2) of their Euclidean distance, with
proper choices of dmin and dmax.3 Ideally, the (global) case similarity is close
to this value, i.e., sout ≈ CS(X,Z). Therefore, the weights vj in (1) should be
such that

M∑

j=1

vj · sj ≈ sout. (8)

As already said, an (approximate) Eq. (8) can be derived for each pair of cases
from the case base, and each such equation can be seen as a training example for
a (multivariate) linear regression problem, with the values of the input variables
given by (s1, . . . , sM ) and the value of the output variable by sout. Thus, optimal
weights can simply be found by solving this regression problem; more specifically,
since the weights, which correspond to the regression coefficients, must be non-
negative and sum up to 1, a constrained regression problem needs to be solved.

4.3 Adaptation

According to (4), similar cases retrieved from the case base are used in the pre-
diction step without any adaptation. As a potential improvement, we propose a
method for adaptation that is inspired by the idea of amplitude transformation
[7]. More specifically, assuming that the future relation of energy consumption
for two cases will approximately equal the relation in the past, the energy con-
sumption of a source case retrieved from the case base is shifted by a proportional
factor prior to using it for prediction.
3 We used dmin = 15 and dmax = 35.
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Fig. 4. Adaptation: The source sequence (solid line on the bottom) is shifted upward,
so that the mean in the past (first three time points, gray region) coincides with the
mean on the query (dashed line); the future values of the query need to be predicted
and are therefore shown in gray.

Table 3. Variable thresholds and weights

Variable dmin dmax weight

Forecast outside air temperature 2 6 0.1961

Forecast outside air relative humidity 10 25 0.1540

Air handling unit 2 supply hot air temperature 2 6 0.0001

Air handling unit 3 supply hot air temperature 2 6 0.0001

West wing air handling unit supply cold air temperature 2 6 0.009

Air handling unit 4 supply cold air temperature 2 6 0.1065

Chiller outlet water temperature 2 15 0.1075

Chiller outlet water flow rate 5 30 0.0001

Boiler outlet water temperature 2 15 0.3064

Boiler outlet water flow rate 5 30 0.1284

Recall that the values q−2, q−1, q0 for electricity consumption are assumed to
be known for the query case (while consumption needs to be predicted for the
six hours ahead), and let pk,−2, pk,−1, pk,0 denote the consumption of the kth

neighbor in the past three hours. We then replace each of the future values pk,j
(j = 1, . . . , 6) of that case by

pk,j ·
(

q−2 + q−1 + q0
pk,−2 + pk,−1 + pk,0

)

before using it for prediction in (4); see Fig. 4 for an illustration.

4.4 Other Modifications

Instead of retrieving all past cases with a similarity CS(X,Y ) exceeding a fixed
similarity threshold (of 0.8), we fix the number of neighbors to be used for



Predicting the Electricity Consumption of Buildings 365

prediction to K = 50 and retrieve the K most similar ones (if there are less
than K cases with a similarity > 0, these cases are all retrieved).

5 Experiments

5.1 Data

Data was collected from an institutional building facility located in Calgary
(Alberta, Canada) for working days between 1st of January 2013 and 9th of
May 2014 (with some missing data from 29th of March to 1st of May). The
building has a total floor space of 16,800 m2 and houses mainly office and stor-
age spaces. The HVAC equipment consists of 5 air handling units served by a
one chiller and 3 natural gas boilers. The data consists of hourly averages of
measurements related to the operation of the chiller, boilers and air handling
units, the building electricity consumption, and weather information—current
and forecast values of outside air temperature and relative humidity (see list of
variables in Table 1). Building operating modes corresponding to office working
and non-working hours were identified. The building consumes approximately
80 % more electricity during working hours—7AM to 5 PM—than during non-
working hours; only the model developed using working-hours measurements is
presented in this paper.

5.2 Methods

Our CBR approach was implemented as described in the previous section. Under
certain circumstances, it may happen that the case base does not contain a
single case that is similar (i.e., has a similarity > 0) to the query case. In such a
situation, our method yields the current consumption (i.e., the consumption q0
at time t0) in the query case as a default prediction for q̂j for the next time points
(j = 1, . . . , 6); this predictor will also be used as one of our baselines (see below).
For learning the weights of variables in the case similarity measure (cf. Sect. 4.2),
we constructed a set of training data by randomly sampling 10,000 pairs of cases
from the case base. The weights obtained by linear regression, which are shown in
Table 3, are plausible and indeed give the highest importance to those variables
that are intuitively deemed most relevant.

We compare our CBR approach with a number of other methods that are
used as baselines to compete with. The first three baselines are extremely simple,
and they all forecast a constant value for the six hours prediction horizon. They
predict, respectively,

– the average consumption of all past cases stored in the case base;
– the average consumption (q−2 + q−1 + q0)/3 of the past three hours in the

query case;
– the current consumption q0 in the query case.
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Moreover, following [19], we also included an artificial neural network (ANN),
namely a multilayer perceptron with one hidden layer consisting of 10 neurons,
trained using the back propagation algorithm with Levenberg-Marquardt opti-
mization. As input, the network takes the measurement values of the current
and past two hours of a case, including the energy consumption (hence 33 values
in total), and as output, it produces predictions of the energy consumption for
the next six hours.

5.3 First Experiment

In the first experiment, the data is separated into two parts: a set of past cases
with measurements from the first m months of 2013 (where m ∈ {4, 6, . . . , 12})
that corresponds to our case base and serves as training data for the ANN, and
the remaining set of future cases till September 2014 that serves as test data.
Performance is reported in Table 4 in terms of the CV-RMSE (5) on the test
data. As can be seen, our CBR approach compares quite favorably and is much
better than the baselines. The performance of the ANN is even slightly better if
enough training data is available, but CBR seems to have advantages if training
data is sparse.

Table 4. Results of the first experimental study in terms of CV-RMSE (%), with the
best performance highlighted in bold font.

training data baseline 1 baseline 2 baseline 3 ANN CBR

01/2013 – 04/2013 9.97 9.55 8.80 8.99 7.94

01/2013 – 06/2013 10.15 9.50 8.65 8.15 7.39

01/2013 – 08/2013 10.23 9.41 8.58 7.63 7.45

01/2013 – 10/2013 10.12 9.35 8.66 7.31 7.69

01/2013 – 12/2013 10.35 9.54 8.73 6.17 6.55

5.4 Second Experiment

In the second experiment, we applied our CBR approach in an online setting,
in which prediction and learning (case memorization) are interleaved: Cases are
considered in a sequence one by one, and at each time step t,

– a prediction of the consumption for the tth case is obtained based on the
previous t − 1 cases already stored in the case base,

– the true consumption is revealed, and the cumulative error (CV-RMSE on
the first t cases) is updated,

– the new case is added to the case base.

As can be seen in Fig. 5, the performance is relatively poor in the beginning,
when only few cases are available, but quickly improves and then reaches a
level similar to the error (around 6.3%) in the previous experiment. This is a
significant improvement compared to the previous CBR approach, for which the
error is twice as high [19,20].
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Fig. 5. Performance of the CBR model in the online setting.

6 Conclusion

This paper presents the application of a CBR model for predicting the hourly
electricity consumption of an institutional building located in Calgary, Canada.
The model uses measurements related to the building operation, as well as mea-
sured and forecast weather information to predict the building electricity con-
sumption for the next 6 h. It is based on a previous CBR approach applied to
the same problem, however, modifications and extensions related to variable and
case similarities, case selection and adaptation resulted in significant predictive
accuracy improvements: The model has a test error approximately twice as low
compared to the previous approach. This is important, as predictive accuracy
is critical in enabling operators to take the appropriate operation and control
decisions that ultimately result in reduced building energy consumption.

There are several directions to be pursued in future work. First, there is
probably still some scope to further improve predictive accuracy. Perhaps more
interestingly, however, we also plan to apply the approach of credible case-based
inference [13], which allows for predicting confidence intervals instead of only
point values. Thus, in our case, predictions will be intervals of the form [qlowt , qupt ],
coming with the guarantee that the true consumption will lie in that range with
high probability. Predictions of that kind, reflecting uncertainty in a proper way,
can usefully support safety-critical decisions, for example regarding peak loads.

Second, going beyond a single building, we plan to extend our approach
toward knowledge (case) transfer between different building. As already men-
tioned, CBR appears to be especially suitable for realizing this kind of transfer
learning, which, as a critical step, requires a reasonable approach to inter-building
case adaptation in addition to the simpler intra-building case adaptation as
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presented in this paper. While hitherto results on single buildings, including
those presented here, are certainly promising, we expect CBR to develop its
true potential in that scenario.
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Abstract. PubMed is a comprehensive database of abstracts and
references of a large number of publications in the biomedical domain.
Curation of structured connectivity databases creates an easy access
point to the wealth of neuroanatomical connectivity information reported
in the literature over years. Manual curation of such databases is time
consuming and labor intensive. We present a Case Based Reasoning
(CBR) approach to automatically compile connectivity status between
brain region mentions in text. We focus on the Case Retrieval part of
the CBR cycle and present three Instance based learning techniques to
retrieve similar cases from the case base. These techniques use varied case
representations ranging from surface level features to richer syntax based
features. We have experimented with diverse similarity measures and
feature weighting schemes for each technique. The three techniques have
been evaluated and compared using a benchmark dataset from PubMed
and it was found that the one using deep syntactic features gives the best
trade off between Precision and Recall. In this study, we have explored
issues pertaining to representation of, and retrieval over textual cases.
It is envisaged that the ideas presented in the paper can be adapted to
needs of other textual CBR domains as well.

Keywords: Case representation · Case retrieval · Connectivity
extraction · Instance based learning

1 Introduction

PubMed is a comprehensive database of abstracts and references of a large num-
ber of publications in the biomedical domain. Curation of structured connec-
tivity databases creates an easy access point to the wealth of neuroanatomical
connectivity information reported in the literature over years. Manual curation
c© Springer International Publishing AG 2016
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of such databases is time consuming and labor intensive. In this study we propose
a Case Based Reasoning (CBR) approach for extracting connectivity between
brain region mentions. The corpus of natural language sentences from PubMed
literature has been used to build the case base. The problem component of the
case is a text sentence with a pair of brain region mentions and the solution
component is a class label/value (positive or negative) denoting the connectivity
status between the brain regions as depicted by the sentence.

Case retrieval involves reminding of the most similar experiences of the past
from the case memory. This is a crucial part of the CBR cycle as it significantly
impacts the performance of the CBR system. Starting with the set of problem-
solution pairs in the case base, given a new case (sentence), we retrieve the most
similar cases in the case base and use their solution components to derive the
solution for the new case.

The task of finding solution to a new case is posed as a Classification task.
The new case is assigned a solution based on the class labels of the retrieved
cases. For the case retrieval process to be efficient, it is required to optimize the
representation of the problem component of the case. Textual case bases need
to deal with good amount of unstructured text. To handle the natural language
sentences in our case base, we have explored surface level features and deeper
features for representing the cases. We propose three different case representa-
tions for Instance Based Learning techniques using diverse similarity measures
and feature weighing schemes, and present a comparative empirical evaluation
across them. Our solution serves as a decision support tool for neuroscientists
to discover new connections from text.

Section 2 introduces the problem domain, the motivation and challenges
involved in solving the problem that the paper addresses. Section 3 gives a
detailed description of the CBR approach for the problem, covering the three
proposed techniques. Section 4 talks about the empirical evaluation describing
the dataset, evaluation measures and results. Section 5 explains the relevance of
the proposed techniques to CBR approach.

2 Domain Description

In the area of neuroscience, researchers are interested in the map of connections
between various regions of the brain of an organism. Such a map of neural con-
nections within an organism’s nervous system, typically the brain is called a Con-
nectome. Figure 1 shows the Connectome of the Rat brain organized as a matrix.
Rows and columns represent brain regions and each cell of the matrix shows the
strength of the connection between corresponding brain regions. Neuro-scientists
perform tract tracing experiments, where a tracer is injected into a brain region
and the axonal pathways followed by the tracer are used to infer connections
between different regions.

Experimental results reported by researchers are published in journals and
conferences. Large amount of information about brain region connections is
present in the literature, but is not centralized for access. The challenge is,
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Fig. 1. Connectome [2] of rat cerebrum showing the matrix of connections between
different regions of the rat cerebrum

these research findings are reported in natural language and there is a need for
sophisticated Natural Language Processing (NLP) techniques to convert them
into a structured database of connections.

Let us consider a sentence from a PubMed article which represents a case
in our case base. The text of the sentence which forms the problem part of
the case is, “The projections from the subiculum to the hypothalamus were
comprehensively examined in the rat .” The words in bold represent brain region
mentions. Solution to this case is ‘Positive’ since the two brain regions in the
sentence are connected. These sentences report research findings of people from
all over the world. Since they are authored by human beings in natural language,
there exists different patterns in which connectivity information is conveyed.
Some of the patterns in the sentences (The terms case and sentence are used
interchangeably in this paper) present in the case base are stated below:

– BrainRegion1 is connected to BrainRegion2
– BrainRegion1 efferent neurons in the BrainRegion2
– ... projections from BrainRegion1 to BrainRegion2 ...
– BrainRegion1 inputs to BrainRegion2
– BrainRegion1 was found to receive afferents from BrainRegion2 ...

The challenge is to automatically recognize the different patterns of connectivity
and also the variations of a specific pattern in order to retrieve similar cases
from the case base. It is assumed that Named Entity Recognition (NER) of
brain region mentions is performed on the case base as part of preprocessing.
Additionally, connected brain region pairs are assumed to be local to a sentence.
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3 CBR Approach

Instance Based Learning algorithms work on the principle that similar exam-
ples have similar labels. This idea fits into the “similar problems have similar
solutions” philosophy of CBR. The techniques presented in this paper compacts
the set of cases in the case base by transforming them into a handful number of
patterns as described in Sect. 2. These patterns essentially capture the existence
of connectivity between the brain region mentions in the sentences of the case
base and will guide the case retrieval process to efficiently find matching cases.
Relevance of attribute/features is considered during case retrieval by weighing
the features appropriately. The three techniques proposed differ in the case rep-
resentation schemes, associated similarity measures and feature weighing policies
used for case retrieval from the textual case base. The case representation should
aid automatic generation of good connectivity patterns from the case base. The
proposed case representations can be broadly categorized based on the type of
features used, which are explained below.

3.1 Surface Level Case Representation

Surface level representation schemes consider words appearing in sentences as
features and ignore any higher level links or deeper syntactic relations between
the words. Two different representations based on the set of words used as fea-
tures are described below:

1. Bag-of-Word (BoW) representation
Every sentence in the case base is represented as a vector of words containing
the left, middle and right contexts as inspired by Agichtein et al. [1]. The
words in the sentence are stemmed and a vector space model is built for each
of the contexts. Every word is represented by its normalized term frequency
in the corresponding context. An n-word window has been considered for
the left and right contexts. For the sentence in Sect. 2, considering n=4, the
left, middle and right vectors are represented as “[The:0.97, project:0.17,
from:0.16, the:0.97]”,“[to:0.43, the:0.91]” and “[were:0.26, comprehens:0.01,
examin:0.06, in:0.97]” respectively.

2. Connectivity-Word (CW) representation
Important words that emphasize the existence of connectivity between brain
regions in the sentences have been identified from the case base with the help
of domain experts. Some of these words are: Afferent, Connect, Innervate,
Originate, Pathway, Project, Receive, Input etc. Let us call them as Connec-
tivity Words. In this representation, each of the Connectivity Words has been
used as a feature and a binary valued feature vector has been built based on
the presence/absence of these connectivity words in the input sentence. “[con-
nect:0, project:1, input:0, send:0]” The idea behind this representation is to
consider only useful (in terms of connectivity relation) words in the sentence
and filter the remaining words as noise.
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Pattern Generation Mechanism and Similarity Measures. The classifier
that assigns the solution to a new case is built as a Pattern matching system
that labels the case as positive if the pattern formed with the corresponding
brain region pair is connected, else as negative. Patterns used by the classifier
are induced from the cases in the case base and are used to classify a new case by
finding similar cases. Patterns of connectivity in sentences need to be automati-
cally identified. These patterns will aid the classifier to learn the label for a new
case. Pattern identification is achieved by clustering the vector representation of
the sentences as described by Agichtein et al. [1].

The following similarity measure is used for forming clusters among the sen-
tences in the BoW representation,

Match(vi, vj) = wl(l(vi).l(vj)) + wm(m(vi).m(vj)) + wr(r(vi).r(vj)) (1)

where vi, vj represent the vector representations of cases i and j respectively and
l,m,r represent the left, middle and right context vectors of the corresponding
sentence. wl, wm, wr represent the weights assigned to left, middle and right
vectors respectively. Equation 1 calculates the similarity between input vectors
as a weighted dot product. It was found that the middle context had more words
indicative of connectivity. Based on this, weights for the contexts have been fixed
at (wl = 0.3, wm = 0.6, wr = 0.1). Further fine tuning may be achieved by cross
validation. The CW representation uses the following similarity measure,

Match(vi, vj) = vi.vj (2)

where vi, vj represent the connectivity word vector representations of cases i
and j respectively. Equation 2 calculates the similarity between input vectors as
a dot product.

Single pass clustering [3] with a similarity threshold τsim has been used for
clustering the vectors. Once clusters are formed, the centroid of each cluster is
found by taking the mean of all the vectors in the cluster. Each centroid is a
potential Connectivity pattern.

3.2 Link Parse Based Case Representation

The Surface Level Case Representation schemes described in Sec. 3.1 use words
as features to represent a textual case. These features are shallow and induce
noise into the representation by including words that are not relevant for iden-
tifying connectivity. In the Link Parse based Case Representation, the link-
ages/dependencies between words are used as features. The sentences in the
case base are subjected to syntactic analysis by parsing them using link parser,
which is a syntactic parser based on Link Grammar [10]. Given a sentence, the
link parser assigns to it a syntactical structure consisting of a set of labeled links
connecting pairs of words. The link parser output of a sentence is a planar graph,
with links as edges labeled by connectors and words as nodes.

Let us consider the sentence “The BR1 also projects to the BR2.”. Here BR1
and BR2 represent the two Brain Regions in the sentence. The link parse output
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Fig. 2. Link parse for “The BR1 also projects to the BR2.” showing linkages

depicting the linkages in the sentence is shown in Fig. 2. The connectors on the
links between the words depict the relationship between words. In this example,
link ‘Ss’ connects subject noun ‘BR1’ to verb ‘projects’ and ‘Dg’ connects deter-
miner ‘the’ to noun ‘BR1’ etc. A detailed description of the links can be found
in the Link Parser website [7].

Suchanek et al. [11] define a Pattern as a linkage in which two entities have
been replaced by placeholders. In Fig. 2 the placeholders are the two brain regions
BR1 and BR2, and the linkages in this sentence represent a Pattern. Suchanek
et al. [11] also defined the concept of Bridge, to be the shortest path between the
two placeholders in a Pattern. In Fig. 2, the Bridge is, “BR1 → projects → to →
BR2”. Words in a Bridge are generalized by substituting nouns and adjectives
by the corresponding part-of-speech labels. Two Patterns match, if their under-
lying bridges are same, although nouns and adjectives are allowed to change.
Figure 3 depicts two patterns with equivalent bridges. In the first pattern, word
‘connections ’ is present as a noun and in the second, word ‘projections’ is present
as a noun.

Bridge captures the relationship between placeholders by considering only
the words and links on the shortest path and drops noisy words (words not rel-
evant to describe the relation). The constituents of a Bridge originally proposed
by Suchanek et al. [11] is a sequence of nodes and edges on the shortest path
between placeholders. This idea has been extended to represent shortest path as
a set of ‘Quadruples’ between two brain regions. Each quadruple is of the form
<Link, Left word, Right word, Context> and describes an edge on the shortest

Fig. 3. Two sentences having equivalent bridge, “BR1 → <noun> → of → BR2”
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Fig. 4. Link parse for sentence “Injections of PHAL into the BR1 labeled two types of
axons in the BR2” with Bridge highlighted in bold

path. Link is the connector on the edge, Left and Right words represent left and
right nodes that the edge connects, Context takes as value one of {1, 2, 3} which
stands for Left, Middle and Right contexts respectively and refers to the con-
text in the sentence where the edge occurs. For extracting connectivity relation
between brain region mentions, context in which the edge occurs was found to
be important. An edge is considered to occur in Middle context if the associated
Left word comes before BR2 and the Right word comes after BR1.

Consider the sentence “Injections of PHAL into the BR1 labeled two types of
axons in the BR2”. Figure 4 shows the link parse output for this sentence with
the bridge marked in bold. The quadruple based bridge representation for this
sentence is,
Bridge: [[‘Js’, ‘into’, ‘BR1’, 1], [‘Mp’, ‘n’, ‘into’, 1], [‘Sp’, ‘n’, ‘label’, 2], [‘MVp’,
‘label’, ‘in’, 2], [‘Js’, ‘in’, ‘BR2’, 2]]

Pattern Generation Mechanism and Similarity Measures. In this case
representation scheme, Bridge represents the pattern depicting the connectivity
between brain regions. To generate the set of patterns in the case base, a unique
Bridge Id is assigned for every sentence based on the underlying bridge. As the
words and links in a bridge are generalized, multiple sentences have equivalent
bridges and hence the same bridge id. This will cluster multiple sentences having
the same bridge together. Each such cluster represents one unique pattern.

The feature vector in this representation is a bridge which is a list of quadru-
ples. Similarity between two bridges has been defined using a modified Edit
distance measure. Edit distance as described by Jurafsky et al. [5] originally
measures the extent of dissimilarity between strings by calculating the minimum
number of basic operations like insertion, deletion and substitution required to
transform one string to another. The dynamic programming algorithm for Edit
distance is modified to calculate the similarity between the quadruple represen-
tations of two bridges. The Bridge Edit Distance is illustrated in Algorithm 1.
Length of a bridge is defined as the number of quadruples in it. Let us assume
the length of bridge1 to be m and that of bridge2 to be n.

Insertion and deletion penalties are fixed at 1 for matching two quadruples.
Substitution penalties are given below.

– 0.3 for one word
– 0 if links and corresponding left and right words match.
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Algorithm 1. Bridge Edit Distance
1: procedure Bridge Edit distance(bridge1, bridge2)
2: for i = 0 to m do
3: for j = 0 to n do
4: if (i == 0 ) then
5: matrix(i, j) = j
6: else if (j == 0 ) then
7: matrix(i, j) = i
8: else
9: Cost = Substitute(quadruplei−1, quadruplej−1)

10: matrix(i, j) = min(matrix(i, j-1)+1, matrix(i-1, j)+1, matrix(i-1,
j-1)+Cost)

11: return matrix(i, j)

– 0.3 if links match, but only one of the corresponding words match.
– 0.6 if links match, but none of the corresponding words match.
– 1 if links do not match, but only one of the corresponding words match.
– 2 if neither links, nor, both the corresponding words match.

Equality check for match does not distinguish between singular and plural forms
of the links. For example, Jp and Js are considered as same links, Mp and Ms
as same links.

Edit distance between two bridges B1 and B2 computed using the above
algorithm is normalized as follows:

Normalized Edit Distance(B1, B2) =
Bridge Edit Distance (B1, B2)

2 ∗ min(l1, l2) + |l1 − l2| (3)

where the denominator represents the maximum possible edit distance between
two bridges with length l1 and l2.
Similarity between two bridges B1 and B2 is calculated as,

Similarity(B1, B2) = 1 − Normalized Edit Distance(B1, B2) (4)

The following example illustrates the similarity computation between two
bridges. Let us consider a sentence S1, “All nerves, including those innervat-
ing the BR1, project to the BR2 and are somatopically organized”.

Bridge B1 for S1:

[[‘Os’, ‘innerv’, ‘BR1’, 1], [‘Mg’, ‘those’, ‘innerv’], [‘Op’, ‘includ’, ‘those’, 1],
[‘MX*p’, ‘n’, ‘includ’, 1], [‘Sp’, ‘n’, ‘and’, 2], [‘VJlpi’, ‘project’, ‘and’, 2],
[‘MVp’, ‘project’, ‘to’, 2], [‘Js’, ‘to’, ‘BR2’, 2]]

Now, consider sentence S2, “The BR1 also projects to the BR2”.
Bridge B2 for S2:

[[‘Ss’, ‘BR1’, ‘project’, 2], [‘MVp’, ‘project’, ‘to’, 2], [‘Js’, ‘to’, ‘BR2’, 2]
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Fig. 5. Linkage for Sentence S1

Fig. 6. Linkage for Sentence S2

The linkages of Sentences S1 and S2 are depicted in Figs. 5 and 6 respectively.
On applying Algorithm 1 to Bridges B1 and B2, the normalized edit distance is
calculated as 0.509. Therefore, similarity is 0.490. Manual inspection of the sen-
tences reveals that both sentences S1 and S2 are positive and both are following
the pattern “BR → projects → to → BR2”. But, Bridge B1 contains many noisy
quadruples (that are not indicative of connectivity) in the left context, thereby
reducing the similarity. To counter this, feature weighing is implemented where
we are trying to assign weights to each quadruple based on its importance.

Feature Weighing. In the Link Parse based Case representation, features are
the set of quadruples that make up the bridge of a sentence. A quadruple Q is
of the form <Link, Left word, Right word, Context>. The weight to be assigned
to a quadruple is based on the importance of links and words present in it.
Importance of a link or word e in a particular context c is calculated using Eq. 5.
Weight of e should represent its importance w.r.t depicting connectivity in the
sentence. Given the dataset, we need to find how discriminating the link/word
is, for connectivity extraction. A measure similar to entropy has been leveraged
for this. Higher the discrimination ability, lower is the entropy of the word.
Frequency of occurrence is used to scale the entropy to arrive upon the weight
of the link/word. Similarly, the weight of all links and words in the case base are
calculated for each of the Left, Middle and Right contexts.

weight(e) = log

[

Freq(e) ∗ 1
Ent(e)

]

Freq(e) = log(frequency(e))
Ent(e) = −PlogP − NlogN

P =
|Positive sentnces with e |

|Positive sentences with e | + |Negative sentences with e|
N =

|Negative sentences with e |
|Positive sentences with e | + |Negative sentences with e|

(5)
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The weight of the quadruple Q =< link, lw, rw, cntxt > where lw and rw rep-
resent the left and right words respectively is calculated as in Eq. 6.

weight(Q) =
weight(link) + weight(lw) + weight(rw) + weight(cntxt)

4
(6)

Weighted quadruple Bridge is derived by adding the quadruple weight calculated
using Eq. 6 to the bridge.

The weighted quadruple Bridge WB1 for Sentence S1: [[‘Os’, ‘innerv’, ‘BR1’,
1], 0.37 ], [[‘Mg’, ‘those’, ‘innerv’, 1], 0.44 ], [[‘Op’, ‘includ’, ‘those’, 1], 0.59 ],
[[‘MX*p’, ‘n’, ‘includ’, 1], 0.25 ], [[‘Sp’, ‘n’, ‘and’, 2], 0.43 ], [[‘VJlpi’, ‘project’,
‘and’, 2], 0.66 ], [[‘MVp’, ‘project’, ‘to’, 2], 0.68 ], [[‘Js’, ‘to’, ‘BR2’, 2], 0.44 ]]

It is expected that weight of a noisy quadruple will be lower than the more
informative ones, thereby enhancing the similarity value. As can be seen in the
Weighted quadruple bridge for Sentence S1, quarduples like [‘VJlpi’, ‘project’,
‘and’, 2] and [‘MVp’, ‘project’, ‘to’, 2] which are important connectivity indica-
tors have higher weights compared to quadruples [‘MX*p’, ‘n’, ‘includ’, 1] and
[‘Os’, ‘innerv’, ‘BR1’, 1], which are not very informative.

Similarly, the weighted quadruple Bridge WB2 for Sentence S2: [[[‘Ss’, ‘BR1’,
‘project’, 2], 0.55], [[‘MVp’, ‘project’, ‘to’, 2], 0.68], [[‘Js’, ‘to’, ‘BR2’, 2], 0.54]]

Weighted Similarity Measure. The weight of the quadruple can now
be factored into the similarity computation of two bridges. This is imple-
mented by modifying the BridgeEditDistance into WeightedBridgeEditDistance
as described in Algorithm 2. It was observed that if quadruple occurs in left
or right context then it is usually noisy. In the Weighted Bridge Edit distance
algorithm, if the Quadruple belongs to the left or right context, instead of using
a static cost for insertion/deletion, the corresponding weight of the quadruple is
used as the insertion/deletion cost. This way, the penalty due to the presence of
a noisy quadruple is controlled by giving it less weightage.

The procedure for Substitute is same as in Algorithm 1. Similarity is calcu-
lated as in Eq. 4. On applying Algorithm 2 to Weighted quadruple Bridges WB1
and WB2, the normalized edit distance and hence the similarity is 0.3281 and
0.671 respectively. For the same pair of sentences, we are able to achieve a higher
similarity value which is more realistic compared to the unweighted similarity
computation.

3.3 Pattern Confidence and Case Retrieval

Each of the case representation schemes generate patterns using various similar-
ity measures as described above. Each pattern is further scored by a confidence
value. Confidence of a pattern P is defined as,

Conf(P ) =
P.positive

(P.positive + P.negative)
(7)

where P.positive is the number of positive cases matching P and P.negative is the
number of negative cases matching P in the case base. Equation 7 checks that,
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Algorithm 2. Weighted Bridge Edit Distance
1: procedure Weighted Bridge Edit Distance(bridge1, bridge2)
2: for i = 0 to m do
3: for j = 0 to n do
4: if (i == 0 and j == 0 ) then
5: matrix(i, j) = 0
6: else if (i == 0 ) then
7: matrix(i, j) = weight(quadruplej−1)
8: else if (j == 0 ) then
9: matrix(i, j) = weight(quadruplei−1)

10: else
11: Cost = Substitute(quadruplei−1, quadruplej−1)
12: matrix(i, j) = min(matrix(i, j-1) + weight(quadruplej−1), matrix(i-

1, j)
13: + weight(quadruplei−1), matrix(i-1, j-1) + Cost)

14: return matrix(i, j)

out of the total number of cases matching pattern P in the case base, how many
are positive. This is a measure of confidence of the pattern in generating positive
cases. Thereby, it accounts for selectivity among patterns. Selectivity tunes the
classifier to output only high confidence positive matches. Additionally, we also
calculate the Coverage of a pattern w.r.t. other generated patterns.

Cov(P ) =
P.positive

max(|pi.positive|) (8)

where P.positive is the number of positive cases matching P and the denominator
indicates the maximum number of positive matches for any pattern pi. Cov(P )
is used to scale Eq. 7 to find the total confidence of pattern P.

Confidence(P ) = Conf(P ) ∗ Cov(P ) (9)

Patterns are further filtered by applying a pattern confidence threshold τpc on
Confidence(P ). Patterns falling below τpc can be ignored as they are either
similar to the confident patterns or would be considerably noisy.

Now we have a final set of patterns that have captured the variations in which
connectivity is reported in the case base. Given a new case, these patterns can
be used to retrieve the most similar cases from the case base and classify the new
case as positive or negative. The new case has to be represented in the form of
the corresponding feature representation schemes. In case of BoW, in the form of
left, middle and right context vectors by projecting them onto the corresponding
vector spaces and for CW the boolean feature vector of connectivity words. Link
parse representation generates the Weighted Quadruple Bridge for the new case.
The most similar cases in the case base matching the new case are retrieved by
finding similarity of the new case with the highly confident patterns selected in
the previous step. Each of the three techniques use their corresponding similar-
ity measures to retrieve similar cases. As a measure of quality, the confidence
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associated with the new case sentence and the patterns matching the new case
are calculated. The following formula is used to calculate the confidence of the
new case C to have a connected pair of brain regions

Confidence(C) =
∑P

i=1 Confidence(Pi) ∗ Similarity(Pi, C)
∑P

i=1 Confidence(Pi)
(10)

where P = Pi is the set of patterns that matched C with degree of match
Similarity(Pi, C) more than similarity threshold τsim. Confidence(Pi) is the
confidence associated with pattern Pi as calculated in Eq. 9.

The idea is, if the new case has been generated by several high confidence
patterns, the confidence of the case itself will be high. As a last step, the confi-
dence of the new case is thresholded by applying τcc which is the case confidence
threshold. If a new case has confidence greater than τcc, it is labeled as positive,
else as negative.

Given the above case representation schemes with their corresponding simi-
larity measures, the case base is setup as follows:

1. Represent sentences in the case base in the corresponding case representation
scheme.

2. Generate underlying patterns from the cases in the case base.
3. Calculate confidence of patterns using Eq. 9 and select highly confident pat-

terns.

Given a new case C, the following procedure is followed to find a solution for C :

1. Represent C in the corresponding case representation scheme.
2. Calculate similarity of C with each of the highly confident patterns generated

from the case base in previous step.
3. Calculate the confidence of C using Eq. 10 and assign positive label if C is

highly confident, else assign a negative label.

4 Experimental Evaluation

4.1 Dataset

French et al. [4] compiled the White Text Corpus from several abstracts of the
Journal of Comparative Neurology on the PubMed. This dataset has been used
to evaluate the proposed techniques. The corpus forms the case base and each
sentence denotes the problem component of the case. The class label (Con-
nected/Not connected), forming the solution part of the case is provided with
every sentence in the corpus. Corpus sentences have variable number of brain
region mentions. We analyzed the distribution of number of brain region men-
tions per sentence in the corpus. Figure 7 shows a histogram of this distribution.
It was seen that around 52 % of the sentences have only two brain region mentions
in them. For our experiments, we considered this subset of the WhiteText corpus
with only two brain region mentions and we call this dataset the 2BRWhiteText.
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Fig. 7. Distribution of Brain Region mentions in WhiteText Corpus showing that more
than 50 % of sentences have only two brain region mentions

Human annotators have categorized a given pair of brain regions in a sentence
as being Connected if the same is evident in the language of the sentence. We
are posing the problem in hand as a 2-class classification problem where the
Connected category denotes the positive class and the Not Connected denotes
the negative class.

4.2 Evaluation Measures

We have performed 10 runs of experiments with each run being a 90:10 train-test
split of the corpus as described by Michalski et al. [8]. The 2BRWhiteText cor-
pus contains 3150 sentences, out of which, a different set of 315 sentences were
included in test for each train-test split. 10-fold cross validation was performed
on the train data of each train-test split, to choose the best values for the pattern
confidence threshold τpc, similarity threshold τsim and case confidence thresh-
old τcc. The final results reported are the average scores over the 10 train-test
splits. Paired-t test is performed on the results of different techniques to check
for statistical significance. We used Precision, Recall and F-Measure as the per-
formance metrics for evaluation. Precision and Recall have been calculated using
the following formulae:

Precision =
|Relevant ∩ Retrieved|

|Retrieved| Recall =
|Relevant ∩ Retrieved|

|Relevant|
F1 measure = 2.

P recision.Recall

Precision + Recall
F2 measure =

5.P recision.Recall

4.P recision + Recall

Retrieved is the percentage of cases marked as connected by the algorithm in
the test dataset. Relevant is the percentage of cases that have a connected brain
region pair as identified by the human annotators. The ultimate goal of this
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system is to aid Neuro-scientists by collating experimental results pertaining to
brain connectivity, published in various forums into a structured database. As the
domain experts would be more interested in a system with high recall, the system
has been tuned to be recall oriented. We have compared our techniques with the
rule based method for discovering connectivity between brain regions proposed
by Richardet et al. [9]. This is an alternative to the pattern based retrieval
techniques proposed by the paper. RUle based Text Annotation (RUTA) method
uses rules that were hand-crafted using the Apache UIMA RUTA workbench,
Kluegl et al. [6]. Following is a sample RUTA rule.

(Projection“from” BrainRegionChunk “to”) –>MARK(BRCooc, 1, 2) Brain-
RegionChunk; Here, BrainRegionChunk represents a brain region. If the rule
matches the input, the matching text is annotated by the tag BRCooc denoting
a connection between the brain region pair.

To compare our approach with the Rule based approach, the RUTA rules
were run on the test dataset considered in each of the experiments and the
corresponding results were reported. The results of the various experiments are
presented in Table 1.

4.3 Experimental Results

The BoW case representation, as shown in Table 1 has high recall as the pat-
terns generated by this technique are quite generic in nature. The low preci-
sion is due to the influence of many noisy words in the feature representation.
CW case representation improves on precision by identifying Connectivity word
features in consultation with domain experts. CW achieves a 25 % boost in
precision compared to BoW, but recall of CW is low indicating that, just the

Table 1. Precision (P), Recall (R), F1 and F2 measures computed on 2BRWhite-
Text dataset using Surface level and Link Parse based Case Representation techniques
compared with Rule based UIMA RUTA. Results highlighted in bold indicate best
performance w.r.t the considered evaluation measure.

Approach P in % R in % F1 score F2 score

Surface level Case
Representation

Bag-of-Word (BoW)
features

29 91∗ 0.44 0.64

Connectivity Word
(CW) features

54 58 0.56 0.57

Link Parse based Case
Representation

Weighted Quadruple
Bridge
(LPBridge)
features

42 79 0.55 0.67∗

UIMA RUTA Rule based
Similarity

89∗ 27 0.42 0.32

∗indicates statistically significant results with p < 0.05 when compared with the other
methods using pairwise t-test
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connectivity word features are not sufficient to handle the variations in the nat-
ural language sentences. LP Bridge representation takes a more conservative
syntax driven approach, enhancing precision over BoW by 13 % while still main-
taining a recall of 79 %. This technique falls short of precision, but improves
recall by 21 % as compared to the domain driven CW features. The precision of
LP Bridge is affected by sentences on which Link parser fails to generate a parse
tree and sentences that do not generate a Bridge. The precision of the Rule based
method, RUTA is highest, but recall is significantly low. Reason for the reduced
recall is that the rules are hand-crafted to cover only a few patterns. Sentences
occurring according to any of the patterns covered by the rules are retrieved
(high precision). But there are many more patterns or variations of the patterns
which are not retrieved by the overly specific rules (low recall). Moreover, every
pattern should be manually identified and a corresponding RUTA rule must be
written. BoW has a high recall, meaning that, this technique retrieves many
sentences, but not all of them are correct. A human using this technique will be
overwhelmed by the number of false positives. On the other hand, CW retrieves
many correct sentences as it has a high precision, but misses many sentences
that are connected. The F-Measure is a more balanced and reliable statistic that
measures both precision and recall simultaneously. F2 score assigns more weight
to recall as compared to precision and is more important in the context of this
effort, as ours is a recall oriented system. The LP Bridge representation gives
the maximum F2 score, striking the best trade off between precision and recall.
LP Bridge performs statistically significantly better than other techniques. F1

score comparison shows that CW features is the winner; however, the LP Bridge
is very close, falling short of CW by only 0.01.

5 Discussion and Outlook

The ideas presented in the paper are of general significance to Textual case bases.
Knowledge in TCBR applications can be structured using statistical methods,
background/domain information and linguistic information. The main thesis of
this paper is to explore these three techniques. The Bag-Of-Word case represen-
tation uses statistical measures like frequency of occurrence of words as features
to represent the cases. Connectivity Word representation leverages the domain
inputs about the set of words indicative of connectivity in the case base. The
Link parse based Bridge representation uses linguistic knowledge in the sentences
by parsing them and using the syntactic features to represent the cases. TCBR
applications can benefit from constructing features based on the representations
proposed in this paper.

In all our techniques, the cases in the case base are abstracted into a set of
patterns which are used to find similar cases during case retrieval. The advantage
of our approach is that, it relies on these abstract patterns, which is a more
interpretable model, unlike SVM or Kernel based methods which are also used
for information extraction. Our models are not completely lazy, but have an
eager component, that generalizes the cases into generic pattern representations
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that can be applied not only in exactly same contexts, but similar contexts.
Once a new case arrives, our models obviate the need for making an assessment
against every case in the case base, rather assessment is made against a pattern,
which is a generalized expression of a cluster of cases. Once similar patterns
are identified, the new case is classified by the algorithm. As part of future
work, we would want to extend the solution to handle sentences with more
than two brain regions. The Link parse based technique needs to be evolved to
handle ungrammatical, ill-formed and complex sentences. We may explore the
possibility of further specializing the query and comparing against specific cases
stored under each pattern.

6 Conclusion

In this study, we have explored issues pertaining to representation of, and
retrieval over textual cases. We have proposed three Instance based learning
techniques using different Case representation schemes. Surface level statisti-
cal features and rich syntactic features using linguistic information have been
explored along with different similarity measures to aid effective case retrieval.
Performance of the three techniques have been compared and contrasted using a
benchmark dataset. The link parse based syntactic approach is shown to achieve
the best trade off between precision and recall. It is envisaged that the ideas
presented in the paper can be adapted to needs of other textual CBR domains
as well.
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Abstract. When problem solving systems are deployed in real life, it is
usually not enough to provide only a solution without any explanation.
Users need an explanation in order to trust the system’s decisions. At the
same time, explanations may also function internally in the system’s own
reasoning process. One way to come up with an explanation for a new
problem is to adapt an explanation from a similar problem encountered
earlier, which is the idea behind the case-based explanation approach
introduced by [29]. The original approach relies on manual construction
of cases with explanations, which is difficult to scale up. In earlier work,
therefore, we developed a system for automatic acquisition of cases with
explanations from textual reports, including retrieval and adaptation of
such cases [32,33]. In this paper, we improve the adaptation method by
combining explanations from more than one case, which we call com-
positional adaptation. The method is evaluated on an incident analysis
task where the goal is to identify the root causes of a transportation
incident, explaining it in terms of the information contained in the inci-
dent description. The evaluation results show that the proposed approach
increases both the recall and the precision of the system.

Keywords: Textual case-based reasoning · Compositional adaptation ·
Explanation · Incident analysis

1 Introduction

When problem solving systems are deployed in real life, it is usually not enough to
provide only a solution. Users also expect an explanation of how the problem was
solved, justifying the conclusions reached, in order to trust the system’s solution.
For example, in medical reasoning, the symptoms (problem) and the patient
history are “indirectly” linked to the disease label (solution) via intermediate
physiological states. In our own research we investigate an incident analysis
task, which – similar to medical diagnosis – requires incidents to be explained
by a root cause via proxy causes. Our goal is to automate a case-based problem-
solving process for this task using free text incident reports as the source of
cases. In addition, the system should be able to explain the reasoning behind
the solution it proposes.
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-47096-2 26
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One way to construct an explanation for a new problem is to adapt expla-
nations from similar problems encountered earlier. This case-based reasoning
(CBR) approach to explanations has been introduced by [29] and relies on stor-
ing, indexing and retrieving “explanation patterns” (XPs), which are specific or
generalised explanations of events. XPs can be tweaked to fit new situations as
described in [31]. This approach was implemented in the SWALE system [16,19],
which can explain complex real-life problems such as the death of the racehorse
Swale, which was successful in its career but died prematurely of unknown causes.
SWALE (the system, not the horse) proposed several explanations for this event
by retrieving and tweaking XPs from similar events, such as drug overdose in
the “Janis Joplin” XP and a heart attack in the “Jim Fixx” XP. Explanations
in SWALE are thus not only used by the system as a means of understanding
the situation, but also to clarify the system’s reasoning to the user.

The main limitation of the case-based explanation approach in SWALE and
similar systems like Meta-AQUA [13], is that they rely on knowledge engineer-
ing to construct domain-specific explanation patterns, which is often both time-
consuming and expensive. To avoid these costs, we proposed in previous work
a method for reasoning with explanations contained originally in textual docu-
ments [33]. This approach is implemented in a textual CBR system that automat-
ically extracts explanations from incident reports, using text mining methods,
and reuses them to explain new transportation incidents. It includes methods
for extraction, retrieval and adaptation of explanations contained in text. The
advantage of this approach is that it uses existing incident reports as the source
for constructing cases without any costly human involvement.

The adaptation method in our previous work adapted the explanation from
the single most similar case. However, evaluation showed that use of only one case
often yields an incomplete explanation. The reason is that often only a part of the
previous case explanation is relevant for the current situation, which leaves much
of the target problem unexplained. In the current paper, we therefore propose a
compositional adaptation method that reuses explanations from multiple similar
cases. Our main hypothesis is that combining and then adapting explanations
from several previous cases will result in a larger, more complete explanation for
the target problem, while at the same time increasing accuracy.

The rest of this paper is organized as follows. Section 2 provides an overview
of related research on case-based explanations. In Sect. 3, we describe the inci-
dent analysis task. Section 4 provides an overview of the textual CBR approach
for incident analysis proposed in our previous work. The compositional adapta-
tion method, which constitutes the main contribution of this paper, is described
in Sect. 5. The evaluation method and results are presented in Sect. 6. Finally,
Sect. 7 outlines conclusions and future work.

2 Case-Based Explanations

In AI systems, explanations have two roles: internal and external [1]. Inter-
nal explanations are used in the reasoning process by the system itself, whereas
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external explanations are intended for users of the system to increase their under-
standing of how it solves a problem, help to understand the solution itself or how
to use the solution. These two roles of explanations are not necessarily distinct:
internal explanations can sometimes be used directly as, or translated into, exter-
nal explanations.

Case-based explanation approaches can be divided into knowledge-lean
and knowledge-intensive as suggested by Cunningham, Doyle and Loughrey
[14]. Knowledge-intensive approaches generate explanations using rule-based or
model-based inference. An example of knowledge-intensive explanations is the
CREEK system [2] which connects observations in the case to the suggested
solution though relations in the causal domain model, serving as internal and
external explanation. Domain knowledge can also be applied to explain similar-
ity between cases [8]. A combination of model-based and case-based reasoning is
applied in the legal reasoning system by Brüninghaus and Ashley [10] where the
solutions themselves are the explanations. The main limitation of the knowledge-
intensive approach is the cost of the knowledge engineering required to acquire
the rules and the general domain models underlying explanations.

Knowledge-lean approaches require far less knowledge engineering. They usu-
ally focus on retrieval, however, with limited adaptation capabilities. The most
common type of knowledge-lean “explanation” is simply displaying the most sim-
ilar case along with the solution, without any explicit explanation. This leaves it
to the users to make their own judgement regarding the similarity between the
target problem and the retrieved case. Since retrieval of similar cases is part of
the CBR process, it serves as both internal and external explanation. Cunning-
ham, Doyle and Loughrey [14] showed that this type of explanation increases the
user’s confidence in the solution. In addition, some CBR systems display, as the
external explanation, cases that provide contrasting evidence for the suggested
solution. For example, The Stamping Advisor [20] shows two cases similar to the
target problem but with different solutions. Visualization of the case space and
similarity can serve as an external explanation as well. Examples of this app-
roach are the work by McArdle and Wilson [23] where similarity between cases is
visualized in a two-dimensional space and the FormuCaseViz system [21] where
visualization is used to spot the difference in attributes between cases and how
they influence the solution.

In expert systems, explanations are often produced from a reasoning trace
consisting of the rules used in the reasoning process, e.g. MYCIN [12]. In CBR,
steps of the reasoning process can be also used for explanation. For example,
the LID system [27] generates explanation as a hierarchy of general-to-specific
categories containing the target case. Another example is the Top Case recom-
mendation system [24], a conversational CBR system that asks users questions
to learn about their preferences. Explanations show how the answers to the
questions lead to the solution recommended by the system.

In general, the capability to generate explanations is an important advantage
of CBR over sub-symbolic approaches such as statistical learning and neural
networks. However, it often requires knowledge which is hard to acquire for real-
life domains.
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3 Incident Analysis Task

The research presented here is motivated by an incident analysis task where
the goal is to identify and explain incident causes and contributing factors. The
primary source of knowledge to accomplish this task is incident reports, in par-
ticular incident reports from the Transportation Safety Board of Canada (TSB)1

that document aviation, marine and rail incidents. Each report provides a brief
description of the incident in the summary section which is used as the input to
the system, e.g.:

The Bell 206L-3, was on a visual flight rules flight. Approximately 20 min
after take-off, the needle on the engine oil pressure gauge started to fluctu-
ate. As a precaution, the pilot landed the aircraft in a marsh and shut down
the engine. After conducting a pre-flight inspection, the pilot started the
engine and took off with the intention of landing on a road one kilometre
away. Just before the helicopter reached the road, there was a fluctuation
in the engine oil pressure and engine torque. Right after that, there was
an explosion and the engine stopped.

Each report also contains an analysis section which explains why the incident
happened, describing its causes and contributing factors, e.g.

The area around bearings 6 and 7 had exceeded a temperature of 900◦.
The oil that burned away did not return to the tank and, after a short
time, the oil level became very low, causing the engine oil pump to cavitate
and the engine oil pressure to fluctuate. Furthermore, since the oil did not
return to the tank, the oil temperature did not change, or at least not
significantly, and the pilot falsely deduced that the engine oil pressure
gauge was displaying an incorrect indication.

Finally, each report includes one or more sections outlining causes and contribut-
ing factors, which we consider as the conclusions, e.g.

– The bearings were destroyed for undetermined reasons, causing an
engine failure.

– Moving the helicopter towards the road when the engine was showing
signs of malfunction contributed to the failure of bearings 6 and 7.

– During the auto-rotation, the helicopter was not levelled at the time of
the landing, which resulted in a hard landing.

Usually incident analysis is accomplished by human experts who posses sub-
stantial knowledge and experience in the domain. It is a challenging task for an
AI system, especially when the only source of domain knowledge is in textual
form. The task of analysing airplane crashes given stories and data about previ-
ous crashes is mentioned as an example of a cognitive understanding in [30]. The

1 TSB reports are available at: http://www.tsb.gc.ca/eng/rapports-reports.

http://www.tsb.gc.ca/eng/rapports-reports
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Fig. 1. Case representation

authors argue that explanations are at the heart of understanding and propose a
revised Turing test based on the ability of an AI system to explain its decisions
and actions. More recently, a workshop dedicated to this task was organised as
part of the International Conference on Case-Based Reasoning [9]. There is also
a challenge paper encouraging the automatic reuse of knowledge from incident
reports through natural language processing techniques [35].

4 Textual CBR for Incident Analysis

In our previous work we proposed a textual CBR system that automatically
explains a new incident by adapting an explanation from a previous incident as
described in incident reports from TSB [33]. These reports have a fairly con-
sistent structure with summary, analysis and conclusion sections, which are
mapped to the problem description and solution parts in the case structure.
As shown in Fig. 1, the summary section is mapped to the problem description
part of the case, while analysis and conclusion sections are both mapped to the
solution part. The conclusion section outlines the root causes and contributing
factors, whereas the analysis section comprises an explanation chain connecting
features in the problem description to the causes through intermediate reasoning
steps. Explanations in our system play both the internal and external role: they
are used internally in the system to generate new solutions and, at the same
time, they provide the user with an explanation of the system’s decisions.

Different representations are used for the problem and the solution parts of
cases. A problem description is represented with a vector space model (VSM)
to facilitate efficient retrieval of similar cases. VSMs are the most common text
representation in information retrieval and are based on the frequency of occur-
rence of words in documents. The solution part is represented by a Text Rea-
soning Graph (TRG) [33], which is a graph-based representation of explanations
as causal chains of states and events, connecting pieces of information in the
problem description to conclusions. As can be seen in Fig. 2, nodes in the TRG
are phrases and sentences extracted from the report, while edges correspond to
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Fig. 2. Example of a TRG that represents an explanation, which is part of the case
solution.

Fig. 3. Analysis cycle in textual case-based reasoning

causal and (textual) entailment relations. The TRG is extracted automatically
using a variety of natural language processing techniques including syntactic
parsing, causal relation extraction and textual entailment recognition. The com-
plete extraction process is described in [33].

The reasoning process in our system follows the classical CBR cycle of
retrieval, reuse, revise and retain steps as shown in Fig. 3. The outputs of the first
three steps are referred to as CaseGraph, ReuseGraph and ReviseGraph respec-
tively. All of these graphs capture case solutions at different stages of the process
using the TRG representation. The process starts with a textual description of
a new incident, one or two paragraphs in length. The retrieval step identifies
cases from the case-base that are similar to the new problem description. A
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certain number of most similar cases are retrieved. In the reuse step, solutions
of the retrieved cases, CaseGraphs, are adapted to the new problem descrip-
tion producing the ReuseGraph. In the revise step, the adapted solution in the
ReuseGraph is validated and corrected by human experts resulting in the Revise-
Graph. Finally, in the retain step, the ReviseGraph along with the new problem
description is added to the case base for future reuse.

The focus of the current paper is on the reuse step. In particular the method
for combining and adapting explanations from several previous cases to generate
the explanation for a new problem, i.e. multiple retrieved CaseGraphs are com-
bined and adapted. For the the retrieval step we used a traditional information
retrieval technique based on VSM and cosine similarity that was also used in
our previous work [32]. The revise and the retain steps are left for future work.

5 Compositional Adaptation of Textual Explanations

Our compositional adaptation approach contains three steps, shown as steps 4, 5
and 6 in Fig. 4. The first step combines the CaseGraphs of the retrieved cases into
a local explanation model (LEM). We refer to this model as local to highlight the
idea that it only applies in the vicinity of the target case rather than globally over
the problem space. When combining CaseGraphs, nodes that are paraphrases
of each other are merged into a single node, thus creating a connected graph.
Nodes that are not paraphrases are checked for textual entailment, adding the
entailment relations between them when necessary. The result is thus a large
TRG comprised of nodes and relations from several CaseGraphs.

The second step extracts those explanation chains from the LEM that explain
parts of the target problem. This process starts by identifying evidence nodes
(Nev), which are nodes in the LEM that contain text snippets carrying the same
or similar information as the sentences in the target problem description (Sp).
Textual entailment recognition is used to compare text snippets in the nodes
with the sentences in the problem description. The following equation defines
evidence nodes:

Nev = {TextEntail(sp, n) | n ∈ LEM, sp ∈ Sp} (1)

Evidence nodes serve as the starting points for extracting explanation chains.
The end points are the conclusion nodes derived from the conclusion sections
of the report. In the incident analysis domain, the conclusion nodes correspond
to root causes and contributing factors for the incident. Explanation chains are
extracted as the shortest paths connecting evidence nodes Nev to conclusion
nodes Nc in the LEM :

Chains = {ShortPath(nev, nc, LEM) | nev ∈ Nev, nc ∈ Nc} (2)

Since the LEM is composed of multiple CaseGraphs, the explanation chains
may include nodes and relations from different cases, as shown in Fig. 5. The
extracted explanation chains are combined into the ReuseGraph in the same way
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Fig. 4. TCBR process with the results generated at each step. Node labels stand for
the part of the source report where the information contained in the node appears: (p)
problem description, (a) analysis, (c) conclusion. Evidence nodes are labelled with (e).

Fig. 5. Reasoning paths automatically extracted from the local explanation model.
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CaseGraphs were combined earlier: nodes that are paraphrases of each other are
merged into a single node and entailment relations are added for the rest of the
nodes.

The conclusion selection step selects the best conclusions from the Reuse-
Graph. Depending on the number of the CaseGraphs used in the adaptation
process, the ReuseGraph may contain a large number of conclusion nodes and
there is a need for a mechanism to rank and select the best ones. Previously pro-
posed compositional adaptation methods select solution components that appear
in more retrieved cases because they are conceived as more representative [4,7]. A
similar heuristic is applied in our approach where conclusion nodes connected to
more evidence nodes are preferred. This heuristic is formalized in the conclusion
support measure:

Support(nc) =
|{Connected(nev, nc) | nev ∈ Nev}|

|Nev| (3)

where nc is the conclusion node and Nev is a set of evidence nodes. Conclusions
with a support value above a set threshold are selected.

6 Evaluation

Our evaluation is aimed at verifying the hypothesis that combining and then
adapting explanations from several previous cases will result in a larger, more
complete explanation for the target problem, while at the same time increasing
accuracy. In particular, we observe the performance of the system with different
number of cases used in adaptation.

6.1 Evaluation Method

We evaluate explanations based on the conclusions they lead to. Our assumption
is that the recall and the precision of the conclusions reflect the accuracy and
the completeness of the explanations leading to them. The reason why we eval-
uate explanations indirectly through their conclusions is that it is a much more
straightforward process than evaluation of the explanations directly. Each report
contains a list of conclusions that can be used as the gold standard to compare
the candidate conclusions to. However, we acknowledge the limitation of this
evaluation approach and plan to investigate methods that evaluate explanations
directly.

For evaluation, we are using 922 aviation, 375 marine and 298 rail incident
reports from the TSB dataset as described in Sect. 3. Each report is 5–10 pages
long and describes an incident including the analysis of its causes. Our system
is evaluated separately on the aviation and marine report collections. The rail
reports are used for optimizing system parameters: the support threshold in
the conclusion support measure (see Sect. 5) and the similarity threshold in the
textual entailment recognition component used for the extraction of CaseGraphs
from text as described in our previous work [33]. The optimal values, 0.1 for the
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Fig. 6. Evaluation of the textual case-based explanation system

support threshold and 0.6 for the similarity threshold, were obtained through
the grid search, maximizing the F-score. This experimental setup was chosen to
demonstrate that our TCBR approach is general enough to be used in different
domains (rail, aviation and marine), albeit for the same analysis task. Parameters
obtained on the rail reports are used for aviation and marine reports without
any changes.

Our evaluation procedure is visualized in Fig. 6. For evaluation, we split the
collection of reports into test and training sets containing 20 % and 80 % of
the reports, respectively, with no overlap. Our evaluation criteria are based on
the comparison between the selected conclusions from the ReuseGraph and the
actual, correct conclusions from the report. In particular, selected conclusions
nodes from the ReuseGraph are matched with similar sentences from the con-
clusion section of the test report. One-to-one matching is performed using the
Hungarian algorithm [17], which maximizes the number of matches while pre-
venting multiple conclusion nodes to be matched with the same conclusion sen-
tence and vice versa. Whether a node is similar to a sentence is determined by
the textual entailment recognition component described in Sect. 6.2. The eval-
uation scores – precision, recall and F-score – are then computed based on the
number of matched conclusion nodes (Nm), dividing it by the total number of
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the conclusion nodes (Nc) in the ReuseGraph and conclusion sentences (Sc) in
the test report:

Precision = |Nm| / |Nc| (4)
Recall = |Nm| / |Sc| (5)

FScore =
2 · Precision · Recall

Precision + Recall
(6)

6.2 Textual Entailment Recognition

The similarity between the conclusion nodes and conclusion sentences is deter-
mined by the textual entailment recognition component. In general, the task of
textual entailment recognition (TER) is to determine whether the meaning of
one text fragment is entailed by the meaning of another. There exist several
methods of textual entailment in the natural language processing field [6]. The
method used in our evaluation is based on the pairwise similarity between the
words in two text fragments. The method includes the following steps:

1. LCH similarity is computed between each pair of words in the two text frag-
ments [18]. LCH is a semantic word similarity measure based on the notion
of shortest path between the corresponding two word senses in WordNet [25].

2. The Hungarian algorithm [17] is used to align similar words in two text frag-
ments. The similarity between the fragments is then computed as the sum of
similarities between the aligned words divided by the total number of words
in these fragments.

3. The obtained similarity value is compared to a similarity threshold. The
entailment holds for the fragments with a similarity value above the threshold,
which was set to 0.6.

6.3 Results and Analysis

The evaluation results were obtained for four configurations of the system:

– base: Explanations chains are extracted directly from the CaseGraphs with-
out combining them into a LEM first. All the conclusions are selected from
the extracted chains without using the conclusion support measure. This con-
figuration is analogous to our previous work on retrieval and adaptation of
explanations from incident reports [33].

– base + select: Same as the base but the conclusions are selected using the
conclusion support measure.

– base + combine: Same as the base but the CaseGraphs are combined into
the LEM and the explanations are extracted from it.

– base + combine + select: The complete system as described in Sect. 5
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Fig. 7. Evaluation results on the aviation incident report collection

The number of cases retrieved and then adapted by the system ranges from
1 to 80 with a step size of 10. Although reusing more cases would likely lead to
higher scores for some configurations, 80 cases seemed to be enough for observing
the trends in the performance of different configurations.

The results presented in Figs. 7 and 8 show that increasing the number of
reused cases from 1 to 10 leads to higher scores for all configurations. With more
than 10 cases, the recall continues to increase while the precision goes down
for the configurations without the select step. This decrease in precision can be
explained by more distant cases being reused, thus higher chance for erroneous
conclusions reached by the explanations. The select step is able to compensate
for this by filtering out conclusions that are not supported by enough evidences.
It is worth mentioning that the number of evidences increases with the number
of cases used in adaptation, thus providing more information for the selection
step.

The performance of the configurations with and without the combine step
differs substantially as well. The recall of the configurations that include the
combine step increases much faster than without it as more conclusions are
reached through the LEM than from individual CaseGraphs. However, this gain
in recall comes at a cost of the precision, which goes down for the base + combine
configuration. This is due to the explanation chains going through many different
cases in LEM, which are less consistent than the ones extracted from individual
CaseGraphs, leading to wrong conclusions. The best performance is achieved by
the base + combine + select configuration, where the combine step increases the
recall while the select step increases the precision. The support threshold allows
to balance the recall and the precision, achieving the highest F-score. Evaluation
results obtained on the aviation and marine incident reports are consistent with
each other, showing the same trends.
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Fig. 8. Evaluation results on the marine incident report collection

The idea of automated incident analysis based on the incident report has
been discussed in two challenge papers [9,35]. The related research on the topic is
dedicated to retrieval, classification and clustering of the reports and their parts
[3,11,22,26,28,34,36]. These tasks are substantially different from the incident
analysis task used in the current work, making it difficult to compare the results.

7 Conclusion and Future Work

This paper is a continuation of our work on automated incident analysis with
textual CBR, focusing on adaptation of explanations extracted from text. Previ-
ously we introduced the Text Reasoning Graph representation to capture expla-
nations contained in text, methods for automatic acquisition of explanations
from text as well as retrieval and adaptation methods to reuse explanations
from previous incidents to explain a new incident. Prior to the current work, our
adaptation method was limited to adaptation of a single explanation, which was
not sufficient to generate a complete explanation for a new incident, resulting
in low recall. In the current work we proposed the compositional adaptation
method which combines explanations from multiple cases to explain a new inci-
dent. Our evaluation results show that this approach increases both the recall
and the precision of the system.

The proposed adaptation method suggests several directions for future work.
In particular we would like to investigate the use of activation propagation in
the TRG for adaptation, which might provide better control over the adapta-
tion process. Another promising direction is a semi-automatic adaptation, where
users can interact with the system to guide the adaptation process. Previous
research in conversational CBR [5,15] might provide clues for how to develop
such a system.
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Abstract. Relevance matrices are a way to formalize the contribution
of each attribute in a classification task. Within the CBR paradigm these
matrices can be used to improve the global similarity function that out-
puts the similarity degree of two cases, which helps facilitate retrieval.
In this work a sensitivity analysis method was developed to optimize the
relevance values of each attribute of a case in a CBR environment, thus
allowing an improved comparison of cases. The process begins with a
statistical analysis of the values in a given dataset, and continues with
an incremental update of the relevance of each attribute.

The method was tested on two datasets and it was shown that the sta-
tistical analysis performs better than evenly distributed relevance values,
making it a suitable initial setting for the incremental update, and that
updating the values over time gives better results than the statistical
analysis.

Keywords: Relevance matrix · Sensitivity analysis · Case-based
reasoning · Classification · Retrieval · Similarity

1 Introduction

Relevance matrices are an important tool to represent the contribution of each
attribute in a classification task. In this paper we will explore their use in the
retrieval task of a case-based reasoning (CBR) system, which is closely related
to classification. This work is a contribution to the OMAHA project, with the
goal of creating a CBR system for aircraft fault diagnosis for Airbus [14].

The idea behind CBR is that similar problems have similar solutions. The
process is made of four steps: retrieve, reuse, revise, and retain [1], and lies
heavily on methods humans use to solve problems. When a person is faced with
c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 402–412, 2016.
DOI: 10.1007/978-3-319-47096-2 27



Relevance Matrix Generation Using Sensitivity Analysis 403

a problem she first compares the current situation to past experience. This action
is parallel to the retrieval phase of CBR. Next, she adapts her previous experience
to the current task, much like the reuse stage of CBR, and applies it. Her actions
are either successful, or unsuccessful (revise step). If her actions are successful,
she will remember this solution for future reference (retain step).

A dataset of past experiences, called cases, each comprising of a problem
description and a solution, is the foundation of every CBR system. In our scenario
of fault diagnosis each case is built out of a fault description comprising of a set of
attributes and their values, a diagnosis, and the actions taken to fix the problem,
namely the solution. The main focus of this work is the retrieval phase, where
a list of cases from the dataset, which are similar to a new fault description
entered by the user, are retrieved.

At the base of the case retrieval is the similarity measure, which comes in
two forms: local and global. Local similarity measures how similar two attribute
values are to each other, while global similarity measures the similarity between
two cases (more specifically, two problem descriptions) and is calculated by amal-
gamating the local similarities. When calculating the global similarity, weights
can be assigned to each attribute in the amalgamation function, and here lies
the crux of our task.

Our goal is to find the relevance matrix for the attributes used by the cases
in our case base. Each case has a diagnosis, and each attribute in the fault
description should have a different weight for different diagnoses. We want to set
the weights so that for a retrieval task only cases with a relevant diagnosis will
be deemed similar enough to be retrieved. Precision is therefore more important
in our case than recall.

Similar work has been done in the past by Wess and Richter [7,8,10], under
the PATDEX/2 system. In this work, three phases were defined to assign values
to the relevance matrix: Initial Phase, where starting values are set according
to statistical analysis of the attribute values, Training Phase, where the weight
values are optimized for classification, and the Application Phase, where weights
are constantly updated according to the changing case base. Since both Wess
and Richter only used binary attributes, their work is inapplicable to our system
in its current form, but instead is used as the basis of this paper, and further
developments, mainly in the second phase, will be discussed in the coming sec-
tions.

The remainder of this paper is organized as follows. In the next section an
overview of the related work, namely finding and assigning weights to features in
the CBR environment, is described. In Sect. 3 we define the keywords and basic
formulas, which are important for this work. Section 4 describes the method that
was developed and used. Then, Sect. 5 provides information on the experiments
that were run and their results. Finally, a short discussion of this work is pro-
vided, along with ideas of how it can be further developed and used withing the
OMAHA project.
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2 Related Work

There were several researches done about adjustment of feature weights in the
past years, and it is still an important topic. Wettschereck and Aha compared
different feature weighting methods and developed five dimensions to describe
these methods: Model, weight space, representation, generality and knowledge
[11]. According to their work, our approach uses a wrapper model to optimize
the feature weights iteratively during the training phases. The weight space is
continuous, because the features of our problem vary in their relevance for dif-
ferent diagnoses. Our knowledge representation is a structural case structure
with attribute-value pairs and this given structure is used for feature weighting.
We are using case specific weights to set the weights for each diagnosis individ-
ually. This way we are able to gain more precise results during the retrieval.
Our approach for feature weighting is knowledge intensive, because we are using
domain-specific knowledge to differ between individual diagnoses and setting
case specific weights.

The approach from Richter and Wess introduces a so-called relevance matrix
to deal with irrelevant symptoms in the PATDEX/2 diagnosis system. These
relevances are determined in context of special situations. This means that for
every diagnosis individual symptom relevances are set. These initial relevances
are computed from a given set of cases and improved during training phases [7].
It is important to note that Richter and Wess used only the binary attribute
type, and that our work generalizes the analysis to any attribute type.

Another approach for learning feature weights is from Armin Stahl. He
presents a framework for learning of similarity measures, which is able to learn
local and global similarity measures as well as feature weights. A so-called sim-
ilarity teacher rates the utility of case pairs with respect to a given query to
define the correct order of retrieved cases to the query based on the utility of
a case. Based on this correct case order, a so-called similarity learner is able to
adjust the similarity measures or feature weights to minimize the error during
the retrieval [9].

Zhang and Quang describe an approach for a maintenance system with
weight adjustments. They propose a three-layered architecture for a case struc-
ture: attribute-value pair layer, problem layer and solution layer. Between the
attribute-value pairs and the problem and between the problem and the solution
a set of weights can be defined. The feature weights are adjusted based on the
feedback of a user, who selects an appropriate solution for a given problem. For
each selected solution and the corresponding problem the weights are adjusted
[12,13].

David Aha developed the Case-based Learning Algorithm 4 (CBL 4) as an
approach to learn the importance of features. The algorithm sets initial feature
weights and then learns the new feature weights during a training phase. A
shortcoming of the CBL 4 algorithm is the missing of context consideration. CBL
4 can learn feature weights only for all cases and not case or context specific [2].
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3 Definitions

The retrieval task of CBR is based on comparing a new problem description with
descriptions stored in the case base, and retrieving only those cases that are suf-
ficiently similar, meaning their similarity score is above a predefined threshold.
We define a case base CB as CB = {c1, c2, ..., cn} a set of cases ci, n num-
ber of cases. A case is a tuple ci = (desc, sol, diag), where: ci.desc a problem
description, ci.sol the description of how the problem was solved, and ci.diag
the diagnosis of the case, i.e. the problem type, which also functions as its class.
The difference between the solution and the diagnosis is that the diagnosis is a
cluster or set of very similar problems, which may have been solved in differ-
ent ways. The problem description is a function that maps a set of attributes
A = a1, a2, ..., am, m number of attributes, to their values, so that ci.desc(aj)
is the value of attribute aj under the case ci. The solution ci.sol is a string
attribute, while ci.diag takes symbolic values.

A local similarity is defined as the similarity function of two attribute values

simlocal(ci.desc(aj), ck.desc(aj)) = simlocal(aij , akj) (1)

The global similarity function simglobal(ci, ck) compares two cases, and is
defined as the amalgamation of the local similarities:

simglobal(ci, ck) =
amal(simlocal(ai1, ak1), simlocal(ai2, ak2),

..., simlocal(aim, akm)) (2)

Since some attributes are more important than others to determine the sim-
ilarity of two cases, a weight for each local similarity can be assigned:

simglobal(ci, ck) =
amal(w1 · simlocal(ai1, ak1), w2 · simlocal(ai2, ak2),

..., wm · simlocal(aim, akm)) (3)

Here wj is the weight of attribute aj . Another improvement on the similarity
function is to give the same attributes different weights under different diagnoses,
so that if ck.diag = d, d ∈ D we have:

simglobal(ci, ck) =
amal(wd1 · simlocal(ai1, ak1), wd2 · simlocal(ai2, ak2),

..., wdm · simlocal(aim, akm)) (4)

where wdj is the weight of attribute aj under diagnosis d. This means that
different weights are used for the amalgamation when comparing against cases
from different diagnoses. The reasoning behind this is that the same attributes
may be differently important to determine membership of different diagnosis
sets. From here we come to the relevance matrix (Table 1), which is nothing
more than the weights assigned to each attribute under the different diagnoses.
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Table 1. The relevance matrix

Diagnosis
Attribute

a1 . . . am

d1 w11 . . . w1m

...
...

. . .
...

ds ws1 . . . wsm

Our goal is to find the optimal relevance matrix, so that for each new retrieval
task only the relevant cases will be retrieved. In our case, relevant cases are those
who share the same diagnosis.

4 Method

Following Wess’ three phases as first defined for the PATDEX/2 system and
discussed in the introduction, we will focus on the first two: the initial phase
and the training phase. His methods were updated to accommodate different
types of attributes, and the similarity functions in use.

4.1 The Initial Phase

The purpose of the initial phase is to determine the starting weight values for
the optimization that is taking place in the training phase. The initial weights
are calculated using a statistical analysis of the attribute values.

Symbolic Attributes. We begin by looking at symbolic attributes, where there
is a finite set of possible values. We define a diagnosis set Cj ⊆ CB as the set of all
cases ci with ci.diag = j. Let |D| = s be the number of possible diagnoses, a ∈ A
an attribute, and B = {b1, b2, ..., bt} the set of possible values for attribute a.
We also set bji to be the number of appearances of value bi in Cj under the
attribute a.

The relative weight of value bi in the diagnosis set Cj is calculated as:

wji =
bji∑s

x=1 bxi
(5)

The impact of the value on the diagnosis set is then Vji = bji
|Cj | . To calculate

the weight of attribute a under the diagnosis set Cj , the following formula is
used:

Wja =
|B|∑

x=1

Vjx · wjx (6)
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General Attributes. Since possible attribute values in general is not limited to
a finite set, the formula to calculate the attributes’ weights needs to be adjusted.
Let a ∈ A be defined as before, B = {b1, b2, ..., bt} the set of used values under
a in all diagnosis sets, Bj ⊆ B is the set of values that appear in Cj , bji ∈ Bj ,
r ∈ IR a similarity threshold. The relative weight of bji is then

wji =
|{bjx|bjx ∈ Bj ∧ simlocal(bji, bjx) ≥ r}|

|{bx|bx ∈ B ∧ simlocal(bji, bx) ≥ r}| (7)

Since we regard each value as unique, the impact of each value on Cj is
Vji = 1

|Bj | . The total weight of attribute a under Cj is

Wja =
1

|Bj | ·
|Bj |∑

i=1

wji (8)

4.2 The Training Phase

After determining the initial weights our job is not done. In order to optimize
the relevance matrix we need to train the system. For a given query a list
of cases is retrieved, and sorted according to their similarity to the query, as
given by the similarity function simglobal. We choose a threshold ξ, such that
if simglobal(query, case) ≥ ξ the diagnosis of both query and case should be
the same. In case query.diag �= case.diag and simglobal(query, case) = ξ + Δ,
we have a false positive results, which can be attributed to one of the following
reasons [10]:

1. Both query and case contain the same problem description, such that
query.desc = case.desc

2. The threshold ξ is too low
3. The weight of the similar attributes of query and case is too high
4. The weight of the dissimilar attributes of query and case is too low

If reason 1 is the source of the false positive result and the problem descrip-
tions are identical then we either have an inconsistency problem and case should
be removed from the case base, or case is incomplete and should be updated.
Neither of these scenarios are within the scope of this work. We will ignore rea-
son 2 since we want to keep a fixed threshold, and will so focus on reasons 3 and
4. Our goal is then to strengthen the differences between query and case, and
weaken their similarities.

Consider the following scenario: We have a query case q and a retrieved case
c with c.diag = d, q.desc �= c.desc and

simglobal(q, c) = ξ + Δ =
wd1 · simlocal(aq1, ac1) + wd2 · simlocal(aq2, ac2)+

... + wdm · simlocal(aqm, acm) (9)
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We define a local similarity threshold ξ′ for the local similarity measure, and the
following sets: S = {i|simlocal(aqi, aci) ≥ ξ′} and NS = {j|simlocal(aqj , acj) <
ξ′} the sets of those attributes which are similar and those that are not
similar, respectively. We want to update the similarity measure so that
simglobal(q, c) ≤ ξ. In order to do so, the similarity formula is updated in
the following way:

simglobal(q, c) =
∑

i∈S

(wdi − zi) · simlocal(aqi, aci) +
∑

j∈NS

(wdj + yj) · simlocal(aqj , acj) = ξ (10)

This way the weight of similar attributes is reduced, while the weight of
dissimilar attributes is increased for the diagnosis set of the retrieved case, thus
increasing the dissimilarity between the two cases. In order to update the weights
we need to find the values of zi and yi. For simplicity reasons we set ∀zi,zjzi =
zj ,∀yi,yj

yi = yj and
∑

i∈S zi =
∑

j∈NS yj = Z. This means that we need to find
a value Z, such that

zi =
Z

|S| , yi =
Z

|NS| (11)

This value is calculated with the help of the following formula:

Z =
Δ · |S| · |NS|

|NS| · ∑i∈S simlocal(aqi, aci) − |S| · ∑
j∈NS simlocal(aqj , acj)

(12)

The derivation of formula 12 is: let t = simglobal(q, c) − Δ, xi =
simlocal(aqi, aci), then:

∑

i∈S

xi · wdi +
∑

j∈NS

xj · wdj = t + Δ =⇒
∑

i∈S

xi · (wdi − zi) +
∑

j∈NS

xj · (wdj + yj) = t =⇒

∑

i∈S

xi · (wdi − Z

|S| ) +
∑

j∈NS

xj · (wdj +
Z

|NS| ) = t =⇒

∑

i∈S

(xi · wdi − xi · Z

|S| ) +
∑

j∈NS

(xj · wdj +
xj · Z

|NS| ) = t =⇒

∑

i∈S

xi · wdi +
∑

j∈NS

xj · wdj − Z

|S| ·
∑

i∈S

xi +
Z

|NS| ·
∑

j∈NS

xj = t =⇒

t + Δ − Z · (
∑

i∈S xi

|S| −
∑

j∈NS xj

|NS| ) = t =⇒

Δ = Z · |NS| · ∑
i∈S xi − |S| · ∑

j∈NS xj

|S| · |NS| =⇒

Z =
Δ · |S| · |NS|

|NS| · ∑
i∈S xi − |S| · ∑

j∈NS xj
Q.E.D
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For a falsely retrieved case, the diagnosis set’s weights are updated as follows:

1. Find the sets S and NS
2. Calculate Z according to formula (12)
3. Calculate zi, yj according to formula (11)
4. ∀i∈Sw′

i = wi − zi, ∀j∈NSw′
j = wj + yj

5. Set all w′
i, w′

j as the new weights of the respective attributes for the diagnosis
set of the retrieved case

One epoch of the training procedure would then go as follows:

• For each case c in the case base
• Build a query q from the problem description of c
• Use q to retrieve similar cases
• For each retrieved case ci, simglobal(q, ci) > ξ, ci.desc �= c.desc

• Update the weights of the diagnosis set of ci.desc

There are two main problems with this procedure; First, the weight update
sequence depends both on the order of the queries and on the order of retrieved
cases as the weights are updated. Another problem is that after the first weight
update for a query q, the second update for a second falsely retrieved case may
not be relevant any longer, as the weights of that diagnosis set may have already
changed. A renewed retrieval for the same query after each weight change is
computationally too expensive and might even produce an endless loop. In order
to overcome these problems the training phase is changed so that weights are
updated only once per query.

In the new version, an average Z value, aveZ, is calculated for each diagnosis
set as the mean Z from all falsely retrieved items of this set within an entire
epoch. The local update values are then: zi = aveZ

|S| , yj = aveZ
|NS| , where |S| and

|NS| are the number of attributes that appeared more times in S or in NS
respectively.

The attribute weights for each set are then updated only once per epoch:
For each attribute ai, let |Si|, |NSi| be the number of retrieved cases of the
diagnosis set where ai appeared under S or NS respectively. The weight of ai

in the diagnosis set is then updated as follows:

w′
i =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

wi − zi if |NSi| = 0
wi + yi if |Si| = 0
wi − (1 − |Si|

|NSi| ) · zi if |Si| < |NSi|
wi − (1 − |NSi|

|Si| ) · yi if |NSi| < |Si|

(13)

This phase is closely related to the back-propagation training of an artificial
neural network (ANN). In each retrieval or classification task the contribution
of each attribute, much like each neuron, to the error is assessed, and its weight,
similarly to activation weights, is updated accordingly.
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5 Evaluation and Results

To test the newly developed method we used two datasets from the literature,
since an aircraft-related one is not yet readily available. Both datasets were taken
from the classification discipline, as each item is assigned to a class, something
that is lacking in available CBR data.

The method was implemented in the Java programming language and relied
heavily on the myCBR tool [3] both in the creation of the case bases, and for
retrieval. The datasets which were used are the Car Evaluation Data Set [4] and
the Yeast Data Set [5], both obtained from the UC Irvine Machine Learning
Repository1, and from here on referred to as Cars and Yeast respectively. These
datasets were chosen thanks to the ease of converting them into a case base, and
their size, which allowed testing in a timely manner.

The method’s thresholds were set to the following values: ξ = ξ′ = 0.75. The
settings for the local similarities were set with the distance function “DIFFER-
ENCE” and type “POLYNOMIAL WITH”.

Since both datasets have a relatively low number of data points, it was nec-
essary to perform cross validation for the training phase. Each dataset was ran-
domly divided into four subsets, and the initialization and training phases were
performed four times on the training set, each time using a different subset as
the test set.

Before the training phase two tests were performed: first, with a static and
uniform weight for all attributes, and second using the weights from the initial
phase. Following this, the weights were trained for 15 epochs on the training
set. The recall and precision results of each epoch was documented, and the
F-measure was calculated with β = 0.3, giving a heavier weight to the precision.
The results can be seen in Fig. 1, and show the F-measure values as calculated
from the test set.

As can be seen, the F-measure value of the Cars dataset was higher for the
initial weights than the static ones. When the training phases begins the retrieval
performance decreases drastically, and then slowly picks up and reaches values
higher than those of the initial phase. The situation of the Yeast dataset is
different, as the peak of the F-measure is reached after the first training epoch,
and values then slowly decrease and approaches what seams to be a saturation
point that is above both the static and the initial phase. What can be learned
from these results is that the statistical analysis improves performance over
the evenly distributed weights, while training improves performance over the
statistical analysis.

6 Discussion and Future Work

Sensitivity analysis was used in this work to optimize the relevance matrix,
which represents the importance of each attribute in a global similarity. The
optimization method was developed as part of an aircraft fault diagnosis CBR
1 http://archive.ics.uci.edu/ml.

http://archive.ics.uci.edu/ml
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Fig. 1. F-measure as a function of each setting and epoch. Each graph shows results
of one cycle of cross-validation

tool, with the goal of improving the retrieval of past cases similar to a query
case.

With the help of two datasets from the literature, the method was tested
on three different settings: static and evenly distributed relevance values, initial
statistically analyzed values, and 15 epochs of optimization. Performance of the
different settings was measured with the help of the F-Measure, giving higher
importance to precision than to recall.

It was shown that the initial values, obtained by statistical analysis, allowed
the retrieval to perform better than the evenly distributed values. However, when
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the relevance matrix was updated with the help of the sensitivity analysis, the
performance was improved even more for both datasets.

In the future, we intend to test the optimization method on a real-world
aircraft fault dataset. This was not done yet since no such dataset is readily
available, but this will change in the near future, as one is currently in the
making. Once the test is performed we will better know how the system behaves,
and will be able to adjust the termination criteria of the optimization cycles.
The sensitivity analysis will be instated as part of the toolchain of the OMAHA
project, which is a framework to transform a semi-structured dataset into cases,
and to retrieve cases relevant to a query [6].
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Abstract. This paper presents a hierarchical approach to the problems
inherent in parts of real-time strategy games. The overall game is decom-
posed into a hierarchy of sub-problems and an architecture is created that
addresses a significant number of these through interconnected machine-
learning (ML) techniques. Specifically, individual modules that use a
combination of case-based reasoning (CBR) and reinforcement learn-
ing (RL) are organised into three distinct yet interconnected layers of
reasoning. An agent is created for the RTS game StarCraft and indi-
vidual modules are devised for the separate tasks that are described by
the architecture. The modules are individually trained and subsequently
integrated in a micromanagement agent that is evaluated in a range of
test scenarios. The experimental evaluation shows that the agent is able
to learn how to manage groups of units to successfully solve a number
of different micromanagement scenarios.

Keywords: CBR · Reinforcement learning · Game AI · Layered learning

1 Introduction

An area that has always been at the forefront of interesting AI utilization is
games. Games provide a fertile breeding ground for new approaches and an
interesting and palpable test area for existing ones. And as games such as check-
ers and chess are devised as high-level abstractions of mechanisms and processes
in the real world, creating AI that works in these games can eventually lead to
AI that solves real-world problems.

One of the most popular genres of computer video games is real-time strat-
egy (RTS). RTS is a genre of computer video games in which players perform
simultaneous actions while competing against each other using combat units.
Often, RTS games include elements of base building, resource gathering and
technological developments and players have to carefully balance expenses and
high-level strategies with lower-level tactical reasoning. RTS games incorporate
many different elements and are related to areas such as robotics and military
simulations. RTS games can be very complex and, especially given the real-time
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aspect, hard to master for human players. Since they bear such a close resem-
blance to many real-world problems, creating powerful AI in an RTS game can
lead to significant benefits in addressing those related real-world tasks.

The creation of powerful AI agents that perform well in computer games is
made considerably harder by the enormous complexity these games exhibit. The
complexity of any board game or computer game is defined by the size of its
state- and decision space. A state in chess is defined by the position of all pieces
on the board while the possible actions at a certain point are all possible moves
for these pieces. [14] estimated the number of possible states in chess as 1043.
The number of possible states in RTS games is vastly bigger. [2] estimated the
decision-complexity of the Wargus RTS game (i.e. the number of possible actions
in a given state) to be in the 1,000s even for simple scenarios that involve only a
small number of units. StarCraft, a pioneering commercial RTS game from 1998,
is even more complex than Wargus, with a larger number of different unit types
and larger combat scenarios on bigger maps, leading to more possible actions. [20]
estimated the number of possible states in StarCraft, defined through hundreds
of possible units for each player on maps that can have maximum dimension of
256 × 256 tiles, to be in excess of 1011500. In comparison, chess has a decision
complexity of about 30.

The topic of this paper is the creation of an agent that focuses on the tactical
and reactive tasks in RTS games, the so-called ‘micromanagement’. Our agent
architecture is split into several interconnected layers that represent different
levels of the decision making process. The agent uses a set of individual CBR/RL
modules on these different levels of reasoning in a fashion that is inspired by the
layered learning model [16]. The combination of CBR and RL that is described
in this paper is performed in order to enable the agent to address more complex
problems by using CBR as an abstraction- and generalisation-technique.

2 Related Work

Creating the overall model as well as the individual sub-components of the archi-
tecture was influenced by previous research that evaluated the suitability of RL
for the domain [21] and a combination of CBR and RL for small-to-medium-sized
micromanagement problems [23].

Reinforcement Learning. The application of RL algorithms in computer game
AI has seen a big increase in popularity within the past decade, as RL is very
effective in computer games where perfect behavioural strategies are unknown to
the agent, the environment is complex and knowledge about working solutions is
usually hard to obtain. Recently, the UCT algorithm (Upper Confidence Bounds
applied to Trees) [9], an algorithm based on Monte-Carlo Tree Search (MCTS),
has lead to impressive results when applied to games. MCTS and UCT are closely
related to RL which is partially based on Monte-Carlo methods.

[7] overcame this and described the use of heuristic search to simulate com-
bat outcomes and control units accordingly. Because of the aforementioned lack
in speed and precision of the StarCraft game environment, the authors first
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created their own simulator, SparCraft, to evaluate their approach and later re-
integrate the results into a game-playing agent. Apart from MCTS and UCT
however, few of the new theoretical discoveries in RL have made it into game AI
research. Most research in computer game AI, including this paper, works with
the well-tested temporal difference (TD) RL algorithms such as Q-learning [19].
Q-learning integrates different branches of previous research such as dynamic
programming and trial-and-error learning into RL. [3] extended an online Q-
learning technique with CBR elements in order for the agent to adapt faster
to a change in the strategy of its opponent. The resulting technique, CBRetali-
ate, tried to obtain a better matching case whenever the collected input reading
showed that the opponent was outperforming it. As a result of the extension, the
CBRetaliate agent was shown to significantly outperform the Q-learning agent
when it came to sudden changes in the opponent’s strategy.

Case-Based Reasoning and Hybrid Approaches. Using only RL for learn-
ing diverse actions in a complex environment quickly becomes infeasible and
additional modifications such as ways of inserting domain knowledge or combin-
ing RL with other techniques to offset its shortcomings are necessary.

Combining CBR with RL has been identified as a rewarding hybrid approach
[5] and has been done in different ways for various problems.

[8] extended the standard GDA algorithm presented in [12] into Learning
GDA. LGDA was created by integrating CBR with RL, i.e. the agent tried to
choose the best goal, based on the expected reward. While the integration of
CBR and RL differs from the approach pursued in the CBR/RL modules in this
paper, the online acquisition of knowledge using a CBR/RL approach is similar.

[11] described the integration of CBR and RL in a continuous environment to
learn effective movement strategies for units in a RTS game. This approach was
unique in that other approaches discretize these spaces to enable machine learn-
ing. As a trade-off for working with a non-discretized model, the authors only
looked at the movement component of the game from a meta-level perspective
where orders are given to groups of units instead of individuals and no orders
concerning attacks are given.

An example of an approach which obtains knowledge directly from the envi-
ronment is [4]. The authors used an iterative learning process that is similar
to RL and employed that process and a set of pre-defined metrics to measure
and grade the quality of newly-acquired knowledge while performing in the RTS
game DEFCON. Similar to this approach, the aim in this paper and the CBR/RL
modules created as part of it is to acquire knowledge directly through interaction
with the game. The learning process is controlled by RL which works well in this
type of unknown environment without previous examples of desired outcomes.
CBR is then used for managing the acquired knowledge and generalising over
the problem space.

Hierarchical Approaches and Layered Learning. Combining several ML
techniques, such as CBR and RL, into hybrid approaches leads to more pow-
erful techniques that can be used to address more complex problems. However,
problems such as those simulated by commercial RTS games with many actors
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in diverse environments still need significant abstraction in order for agents to
solve the problems they are confronted with. A common representation of the
problems that are part of RTS games is in a hierarchical architecture [13].

An early application of hierarchical reasoning in RTS games was described
in [6], where planning tasks in RTS games are divided into a hierarchy of three
different layers of abstraction. This is similar to the structure identified in the
next section, with separate layers for unit micromanagement, tactical planning in
combat situations and high-level strategic planning. The authors used MCPlan, a
search/simulation based Monte Carlo planning algorithm, to address the problem
of high-level strategic planning.

Layered learning (LL) was devised for computer robot soccer, an area of
research that pursues similar goals as RTS games and can be regarded as a sim-
plified version of these combat simulations [16]. The main differences between
the two are the less complex domain and less diverse types of actors in com-
puter soccer. Additionally, computer soccer agents often compute their actions
autonomously while RTS game agents orchestrate actions between large numbers
of objects [13]. Because of the many similarities, LL makes an excellent, though
as of now mostly unexplored, paradigm for a machine learning approach to RTS
game AI. [10] combine both original and a concurrent LL approach [24] to create
overlapping layered learning for tasks in the simulated robotic soccer domain.
The original paradigm froze components once they had acquired learning for
their tasks. The concurrent paradigm purposely kept them open during learning
subsequent layers, thus finding a middle ground between freezing each layer once
learning is complete and always leaving previously learned layers open.

3 A Hybrid Hierarchical CBR/RL Architecture

The hierarchical architecture and its constituent separate modules that address
the micromanagement problem in RTS games are based on previous approaches
described in [21,23]. Subdividing the problem enables a more efficient solution
than when addressing the problem on a single level of abstraction, something
which would either result in case representations which are too complex to be
used for learning in reasonable time, or that require such a high level of abstrac-
tion that it prevents any meaningful learning process.

The structure of the core problems inherent in RTS games such as StarCraft,
shown in Fig. 1, leads to most RTS agents being hierarchical [13]. The architec-
ture we devised covers the micromanagement component of the game, enclosed in
the solid red square shown in Fig. 1. Reconnaissance is currently not part of the
framework, as the CBR/RL agent only works with units which are already visible.

Based on this task decomposition, three distinct organisational layers are
identified. The Tactical Level is the highest organisational level and represents
the entire world the agent has to address, i.e. the entire battlefield and the entire
solid red square in the figure. The Squad Level is indicated by the dotted green
square. Sub-tasks represented here concern groups of units, potentially spread
over the entire battlefield. Finally, the Unit Level is the bottommost layer. This
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Fig. 1. RTS micromanagement tasks

layer covers pathfinding, works on a per-unit basis and is denoted by the dashed
blue square in the diagram. Translating this layered problem representation into
a CBR/RL architecture is done through a number of hierarchically intercon-
nected case-bases. The approach to hierarchical CBR here is strongly inspired
by that in [15], which describes a hierarchical CBR (HCBR) system for software
design. One major difference between the approach described here and the one
in [15] is that the use of RL for updating fitness values in the hierarchically
interconnected case-bases means that each case-base has its own Adaptation-
part of the CBR cycle [1]. Figure 2 shows the case-bases resulting from modeling
the problem in this hierarchical fashion. Both the tactical level and the unit
level are represented by a single case-base. The unit level is only responsible

Fig. 2. Hierarchical structure of the case-bases
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for Navigation. The intermediate squad level has one case-base for two possible
actions on that level, Attack and Formation. Each case-base is part of a dis-
tinct CBR/RL module. Higher levels can then use the lower level components
to interpret their solutions. As a result, higher levels base their learning process
on the knowledge previously acquired on lower levels. RL relies in its learning
process on the fact that similar actions lead to similar results. Otherwise the
learning process continues until a stable policy is found with non-changing fit-
ness values for state-action pairs. This would be difficult to achieve within a
reasonable time if lower-level case-bases change fitness values at the same time
as higher-level case-bases. Therefore, it was decided to evaluate and train lower
level components first, retain the acquired knowledge for the respective tasks in
the appropriate case-bases and subsequently evaluate the next-higher level using
the lower-level cases as a foundation. In order to avoid diluting the learning- and
evaluation process of higher levels, cases in lower-level case-bases are not changed
once they are reused by a higher-level evaluation.

This evaluation and training procedure is not ideal since it partially negates
the online learning characteristic of the CBR/RL agent. However, the alternative
is a very noisy learning process that would seriously complicate the use of RL.

4 Lower-Level Modules

The individual modules that make up the overall architecture all follow a sim-
ilar design and use a hybrid CBR/RL approach [23]. This section sums up the
three lower-level modules (Pathfinding, Attack and Formation) and the MDP
framework that is created for them [17]. All modules use a Q-learning algorithm
to learn how to maximise the rewards for their respective tasks. Structure and
implementation of the module for Tactical Unit Selection is described in detail
in the next section. Underlying the decomposition into the modules described
here is the analysis of tasks that are relevant to micromanagement in RTS games
as displayed in Fig. 1.

4.1 Unit Pathfinding

Unit navigation and movement is a core component of any RTS game and also
extends to other areas such as autonomous robotic navigation. This module is
described in detail in [22] and is concerned with controlling a single agent unit
(Table 1).



Combining Case-Based Reasoning and Reinforcement Learning 419

States

Table 1. Navigation case-base summary

Attribute Description

Agent unit IM Map with 7× 7 fields containing the damage potential of adjacent
allied units.

Enemy unit IM Map with 7× 7 fields containing the damage potential of adjacent
enemy units.

Accessibility IM Map with 7× 7 fields containing true/false values about the
accessibility.

Unit type Type of a unit.

Last unit action The last movement action taken.

Target position Target position within the local 7× 7 map

Actions. The case solutions are concrete game actions. There currently are four
Move actions for the four different cardinal directions, i.e. one for every 90◦.

Reward Signal. The compound reward Ra
ss′ that is computed after finishing

an action is based on damage taken during the action Δhunit, the time the action
took ta and the change in distance to the chosen target location Δdtarget.

Ra
ss′ = Δhunit − ta + Δdtarget.

4.2 Squad-Level Coordination

Squad-level modules define and learn how to perform actions that coordinate
groups of units while re-using the pathfinding component on the lowest level of
the architecture.

Unit Formations. Tactical formations are an important component in RTS
games, which often resemble a form of military simulator and are heavily inspired
by real-life combat strategy and tactics. The Formation module creates forma-
tions that are a variant of dynamic formations [18] and learn through CBR/RL
the best unit-slot associations, i.e. which slot in the formation a certain unit is
assigned to (Table 2).
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States

Table 2. Formation state case description

Category Attribute Type

Index Unit # Agent Integer

Unit Type Enum

Health Integer

Position Integer

Opponent Attacking Damage towards the Formation Center from
each of the 8 (Inter)Cardinal Directions

Integer

Actions. Actions are an assignment of the controlled units to certain slots in
the formation. This means that the available actions are basically a permutation
of all available units over all available formation slots.

Reward Signal. The two main criteria for an effective formation-forming action
were decided to be the speed with which the action is executed tform and,
weighted slightly higher, the potential damage that units in the formation can
deliver at any one point in time davg.

rform = 1.5 ∗ davg − tform.

Unit Attack. The goal of using attacking units in the most efficient way is to
focus on a specific opponent unit in order to eliminate it and, as a result, also
eliminate the potential damage it can do to agent units. As part of this Attack
component, it also was decided to simplify the module by giving all agent units
assigned to a single Attack action the same target. More complex attacking
behaviour can then be created by queuing several Attack action after another
(Table 3).

States

Table 3. Attack state case description

Category Attribute Type

Index Units Opponent Integer

Target Unit Type Enum

Health Integer

Average Distance to Attackers Integer

Agent Combined Attacking Unit Damage Integer
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Actions. The potential case solutions/actions for attack cases are the attack
targets. This means that there is one solution for each attack target/enemy
unit.

Reward Signal. The reward signal is composed of components for the time it
takes to finish the attack action tatt, the damage done to the target dam as well
as the damage removed if the target is eliminated damelim.

ratt = dam + damelim − tatt.

Unit Retreat. While also a selectable action like Attack and Formation, Retreat
does not use CBR/RL and thus doesn’t have its own module in Fig. 2. The
Retreat action is designed to avoid potential sources of damage. The Retreat
action takes into account a larger area of the immediate surroundings of a unit
when compared to these other actions, a 15× 15 plot, compared to 7× 7 used for
pathfinding. In a two-step process that also takes into account the influence of
neighbouring plots, the action selects the area with the lowest amount of enemy
influence/damage potential.

5 Tactical Unit Selection

The Tactical Unit Selection component is structured in a way similar to that
of lower-level components, based on a hybrid CBR/RL integration. Given the
decomposition of the problem as described in Fig. 1, the task of the Tactical
Unit Selection component is to find an ideal distribution of units among the
three different modules on the level below, i.e. Formation, Attack and Retreat .

One major simplification that was introduced in order to avoid increasing
the number of possible solutions exponentially and making learning infeasible
with the current model is that all units assigned to Attack or Formation actions
will perform the same action. This means that any unit assigned to an attack
will attack the same target. Any unit assigned to a formation, will be part of
the same formation.

5.1 Tactical Decision Making Model

The model used for the Tactical Unit Selection module, similar to those for For-
mation and Attack components, describes the problem in terms of an MDP. As
this problem integrates the three lower-level modules, the model also combines
elements of these modules.

States. Tactical Unit Selection states (or cases) are basically a combination of
Attack and Formation states. However, some of the attributes that those state
models use are part of both Attack and Formation, while others contain the
same information but in less detail.
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Table 4. Tactical state case description

Category Attribute Type

Index Units Agent Integer

Units Opponent Integer

Unit Agent Type Enum

Health Integer

Damage Integer

Quadrant Integer

Cooldown Boolean

Unit Opponent Type Enum

Health Integer

Damage Integer

Quadrant Integer

Average Distance Integer

The resulting composition of the case description of a Tactical Unit Selection
state can be seen in Table 4.

Opponent units have two attributes containing different information (direc-
tion versus distance, relative to agent units) that indicate their position: Quad-
rant and AverageDistance. Agent units also have the Quadrant attribute to
indicate their position relative to each other. The Boolean Cooldown value indi-
cates if a unit’s weapon is currently in cooldown or if it can be used. Type only
distinguishes among Melee, Ranged and Air instead of specific unit types.

Given this composition, the dimensionality of the case description is consid-
erably higher than for previous modules. For example, in a scenario with na = 4
agent units and no = 5 opponent units, case descriptions have 2+4∗5+5∗5 = 47
attributes.

Actions. Tactical Unit Selection case solutions are distributions of the avail-
able agent units among the three available actions, i.e. triples (na, nf , nr) that
indicate how many units are assigned to each action type. The overall number
of solutions for n units distributed among the three categories is thus

(
3+n−1

n

)
.

Given five agent units, the possible distributions for (Attack ,Formation,Retreat)
can be (5,0,0), (4,1,0) ... (0,0,5). For n = 5 units the number of solutions is there-
fore

(
3+n−1

n

)
= 21. This definition leads to a requirement for limiting the number

of controlled units, if the number of learning episodes is to remain reasonable.
The maximum number of agent and opponent units used in the evaluation sce-
narios was set to ten. By allowing a maximum of ten agent units in a game state,
a single case can have at most

(
12
10

)
= 66 possible solutions.

Reward. The reward signal contains a negative component ttac for the
time it takes for a Tactical Unit Selection action to complete, a negative
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component damopp for the damage that agent units received while performing the
last action and two positive components, damag for the damage done by agent
units as well as damelim for the summed-up damage potential of all opponent
units eliminated during the last action. Additionally, a third negative component
damloss is added: this represents the damage potential lost when an agent unit is
eliminated.

rtac = damag + damelim − damopp − damloss − ttac.

Overall, the agent should attempt to choose solutions which eliminate oppos-
ing units quickly, while sustaining no (or only very little) damage to its own
units.

5.2 CBR/RL Algorithm

Figure 3 shows a graphical representation of the steps and components involved
in assigning actions to the available units. The algorithm chooses, from top to
bottom, a Tactical Unit Selection unit distribution and, based on this distrib-
ution, an attack target, a formation unit-to-slot assignment as well as retreat
destinations. Using the unit destinations computed through the lower-level com-
ponents, the Navigation component then manages the unit movement. There

Fig. 3. Action selection using hierarchical CBR/RL for unit micromanagement
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can be several Navigation actions until a unit reaches the destination assigned
to it by one of the higher-level modules. There is always at most one action for
Attack , Formation and Retreat , or zero, if no unit is assigned to a specific action
category. The overall Tactical Unit Selection action is finished once all modules
on lower levels indicate they are finished with their tasks.

6 Experimental Setup and Evaluation

Depending on the choice of parameters, large numbers of episodes can be required
for finding optimal policies. Since this can easily become prohibitive if complex
scenarios are used, a first step is an analysis of the case-base behaviour in a sub-
set of the test scenarios, to find an appropriate threshold ψ that determines how
similar a retrieved case in the CBR component has to be. Using a low ψ would
mean that fewer cases are required to cover the entire case-space. However, this
might lead to the retrieval of non-matching cases for a given situation and thus to
sub-optimal performance due to a bad solution. Therefore, the selected ψ should
lead to an optimal trade-off between performance and learning time. A number
of representative micromanagement combat situations were created for the eval-
uation, each one with the aim to win the overall scenario against the built-in
AI while retaining as much of the agent’s own force as possible. Unit numbers
and types vary between scenarios, as does the layout of the environment. Unit
types are limited to standard non-flying units. The chosen algorithmic parame-
ters for the CBR and RL components are listed in Table 5. The parameters are
similar to those used successfully for evaluation and training of the Navigation,
Attack and Formation modules. Starting positions are always a random spread
opposite each other and the map-size is 2048× 2048 pixels, the smallest possible
StarCraft map size. Every experiment was run five times and the results were
averaged.

Table 5. Tactical decision making evaluation parameters

Parameter Values

Scenario A(3vs5), B(6vs6), C(5vs5), D(4vs9),
E(10vs10)

Number of games 100–100,000

Algorithm One-Step Q-learning

Case-base similarity threshold ψ A, B 30 % − 95%

Case-base similarity threshold ψ C, D, E 80 %

RL learning rate α 0.1

RL discount factor γ 0.8

RL exploration rate ε 0.8–0
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6.1 Results

The first two scenarios were, as stated above, run with a number of different
similarity thresholds ψ. Table 6 shows the results for Scenario A. Table 7 shows
the results for Scenario B. The reward is normalized to a value between 0% and
100%. 0% is achieved in a game in which agent units are eliminated without
doing any damage. 100% is a perfect game in which all opponents are eliminated
without the agent units sustaining any damage. This allows to compare results
of scenarios with different absolute values for maximum and minimum rewards.

As results in both the tables show, similarity thresholds between 80% and
95% lead to results that are roughly within a 10% interval in terms of overall
performance. However, the number of cases and, more importantly, the number
of overall solutions increases significantly among the different thresholds. There-
fore, it was decided to use a threshold of ψ = 80% for the subsequent evaluation
scenarios. Given the results from the case-base analysis, the number of training
episodes was set based on the number of agent units. The number of training

Table 6. Tactical decision making evaluation scenario A

ψ # Episodes # Cases # Solutions # Actions Max. % Reward

95 % 100, 000 2, 376.4 18, 853.0 47.32 92.48 %

90 % 60, 000 1, 265.2 9, 976.4 45.27 87.33 %

85 % 20, 000 366.8 2, 570.2 41.15 82.93 %

80 % 8, 000 192.0 1, 299.6 41.06 81.82 %

70 % 1, 500 52.6 293.4 35.43 70.16 %

60 % 800 39.2 224.6 30.96 60.73 %

50 % 500 29.2 156.2 23.7 52.79 %

40 % 300 17.6 95.8 11.49 33.35 %

30 % 100 13 69 10.36 25.47 %

Table 7. Tactical decision making evaluation scenario B

ψ # Episodes # Cases # Solutions # Actions Max. % Reward

95 % 160, 000 1570.4 31, 201.6 7.10 78.15 %

90 % 75, 000 699.8 12, 339.0 6.92 75.13 %

85 % 30, 000 324 5, 324.20 6.96 73.01 %

80 % 15, 000 259.8 3755.8 6.99 69.97 %

70 % 7, 500 159.4 2092.6 7.45 63.09 %

60 % 5, 000 95 1, 309.2 8.72 57.99 %

50 % 3, 000 63.2 801.4 9 55.19 %

40 % 2, 000 47.2 631.4 9.5 45.53 %

30 % 1, 500 38 517 10.18 43.44 %
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Fig. 4. Performance results for all scenarios

episodes is set to 15,000 for Scenario C, 10,000 for Scenario D and 50,000 for
Scenario E. These comparably high amount of training episodes was chosen to
ensure an optimal or near-optimal policy.

The results in Fig. 4 show that the hierarchical RL/CBR agent achieves a
notable increase in average reward obtained for all five scenarios over the dura-
tion of their respective training runs. In terms of reward development, there is a
difference between Scenarios B and D which use melee units only, and the other
three scenarios. Scenarios B and D show an almost linear reward development
over the time their respective experiments run. Scenarios A,C and E, which all
use both melee and ranged units, show reward development curves that are more
similar to those encountered in previous evaluations.

7 Discussion

Scenarios A and B have about ten Tactical Unit Selection actions (i.e. Attack ,
Formation or Retreat) in an average episode for the lowest, worst-performing
setting of ψ = 30% where there is only a single case for each agent-opponent unit
number combination. For higher thresholds, which allow for a more optimized
performance, the number of actions diverges significantly. For Scenario A, the
number of Tactical Unit Selection actions exceeds 40 for ψ >= 80%. The reason
for this is the learned hit-and-run strategy that performs best for the units in this
particular scenario and which requires extensive use of Retreat actions. Lower
similarity thresholds mean there is not enough distinction between inherently
different cases, which in turn does not allow the agent to learn and effectively
execute this hit-and-run strategy. The melee-unit-focused Scenario B teaches
the agent a fundamentally different strategy, indicated by the average number of
Tactical Unit Selection actions. For ψ >= 70%, the average number of actions
per game is below nine. This is due to the main strategy in this scenario, which is
based on focusing attacks (covered by the Attack action) combined with minimal
regrouping or retreating through Formation or Retreat actions. There is no use
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for extensive Retreat patterns since opponent- and agent unit types are identical,
which means hit-and-run style attacks are useless.

The fact that agent and opponent use identical melee units in Scenario B also
explains the difference in overall maximum rewards achieved. While the hit-and-
run strategy allows the agent to achieve perfect or near-perfect rewards of more
than 90% for Scenario A, the average reward in Scenario B reaches a maximum
value of just below 80%. This is because attacking melee units with other melee
units will always lead to suffering a certain amount of damage. The low number
of actions required for optimal performance in Scenario B also means that it
is easier to achieve good results in terms of average reward by using random
untried solutions.

In all scenarios, the AI agent manages to obtain a significant improvement
in the average reward. For all army compositions in the different scenarios, the
agent finds optimal or near-optimal policies. Due to the unit types involved,
Scenario A is the only scenario where the army composition theoretically allows
a ‘perfect game’, i.e. eliminating all enemy units without sustaining damage.
The agent manages to obtain more than 80 % average reward in this scenario. In
Scenarios C and E, which both contain melee units that are harder to manage
and are basically guaranteed to sustain damage when they attack, the agent
manages to obtain above 75 % of the maximum possible reward. Even in Scenario
D, which only uses melee units, the agent reaches nearly 70 % of the possible
reward, pointing to effective use of focus-fire and manoeuvring.

When comparing the reward development of the different scenarios as
depicted in Fig. 4, there is a difference between Scenarios B and D which use
only melee units and the other three scenarios. This directly reflects the ideal
behaviours in those scenarios and how these behaviours are reflected in action-
selection policies. Optimal behaviour in a given scenario depends both on the
layout of the scenario and on the agent and opponent army compositions.

8 Conclusion and Future Work

Overall, the results show that the hierarchical CBR/RL agent successfully learns
the micromanagement tasks it was built to solve. The agent learns near-optimal
policies in all evaluated scenarios which cover a range of in-game situations. The
agent successfully re-uses the lower-level modules created for the squad-level
tasks and the knowledge stored while training these modules.

One major restricting condition which was introduced to avoid a combinato-
rial explosion of possible solutions is limiting Attack and Formation to a single
action for all units assigned to the appropriate category on the highest level.
The evaluation of the hierarchical architecture showed that for the tested sce-
narios, the implementation achieved good to very good results on all occasions.
However, it could already be observed that the performance suffered slightly
for bigger scenarios when compared to the excellent results in scenarios with
fewer units. One way to overcome this limitation would be to introduce another
level above the currently highest level. The additional level would then simply
perform a pre-allocation of all available units among several lower-level modules.
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An important aspect which could be part of future work is the comparison of
the approach presented here to other bot architectures. While this comparison
will require additional logic to also address the strategic layer such a test could
provide valuable insights into the power of adaptive online ML in relation to
other ML, static and search-based approaches.

Currently there is a separate training phase for each of the lower-level mod-
ules. Creating modules which can be trained concurrently would be one way to
accelerate the learning process. Other possible ways of improving performance
would be through speeding up the individual CBR/RL components by employing
better algorithmic techniques such as improved case-retrieval.

In summary, the key contribution of this paper is an integrated hierarchical
CBR/RL agent which learns how to solve both reactive and tactical RTS game
tasks. The creation of the individual hybrid CBR/RL modules for tasks in RTS
game micromanagement is based on thorough analyses of TD RL algorithms,
CBR behaviour and the relevant problem domain tasks. The resulting agent
architecture acquires the required knowledge through online learning in the game
environment and is able to re-use the knowledge to successfully solve tactical RTS
game scenarios.
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Abstract. Case-based reasoning (CBR) literature defines the process
of defining a case-base as a hard and time-demanding task though the
same literature does not report in detail on how to build your initial
case base. The main contribution of this paper is the description of the
methods that we used in order to build the initial case-base including
the steps taken in order to make sure that the quality of the initial case
set is appropriate. We first present the domain and argue why CBR is an
appropriate solution for our application. Then we detail how we created
the case base and show how the cases are validated.

1 Introduction

Case-based reasoning (CBR) literature defines the process of defining a case-
base as a hard and time-demanding task though do not report in detail on how
to actually build your initial case base. Öztürk and Tideman say in their 2014
review paper [17]: “Initial population of a case base is a daunting task in classical
CBR because it is manually crafted by knowledge engineers who make use of
domain experts or written material to extract the case content. We believe case
grounding problem is the reason why CBR has not seen wide-spread adoption
in the industry - because manual extraction of cases from reports and records is
costly and time consuming”. In this context, we present a knowledge acquisition
process that was applied to create an initial set of cases while constructing a CBR
system in an industrial setting. We explain the domain in which we applied CBR
and argue why it is an appropriate solution for our application. This is followed
by a description of a methodological approach for building an initial case base.
Revision and validation of the case base and the similarity features are presented
in the discussion section.

The main contribution of this paper is the description of the methods that
we used in order to build an initial case-base for our CBR system in an industrial
domain, including the steps taken in order to make sure that the quality of the
initial case set is appropriate.

c© Springer International Publishing AG 2016
A. Goel et al. (Eds.): ICCBR 2016, LNAI 9969, pp. 430–444, 2016.
DOI: 10.1007/978-3-319-47096-2 29
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1.1 Background

The case-based decision support system described in this paper is part of a
project that is trying to increase the speed of digital conversion. Digital conver-
sion is the process of cutting or milling various types of materials into shapes,
based on a digital design. The speed is to be increased concerning the actual
cutting speed as well as the time to shift between different jobs.

This paper will focus on the latter and the main objective, as set forward in
the project proposal, is to decrease the time an operator uses between jobs by
80 %.

Digital conversion machines (such as shown in Fig. 1), also referred to as cut-
ting tables, offer a plethora of different settings and the intervention is suggested
to be an intelligent operator user interface to the conversion machine, based on
case-based (CBR) and rule-based reasoning (RBR). By automating parts of the
process relating to load shifts, the job for the operator will be easier and faster,
with a lower margin for errors compared to the current situation.

The finished system should facilitate and automate learning from past expe-
riences (meaning cutting/milling jobs with settings specific for a design and
material) within a specific company. Future work will enable the system to share
data between deployments of the system, so that even competing companies can
share their experiences without sharing their competitive advantage.

A cutting table is a further development of a flatbed pen plotter, where the
pen can be substituted by knives and millings bits, and the drawing paper by
other types of material. Operations on the X and Y-axis (given a certain depth
and pressure on the Z-axis) vary per material type. The optimal speed and
acceleration for a given actuator depend not only on the material type, but also
on the vendor (as quality can vary from vendor to vendor), the wear and tear of

Fig. 1. A digital conversion table from Esko Graphics (Copyright Esko Graphics)
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the actuator as well as the complexity of the design to be cut/milled out from
the material, just to name a few. Therefore, these cutting tables have a myriad
of settings and require an experienced operator in order to get the best results.
Most of the knowledge required for configuring the machine correctly is currently
implicit, and knowledge transfer is typically done on a face-to-face basis between
operators. Generally speaking, we can say that inexperienced operators do not
dare to use the full potential of the table in fear of damaging the materials on
which the cutting or milling operation is to be carried out on.

By making domain knowledge explicit in the form of a domain model with
instances, an inexperienced user can find similar cases and re-use the settings.
In our approach, we take this one step further by applying case-based reasoning,
which automatically selects the most applicable case and related setting for the
user so that the full potential of the machine can be used.

1.2 Case-Based Reasoning as an Enabler For experience Transfer

Based on interviews and observations at companies using digital conversion
tables, we conclude that experience is typically not stored in a structured man-
ner and knowledge transfer happens in an informal way between co-workers.
Operators of these machines typically learn by doing, and because of this the
full potential of a machine is not always reached, especially when operated by
inexperienced users. Users report that they are afraid of breaking something
when they apply parameters they are unsure of.

In some cases a note with settings is taped on the operator console, though
these contain proven “safe settings” for a typical material and tool combination.
Another company uses a whiteboard for settings, though it is rarely updated
and personnel indicate that they actually do not use the settings that are noted
there and rather trust their own feelings concerning the settings. There is no
structured means of storing experiences among the companies that have been
observed during the case study.

As the working situation is based on a known desired outcome, case based
reasoning is an appropriate manner of addressing the problem at hand.

We intend to create a knowledge base where the digital finishing machine
retains the settings, material type and other relevant parameters.

1.3 Distributed Case-Based Reasoning

In the digital finishing industry companies use many different material types,
some on a more regular basis than others. As this is a very experience-based
process, chances are that the proper expertise is not available in all companies.
By providing access to case bases created in other (competing) companies, one
can draw from the experience.

1.4 Related Work

It has been shown [12] that CBR is well suited as a means of decision support for
operators in a manufacturing setting. CBR is a form of AI where the decision
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making support is based on a known outcome. It takes a case (which is the
product to be made) as input and tries to find the most similar case in a case
base. This means that cases with a similar profile are suggested.

Competing companies can help each other increase their efficacy by shar-
ing case bases can be achieved via distributed case-based reasoning. Distrib-
uted CBR has been around for a while and is well described in among others
[14,16,18]. However, it seems to be limited to non-competing companies, making
knowledge sharing a clear-cut benefit. In order to avoid potential problem with
patented designs, we decouple the geometry information from the design, reduc-
ing it to an indication of the complexity of the design based on a float where 0.0
is the least complex and 1.0 the most complex. From the technical point of view
there is no real difference in the implementation.

Our CBR system will implement explanatory features enabling the operator
to choose to either apply the suggested settings or retain the self-chosen setting
based on the suggested settings and the corresponding explanation. Based on
the interviews, we can state that it is important that the CBR system does not
actually make a decision, rather suggests a decision based on the most similar
case. This way the system supports the operator in his decision. The explanation
helps the operator to understand why a certain proposal has been made by the
system and therewith enables to operator to make an informed decision. The
fundamental issues of explanations in CBR are described well in [21].

Aamodt and Plaza [2] have formalized Case-based reasoning for purposes of
computer reasoning as a four-step process: Retrieve, reuse, revise and retain.

In order to retrieve a case, one needs to identify features, collect descriptors,
interpret problem and infer descriptors. Prior to being able to do that, one needs
to have a case base. It is of importance that the right features are extracted from
a case as it will be the fundament for further reasoning. Case acquisition is often
manually intensive. According to [10], a manually intensive approach for storing
experiences of individuals has been widely used in many CBR applications. The
general approach – as case bases are very domain specific- is to talk to a domain
expert and extract which parameters are of most value and use that as a starting
point. Getting the full picture, however, requires talking to more than one expert
and an iterative approach in order to make sure that the right parameters are
used for the case base. In the following sections we present such an approach.

The case quality needs to be safeguarded as the case base must contain a
representative set of problem solution pairs from the domain at the initial stage
of the CBR system. At the same time we need to ensure that the case-base
yields high quality results. Little attention has been given to case-quality in the
available literature, and therefore the CBR expands without inspecting itself [29].
We want to address the quality problem by making sure that both the initial
case information as well as the cases to be learned will be initiated and checked
by humans.

If the case template is wrong, the result will be wrong. There is a need to
understand how the case template is defined, in practice. Next we will see who
has addressed this central issue and what they can tell us about how to do
address it.
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Öztürk and Tideman’s [17] statement “We believe case grounding problem
is the reason why CBR has not seen wide-spread adoption in the industry -
because manual extraction of cases from reports and records is costly and time
consuming” is one of the main reasons why we report our approach related to
knowledge acquisition. We do agree that it is a time consuming effort, though,
when consulting existing literature for knowledge acquisition for CBR to learn
how to extract and categorize the relevant information, we did not find any
clear guidelines or methodological descriptions for case grounding. This might
be an additional reason to why CBR has not seen a widespread adoption in the
industry.

The recent trend is to (semi)-automate the case acquisition process [10,15,
23,24,29]. The approach sketched by [10] is based on initiating the case base
with random values, though still based on a formalized data-sheet template
for case representation. However, there is no mentioning on how the template
was established (the assumption is that domain experts have been asked). They
state: “Case engineering is among the most complicated and costly tasks in
implementing a case-based reasoning system”.

The cases that are part of the case-base are supposed to yield solutions to
the problems with minimal adaptation or human input. This is desirable as
otherwise the major usefulness of a CBR system to reuse existing knowledge
would be substantially harmed [8]. This implies that the case base must support
this type of knowledge.

Richter [19] describes knowledge containers as keepers of case information.
The first requirement is that the case base should only contain cases (p, s)
where the utility of s is maximal or at least very good for the problem p. This
is knowledge contained in the individual cases.

The case acquisition process itself, meaning the initiation of a case base,
is not described though 4 different sources are mentioned in Richter’s invited
talk at ICCBR in 1995 [27]: domain knowledge, cases, similarity knowledge and
adaptation knowledge.

The domain knowledge is what fills the template which can be used for match-
ing cases. According to, template retrieval is similar to SQL queries in databases,
where all cases fitting a template of parameters are retrieved. The main merit
of using of template retrieval is that the faster retrieval and high currency by
prevents irrelevant case from being considered in similarity matching.

Aamodt [1] described a framework for modeling the knowledge contents
of CBR systems based on Richters knowledge containers. The model suggests
decomposition in three perspectives. The power of using three perspectives
(tasks, methods, and models) for knowledge level modeling lies in the inter-
action between the perspectives, and the constraints they impose on each other.
However, there is no description on how to initiate the case base.

Cordier et al. [6] state that when there is a lack of domain knowledge, the
system may infer a solution that is correct with respect to the knowledge base
but not with the real world: making the results invalid in the real world. The
FRAKAS system [7] is an approach for interactive domain knowledge acquisition.
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Learning takes place during the use of the system and aims at acquiring domain
or adaptation knowledge. The evaluation of the adapted solution may highlight
that it does not meet the requirements of the target problem. In this situation,
a reasoning failure occurs and is processed by a learning process. The expert
is involved in the process of identifying inconsistent parts of the solution which
helps to augment the knowledge base. The expert is involved in a simple manner
to point out faulty knowledge and he/she may provide a textual explanation
of the identified error to support complementary off-line knowledge acquisition.
The approach defined here is interesting with respect to further population of a
knowledge base, and a similar approach can be used both to fill the knowledge
base once a basic case set has been established as well as a part of the regular
learning curve (one of the 4 R’s).

As in the CBR literature little is mentioned on how to populate the ini-
tial case-bases, we turn to the cognitive science domain where the fundamental
concept is that “thinking can best be understood in terms of representational
structures in the mind and computational procedures that operate on those
structures.”1 Cognitive science in turn is related to the knowledge management
and knowledge engineering field where extracting information from experts in
order to create the foundation for among others expert systems has matured
over the past decades. Watson [28] does describe how to apply knowledge man-
agement for CBR, however, it lacks detail on the establishing of the case base.
Cognitive science is also mentioned in [20] and regarding representation of knowl-
edge they state the following: “more generic issues of knowledge representation
are seldom addressed”. Followed by “The case base plays a special role because
the cases can be entered without understanding them. The main point is that
knowledge can be shifted between containers (their content is not invariant),
which can be modeled using a learning process. In addition, the shifting can be
done manually without the support of a learning method”.

Our guiding motivating hypothesis is that an operator support system based
on case-based reasoning can help speed up the cutting/milling process while
maintaining satisfactory quality results.

As the intention is to create an operator support system using CBR, we need
a formal representation of the cases. By creating a domain model, we separate
domain knowledge from the operational knowledge, enable the reuse of domain
knowledge and make domain assumptions explicit. Once the domain model is in
place, we can also populate the case base with relevant cases. Finding out what
a relevant case is and what needs to be represented in the domain model go hand
in hand. Our second hypothesis is that a user-centered iterative approach is a
good method to create a good formal representation as a basis for the operator
support system.

1 Thagard, Paul, Cognitive Science, The Stanford Encyclopedia of Philosophy (Fall
2008 Edition), Edward N. Zalta (ed.).
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2 Method

While many publications (i.e. [3–5,9,26]) do describe the knowledge acquisition
approach for their domain, most do it on a relatively technical level. We have
applied several methods for knowledge acquisition and the focus has been on a
user-centered iterative process. In the subsections below we give a brief explana-
tion of these methods and highlight our experience with these forms of knowledge
acquisition.

2.1 Research Method

To systematically guide our research in this project we used the design science
research method is used according to [11], as depicted in Fig. 2. The research
environment consists of machine supplier experts, as well as machine operators.
The research is driven by the need to use the machines in an optimal man-
ner, with the assumed outcome a more optimal operation and therewith cost
reductions. The knowledge base is based on the existing literature on CBR and
knowledge acquisition as well our own findings.

RQ1: What is the effect of introducing an expert system based on CBR on the
effectiveness of operators?

RQ2: What is the effect of introducing a distributed expert system based on
CBR?

User-centered design is conducted prior to the development of complex systems
to ensure deep understanding of user and stakeholder roles. The aim is to ensure
that system designed support the daily work of end users and the role of stake-
holders [13,22]

Fig. 2. Conceptual framework for IS research [11]
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We have applied user-centered design in all activities in the iterative process
of assessing and refining our artifacts, adding it to our knowledge base. The
activities are carried out in close cooperation with real stakeholders by means
of various methods for data collection, as described in the sections below.

2.2 Data Collection

In our study we focus on a single manufacturer of digital conversion tables. The
study is based on design science research and evaluation research and has been
implemented at 3 different locations that represent a typical customer of this
manufacturer.

The intervention is the introduction of a distributed case-based decision sup-
port system to support operators to make the right decisions quicker and there-
with both reduce the number of errors and speed up the full process of job
shifting.

The artifact to be created for this intervention is a research challenge itself
as populating a knowledge base is a non-trivial task. A step wise approach for
populating a CBR knowledge base will be developed and the effect will be tested.

Some of the needed information can be retrieved from logs, though this is a
non-validated information source.

The study is divided in two parts: data collection participants and interven-
tion participants. The data collection methods are described in the sub-sections
below.

In both cases the population is recruited the manufacturer of digital con-
version tables- and the inclusion criterion is that the participant is currently a
customer operating digital conversion machines. We focus on the data collection
part in this paper.

For the data collection, we focus around the following questions

DC1: Which information to extract from the operators?
DC2: What is/are the bottleneck(s) in the load shift?
DC3: Which factors impact the time used?
DC4: What is the mean time?
DC5: Does the knowledge of an operator impact the operation? And in what

way?
DC6: How much information are companies willing to share with competitors?
DC7: How and when to present suggestions from the expert system to opera-

tors?

In the sub-sections below we first present which methods we have used for
the data collection and in Sect. 3 we provide the results of the activities.

Observation. The first data gathering activity was based on observations. The
intention was to form a structure for later interviews and the first subject was
asked to explain (while preparing and operating the cutting table) what he was
doing and why he was doing it this way. The observer did not interfere with the
process.
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Semi-structured Interviews. We have conducted interviews at digital fin-
ishing companies in Norway, Belgium and The Netherlands. The interview sub-
jects were mainly cutting table operators, though also managers/owners. As the
companies were relatively small, the latter category also in all cases were table
operators, yet not on a daily basis. The interview questions were based on the
results from the observation session and have been expanded based on finding
between the interviews. We used a set with main questions and expanded while
commencing the interview.

Questionnaire. We have developed a questionnaire in order to map the time
operators use when operating the machines. It was sent to 100 digital finishing
companies throughout the world.

Workshops. The technology provider catered for a workshop with employees
with a computer science background. During this workshop technical bound-
aries were explored and details regarding the integration of the operator support
system discussed.

Re-use of Available Data. We have gained access to a product guide describ-
ing which tools can be used for which materials, and for some of these also a
set of settings for certain material types. However, the settings are relatively
conservative as they pertain to a material family. Specific materials use material
specific settings which can be much faster than the material family setting. For
the most used specific materials, specific settings are available. Also an operator
manuals of the current Esko machines with i-cut software has been used as an
information source.

3 Results

3.1 Case Study: As Is Situation

Input for the study uses the data gathering methods described above, in addition,
one of the researchers took a table operator course to get a real hands-on feel of
using the system.

In Fig. 3 you see the repetitive and cyclic process of enhancing the input,
which can be mapped to the IS research part of Fig. 2; both Develop/build and
justify/evaluate to ensure both relevance and rigor.

The methods have been applied to digital finishing companies in Norway,
Belgium and The Netherlands.

Unfortunately, the response rate for the questionnaire was so low that we
were unable to use the results as a pinpoint for the average type of operator and
other information regarding machine use.

From the observation and interview activities, we learned that machine oper-
ation to a large degree is completely experience based and that the experience
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Fig. 3. Knowledge acquisition

transfer is sub-optimal. Some factors that influence the choices are the quality of
the material that is used, the wear and tear of the used actuator, the desired out-
put quality (not all customers demand a high quality finish) as well as the time
available between jobs. An ideal situation according to one of the shop managers
is that the machine is in use continuously. We did a test using optimal speed set-
tings with new actuators and high quality material vs the regular settings with
a new actuator and high quality material. We found that the cutting speed in
this specific case was 13 min vs 22 min. This supported the assumption that the
operators do not use the optimal settings and that an operator support system
indeed can be useful. For this specific case, relating to RQ1, we can state that
there is a good effect in using the operator support system recommendations.

Knowing the type of information the operators wish to use and how they
wish to use it, we discussed the technical boundaries with the table and cutting
table software provider. We gained access to subsets of the required information
required to create an operator support system. All of the gathered information
has been structured into a domain model. See the next subsection for more
details.

3.2 Domain Model

In order to model the domain, we need to map domain knowledge (for an impres-
sion, see Fig. 4a). The main parameters that need to be contained can be sum-
marized as such:
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Fig. 4. A screenshot of the domain model (a) and an example of a similarity
measure (b).

A cutting/milling job is performed by an operator on a cutting table
which uses a tool set with different actuators on a material type following
patterns stemming from a design . Considerations regarding the speed and
quality of the job are done by the operator based on previous experiences and
customer demands.

The previous sentences describe what the domain model needs to include
on an overall level. In short, it needs to include all relevant information for
an operator to be able to do a job in the fastest possible manner or with the
highest quality possible. These two are not always mutually exclusive, though
high speeds can sometimes lead to a lower end-product quality. In some cases,
the lower quality is still within the quality assurance threshold.

– Some questions that the operator support system needs to be able to help
answer are: Which settings should I avoid to use?

– What is the most optimal setting for this particular job with regards to either
quality or speed?

– What is the maximum speed I can use?
– Will these settings break stuff?
– Which settings should I change?
– Will this actuator (bit/blade) work with this material?
– What are the limitations of this tool applied on this material?

These questions imply that we need to know about the properties of the mate-
rials, design, tools and table. During the domain knowledge gathering process,
we have identified the relevant terms to include in the domain model. Due to
space restrictions, we do not include the domain model in this paper, though
some of it can be seen in the screenshots from MyCBR.
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One of the results from the interviews shows that operators are more likely
to trust a recommendation if an explanation is given. If the settings are pre-
sented following a pattern such as “in a similar case we have successfully applied
the following settings with a satisfactory quality” followed by a question if the
operator wishes to use these settings instead, the operators responded positively.
However, without such explanation, the operators would not simply accept new
settings.

3.3 CBR

We have applied the domain model and created a CBR system prototype using
MyCBR [25].

The initial case base has been made in close cooperation with experts from
the company. Instances with proven cases in different levels of aptness have been
entered. It is important to note that these cases are based on material family and
not a specific instance of the material itself. As properties are supplier specific,
different settings should be used. These settings will during the course of the use
of the system be formed as cases.

The similarity features (Fig. 4b) are based on conversations with a tool and
material experts. Each specific material combined with specific actuators have
specific settings, also pertaining to the complexity of the output to be generated.

Fig. 5. Matching results screenshot
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3.4 Validation

Testing has been done based on the different cases with each their rating. For
material types two or more different cases have been entered in the initial case
base, including an indication in the aptness. Similarity values and weights have
been tuned in order to get the closest case to match. This was later tried with
new cases and the results were satisfactory. A screenshot of matching results is
shown in Fig. 5

4 Discussion and Lessons Learned

The variety of knowledge elicitation methods we have used and the variety of
companies visited may seem like an too rigorous information gathering, though
we feel that in our case this was the right thing to do. It is time and resource
demanding, though by presenting the various approaches, we hope to contribute
to the knowledge gap that seems to exist concerning creating an initial case-
base. Different situations cater for different methods of knowledge elicitation,
and in many cases, a less rigorous approach might be sufficient. Creating a
sound and valid foundation for the case template and case base is resources
demanding. However creating a CBR system that is neither valid or useful is even
more resource demanding. In general we can recommend to talk to the system
owner and a variety systems users multiple times in order to best understand
the problem at stake and validate that the researchers (CBR system builders)
really understand the problem that the CBR system is to solve in a manner that
is useful for the end-users.

5 Conclusion and Further Work

This study has presented a use case for how to create a CBR system with focus
on building the initial case base, and the case template or domain model. To
create grounded basis for our CBR system, case template and domain model
we; observed the operators, performed interviews with the operators, organized
interactive workshops with the operators, collected questionnaires and utilized
available product data.

These data sources all went into the design of the case base, case template
and domain model. An initial validation at one of the companies shows that
operators recognize and understand the CBR system inputs and outputs. This
serves as an example use case that works toward solving the problems high-
lighted by [17]. With regards to the main motivating hypothesis of this work
initial tests also shows increase in the operation of the machine that is aug-
mented by the CBR system. In the next part of this project the system will be
tested more thoroughly in terms of performance increase in the target domain
of the CBR system. In addition, we will develop a method for abstracting and
extracting high level knowledge from cases to be sent into a distributed case
base to ensure both knowledge sharing across competing stakeholders while not
disclosing competitive advantages.
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