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SaSeIoT 2015

Preface

The Second EAI International Conference on Safety and Security in Internet of Things
(SaSeIoT’ 2015) was held in Rome, Italy, during October 26–27, 2015, as a collocated
event of the IoT 360° Summit 2015.

This international conference attracted submissions from various countries. Each
paper went through a rigorous peer-review process, with each submission receiving
multiple reviews from the members of the Technical Program Committee. We could
only select a few of the highest-quality papers for inclusion in the final program.

The accepted papers, which focus on security and privacy issues, provide great
insight into the latest research findings in the area of the Internet of Things. In addition
to the technical papers, the workshop program also included two keynote speeches. The
first keynote entitled “Contract-Based Design Tailored to Safety Issues for
Cyber-physical Systems” was delivered by Dr. Daniela Cancila. The second keynote
entitled “Security and Privacy in IoT” was delivered by Dr. Hakima Chaouchi.

We would like to thank all the people who worked hard to make this conference a
real success. First and foremost, we thank all authors who submitted their papers for
consideration for this conference as well as all Technical Program Committee members
for providing rigorous, timely reviews. We would also like to thank the European
Alliance for Innovation (EAI) for its sponsorship. Finally, we express our gratitude to
Kristina Lukáčová for her continuous administrative support throughout the prepara-
tion of this conference.

Hakima Chaouchi
Sherali Zeadally



CYCLONE 2015

Preface

The First EAI International Conference on Cyber Physical Systems, IoT and Sensors
Networks (CYCLONE 2015) was held in Rome, Italy, on October 26, 2015, as a
collocated event of the IoT 360° Summit 2015.

The conference was an incredible first step on the way to becoming a benchmark in
the multidisciplinary fields of CPS, IoT, and sensor networks. The technologies orig-
inating from the areas of sensing, networking, control, and processing are enablers for
exciting new opportunities for researchers, engineers, and business people to innovate
in meaningful ways. And that is who CYCLONE 2015 was created for – the goal was
to bring all of these different parties together to share ideas and visions.

It was our great pleasure to host prominent keynote speakers, and authors of all the
excellent accepted papers, courtesy of the passionate and dedicated Program Com-
mittee members, to whom we would like to extend our warmest thanks. Lastly, this
event could not happen without the support of EAI and Kristina Lukáčová, the event
manager, who organized CYCLONE 2015 with great effort and expertise; and we wish
to extend our sincere gratitude to both.



GOODTECHS 2015

Preface

The GOODTECHS 2015 Conference was the first edition of a conference that aims to
become a point of attraction for researchers in the area and it was held in the beautiful
city of Rome, a worldwide renowned historical, academic and cultural center.
In GOODTECHS we were interested in experiences with the design, implementation,
deployment, operation, and evaluation of smart objects and technologies for social
good. Clearly, we were not considering only the so-called first world as the scenario for
this evolution; we also referred to those areas where ICT is currently less widespread,
hoping that it may represent a societal development opportunity rather than a source for
further divide.

It was our honor to have prominent international scholars as speakers. The con-
ference program included technical papers selected through peer reviews by the
Technical Program Committee members and keynote speakers who provided even
more insight into this area. We would like to thank the EAI for the support and all the
members of the conference committees and the reviewers for their dedicated and
passionate work. None of this would happen without the support and curiosity of the
authors who sent their papers to this first event. Finally, we would like to encourage
current and future authors to continue working in this direction and to participate in
forums like this conference so as to exchange knowledge and experiences and to make
ICT actually helpful to society.

Ombretta Gaggi
Pietro Manzoni
Claudio Palazzi



CN4IoT 2015

Preface

The First International Conference on Cloud, Networking for IoT systems (CN4IoT)
was held in Rome, Italy, during October 26–27, 2015, as a collocated event of the IoT
360° Summit 2015.

CN4IoT 2015 was conceived to analyze limits and/or advantages in the exploitation
of existing solutions developed for cloud, networking, and IoT, and to foster new,
original, and innovative contributions. We strongly believe that it is time to link cloud,
networking, and IoTs. Nowadays, ICT researchers are looking to improve networking,
for example, to effectively improve the quality of life of citizens in smart city scenarios
using IoT devices, and to put everything in place trying to improve the experience of
common users. There are masses of users who like to use the cloud but it has to be easy
to use and it must have a positive impact on their lives. Before, the cloud was an issue
only ICT researchers were concerned with. Today, many people are trying to involve
professionals in their activities, such as lawyers, doctors, engineers, and so on. They
use services like cloud services, small things, and say, “It’s amazing, that we can
interact with each other, write in the same document, we can make progress in our
work and make the workflow better.” The workflow has changed. We realize this, and
we try to move forward. It is a challenge but it is also time to change how we think, and
we are first in the row.

It was our honor to have invited prominent and valuable ICT worldwide experts as
keynote speakers. The conference program comprised technical papers selected
through peer reviews by the Technical Program Committee members and invited talks.
SDWN 2015 would not have been realized without the help and dedication of our
conference manager, Kristina Lukáčová, from the European Alliance for Innovation
(EAI). We would like to thank the conference committees and the reviewers for their
dedicated and passionate work. None of this would have happened without the support
and curiosity of the authors who sent their papers to this first edition of CN4IoT.



HealthyIoT 2015

Preface

The Second EAI International Conference on IoT Technologies for Health Care
(HealthyIoT 2015) was held in Rome, Italy, during October 26–27, 2015, as a collo-
cated event of the IoT 360° Summit 2015.

Internet of Things (IoT) devices are becoming more powerful every year, and there
is an immense amount of information flowing between them in the cloud. By applying
the concept of IoT to the health-care sector, it is possible to collect, store, and analyze
physiological data and to provide new medical services for citizens based on a constant
monitoring and early detection of dangerous situations. IoT offers greater opportunities
in the field of health care, allowing for a wider access, a better quality, and a lower cost
of health care.

When combining the power of IoT devices and physiological sensors, as well as
cloud technology that enables us to work with data in new exciting ways, we can
introduce the concept of pervasive health-care systems that provide new health services
for chronically ill patients, for people with specific diseases or disorders, and for
individuals switching to a healthier lifestyle. The HealthyIoT 2015 workshop produced
valuable insights on how the IoT systems, together with new cloud computing and big
data capabilities, can help patients, caregivers, and medical personnel to envisage new,
value-added health-care solutions for the future.

We wish to extend our great thanks to all the members of the Program Committee
for their rigorous effort, dedication, and critical eye. We would also like to thank all
of the contributing authors, whose great passion and expertise have produced deep
insight into the applications of IoT for health care. Finally, we would like to thank EAI
for their support, and Kristina Lukáčová for managing HealthyIoT 2015 with great skill
and enthusiasm.



IoTaaS 2015

Preface

It gives us a great pleasure to welcome you to the proceedings of the Second EAI
International Conference on IoT as a Service (IoTaaS 2015) held in the beautiful city of
Rome, as a part of IoT360, the international summit on Internet of Things. We plan this
event as a melting point for researchers, engineers, and business people to meet and
exchange ideas and information. IoTaaS is an international venue for publishing
innovative and cutting-edge results on the convergence of next-generation technologies
and methodologies reshaping our way of living. This conference focuses on the Internet
of Things (IoT) in general and in particular on providing innovative and enabling
capabilities “as a service.” The cloud serves as the central focal point for consumption
and delivery of such technologies and applications.

As we are striding into the era of IoT, a key question is how we make the most of
IoT for all stakeholders, including platform providers, IoT application developers,
end-users, large and small organizations (such as city councils, enterprises) that wish to
provide better service, and manufacturers of smart devices. The amount of smart
devices immersed in everyday life, from manufacturing to clothing, is growing every
day in terms of power, processing, and network connectivity. The sheer size and variety
of contextual data that they produce, along with the actions they can take on their
environment, is enormous. It remains to be answered how all this potential will come to
bear; the Second International Conference on IoT as a Service (IoTaaS 2015) aimed to
contribute to the discussion on the challenges posed by these trends.

The conference program comprised technical papers selected through peer reviews
by the Technical Program Committee members, invited talks, industrial presentations,
and a demo session. We received many good papers. These papers went through a
rigorous review process for the selection of papers for the program. The selected papers
cover a wide spectrum of topics related to IoTaaS. We had papers on architectures for
the IoT, security and privacy, semantics, and testing. Additionally, we were honored to
have two prominent keynote speakers: Gabi Zodik from IBM Research discussing
“Future Directions in Mobile, IoT and Wearable Enterprise Computing”; and Alfeo
Pareschi from Axiros, discussing “IoT Platforms: Security, Identity Management,
Ontologies and Interoperability.” Finally we were honored to have an invited talk by
Afonso Ferreira from the European Commission, who provided the commission’s point
of view on IoT research and innovation in the European Commission. We believe that
this strong program laid a concrete foundation for this conference for years to come.



We would like to thank the EAI for their initiative and support and all the members
of the conference committees and the reviewers for their dedicated and passionate
work. None of this could happen without the support and curiosity of the authors who
sent their papers to this event.

Benny Mandler
Kostas Magoutis

XVI IoTaaS 2015



MobilityIoT 2015

Preface

A wide selection of cutting-edge and insightful research papers were presented at the
Second EAI International Conference on Mobility in IoT 2015.

The 2015 conference was an IoT co-located event that took place in Rome, Italy,
during October 26–27 2015, forming one of the main conferences within the IoT 360
Summit organized by the European Alliance for Innovation, in Trento, Italy, and the
European Alliance for Innovation in Slovakia.

The Mobility in IoT 2015 conference was organized by the Faculty of Materials
Science and Technology (MTF STU) in Trnava, Institute of Industrial Engineering and
Management, in collaboration with the European Alliance for Innovation in Slovakia,
and its partner, the European Alliance for Innovation, in Trento, Italy.

It was a great satisfaction to have the opportunity to welcome and meet individuals
from around the world, all of whom share a common interest in the area of mobility in
IoT. In particular, the organizers would like to thank the presenters, who showcased
their latest research, and the audience members, who added to active discussions and
debate regarding the recent developments and the outlook for the future for the field.

The goal of the EAI International Conference on Mobility in IoT 2015 was to
provide a platform for the cross-fertilization of ideas and to present cutting-edge
innovation and technologies for sustainable solutions to the mobility agenda. The focus
of the conference reflected the EU thematic priorities for research and innovation to
improve the quality of life of citizens and make cities more sustainable with less impact
on the environment. The conference presented participants with a unique opportunity to
engage with different stakeholders from across Europe and around the world. In doing
so, the conference offered an ideal platform to empower the triple helix of university
research, industry, and government, while also providing innovative opportunities
focusing on the growth and development of mobility in IoT.

A total of 13 research papers are featured in this publication, with contributions by
researchers from across Europe and around the world. The publication includes articles
that were written and presented by authors from nine countries, including Poland, the
Czech Republic, Serbia, Italy, South Korea, Germany, Colombia, India, and Slovakia.

Among the papers presented at the conference were these presented by the con-
ference keynote speakers, Prof. Milan Dado, the Dean of the Faculty of Electronics, TU
Zilina, Slovakia, and a coordinator of the project ERA Chair H2020, who discussed the
“Internet of Things as Advanced Technology to Support Mobility and Intelligent



Transport,” Jaroslav Holeček, vice-president of the Slovak Automotive Industry
Association (ZAP), who discussed the topic of “Innovation as Basic Prerequisite of
Competitiveness of Automotive Industry in Slovakia,” Prof. George Teodorescu, from
the International Institute for Integral Innovation, Köln, Germany who presented the
topic of “i-WALK, a Different Approach to Urban Mobility,” Prof. Dušan Petráš, of the
Slovak University of Technology in Bratislava, Slovakia, former vice-rector of STU and
former dean of the Faculty of Civil Engineering, who gave a talk on the topic “Smart
Cities — Energy-Efficient and Environmentally Friendly Housing,” and Dr. Predrag K.
Nikolic, Associate Professor at the Faculty of Digital Production, EDUCONS Univer-
sity, Serbia, and visiting professor at the Bergen Academy of Art and Design, Norway,
as well as Shenzhen School of Industrial Design, China, who presented the topic of
“Multimodal Interactions: Embedding New Meanings to Known Forms and Objects.”

The participants were particularly impressed by the wide range of innovative
research solutions presented during the conference. As a result, the papers included
here, in our opinion, accurately reflect the diversity of content and rapidly developing
nature of the IoT agenda. The research not only illustrates the current state of the art in
the field but it also helps to contribute to defining the future thematic areas of debate.

In conclusion, the Scientific Committee members and organizers would like to
express their sincere thanks to all the authors and audience members who attended the
conference in Rome, Italy, and also the authors, who contributed to the creation of this
Mobility in IoT publication.

Dagmar Cagáňová
Jana Šujanová

XVIII MobilityIoT 2015



S-Cube 2015

Preface

This volume contains the proceedings of S-Cube 2015, the 6th International Confer-
ence on Sensor Systems and Software. The conference took place in Rome, Italy,
during October 26–27, 2015. The aim of the conference was to provide a forum in
which researchers and practitioners from academia and industry, as well as the
“makers,” may work together in order to present and debate the different innovative
solutions and applications in sensing systems and associated software.

This year the conference was organized in conjunction with the IoT360 Summit and
was focused on the Internet of Things (IoT) paradigm. The reason for choosing this
topic is that the IoT has slowly but steadily and increasingly permitted what researchers
and engineers study and build. “Sensing systems” and “software” play a crucial role for
the emerging world of the IoT.

S-Cube received a total of 28 paper submissions of which ten were selected for full
publication and presentation. Apart from full papers, six short papers and four invited
contributions are published and were presented during the conference. Paper submis-
sions were received from 14 different countries from all over the world. The selection
process involved over 90 reviews with all papers being evaluated by at least three
independent reviewers. In addition, the reviews were discussed off-line by the chairs
and the Technical Program Committee, prior to making final decisions. The final
program covered a wide range of topics, which were grouped into six sessions: Sen-
sors, Experimentation and Prototyping, IoT and Cyber Physical Systems, Software,
Self-x and Smart Methods, and Evaluation and Analysis.

The conference program included other elements in addition to the presentation of
research papers. Two keynotes were given by Andrew Markham, Lecturer in Software
Engineering at the University of Oxford, UK, and Fahim Kawsar, Head of IoT Research at
Alcatel Lucent Bell Laboratories, Belgium. Dr. Markham and Dr. Kawsar spoke about
“Structural Monitoring” and “Innovative Human Centered IoT Systems,” respectively.

We would like to thank all authors for their contributions to this volume and in
particular the reviewers for their hard work that significantly helped to improve the
initial submissions and made our work easier when selecting the papers. We would like
to also thank all the volunteers who shared their talent, dedication, and time for the
workshop arrangements and for preparing these proceedings.

Andrey Somov
David Boyle



InterIoT 2015

Preface

It is our real pleasure to welcome you to the proceedings of the First EAI International
Conference on Interoperability in IoT held in the amazing city of Rome, Italy. Colo-
cated with the IoT360 summit and taking advantage of its attractiveness, InterIoT 2015
offered an exciting technical program consisting of a keynote speech, invited talks, and
technical sessions that presented original and fundamental research advances in all
aspects of interoperability of these heterogeneous IoT platforms. Indeed, IoT products
are now hitting the market across a large variety of segments. Often driven by the fear
of “falling behind”, small and large companies push their engineering teams to produce
solutions quickly. The result is that the market is highly fragmented: A large number of
non-interoperable solutions are being installed, eventually leading to increased costs,
inefficiencies, customer frustration, and a rate of adoption of the IoT that is much
slower than that touted by analysts. The market is now at a state where we ought to
think about interoperability. Interoperability appears to a major and new challenge.

The goal of InterIoT is to bring together practicing engineers and advanced
researchers to share information on the state of the art around interoperability in the
IoT, analyze what is needed, and identify the work that lies ahead to increase the
number of interoperable IoT products.

We received high-quality submissions from all parts of the world. After a rigorous
review process, eight regular and invited papers were included in the technical pro-
gram. The program also featured a keynote addressed by Prof. Carsten Bormann from
Universität Bremen, Germany.

We would like to thank the Technical Program Committee chair Dr. Thomas Wat-
teyne, who did a remarkable job in the establishment of the technical program. The
conference would not have been possible without his help or that of all the TPC
members, publicity chair, and external reviewers, who volunteered their time and pro-
fessional expertise. We would like to take this opportunity to thank all of them for their
help. We would also like to thank all the authors for contributing their quality work, and
our sponsors and partners for their support, including CREATE-NET and EAI. We
received excellent and support from our sponsors, especially from Kristina Lukáčová
who managed the conference organization. Sincere and dedicated thanks to her.

Finally, we hope you enjoy the proceedings.

Nathalie Mitton
Thomas Noel



SDWNCT 2015

Preface

The Second EAI International Conference on Software Defined and Virtualized Future
Wireless Networks and Cognitive Technologies (SDWNCT 2015) was held in Rome,
Italy, on October 26, 2015, as a collocated event of the IoT 360° Summit 2015. SDWNCT
aims to explore new design spaces, new challenges and solutions, as well as new appli-
cations and services of software-defined virtualized future mobile and wireless networks.
At the same time, it targets enthusiastic researchers and practitioners from AI and
IoT-related areas sharing the common goal of addressing the challenges posed by the
Cognitive aspect of IoT by using new or leveraging existing Artificial Intelligence tech-
niques. All this to bring to the community original and inspiring research contributions
from technology experts, designers, researchers, and architects in academia and industry.

It was our honor to have invited prominent scholars as keynote speakers. The con-
ference program comprised technical papers selected through peer reviews by the Tech-
nical Program Committee members, invited talks, special sessions, and a demo session.
Putting together a workshop of the scope and caliber of SDWN was a challenging and
exciting undertaking. We are very grateful for the contributions of each of the members
of the Technical Program Committee in selecting the best out of all outstanding work
submitted. SDWNCT 2015 would not have been a reality without the help and dedication
of our conference manager, Kristina Lukáčová, from the European Alliance for Innova-
tion (EAI), who worked with us and the Technical Program Committee chairs. As
Organizing Committee, we hope you enjoy the procedings of SDWNCT 2015 and the IoT
360° Summit 2015, which includes high-quality and exciting research work in SDN and
Cognitive Technologies applied to future services in IoT.

Bruno Astuto
Athanasios V. Vasilakos

Frederik Santens
Radu-Laurenţiu Vieriu
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Abstract. This paper provides an initial architecture specification of a man-
agement framework to address the challenges associated with the robustness and
reliability of large scale IoT systems, specifically through mechanisms for
orchestration of resources for reliability and dependability supported by IoT
functional virtualization.
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1 Introduction

The Internet of Things (IoT) domain continues to grow rapidly and the numbers of
devices, interfaces, operating environments, applications and services has exploded
making the need for integration and management of intelligent devices and data more
critical if efficiencies of scale are to be achieved within IoT ecosystems. The IERC in
[1] explore three macro challenges that have been identified in relation to the evolution
of IoT - namely: billions of devices, IOT management for robustness and reliability,
and thirdly intelligent reasoning over IoT data. Forecasts tell us that by 2020 there will
be in excess of 50 billion devices connected to the Internet generating massive volumes
of data that must be delivered on time, in the correct format and to the appropriate
end-user in order to deliver sustainable services, this drives the need for robust IoT
management and the ability to transform raw data streams into actionable knowledge.
This paper focuses on the IoT management for robustness and reliability macro
challenge and specifically the sub-challenges of (i) orchestration of resources for
reliability and dependability, and (ii) IoT functional virtualization. Resource orches-
tration relates to the ability to evaluate dependencies between sensing requirements,
networking and physical resources and their relationship to QoE and reliability and the
overlaying application. Functional virtualization offers the ability to decouple appli-
cations from the underlying physical infrastructure and can support multi-tenant
applications. This paper will provide the initial specification of an architecture (utilizing
the IoT-A reference architecture as a basis) to support seamless interaction between IoT
applications and connected smart objects (things, people, and products) through the
realization of a framework, based on the software defined networking (SDN) princi-
ples, which bridges the digital and physical system components. This will result in the
specification of reference architecture for infrastructure (embedded and mobile devices)
management within IoT ecosystems where the orchestration of resources and
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virtualization is addressed through SDN partitioning using physical and virtual parti-
tioning to create a service management framework for sustainable service delivery.

2 Current Approaches to Smart Object Management

The integration of smart objects into IoT platforms typically focus on providing a
data-centric mechanism for IoT services. This involves data being published remotely
(either directly or via an Internet bridge), stored in a data warehouse and published to
third party cloud platforms. This supports the development of content rich applications;
however the impact these applications have on the underlying infrastructure is only
loosely coupled. With the upsurge of connected devices, there is an ever increasing
need to provide a set of autonomous management functions that integrate configura-
tion, operation, administration, security, and maintenance of all elements of the IoT
network. The dynamic grouping and autonomous management of smart objects
expected by IoT applications means that traditional network management is not directly
transferable in cases where manual configuration and tuning is often required by net-
work administrators.

2.1 Software Defined Networking for IoT Infrastructures

SDN brings with it the opportunity to separate the control plane from the data plane,
centralize the logical network control and abstract the underlying physical infrastruc-
ture from the applications and services being executed in the network [2]. The control
plane is the core element in a SDN infrastructure and is defined as a set of software
controllers that provide the network forwarding function and lies between the physical
devices at one end and the applications/services at the other. Abstracting the entire
underlying infrastructure in virtual entities makes it possible to create different network
applications which accomplish the needs and requirements of different IoT applica-
tions, using the same infrastructure. Different IoT marketplaces have been appearing
over recent years, which use virtualization of the network and the virtualization of the
smart objects to provide end-to-end services without considering the characteristics or
state of the network and their components. From the end-user view, the underlying
infrastructure should be considered as an autonomous system which works as expected
and is managed by itself. The translation of application requirements to the underlying
infrastructure can be achieved by the generation of policies, which will provide a set of
rules to meet application specifications. In terms of SDN this task is handling by the
North Bound API. There are several policy-based languages (Procera, Frenetic, FML
and Nettle) which build a policy layer on top of existing controllers and are responsible
for converting high-level policies to flow constraints that are be used by the controller.
However, these policy-based languages are standalone and provide compatibility only
with the South Bound API standard OpenFlow. A common alternative for the North
Bound API are RESTFul APIs which are simple and straightforward for developers,
but often do not support the metadata necessary for programing automation [3]. Cur-
rently, for the North Bound API there is no standard approach defined, and the existing
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solutions do not accommodate the needs of general IoT ecosystems resulting in static,
application specific APIs. In enterprise networking SDN has been promoted as a
solution to manage large-scale distributed networks and brings with it scalability and
reliability making it an attractive solution to manage, coordinate and optimize the use
of resources in diverse IoT infrastructures. Key performance indicators at the control
plane are managing scalability and guaranteeing reliability and to do this the deploy-
ment of multiple distributed controllers is required. Control partitioning is driven by
horizontal or vertical partitioning in order to subdivide the physical infrastructure into
multiple domains. Hand-in-hand with this is the need to identify where to place con-
trollers and how many controllers are required when dimensioning the network.
Approaches to distributed control partitioning include Onix [4], DevoFlow [5],
HyperFlow [6]. These SDN technologies are designed based on assigning fixed par-
titions over a rigid infrastructure with static controller assignment per partition where
the network infrastructure is considered to be composed of typically wired switches,
routers and high end servers. However, in IoT infrastructures such networking
infrastructure will not be the norm and physical devices will be dispersed over a
significantly more loosely coupled heterogeneous environment. The complementary
problem of controller placement and quantity has been explored in [7, 8] and their
findings surmise that no generalization can be drawn on the numbers and placement of
controllers that is applicable to all networks. Placement depends on the network
topography and performance metrics defined by service level agreements (SLAs) that
need to be met based on delay, bandwidth, and reliability for example. SDN Controller
communications is driven by one of three communications interfaces, namely the
northbound, southbound and east-west bound interfaces. OpenFlow is the protocol that
is most widely accepted as de facto when implementing SDN solutions for the
southbound communications interface and on the northbound interface REST APIs are
proving popular choice among vendors. The east-west bound interface while being
accepted as being needed to support inter-controller communications between parti-
tions or federations of devices is not currently supported by any standard or established
protocol and is as such the most immature among the available interfaces in SDN
implementations but is critical in order to manage federations of SDN domains.

3 Proposed Management Framework

IoT-A [9] was developed to define the basic IoT domain concepts and the functional
components of the reference architecture. Furthermore, IoT-A encapsulates a set of
models to establish a common understanding of the IoT domain such as a Domain
Model to identify entities, resources and services that are important actors of the IoT
scenario, and an Information Model which specifies how the information will be
modelled. Utilizing a direct instance of the IoT-A reference architecture as a basis, we
have created the initial specification of an architecture to support the management of
connected smart objects. An abstract representation of the framework is provided by
the functional model that defines IoT-A. The functional model is composed of several
functionality groups (FGs) which provide the functionalities for interacting with the
instances of these concepts or managing the information related to the concepts.
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Figure 1 shows our functional model instanced by the IoT-A. Each FG is composed of
different functional modules (FMs).

The Management FG encapsulates the control and maintenance modules of the
framework, providing tools to assess the performance of smart object networks in terms
of resources constraints, throughput, connectivity etc. The Service Organisation FG
maintains a domain registry including a semantic model of smart object(s) and parti-
tions. The IoT Process Management provides the network operating system that is
responsible for generating, mediating and invoking service policies between applica-
tions and smart objects. The Virtual Entity and IoT Service FGs provide capabilities to
represent the current state of resources, conflict resolution between service require-
ments and a set of services to monitor and maintain system stability. The Communi-
cation FG provides an abstraction from the various interfaces required to form a
communications backbone for the components of the framework. This component is
logically located in the smart object, with the aim to provide common APIs for

Fig. 1. A functional view of smart object management framework.
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exploiting resources, manage network services and handle inconsistence issues. The
Device FG is not included in the mapping of functional Unified Requirements of the
IoT-A while it needs to be considered when devising a concrete IoT system. However
from an infrastructure management perspective, the Device FG plays an important role,
as the devices need to host common functional blocks to enable autonomous man-
agement between smart objects. From an implementation perspective the type of device
will dictate the level of sophistication of the controllers deployed on them. A key aspect
to the proposed management framework is to ability to dynamically partition the
infrastructure to meet IoT application needs. Figure 2 provides a high level functional
view of the proposed partitioning mechanism. It is composed of a number of functional
blocks that from one side allow for the dynamic partitioning of physical infrastructures
and from another derive a virtual overlay to service IoT applications.

A number of context-aware smart controllers are required to coordinate and optimize
the use of physical resources. A key component is the development of a Master Con-
troller (MC) which is responsible for the discovery, classification and registration of
smart objects within the management framework. Thus, the MC will act as the initial
mediator between applications and the supporting physical infrastructure. The MC will
utilize existing approaches for the classification, registration and discovery of smart
objects. It is assumed that each smart object has a remotely configured Smart Object
Controller (SOC). This concept will enable smart object bootstrapping where they
connect and register with the resource repository. To realize a SOC requires the fol-
lowing base functionality, RESTful service interface to consume and process RESTful
requests, object interface (for control of physical devices), information model and
embedded management functionality. The use of the reference framework specification
will ensure implementation is consistent however the execution environment may result

Fig. 2. IoT infrastructure partitioning
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in a number of SOC types. From an IoT systemmanagement perspective, EU FP7 project
iCore provides a base framework for the representation, registration, composition and
discovery of virtual entities to support multiple IoT applications over the same infras-
tructure. Similarly EU FP7 project OpenIoT provides mechanisms for context-aware
ranking of smart objects to establish relevance to application needs; it is acknowledged
that many middleware platforms provide basic search capabilities (proximity and data
type) focus and as such should be leveraged by the proposed framework.

To distribute the management functionality requires the creation of localized
controllers that can proactively partition the physical infrastructure to meet varying
QoS demands. The formation of these physical partitions in highly-dynamic IoT
environments is analogous to clustering mechanisms used in MANETs. Within this
domain a number of works have been proposed for clustering, each using various
factors to drive the election of a device as a cluster head (CH). The factors utilized
include the degree of the nodes (the number of neighbors that a node has), node
mobility and node energy. In addition there exist approaches that target the combi-
nation of these factors as weighted metrics to optimize the selection of the cluster head.
The challenge is to maintain the stability of the network once the cluster head has been
elected, it is impacted by mobility of devices, resource depletion, connectivity etc. This
challenge is exacerbated further in IoT systems where a number of virtual overlays
driven by service level agreements are formed and rely on the stability of the under-
lying physical infrastructure. Therefore it is proposed to extend these metrics to
incorporate the current context (how the smart objects are being used, what they are
being used for, and the resources available, smart object/service priority and current
SLAs being supported).

Virtual Partitioning will create an elastic overlay that collapses or expands
depending on the current context and workload. Unlike existing SDN implementations,
controllers will be dynamically created and deployed based current context including
new and existing service requests and will manage smart objects within specific regions
of the infrastructures. Neither enterprise wired SDN solutions such as OniX, Devo-
FloW, FlowVisor or wireless network SDN approaches such as TinySDN, Sensor
OpenFlow, SDWN, UbiFlow, CellSDN and OpenWireless consider dynamic controller
creation, assignment or deployment. These solutions rely on proactive partitioning and
controller assignment, where all controllers are assumed to be statically deployed on
permanent devices for the duration of the network with fixed end devices. We argue
that in order to manage connected smart objects in the context of IoT relying on the
need for fixed infrastructure to manage scalability is not appropriate and clustering
devices must be reactive based on current context. Smart Object Controllers (SOC) are
software modules that are assigned and deployed on appropriate smart objects at
specific instances of time and can be moved, split or consumed at will, driven by the
IoT infrastructure workload. Virtual partitions can expand and consume other partitions
with the controller taking over the management of the consumed smart objects.
Likewise partitions can collapse when controllers experience overload and need to shed
resources and new controllers and will be dynamically created to manage the resources
released. To support the collapsing and expanding of federations it is proposed to
develop an east-west bound controller management protocol to support inter-controller
communications and will leverage existing protocols such as OpenFlow, BGP, EIGRP
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and will be used for partition maintenance and stabilization. The primary focus for this
framework is context driven partitioning and dynamic controller creation/assignment
rather than flow management. To enable flow management, load balancing, mobility
and handover management the framework will adopt concepts from SDN wireless
solutions such as UbiFloW (which has been designed for urban scale software defined
IoT networking and uses distributed hash tables to support mobility and network
calculus for flow management), CellSDN, which targets policies for cellular applica-
tions that are driven by subscriber needs, instead of physical locations, Sensor Flow
targets SDN over WSNs and OpenWireless which looks at handover for high rate video
stream between networks. A critical consideration is the impact the formation of virtual
partitions will have on the physical infrastructure; this is represented as the IoT
infrastructure boundary in Fig. 2, this requires cross-layer collaboration among smart
object controllers to ensure firstly, the physical infrastructure can support IoT services
and secondly, the virtual partitioning of smart objects does not to detrimentally impact
the stability of the supporting infrastructure.

This paper provides a functional specification of a management framework based
on the IoT-A reference architecture that aims to ensure the impact of multi-tenant IoT
applications has on the stability and robustness of the supporting physical infrastructure
is taken into account during development. Future work includes the realization of a
concrete instance of the reference architecture and the development of novel
methodologies using concepts of SDN to manage the boundary between the physical
and virtual partitions that support future dynamic and scalable IoT applications.
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Abstract. Internet-of-Things (IoT) services offer a great potential in many
different enterprise application areas for improving efficiency gains to com-
pletely new business processes (BPs). However, due to diversified nature of the
devices involved and uncertainty of business objectives associated when
structuring BP aware IoT services, significant concerns of standardizations still
have to be overcome. In this paper, we identified and integrated contexts of BPs
to IoT services by means of role-centric view in order to define BP aware IoT
services’ reference architecture. Configurable role based approach and model
enables a systematic credentials and reuse of standardized IoT services in layers,
while allowing participants of IoT services’ reference architecture to understand
and imply possible variations. It is proposing a configurable role based concrete
architecture layers incorporating topographies for capturing resources, data, and
physical objects involved to IoT services. The methodology is validated with a
case study of commercial surveillance camera and security alarm systems.

Keywords: Business processes (BPs) � Configurable � Integration �
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1 Introduction

The next wave in the era of IoT services will be outside the realm of the traditional
automation paradigms, many of the objects that surround us will be in adherence to
BPs in one form or another. BP modeling specializes on describing how activities
interact and relate with services rendered for IoT while supporting the operation of the
business. The representation of an enterprise and its BPs have been the focus of
research in past years and significant work has been done on developing BP modeling
concepts, methodologies and ontologies [1–3]. Recently, various attempts and analysis
have been performed to synergies between BPs and the specification of IoT service
modeling [4, 5].

In order to integrate IoT resources into BPs, it is therefore necessary to establish
principles and reference architecture for service-enable IoT resources, example, utility
device’s monitoring services that are accurately structured, composited, and mapped to
interact with the billing and payment BPs. Using a service-based approach offers the
additional advantage of hiding the heterogeneity of IoT device and associated
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information model from the BP orchestration. However, it results in the generation of
enormous amounts of concrete relationship between IoT services and BPs. The rela-
tionship information have to be stored, processed, and presented in a seamless, effi-
cient, and easily interpretable form. This model will consist of set of IoT services that
are commodities and delivered in a standardized manner.

Inherently, it needs to be based on actual events that are either detected directly or
by anticipated real-time behavioral analysis of the IoT services. Such events can occur
at any time in the correlations of the BP activities [4]. Modelling such events into an
IoT service is cumbersome, as they would have to be included into all possible BP
activities. It leads to an additional complexity and making it more difficult to under-
stand the modelled BP. Secondly, how to react on a single event can depend on the
context of BP. A simple critical example is the smoke detecting device that recognizes
a sharp rise in temperature then the nearest rescue team needs to be notified.

Modeling BP involves capturing the structure of enterprise’s business objects and
their relationships to correctly enumerate corresponding activities associated with the
business object [2, 6]. A business object exhibits different role according to the rela-
tionships that it has at a given time. Currently, due to the uncertainty in the behavior of
such business object, integrating IoT services into BPs requires a lot of engineering,
deployment, configuration within middleware, and enablement of custom development.
Every new IoT resource and installation requires significant effort. A major short-
coming of existing approaches to configurable BP modeling in the context of IoT
services is the lack of mechanisms for standardizing and capturing categories of
variability beyond the control flow perspective of business objects.

In this paper, we proposed configurable role based concrete architecture layers to
streamline and classify IoT services and associated compositions. The key contribution
is to place reference architecture for IoT services in the context of enterprise-grade BPs
to support a range of variations in the way roles and business objects are associated to
BP activities. It provides a framework and a platform to introduce and configure role
models that can relate IoT services in association with the activities of BPs. Section 2
represents our analysis to indicate the significance of roles in BP aware IoT services.
Section 3 describes the potential variability requirements of IoT services and desired
configurability paradigms. Section 4 presents our approach to structure role based
layered architecture to constitute BP aware IoT reference architecture, whereas, Sect. 5
provides a real case study performed and our observations. Section 6 concludes our
findings and discusses future evolvement.

2 Implications of Roles in BP Aware IoT Services

Role-based modeling allows roles to focus on BP activities and their own parts of
work. The role models are required to negotiate with each other in order to associate
with the IoT services. Due to the collaborative nature of role-based modeling, nego-
tiations among roles have a crucial impact on the overall BP. Typically, roles differs
from each other based on the differences in their behavioral characteristics of
responsibilities as well as method of negotiation. We have analyzed significance of
roles and their categories in BP aware IoT services.
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The concept of role is used in various different methodologies. As indicated in
[3, 6], Kristiansen has proposed to set role properties, which are commonly regarded as
a conceptual basis for defining roles. In BP modeling, there are also approaches based
on role modeling such as Role Interaction Networks (RIN) and Role Activity Diagrams
(RAD). Here, roles are considered as sets of ordered interactions. Role activities
describe the interaction between pairs of roles, from a driving to a target role. However,
these approaches do not fully depict context of IoT services and describe relationships
or separate other concerns of IoT services.

IoT service delegation is often defined as a mechanism of all or a subset of roles to
one or more other business objects including the physical devices that participate in BP
activities [7–9]. No business object can delegate the defined role. However, in many
cases, a business object may want to delegate some missions from specified role. In
most cases, when IoT services are involved, IoT service to role delegation is needed.
For example, if the satellite transmission of dedicated radio frequency is distressed due
to signal to noise ratio, it must delegate to other radio frequency based on the defined
role rather than based on business object (satellite). For instance, IoT services “eval-
uating the conditions of the quality of transmission” and “preparing the diversification
to receive and/or transmit the information stream” can be delegated to the channels
associated with the other radio frequencies pertaining to the role.

The analysis also indicates that the rules must be defined and configured [10], as
there are constraints required to be imposed on the roles to IoT services delegation
associated with the BP activity. In the presented scenario, not all dedicated radio
frequencies can be utilized for the particular purpose in context or information stream
that needs to be transmitted.

IoT service to role delegation allows precisely specifying and emulating anticipated
physical behavior in the context of the BP activity. A role defines a set of extrinsic
properties and behavior necessary to realize its participating IoT services. Roles can be

Table 1. Primary categories of role models for IoT services.

Type of role
model

Example context of IoT service Areas of implication

Representative Specifying serial number and version
of IoT device

IoT service binding and presentation

Observatory Logical tracing of the physical IoT
resource

IoT service’s service level agreement
(SLA) association and monitoring

Associative Update states of multiple IoT devices
to perform an activity

Multifaceted characterization of IoT
services operations

Collaborative Integrating platform or system feature
capabilities to IoT service

Cross-functionality of IoT service
operations

Operative Defining actions and alternatives in the
course of state change of IoT device

IoT service operations’ action
associated with BP activities

Executive Decision to terminate or instantiate IoT
service session

IoT service execution and transition

Enumerative Listing states of IoT device to the IoT
service variable

IoT service parameters and
validation
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constrained in the context of IoT services. A constraint asserts conditions between the
roles and IoT services that can be expressed informally or formally. Binding the roles
with the IoT services depicts the classification and association in the context of specific
BP activity or set of BP activities. We have identified 7 different primary categories of
role models that can be utilized for IoT services. Table 1 provides the type of role
models identified, example context of IoT service, and their areas of implication.

A configurable IoT service to role model is needed to provide multiple forms of
delegations and to enable flexible role model association with IoT service. We defined
configurability paradigms as a mechanism that allows an IoT service to participate in
various BP activities with different objectives.

3 Variability of IoT Services and Configurability Paradigms

In principle, the variability of the IoT services can be depicted independently of the
BPs by means of a set of IoT resource facts that form the space of IoT resource’s
logical states. IoT resource fact is a set of variables and their responsibilities repre-
senting a feature of the IoT service operations, example, performing a video record-
ing of the installed surveillance camera to particular zone of construction site.
The surveillance camera can be physically enabled or disabled. The Boolean variable to
enable surveillance camera and zone are the IoT resource facts in above example.

IoT service operations can group IoT resource facts according to their content and
required actions. All facts of the same IoT resource can be set at once by identifying the
corresponding logical states and their transitioning. Interdependencies between these
states can specify a partial order in which the IoT service operations should be posed in
association with any of the role model identified in Sect. 2 Table 1.

The configuration expression of role model associated with the IoT service can then
be conditionally dependent on such IoT resource facts. For example, the operative role
model associated with the IoT service in which the video recording is performed must
be set to allowed when the corresponding fact of installed surveillance camera is set to
enabled, while it must be blocked or hidden when the fact is set to disabled. Such a
configuration expression might also be dependent on a combination of multiple IoT
resource facts. The facts can be combined in propositional logic within the configu-
ration expression of role model that captures their interplay. It is then possible to ensure
that a single instance of role model will never have two configuration values at the
same time (example: blocked and hidden).

Additional constraints when associating instance of role model with IoT service can
be specified in the configuration expression in the form of either through specifying
maximum value, minimum value, or range of values to the facts. In the example of
satellite radio frequency transmission in Sect. 2, type of information stream that is
required to transmit can be constrained for specified range of satellite radio frequency.

During the modeling of roles for IoT services, we adapted and implied four distinct
methods to identify configurability paradigms, each having its own application areas as
detailed in [5]. Following is the list of methods and their overview.
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• Design: The type of configurability paradigms is for handling anticipated changes in
the IoT services, where supporting operations can be defined at design-time in
considerations of the IoT resource facts.

• Deviation: It is for handling the occasional unforeseen behavior of IoT service
operations, where differences with the expected behavior are minimal.

• Under-specification: It is for handling anticipated changes in the IoT service
operations, where IoT resource facts cannot be defined at design-time due to the
final state is not known in advance or is not generally applicable.

• Change: It is either for handling occasional unforeseen behavior, where differences
require BP adaptations, or for handling permanent unforeseen behavior.

Each method provides insight of the correlations between the associated role model
and IoT service. The role model specification and corresponding configuration
expression participates to construct BP aware IoT services in the form of IoT services’
metadata. They also ensure the anticipated completeness of IoT service for the BP
activity in consideration. Based on the above methods, we distinguished 5 types of
configuration expressions that can be leveraged to the role models identified in Sect. 2
Table 1 and corresponding IoT resource facts. Table 2 presents the types of configu-
ration expressions of role models, the respective type of role models on which they can
imply to, and example context of IoT resource facts.

4 Deriving Role-Based Architecture Layers: BP Aware IoT
Services

IoT services’ reference architecture provides a generic solution that needs to be indi-
vidualized to fit a specific set of BPs. An IoT service is anticipated to integrate multiple
elements that are distributed across several enterprises and communicate with each
other, at least partially, by using underline protocols and standards. Furthermore,
the IoT services to be operated and maintained throughout the whole lifecycle of the
enterprise and corresponding BPs. If BP activities are facilitated by an enterprise, the
efforts expected from the IoT service providers can be streamlined and derived, thereby

Table 2. Types of configuration expression of role model associated with IoT service.

Configuration
expression type

Role model type(s) Example context of IoT resource facts

Reactive Executive and operative Setting lower and upper limits for
voltage control

Proactive Observatory, associative,
collaborative, and
enumerative

Configure specific system alert type for
particular state of machine

Conjugative All Setting voltage control limit for
particular state of the machine

Predictive Observatory and enumerative Setting valid states of machine for the
specified timeframe

Conductive Executive, operative, and
associative

Allocate action type of “switch-off” for
the particular state of machine
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enabling the entry of new requirements and new enterprise elements to the emerging
ecosystem effectively through the established reference architecture.

For this reason, the reference architecture shall provide support throughout all the
lifecycle phases of the IoT services. These phases can be derived in the perception of
delegations of role models and IoT services. It must enable IoT services to support
associating the configuration expression of role model necessary to meet the com-
pleteness of IoT services in the context of BP activities. In the reference architecture,
the difference is made between the processes dealing with the design, development, and
deployment of the IoT services (that is, strategy, system, information, infrastructure,
and product related events associated with the IoT resources and their facts) and their
core operations, which include the anticipated groups of fulfillment and assurance of
BP activities. Following principles of service oriented architecture [11–13], we defined
discrete IoT services’ reference architecture layers by means of specifying delegations
of role model and IoT service.

Figure 1 provides the layers of reference architecture and corresponding respon-
sibilities. Each layer reveals and factorizes correlations between role model and IoT
service to depict the concrete architecture for a specific set of BP activities.

Fig. 1. Layers of BP aware IoT services’ reference architecture

IoT Resource Facts’ I&S (Identification and Specification) Layer: It is the fore-
most and initial layer to recognize IoT resource facts including paradigms of physical
objects involved. The example facts that can be captured are installation zone, version,
and status of security alarm device. The layer is also responsible to either identifying or
deriving (if already exists) role model and SLA (service level agreement) specification
in association with the IoT resources’ facts. In the specific example, observatory role
model can be recognized with the zone to monitor any deviation in status of security
alarm device.

IoT Service Discovery Layer: Discovery layer is to define and model granularity of
the IoT service. It includes modeling service output, service type, service level meta-
data, and the geographic area for which the service is provided. The representation of
the service specification will also be linked to the service description during the
modeling. Role model configuration expression and constraint specification in adher-
ence to identified facts are the responsibilities of this layer. For instance, IoT service
model to manage security alarm device requires to express and designate security alarm
observatory role derived from observatory role model with the firmly defined status
values (example: it can either be away, stay, bypass, not ready, ready, alarm, and check,
however, can’t be anything else than the specified values).
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IoT Service Mediation Layer: Actual composition of the IoT services and definition
of the corresponding operation are the primary responsibilities of the layer. IoT services
can be invoked either in a synchronous way by responding to service requests or in an
asynchronous way by sending notifications according to subscriptions previously made
through the service. Service registry is being utilized to register resource history and
metadata associated with IoT service operations. Role model instance association with
IoT service model and specification are also integral part of service mediation layer. It
actually provides reusability across multiple BP activities by differentiating IoT ser-
vices in presence of type of role model associated with it. The IoT service to manage
security alarm device can be associated with observatory role model as well as oper-
ative role model, however, the purpose of the IoT service changes and respective
model, instance, and utilization differs (as indicated in the case study of Sect. 5).

IoT Service Gateway Layer: IoT service gateway responsible, at the very minimum,
for enabling the secure connectivity between the short range IoT resources, sensing and
actuating devices, and other services of the enterprise and/or BPs. It may also imple-
ment security-related functions as well as perform run-time discovery and validity of
the devices and their services. Role-based entitlement and enforcing security policies
are also the accountabilities of this layer. The policies for security alarm observatory
role can be defined and checked to ensure that the right level of access to the manage
security alarm device IoT service is available including any security protocol (such as
token based authentication) needs to be utilized.

IoT Service Mapper (to BP Activity) Layer: IoT service mapping to BP activities
that complements the capabilities of BP aware IoT service. It establishes common
understanding between the IoT services utilization with respective to the identified and
placed BPs. Continuous update to the role model and their desired variations based on
BP activity and SLA monitoring are the critical aspect of the functionalities of this
layer. The manage security alarm device IoT service with associated security alarm
observatory role can be utilized within the BP activity of inventory check pertaining to
billing and payment BP.

5 Case Study and Observations: Security Alarm System
and Surveillance Camera

For the initial proof-of-concept, we considered first level primary BPs for the enterprise
offering commercial security alarm system and surveillance camera to their customers.
Following are the four initial BPs modeled for various desired activities to manage
integrated security products along with accessible commercial monitoring services
option. For each of the four selected BPs, we then identified all the differences among
the associated requirements and activities variants. Based on this information, we
created a single multifaceted BP model for each BP that incorporates all the BP
activities and respective ordinary runtime choices using IBM WebSphere Process
Server’s process modeling capabilities [2]. Following are the four BPs.
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• Prospect and Quote to Order: It is a BP to approach the prospect and generate the
quotation based on the required integrated security products by the customers. It
also validates the legitimacy of customer, product, and location.

• Installation and Activation: This BP is to procure material, establish physical
equipment and agent support, initial system level updates and setup, customer
approval, and closing of an order.

• Provisioning and Monitoring: It is the subsequent BP to installation and activation
to offer monitoring and surveillance of activities based on installed products.
However, it is independent of installation and activation process as customer has
option to subscribe or degrade levels of provisioning.

• Billing and Payment: The BP is to introduce automation to trigger invoicing and
online payment based on the utilization of the installed and activated products as
well as subscribed provisioning levels. It also addressed non-payment through
termination of provisioning and initiating collections.

The IoT solution architecture is derived from the presented reference architecture
and the role model variants for acknowledging the utilization of IoT services in daily
practice. We modeled IoT resources facts of all versions of the surveillance camera and
security alarm products that are either deployed or under deployment to the customers.
Each layer of the reference architecture is disseminated, for example, IoT Resource
Facts’ I&S layer considers the properties of security alarms such as zone that obser-
vatory role has to monitor for billing and payment BP.

We have logically categorized and build the information model that carries 146 IoT
resources facts. Eventually, the analysis to model IoT services has been performed and
17 IoT services are being deployed in the production environment using IBM inte-
gration bus features [12]. As part of a BP definition, a process designer defines BP
activities that describe the high-level interfaces and business objects to an IoT service
in association with configured role model.

The total number of mapped (to the identified BP activities) differentiated IoT
services with the variant role model association is 64. It indicates the factor of reuse is
significantly higher (1:4 and 276 %) than legacy methodologies and existing approa-
ches. Table 3 provides an example of differentiated IoT service for managing security
alarm device in the context of diversified BP activities of different BPs.

Table 3. Differentiated IoT services example for managing security alarm device and its
utilization.

Reference architecture
paradigms

Provisioning and
monitoring BP

Billing and Payment BP

Associated BP activity Create alert Create invoice
Number of IoT resource facts
participated

7 4

Role model type Operative Observatory

Configuration expression type Conductive Predictive
IoT service operation
responsibility

Identify provisioning level
subscribed and compute the
severity of alert

Identify provisioning level
subscribed and compute the
associated pricing
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During the modeling as well as deployment of the IoT services, we have observed
certain subjective advantages and challenges. Following list describes the primary
findings when constituting BP aware IoT services utilizing configurable role-based
architecture layers that BP architect can take into consideration.

• When modeling IoT service and their variants in terms of role association, we have
to decide which information flow or control flow alternatives are subject to con-
figuration and which ones shall be common across BP activities.

• When defining relevant constraints for a set of IoT resource facts within the con-
figuration expression of role model, the architecture usually does not only refer to
one type of constraint, however, to increase the correctness of the operations,
different constraint types must be considered.

• To combine several options to configure a specific role model variant, the IoT
services’ solution architecture derived from reference architecture must decide how
to group IoT resource facts to the operations. Thereby aspects such as maintain-
ability as well as extendibility have to be considered. The resolution and judgement
between coarse-grained versus fine-grained also must have to be implied when
deriving as well as delegating IoT services with role models.

• If different facts pertaining to different IoT resources shall be applied conjointly to
the IoT service due to semantical dependencies then architecture may explicitly
define an implication constraint between them. Implication constraints are always
directed to the configuration expression of the dedicated role model for the specific
IoT service.

6 Conclusion and Future Work

This paper has presented the fundamental concepts towards generating BP aware IoT
services’ reference architecture framework by means of configurable role-based
architecture layers. It relies on specifying role models and corresponding configuration
expression in association with IoT services to consistently utilize them into the iden-
tified BP activities. Furthermore, the IoT services’ reference architecture provides the
principles to guide the definition of the IoT services. Essentially, it is an effort to
streamline and standardize building and deploying IoT services with variations in the
dilemma of enterprise-grade BPs.

The case study of integrated security products indicates the advantages and
potential challenges that needs to be overcome during the deployment of the IoT
services. The results are encouraging considering the consistency, reusability, main-
tainability, and variability being accomplished across the enterprise. The present effort
is to formalize and imply constraint specification with the configuration expression
pertaining to the identified categories of role model across enterprise. Subsequent
research interest is to extend the dynamicity as well as many-to-many relationship
between the role models and IoT services.
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Abstract. Popular test automation frameworks target the enterprise
application testing but there is scarcity of test automation framework
for device applications, especially for IoT domain. IoT testing para-
digm throws a new set of challenges involving device integration, proto-
col adapters, task actuation, data integrity, security and non functional
requirements. In this paper, we propose a scalable, lightweight device
task actuation framework for IoT testing based on TCS Connected Uni-
verse Platform Device Management enabler. This framework can execute
test suite on multiple remote devices spread across geographies and then
show the results on the IoT tester’s screen. Moreover it has the ability
to gather runtime device statistics during test execution, thus can do
dynamic health check for IoT devices deployed on field.

Keywords: TCUP · DM · DTAF · ITP · LWM2M · CoAP · REST ·
IoT

1 Introduction

The important consideration in case of a software testing are safety, reliability,
resilience, availability and security. Legacy Test Automation frameworks [1,2] are
web based tool to execute test suite without manual intervention and monitoring.
There are tools [3] to automate enterprise application testing where applications
deal with predominantly human generated data. Such tools deal with UI testing
and as well as functional testing of enterprise application with predefined set
of inputs and arrive at pass fail decision in comparison with reference results.
With the arrival of era of Internet of Things (IoT) devices are set to take the
driver seat in terms of data generation, acquisition, transfer and task actuation.
IoT solution testing involves validation of functionality, security, actuation and
benchmarking for testing the reliability, security, stability and performance of
IoT solution. The IoT devices vary in hardware type ranging from constrained
embedded microcontrollers like Arduino and mbed platform to more resource-
ful gateways like RaspberryPi, Intel Galileo, Edison, Beagle Bone etc. and even
smart-phones can act as a gateway. But the commonality among the edge devices
is the ability to acquire, communicate and compute. As the importance of device
application is paramount in IoT application it has become necessary to rigor-
ously test the device applications before field deployment. There are popular
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commercial and open source test automation tools like Winrunner, Selenium
widely used in web application test automation. But there is a void in the avail-
ability of test automation framework for IoT applications dealing with machine
generated data and task actuation. There are popular mobile test automation
framework like Sikuli, Robot, Monkeyrunner for mobile app testing but those are
not portable on constrained devices for IoT application testing. The reason of
unavailability of such test automation support in IoT domain is due to resource
constraints of the device under test (DUT) as aforesaid tools use resource hun-
gry protocols requiring large amount of resources like CPU, memory, power and
bandwidth. Presently the testing of device applications is done at a central site
before field deployment. Engineers execute the test suite and collect the results
from tests running on individual devices. Manual testing of device application
involves tedious manual intervention and constant monitoring.

2 TCUP Overview

TCS Connected Universe Platform (TCUP) [4,5] is an IoT PAAS offering that
includes Device Management (DM), Message Router service, Sensor observation
service (SOS), Data Analytics service and Complex Event Processing service.
TCUP is a cloud based multitenant Platform-as-a-Service (PaaS) offering that
makes it easy to develop, deploy and administer M2M or IoT applications. TCUP
consists of a set of RESTful modules exposing web services, device agents and
web portal that are specifically designed for application developers to create
highly scalable and intelligent analytics driven applications that make use of
sensors and devices. TCUP can be hosted on private cloud like Openstack or
public cloud like AWS or Azure. Figure 1 depicts a high level overview of TCUP.
TCUP also serves as a horizontal IoT application management platform where
vertical domain specific services can be hosted with which corresponding device
agents can interact, generated events can be stored, analyzed and finally some
action can be triggered based on the application decision logic.

Fig. 1. TCUP modular overview
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3 Device Management Concept

TCUP platform has a Device Management (DM) module which allows remote
monitoring of devices and sensors, monitor health and connectivity status of
devices, observe devices and their resources send commands to devices. TCUP
supports the OMA LightweightM2M(LWM2M) standard [6] which uses underly-
ing protocol CoAP [7]. The choice of CoAP over HTTP in IoT is gaining impetus
as it is less resource hungry in terms of CPU load, memory footprint and band-
width usage and energy consumption [8]. LWM2M follows Client-Server archi-
tecture where the Device hosts the LWM2M client and the DM server hosts the
LWM2M server. LWM2M uses the Constrained Application Protocol (CoAP)
with UDP bindings for transport. Each property of a device is modeled as a
CoAP resources and similar resources are clubbed under one LWM2M objects
for logical grouping. For e.g. location related resources like latitude, longitude
and altitude resources are grouped together under location object.Multiple DM
clients’ resources form a hierarchic tree at DM server side and DM Server can
access each device through CoAP resources URIs. DM server maintains the
mapping between device endpoints and their IP along with their correspond-
ing resource sub-tree structure and IP gets updated during periodic registra-
tion update by devices. LWM2M protocol stack with CoAP-HTTP bidirectional
proxy forms the core engine of DM module. The DM service layer atop provides
a RESTful interface which can be consumed by DM portal or other third party
application. Following Fig. 2 depicts an high level architecture of DM service
module. The notifications on any observable resources are automatically posted
by DM agents to DM server. The observed data may be consumed by any appli-
cation through Message Router (MR) module like posting the observation data
to TCUP Sensor Data Management module. For scalability and high availabil-
ity server clusters can be formed with UDP load-balancer for LWM2M core and
HTTP load-balancer for DM service.

Fig. 2. TCUP DM service high level architecture



Lightweight DTAF as ITP 23

Access control list (ACL) defines permissible operation on a resource. API
gateway authorise and authicates every call based API key passed with service
call. Device data is stored in a NoSQL database (HBase). Every device resource
is either static (like make, IMEI etc.), dynamic (like sensor value, CPU load etc.)
or editable (like device description). If DM resource is observable then events
for that observable resource can be subscribed by DM user through RESTful
interface of DM service in order to receive automatic notification if there is any
change in the resource value. This feature is useful to get automatic notification
every time a sensor value changes or some events occur.

4 Device Task Actuation Framework High Level
Overview

TCUP Device Task Actuation Framework (DTAF) as IoT Test Platform (ITP)
is a cloud based solution on TCUP PAAS offering which facilitates the tester to
remotely execute IoT test applications on multiple devices and get the results.
ITP also enables the tester to view runtime device data varying CPU load or
RAM usage and as well as sensor values during test execution. In case of DTAF
device agent runs on DUT and works as test controller. High level overview
of lightweight device test automation framework is shown in Fig. 3. Tester can
launch test applications on remote DUTs from any device and get test results
after test completion.

Fig. 3. Device task actuation framework overview

The device agent is modeled as a group of RESTful CoAP resources which
represent static or dynamic device parameters, configurations and actions. First
device needs to commission itself with TCUP DM server which is initiated by
the DM agent registration with DM server, henceforth device can be managed
through TCUP. Java implementation of device agent architecture is shown in the
Fig. 4. DM agent includes CoAP resource class for every resource where every
individual resources can have GET and PUT handlers depending on read/write
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Fig. 4. Device agent highlevel architecture

access control list. Protocol adapters enable agent to communicate with sensors
over various protocols. The sensory resources also invokes OS specific sensor
interface API to acquire sensor data. Test launcher is defined as a CoAP resource
in DM agent with CoAP GET/PUT handlers which serves test launching request
coming from the DM server end.

4.1 Test Execution Process in DTAF ITP

As tester fires a test from portal the DM Server (DMS) gets test command
through DM Rest API call from test portal, a consumer of DM services. DM ser-
vice translates command from Http to CoAP and send that to DMC over CoAP
protocol. DMC works as test controller and has a resource “launcher” with GET
PUT handlers. Receiving test command launcher’s PUT handler invokes a call-
back that autheticates the command and then fires the specific preinstalled test
application on device. Then test application gets test parameters from DMC and
performs execution accordingly. Now Device agent can get runtime data from
test application over any inter process communication (IPC) mechanism avail-
able for DUT’s OS like a domain socket in Linux or an intent broadcast receiver
mechanism in Android. During test execution user can opt for subscribing run-
time data from DUT through portal and can view the runtime device parameters
along with sensor data on TCUP Sensor Data Explorer (SDE), a HTML5 based
visualizer. DMC sends test result to DMS over CoAP and DMS does the CoAP
to HTTP translation and sends to portal over HTTP. Then portal shows the
result. The interaction between different modules of DTAF is explained with a
Fig. 5a.

Device agent accepts commands from DMS, controls test execution, gathers
dynamic device data, aggregates generated result and send back the result to
DMS. If test nature requires a pass-fail decision then generated result is com-
pared against stored golden reference either at device side or at server side.
Transfer of result set at server for comparison involves more bandwidth usage
whereas comparison at device side loads device computation resource. So the
choice of place of decision making requires a trade off between device hard-
ware capacity and bandwidth availability. Following sequence diagram in Fig. 5b
depicts the aforesaid message flow between DTAF entities.
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Fig. 5. DTAF message flow

5 Prototype Implementation and Results

Tester first runs device agent i.e. DM client (DMC) on Device under test (DUT)
and registers it in TCUP. He logs into ITP portal to see list of DUTs registered by
him and he selects a particular device and view the details of the selected device.
As the tester clicks on the launch button against test name from action tab test
starts running on the DUT. The result button and launch button will be disabled
during test execution. During execution a tester can opt to see dynamic resources
(like sensor)on a live graph on SDE by subscribing the resource through portal,
live graph runs until tester opts out by unsubscribing the resource. Once the test
is finished the test result can be seen by clicking on result button against the test.
Figure 6a shows a screenshot of a test result by running a sample benchmark test
on device while Fig. 6 shows live graph in TCUT DTAF ITP portal. This sample
test is based on open source benchmark algorithm like Wheatstone, Dhrystone,
Linpack etc.

Fig. 6. Screenshots from ITP prototype
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Fig. 7. Bandwidth savings

5.1 Bandwidth Usage and Performance Measurement

Less bandwidth is used by CoAP based DTAF framework against a HTTP based
mobile test automation framework. Average bandwidth usage by DTAF over 100
iterations shows the improvement in bandwidth consumption in Fig. 7. Although
bandwidth is getting cheaper with time, the traffic reduction continues to be an
important consideration due to huge number of devices. From results it is evident
that CoAP payload uses hundred times less bandwidth than HTTP to transmit
the same information.

We have measured performance of our test automation framework through
load testing using Apache JMeter. The performance test setup comprised of
the following hardware configuration: 1. Phoenix 4.2.2 plus HBASE 0.98 cluster
running on HDFS with 1 zookeper, 1 hbase master and 3 region servers, all with
1 core, 2 GB RAM Ubuntu VMs on Openstack cloud 2. DM Service, developed
using Spring v4, running on Apache Tomcat 7.47 on a Intel Core i5, 4 GB RAM
machine with 32 bit Windows 7. DM Server is allocated 268MB of Memory. 3.
Internet Connectivity with 100 Mbps backbone for server and 3G for devices The
result is given below in Table 1.

Table 1. Performance measurement: concurrent request/second

Throughput per sec 100 500 1000

Query result (GET) 45 43 42

Launch application (PUT) 87 85 83

Study of results reveals that the performance in launching test is better
than querying the result. The reason is launching application involves passing
on a JSON payload comprising of test name and parameters whereas result
query returns a large payload which internally gets sliced into multiple chunks
handled by CoAP block mode transfer protocol. Also DM’s underlying database
is HBase where read has more latency than write operation [9]. It is evident
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from result that throughput remains nearly constant despite increasing number
of concurrent request handled by DM server, so the complexity of test launching
is O(1) independent of individual test application’s complexity. This behaviours
is expected as one TCUP DM server has capacity to handle 10000 request per
second, although performance measurement with further increase in load is a
subject of our future scope of work. To serve load more than 10000 request per
second would require server cluster with load balancer.

6 Conclusion

DTAF based ITP uses Lightweight M2M protocol to make this framework a
suitable candidate for IoT device application test automation. The runtime data
collection feature during execution enables hardware behaviour test for sensor
intensive gaming consoles. ITP can be utilized to run resident device health check
and security verification script during device idle time. The device task actuation
framework can be leveraged to design smart home or smart automative solution
[10]. For e.g. this framework can be used for contextual actuation of a remote
media controller to control a home entertainment device. Controlling of device
side actuation poses a new security threat that generates the need of lightweight
authentication and authorization of device commands which will be our new
area of research.
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Abstract. The satisfaction of security and data quality requirements
plays a fundamental role in the Internet of Things (IoT) scenario. Such
a dynamic environment requires the adoption of heterogeneous technolo-
gies to provide customized services in various application domains and
both security threats and data quality issues need to be addresses in
order to guarantee an effective and efficient data management. In this
paper, a lightweight and cross-domain prototype of distributed architec-
ture for IoT is presented and evaluated by means of open data provided
by different sources. We show how users can access different types of data
by changing security and quality requirements.

Keywords: Internet of Things · Security · Data quality · Middleware ·
Prototype

1 Introduction

The term “Internet of Things” (IoT) [1] is becoming widely used for broadly
defining a future in which objects equipped with sensing and actuation capabil-
ities get connected to a global networked infrastructure. An IoT system can be
depicted as a collection of smart devices which interact on a collaborative basis
to fulfill a common goal, acquiring data from and acting upon the environment
they are in. Security, privacy and data quality represent critical requirements,
which can hinder the large scale adoption of IoT services. Furthermore, IoT
deployments are characterized by a large heterogeneity in terms of adopted tech-
nologies; some deployments may include a large number of devices, leading to
scalability issues to be faced. The most crucial challenge in building an IoT sys-
tem lies in the lack of common and standardised software framework. To fill this
gap, the adoption of Service Oriented Architectures (SOA) and Service-oriented
Communications technologies [2,3] in IoT is shared by the majority of scien-
tific community, but the state of the art is mostly limited to starting research
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activities1. Furthermore, several middleware layers are employed to enforce the
integration and the security of devices and data within the same information
network [4–6]. Several related scenarios have been encompassed in related EU
projects, such as: FP7 COMPOSE (Collaborative Open Market to Place Objects
at your Service), iCORE, IoT.EST (Internet of Things Environment for Service
Creation and Testing), Ebbits, uTRUSTit, Butler2.

Besides security and privacy, also data quality has to be addressed. In [7],
authors claim the need of control over data sources to ensure their validity,
information accuracy and credibility. Accuracy, timeliness and the trustworthi-
ness are instead the dimensions considered in [8]: anomaly detection techniques
are widely employed to remove noises and inaccurate data in order to improve
data quality. Besides temporal aspects (i.e., currency) and data validity, another
important dimension is availability [9]. Authors defined new metrics for the cited
quality dimensions in the IoT environment and evaluate the quality of the real
world data available on an open IoT platform called Cosm. They have shown
that data quality problems are frequent and they should be solved or at least
users should be aware of the poor quality of the used data sources.

In order to address these issues, we propose a flexible and distributed IoT
architecture based on the idea of bringing processing, security and data qualifi-
cation closer to the actual data sources. In a previous work [10], we presented
a security-and quality-aware system architecture for IoT, based on the concept
of the Networked Smart objects (NOS), which are computationally powerful
smart nodes aiming to create a distributed storage in order to handle the data
acquired from large-scale IoT deployments. In order to ease the development of
applications and the management of the system, a middleware has been designed
and prototyped. It includes features for users and applications to dynamically
specify the minimal level of security and data quality suitable for their own
purpose. The distributed architecture automates the deployment of adequate
filters for ensuring that only qualified data are passed over to the actual service.
The prototype is evaluated connecting real-time open data services to a simple
visualization dashboard. The main innovative contribution lies in the implemen-
tation of a highly modular and lightweight architecture for the NOS, able to
(i) provide proper interfaces with heterogeneous data sources (ii) automatically
evaluate the security and quality of the received data, and (iii) provide standard-
ized interfaces and data models for applications/services to access qualified IoT
information, where raw data is enriched with metadata specifying their security
and quality levels.

2 Architecture

In the IoT system we identified two main entities: (i) the nodes, which are the
sources of the data and can be represented by heterogeneous devices (RFID,
1 www.hcilab.org/projects/perci/index.htm, cs.adelaide.edu.au/peertrack.
2 iot-at-work.eu, iot-icore.eu, ict-iotest.eu/iotest, www.ebbits-project.eu,

www.utrustit.eu, www.iot-butler.eu/.

www.hcilab.org/projects/perci/index.htm
http://cs.adelaide.edu.au/peertrack
http://iot-at-work.eu
http://www.iot-icore.eu
http://ict-iotest.eu/iotest
http://www.ebbits-project.eu
http://www.utrustit.eu
http://www.iot-butler.eu/
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Fig. 1. System architecture

NFC, WSN, actuators, social networks); (ii) the users, who interact with the
IoT system by requesting some information by means of services. In order to
handle such a huge amount of data closer to the sources and better satisfy the
users service requests (in terms of quality and reliability), the NOS layer is intro-
duced (Fig. 1) [10]. NOSs are networked smart nodes without strict constraints
in terms of energy and computational capabilities. They include self-organizing
features and can be deployed where and when needed, in a distributed manner;
through their interface with enterprise platforms and IoT enabling technologies,
they can be used to enrich software platforms, making them able to interact
with the physical world following the adopted rules. NOSs collect the data pro-
vided by different sources, which can be registered and no registered. Registered
sources may specify an encryption scheme for their interactions with NOSs.
Since the received data are of different types and formats, NOSs initially put
them in the storage unit named Raw Data and elaborate them according to the
two-phases named Analysis and Data Annotation, in order to obtain a uniform
representation.

Firstly, the data are analyzed (Analysis phase) in terms of security and data
quality. As regards security [11], if the data source is a registered one, the infor-
mation access requires the authentication of the source and the decryption of
the data; therefore, the system preserves indeed complete knowledge, including
encryption scheme, used key etc. Each encryption schema (ECC, RSA, PKI)
has associated a score in the range [0:10], established by the system adminis-
trator, who, according to the required security levels, defines the score assign-
ment rules. Then, a score is assigned to: authentication, confidentiality, integrity
and privacy. For registered sources: (i) confidentiality and privacy are evaluated
assigning a score to the encryption schema (based on the robustness of the used
encryption technique and of the adopted key distribution schema); (ii) integrity
is checked and a score is given (0 for a violated and 2 for a unviolated data); (iii)
authentication is set to 1. For non registered sources confidentiality, privacy and
authentication are set to 0, while integrity is set to 1. Note that some registered
sources may use neither authentication credentials nor encryption. Further, for
unregistered/unknown sources no information may be available, therefore the
scores have associated a low value. As regards data quality assessment, a score
in the range [0:10] is assigned to timeliness, completeness, accuracy and precision
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levels [12,13]. Timeliness is conceived as the temporal validity of data and is cal-
culated on the basis of the freshness (currency) of data and on the frequency of
changes (volatiliy), as in Eq. 1.

Timeliness = max
(

1 − Currency

V olatility
, 0

)
, (1)

where currency can be defined as the interval from the time when the value
was sampled to the time instant at which data are sent to NOS. Volatility is
a static information which indicates the amount of time units (seconds) during
which data remain valid; it is usually associated with the type of phenomena
that the system monitors and depends on the change frequency. Completeness is
calculated as the ratio between the numbers of collected values and the number
of expected values. Accuracy is usually defined as the degree of conformity of a
measured quantity to its actual (i.e., true) value; it is also related to precision,
which is the degree to which further measurement or calculations show the same
or similar results. Formally, accuracy can be defined as the error expressed by
the difference between the mean of the measurements vn and a reference value
vref . The measure is considered accurate if such difference is smaller than the
acceptable measurement error εacc. Precision is often characterized in terms of
the standard deviation of the measured values: the smaller the standard devi-
ation, the higher the precision. For this reason, a measure can be considered
precise if the reciprocal of variance is smaller than εprec. Note that in case of
streaming data such metrics have to be calculated periodically on data samples
in order to detect quality changes over time and also to gather information about
the trustworthiness of the source. The choice to provide a score for each security
and data quality requirement makes such a solution flexible for smart integration
in different application scenarios. Finally, Data Annotation phase represents the
information obtained from Analysis phase according to a specified format [10]
and includes also a semantic description of the data content: the data are anno-
tated with a set of metadata (a score for each security and quality level). The
annotated data are stored in the storage unit named Processed Data.

3 Prototype

In this section we describe a lightweight data management and service middle-
ware platform consisting of distributed NOSs. The proposed prototype is based
on the architecture described in Sect. 2 and its main features are:

– Data acquisition and analysis: the middleware is modelled in order to man-
age registered and no registered sources, characterized by different security
communication schemas and providing diverse quality levels for their data.

– Unified data representation: the middleware addresses the need of an uniform
representation for the data by providing a format for annotating data once
they are processed by the NOS layer.
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– Standardised design: in order to deal with heterogeneous services, the mid-
dleware consists of a set of lightweight modules and interfaces working in
a non-blocking manner through distributed NOS devices, aiming to perform
data analysis, discovery, and query.

– Reconfigurability: since the existing IoT deployments are conceived for very
specific applications and thus hardly reconfigurable, the middleware supports
dynamic reconfiguration capabilities and can be remote orchestrated through
internet/intranet settings, which are based on open standards.

More in details, the prototypical implementation of NOS has been realized
by means of Node.JS platform3 and MongoDB4 for storage management. The
code is released openly5. Modules interact among themselves through RESTful
services. They can be distinguished in: node interfaces, processing modules, and
service interfaces. The node interfaces manage the sources registrations, receive
the data from the external sources, and insert them in the storage of Raw Data.
The processing modules are in charge of performing Analysis and Data Anno-
tation phases. Finally, the service interfaces publish the RESTful services and
web pages to which users or external applications can interact at any time.

Note that, a great advantage of such an implementation is that it is possible
to add new modules or duplicate the existing ones since they are able to work
in a parallel (non-blocking) manner or to define new functionalities or removing
the active ones. The exploitation of MongoDB, which is a no-relational database
(i.e., NoSQL), consent to the data model to evolve dynamically; in fact, data are
handled as document in JSON format, which is a lightweight data-interchange
format and is both easy for humans to read and write and easy for machines to
parse and generate. Hence, such an implementation is independent both from
the data model and the application domain. In a production setting the usage of
MongoDB would be more likely replaced by a message queueing system providing
durability guarantees (e.g., Apache Kafka6) and a stream processing framework
(e.g., Apache Storm7) implementing the analysis and data annotation tasks.

4 Application Case Study

In order to verify the behavior of the presented middleware platform, a set of
open data are exploited as sources for running the system. These are obtained in
real time from six sensors at the meteorological station of the city of Campodenno
(Trentino, Italy). The measures, referred to temperature, humidity, wind, energy
consumption, air quality, are retrieved in JSON format, which is compliant with
MongoDB, through GET requests. Furthermore, also the data in the storages
are stored in JSON format.

3 nodejs.org/.
4 www.mongodb.org/.
5 bitbucket.org/alessandrarizzardi/nos.
6 kafka.apache.org/.
7 storm.apache.org/.

http://nodejs.org/
www.mongodb.org/
http://bitbucket.org/alessandrarizzardi/nos
http://kafka.apache.org/
http://storm.apache.org/
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The experimental setup includes: a Raspberry Pi on which NOS platform is
installed; a laptop, which emulates the behavior of several nodes which send the
data; a set of user devices, which access the provided service. As just said, the
Raspberry Pi executes NOS functionalities and communicates with the nodes
running on the laptop. The data analyzed by NOS are accessible through a
RESTful service and can be interpreted by various applications (web services,
desktop applications, mobile applications). Users can connect to a public IP
address by means of their computers, tablets or smartphones, in order to visualize
on their browser the gathered data, dinamically filtering them on the basis of the
required security and quality levels, in terms of confidentiality, integrity, privacy,
authentication, completeness, timeliness, accuracy, and precision, respectively,
through the sliders provided by the web service itself, as shown in Fig. 2. Since
meteorological data are obtained from six different sources, we assign to them
the security and quality scores through an analysis of the incoming data, as
specified in Table 1.

Table 1. Source parameters

Parameters Source 1 Source 2 Source 3 Source 4 Source 5 Source 6

Authentication 1 1 0 1 0 0

Security schema score 10 6 0 2 0 0

Privacy schema score 10 6 0 2 0 0

Timeliness 9 8 6 3 9 7

Completeness 9 10 8 6 7 10

Accuracy 9 7 5 6 7 10

Precision 9 8 4 5 8 9

Figure 2(a) shows in the graph the data of wind speed (in Km/h) and humid-
ity (in %) processed by NOS without any filters of security or quality; in fact all
the sliders are set to 0, therefore the data provided by all the sources are dis-
played to the requesting user. Whereas, in Fig. 2(b) both filters on security and
quality are applied: the data, shown in the graph, are obtained from authenti-
cated sources (the parameter related to the authentication is set to 1), for which
the robustness of the encryption algorithm has a score equal or higher than 2;
while the data quality parameters have to be equal or higher than 4. We remark
that, in this case, the web service provides less data with respect to Fig. 2(a).

We remark that this represents only an example of NOS application in a con-
text which has to deal with data received in real time. Other possible applications
are: the management of smart home and/or buildings from an energy consump-
tion point of view; the analysis of business activities in real time; the retailing
experiences; the search for restaurants or other places related to tourism experi-
ences; all the domains which require an asynchronous data analysis in order to
take strategic decisions. In fact, from an application standpoint, the acquisition
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Fig. 2. Results

and management of data in real time represent critical issues also regarding user
satisfaction and market expansion of specific categories of services.

5 Conclusions

In this paper, a distributed IoT middleware, named NOS, has been designed
and prototyped. Since security, privacy and data quality have been identified
as critical requirements for the large scale adoption of IoT applications, NOS
aims to create a distributed storage for handling IoT data along with their
security and data qualification closer to the actual data sources. The analyzed
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data are then provided in real time to users, which are aware of the levels of
security, privacy and quality of the data themselves. The prototype has been
implemented with a highly modular and lightweight design, and NOS finally
runs on a Raspberry Pi. Also an example of application case study is presented,
in order to clarify the functionalities of NOS and its dynamic structure. In the
future, we are planning to evaluate the robustness of the NOS architecture in
a real IoT scenario, exploiting sensitive data and applying a new defined secure
score algorithm.
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Abstract. The rapid deployment of sensors across the world in various
sectors has fuelled a growing demand of smart applications and services
that can leverage this boom of Internet of Things (IoT). However, devel-
oping analytical applications for IoT is a difficult process as applications
tend to be cross-domain and there are close relationships with the phys-
ical world. It is unreasonable to imagine that the application develop-
ers will possess all relevant skills and knowledge related to the domain,
physical world, signal processing and deployment infrastructure. This
paper presents an method that assists the IoT application developer by
(i) providing an annotated repository of algorithms, (ii) recommending
algorithms depending on the signal type to reduce the effort required
from a signal processing expert, and (iii) providing a framework to exe-
cute the IoT application thereby reducing the development cost and time
by capturing the knowledge of experts in models. We have evaluated our
method by comparing the accuracy for a typical IoT application obtained
by using the algorithms used by signal processing experts against the
algorithms recommended by our method.

Keywords: Model driven development · IoT analytics · Automated
work flow creation

1 Introduction

The importance of not-so-distant-future sensor-based intelligent and ubiquitous
systems has been apparent during the past few years when global technology
giants have all underlined the potential of the “Internet of Things (IoT)”. The
technology is capable of creating a vast network of smart devices and connected
things to an unprecedented extent and enhance solutions and services in multiple
domains such as healthcare, energy & utilities, transportation etc. and also delve
into the development of cross-domain solutions and services. However, developing
IoT applications is inherently difficult due to the requirement of cross domain
and cross technology knowledge. This poses requirements for technical experts
who charge heavily for their time, thereby increasing product costs. The primary
motivation of this work is to reduce the dependency on the availability of such
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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niche skilled workers and automate the process of application development by
using knowledge models covering the aforesaid aspects. Working towards this
vision, we have created a framework that is capable of recommending suitable
algorithms for sensor signal processing once the application goal is defined. We
have also constructed a knowledge-base and associated libraries for extracting
a super set of features that can be used in any signal processing work-flow in
order to automatically select the most suitable set of features for classification.
We make an hypothesis that feature extraction and selection methods depend
on the sensor signal class and the classification goal. This is the step we have
automated at the first level, this is because this step is intutive and knowledge
driven, requiring maximum time of the domain and algorithm experts.

Traditionally IoT applications [1,2] involves four steps namely (i) sensor inte-
gration, (ii) sensor data collection, (iii) data storage, and (iv) data analysis.
Existing platform as services (PaaS) for IoT like Google App Engine, Heroku
doesn’t support any specialized services for IoT application development. [3,4]
proposes an integrated application development platform but no work flow
automation tool is provided. We found only two prior works that tries to bring in
automation. In [5], authors have used a database that stores prior performance
and complexity of different algorithms. They have initially converted raw data
into a set of features that can be mined and then used in automatic selection of
appropriate algorithms based on the problem data set. However, the proposed
method has no means to capture the various levels of knowledge. Also they do
not provide means to define the goal or the sensors to be used. In [6], authors
have presented a survey which provides useful insights regarding automation of
the outlier removal process if the data type can be properly classified.

We illustrate our work by automating an example work-flow for computing
heart-rate (HR) using Photo Plethysmograph (PPG). This is a well researched
topic and we have chosen to compare our results against [11]. We study the fea-
tures used by this approach and then try to reason out the same using knowledge
driven method, this is illustrated in Sect. 2.

The proposed system consists of a designer interface, an algorithm repository
and a execution framework. The designer interface allows users to author appli-
cation work-flows using a web-based interactive Graphical User Interface (GUI).
The algorithm repository is a crowd-sourced repository of algorithms which are
designed and implemented by researchers, domain experts and analysts using
a common set of languages and a common interface. The execution framework
provides the spinal cord for such design. The framework is detailed in Sect. 2.2.

2 Proposed Method

The generic signal processing work flow involves the steps as shown in Fig. 1.
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Fig. 1. High level workflow for IoT signal processing

2.1 Work-Flow Design

Prepare: The first phase of our work flow is prepare. In this phase the input
video is converted into PPG. As discussed, we have used the method described
in [10]. This paper takes only the red component of the RGB video obtained
from mobile camera. Then the video is cropped from the central region and
an average of ‘R’ component for all the pixels within the region of interest is
computed. This is reported as a single sample of the PPG time-series.

Re-sampling: This module is required when the input sample rate of the input
varies over time or varies for different devices. This is also required for predicting
the result more precisely. For example if we capture video at 30 Frames per
Second (FPS), each sample represents almost 2 heart beats per minute on the
other hand if we sample at 15 FPS, each sample point is equivalent to 4 heart
beats per minute. Thus sample rate is also indicative for the precision level of the
outcome. We capture this expected sample rate information from the question
like “what is the expected accuracy level for this application”. Once the precision
requirement is finalized by the developer, we translate it to the required sample
rate. Simple re-sampling algorithms are used to re-sample the input signal to
the required sample rate.

Matched Filter: Match filter is required to truncate the signal using the
domain knowledge. This parameters are obtained from the question “What is
the possible range of heart rate?” to be answered by the developer. Any one hav-
ing the domain knowledge gives this input to be within the range of 50 to 180
(normal). In this use case the specific range of heart beat allows to truncate the
frequency range and also to estimate the periodicity of the time domain signal.

Outlier Detection: Outlier detection is an important module in this work-
flow as it helps to remove the undesired part of the signal and thus reduce the
execution time. Moreover the frequency response of the signal after removing the
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Fig. 2. Comparison of FFT with and without noise cleaning

outlier is more informative. In the Fig. 2a shows the frequency response of the
signal before outlier removal and the Fig. 2b represents the FFT (Fast Fourier
Transform) of the input signal after removing the outlier. Our outlier detection
module takes the knowledge that there should be a consistency of the signal
over time as there is a periodicity in the signal. Outlier removal involves two
sub-steps namely (i) estimation of window length, and (ii) outlier removal.

In the proposed method the pseudo code for window estimation is like:

– Compute the valid range of the periodicity or wavelength from the input given
in match filter

– Vary the window size within this range (say here it is 10 to 45 for a 30 FPS
video)

– Compute the KL distance (di) between the time domain signature of two
consecutive i and (i + 1)th windows

– Find the i for which di = minimum of di∀i
– Repeat this for all samples in the signal and get the different window size for

the signal and store it in a buffer

The next step is to compute the statistical moment variance for each window.
We are not considering mean as mean value of the signal over a window may
vary over time. This is a property of PPG signal. So we have considered only
the difference between the variance of the time domain values over windows. We
also applied a threshold based approach to remove the outlier. In the Fig. 3a we
have shown the first order difference of variance over time.

Feature Extraction: We have constructed a super set of features those are
usually used in signal processing. Our feature set considers the different features
used in signal processing. We have initially reduces the feature set depending
on the type of the signal as shown in Table 1. As we know that the input signal
for this use case is stationary and periodic in nature we have used FFT as the
frequency domain feature and the time domain features are described below: We
have already defined the method of window selection.
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Fig. 3. Variance over cycles and periods

Table 1. Recommended features depending on the signal type

Type Type Recommended feature

Periodic Stationary FFT and time domain peaks

Periodic Non-stationary DWT, and envelope

Aperiodic Linear STFT and DWT

Aperiodic Non-linear Time delay embedding and recurrence plot

– Compute the k number of local peaks with top k amplitudes for each window.
– Let pxi,j and pyi,j represents the sample number and the corresponding ampli-

tude respectively for the jth peak of the ith window.
– Compute the ratio of pxi,j and pxi+1,j for all i and j values and let it be

feature f1.
– Compute the ratio of pyi,j and pyi+1,j for all i and j values and let it be feature

f2.
– Compute the difference of pxi,j and pxi+1,j for all i and j values and let it be

feature f3.
– Compute the difference of pyi,j and pyi+1,j for all i and j values and let it be

feature f4.

Now we observe that the for PPG signal f3 is consistent over time. From the
ontology as we have defined earlier, it is a mandatory feature for this use case.
So we have not considered other features in this use case and used only f3 for
heart rate computation. Similarly we get the heart rate from the FFT of the
signal, too. In our experiment we have used k = 3. Thus we get 3 time domain
values and one frequency domain value as expected heart rate. Finally we have
taken an average of these four values to compute the final heart rate.

2.2 Execution Framework

The execution framework provides a method to build and execute the code
generated using the work-flow execution. The execution framework performs
the following tasks.
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– Build the algorithm code for target platform
– Generate models for target platform code. These can be statistical or mathe-

matical models as standard model files
– Generate the application code for target platform using work-flow logic
– Deploy the code on target platform using Open Systems Gateways Intercon-

nect (OSGI) standards
– Run the code and generate results on user request

The execution model for portable platforms has been discussed in [12], which
our work re-uses to implement the execution model and takes the framework
beyond phones to other embedded gateway platforms. The execution framework
is details in Fig. 4.

The framework provides skeleton for parameter passing, returning results
and function sequencing using a simple construct of data structures and func-
tion references. All functions in-take a generic set of parameters which are con-
verted to specifics inside the implementations. The functions can be chained
or branched. So, the framework interface is a composite design pattern which
combines both facade, strategy and adapter design pattern. The function flow
follows a hybrid between pipe design pattern and the decorator design pattern,
allowing both stage-wise refinement as well as same step improvement. The code
for the final application is generated by following this framework by the code-
generation engine which picks algorithms from the design work-flow and stitches
them together into the framework.

Fig. 4. Execution framework overview

3 Results and Discussions

We have used the feature recommended by our work-flow and also used our
recommended windowing method to generate the code for [10]. The code was
generated using our execution framework for Android phones and the gener-
ated C code was integrated into the phone using Java Native Interface (JNI).
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We tested the accuracy against our captured data that comprises of 316 PPG
readings captured using different mobile devices like Samsung S-Duos, iPhone 4,
Intel Xolo, Sony Xperia, and LG Nexus 4. We are going to describe the method
in terms of two aspects (i) accuracy of the proposed automated work flow gener-
ation and (ii) reduction in development time using our proposed work. We have
evaluated our result against the state of the art method described in [10] and
we have found that our proposed method which uses automatically generated
feature set produces almost same result. The comparison with ground truth and
state of the art work as reported in [10] is presented in Table 2. It is evident from
the table that the predicted feature set works with almost same accuracy.

Table 2. Comparison of the accuracy obtained by purposed tool generated algorithm
workflow and manual human programmed workflow

User 1 2 3 4 5 6 7 8

Actual heart rate 54 66 84 106 80 105 105 80

Heart rate in [10] 53 63 84 98 88 102 104 81

Heart rate in present 54 65 84 98 89 101 104 80

The results described in Table 2 shows that our result is quite compliant with
the ground truth. Here all heart rates reported are the rates per minute. The
noise in some signal that were not detected in our automated outlier generation
method is the reason behind error with respect to ground truth. The features
we have used in this work is a superset of the features used in [10] and thus
the result is also close with this work. The development time for the [10] work
was three months to develop the algorithm chain. On the other hand the similar
workflow was generated using our tool is 3 days only.

4 Conclusion

In this paper we have presented a method that can assist the application devel-
oper to write any signal processing application without details knowledge on
signal processing or algorithm. He needs to have some domain knowledge which
is captured to populate an ontology in a question and answer manner. In this
paper we are also claiming that the feature set to be used does not depend on
the type of sensor and instead it is dependent on the type of the signal. We have
also proposed a super set of possible features that are to be processed for any
stationary signal. Dimensionality of the feature can be reduced either by giving
the ground truth as the input for feature optimizer like MIC. Otherwise the
domain knowledge is captured by question and answer based manner from the
developer as we did it in this use case. Finally we have shown that the results
obtained by automatic feature selection is producing the result which is at per
with the manually selected features. So this work will help the future researchers
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of signal processing application developers in IoT. We have also shown this on
a simple use case but can try on complicated problems like [13,14].
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Abstract. This paper presents a unified locating service, KULOCS,
which horizontally integrates the existing heterogeneous locating ser-
vices. Focusing on technology-independent elements [when], [where] and
[who] in querying locations of objects, KULOCS integrates data and
operations of the existing services. In the data integration, we propose a
method where the time representation, the locations, the namespace of
user are consolidated by Unix time, the location labels and the alias table,
respectively. We then propose KULOCS-API that integrates operations
by all possible combinations of [when], [where] and [who]. Since KULOCS
works as a seamless façade to the underlying locating services, clients
can consume location information easily and efficiently, without know-
ing concrete services actually locating target objects. Also, we examine
feasibility of two practical value-added services with KULOCS.

Keywords: Locating service · Indoor positioning system · Location
information · Web services · Location-aware service

1 Introduction

Smart coupling of IoT, positioning systems and cloud technologies enables an
extensible infrastructure to acquire and manage locations of users and objects.
Nowadays, every smartphone is equipped with GPS. Also, various GPS modules
for IoT appear on the market (e.g., [4]). The emerging indoor positioning systems
(IPS) can locate users even inside buildings or underground, where GPS cannot
cover. The enabling technologies of IPS include Wi-Fi [6], Bluetooth beacons
[10], RFID [12], IMES [11]. Gathering such indoor/outdoor location information
in the cloud would create a variety of location-based services and applications.

The location information gathered in the cloud should be provided as a ser-
vice, so that client applications can easily consume the locations via API, without
knowing implementation details of underlying positioning systems. We call such
a cloud service locating service in this paper. In fact, several practical services
come onto market recently. They include Swarm [7], Glympse [1], Pathshare
[5], and IndoorAtlas [2]. Although features and operation policies vary from one
to another, the basic idea is to use the cloud for exchanging or sharing location
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information acquired by a certain positioning system. Most services provide API
for developers.

Basically, there is no compatibility among different locating services and API,
since they are individually developed and operated. Each service is tightly cou-
pled with the underlying positioning system. For example, Glympse assumes to
use GPS information collected by smartphones, while IndoorAtlas use a mag-
netic field to locate the position inside a building. Thus, Glympse cannot directly
use the data of IndoorAtlas, and vice versa. In order to cover both indoor and
outdoor locations, one may want to integrate these two services. However, the
lack of compatibility forces the application developer to use different API, and
to perform expensive data integration within the application.

Figure 1 shows the conventional architecture to integrate the existing locat-
ing services. Let us assume an application, say “where-are-you?”, with which a
user A queries the location of another mobile user B. The user B is either inside
or outside of any building, and is supposed to be located by a certain locating
service. Then, “where-are-you?” executed by A invokes different API for all pos-
sible locating services, in order to find B. Although A’s the query “Where is B?”
is essentially simple, the application has to know how to query and interpret the
location for individual locating services, respectively. This makes the application
quite complex, low-performance, and non-scalable.

To cope with the problem, we propose in this paper a unified locating service,
called KULOCS (Kobe-university Unified LOCating Service). KULOCS horizon-
tally integrates the existing heterogeneous locating services, and provides an
abstraction layer between the applications and the locating services. To make
location queries compatible among many locating services, we design KULOCS
with three technology-independent elements [when], [where] and [who].

Based on the three elements, KULOCS integrates data and operations of
the heterogeneous locating services. In the data integration, we propose a

Fig. 1. Conventional architecture to integrate locating services
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method that different representation of time, heterogeneous locations and differ-
ent namespace of a user are consolidated by Unix time, location labels and alias
table, respectively. The location labels consist of local label and global label,
which abstract concrete coordinates of IPS and GPS, respectively. A user of
KULOCS queries every location by a label, whereas KULOCS internally con-
verts the label to specific representation for individual locating services.

For the operation integration, we propose KULOCS-API, which integrates
heterogeneous operations by possible combinations of [when], [where] and [who].
The API is deployed as Web service, so that applications on various platforms can
easily consume KULOCS. For example, the query “Where is B?” of “where-are-
you?” is simply implemented by http://kulocs/where?user=B&time=now. For
this, the application needs not to know how B is located by which service. Thus,
the application can consume location information quite easily and efficiently.

To show the practical feasibility of KULOCS, we examine two practical value-
added services with KULOCS. One example is Seamless Locating Service, which
allows a user to locate a mobile object in either indoor or outdoor space. The
another example is Personalized Location-Aware Service. A user can create and
customize own location-aware services by associating a location and an action.
We discuss how these two services can be implemented by KULOCS.

2 KULOCS (Kobe-University Unified Locating Service)

2.1 Overview

We propose KULOCS (Kobe-university Unified LOCating Service) in this
section. Figure 2 shows its architecture. KULOCS works as a façade of the het-
erogeneous locating services. It provides the unified interface (KULOCS-API)
for a user, by which the user can access to different locating services seamlessly,

Fig. 2. Architecture of KULOCS
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without being aware of the difference of individual services. Since KULOCS is an
abstract layer that integrates heterogeneous locating services, we have to achieve
the followings:

Data Integration: Individual locating services represent location information
in different ways. Hence, KULOCS must exploit unified location data repre-
sentation that is independent of any specific service or positioning system.

Operation Integration: Also, individual locating services exhibit own opera-
tions in terms of API, which vary from a service to another. KULOCS needs
to integrate them and provide generic API (i.e., KULOCS-API) to a user.

Our key idea to achieve the above integration is to focus the following technology-
independent elements necessary for any services to locate an object:

When: Represent the date and time when the target object exists.
Where: Represent the location where the target object exists.
Who: Represent the identity of the target object.

KULOCS is designed to accept generic location queries based on possible combi-
nations of the above three elements. KULOCS then translates the generic query
to service-specific queries for individual services.

2.2 Data Integration

We here describe how to integrate location data of heterogeneous locating ser-
vices. To help understanding, let us consider the following data records.

– L1: {time:2015-06-21T08:50:12+0900, user:tktk, location: {lati-
tude: 35.4313, longitude:135.147, address:"1-1 Rokkodai Nada
Kobe Japan"}}

– L2: Takatsuka is now in (3.0, 4.5, 0.5) from entrance of ShopABC.
– L3: Mon Jun 29 15:49:34 CEST 2015, Object123, KobeUniv.Lab.S101

L1 describes a location of user tktk by a geographic coordinate, where we imagine
the data is taken by a GPS-based service. L2 would be obtained by a fine-
resolution IPS, which represents the current position of Takatsuka by 3D offset
from a reference point. L3 describes that Object123 is in room S101 of our
laboratory, which may be located by a certain zone-based IPS. Note that L1, L2
and L3 respectively use different time representation (and time zone).

To integrate these heterogeneous locations, we consider the elements [when],
[where], [who]. As for [when], it is easy to introduce the common representation
with the Unix time stamp, which is the number of seconds elapsed from January
1st, 1970 at UTC. KULOCS deals with any time information by Unix time.

As for [where], there are many ways and different granularity levels to rep-
resent a location. The GPS coordinate looks generic representation that can
describe exact locations. However, it is too detailed for a user to specify it as a
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parameter of location queries. Also, the GPS coordinate is not useful for indoor
locations, which are often relative coordinates from the reference point.

To compromise different granularity levels and various use cases, we propose
to represent every location by a location label. A location label is a unique string
that is bound for a location information. Just for convenience, we introduce two
kinds of labels: local label and global label. The local label is a string, written in
position@building, to be used to represent an indoor location. In the string,
building represents the ID of a building, and position represents the name of
the position in the building. For example, a local label casher@ShopABC is used
to refer to the location in L2. On the other hand, the global label is a string
without @, to be used to represent an outdoor location. For example, we can
bind a global label kobe univ to the location in L1.

Thus, KULOCS represents every location by a location label. It internally
maintains binding between a label and actual location information with the
location table shown in Table 1. We assume that the location labels are registered
in the table by users in a crowd-sourcing fashion, and shared among the users.

Finally, as for [who], since every locating service has different namespace for
users and objects, KULOCS has an alias table, which consolidates different IDs
for the same user (or object) into a single unique ID. For example, let us recall L1,
L2 and L3, and suppose that all of tktk in L1, Takatsuka in L2, and Object123 in
L3 refer to the same person “hiroki”. Then, the alias table contains an element:
{"id":"hiroki", "alias":{"L1":"tktk", "L2":"Takatsuka", "L3":"Object123"}.
With this information, KULOCS converts the representative name hiroki into
a real user id when querying each of locating services. The integration of IDs can
be also implemented with common identity services (e.g., OpenID [3]). However,
it is beyond this paper.

Based on the above design principle, KULOCS unifies L1, L2 and L3 as
shown in Table 2. Through KULOCS, the location data from any locating service
is unified into the abstract location data with [when], [where] and [who].

Table 1. Location table of KULOCS

Loc. label (PK) Service Actual location info.

kobe univ gps01 {latitude: 35.4313, longitude:135.147,

address:"1-1 Rokkodai Nada Kobe Japan"}
casher@ShopABC ips01 ShopABC, (3.0, 4.5, 0.5)

S101@kobe univ ips02 KobeUniv.Lab.S101

Table 2. Data integration of L1, L2 and L3

Data ID When/time Where/location Who/ID

L1 1434869412 kobe univ hiroki

L2 1435592713 casher@ShopABC hiroki

L3 1435585774 S101@kobe univ hiroki
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2.3 Operation Integration

We then propose KULOCS-API, which integrates heterogeneous operations of
the existing locating services. Basically, KULOCS-API is the interface for query-
ing KULOCS about a location of a mobile user (or object). The way of the query
must be technology-neutral and independent of any specific locating services.
Therefore, we again focus on the elements of [when], [where] and [who].

Table 3. List of methods in KULOCS-API

Method Description

when(location, id) Returns the latest time when the object is in the location.

where(time, id) Returns the location where the object exists in the time.

who(time, location) Returns all objects who exist in the location in the time.

whenwhere(id) Returns a list of [time, location] where the given object exists.

whenwho(location) Returns a list of [time, id] that exist in the given location.

wherewho(time) Returns a list of [location, id] are located within the given time.

According to the possible combinations of the three elements, we derived
six methods for KULOCS-API, as shown in Table 3. For example, where(time,
id) is for asking [where] based on known time (i.e., [when]) and id (i.e., [who]).
Thus, a user can invoke where(NOW, B) to know “Where is B (now)?”. To achieve
programmable interoperability, we publish KULOCS-API as a Web service, and
deploy it in a cloud. For example, the method invocation where(NOW, B) can
be performed in REST format http://kulocs/where?time=NOW&id=B.

Once a method of KULOCS-API is invoked, KULOCS internally converts
the method invocation into an appropriate API call for each locating service
(see Fig. 2). For the purpose of the method conversion, KULOCS manages the
service database. Figure 3 shows the ER diagram of the service database.

Fig. 3. ER diagram of KULOCS service database
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The service database has three entities: service, api and param. The ser-
vice entity manages master information of all the underlying locating ser-
vices. The information includes a name, an endpoint of the service, a type
of the return value. In Fig. 3, we can see that there are two locating ser-
vices (LOCS4Geolocation, iBeaconLocator) registered. For each service, the api
entity manages the mapping from the six methods of KULOCS-API to actual
API in the service. In Fig. 3, we can see that where() method is mapped into
getLocation() for gps01 (i.e., LOCS4Geolocation). The param entity manages
the mapping and order of parameters within every method of KULOCS-API
and the ones within the actual API call. For example, we can see, in Fig. 3, that
time and id parameters of where(time, id) method are respectively passed to
time and user parameters of getLocation(user, time) of gps01. Thus, the
method can be converted.

Figure 4 shows a sequence diagram, where the user executes where(NOW, B)
of KULOCS-API. In this scenario, KULOCS first finds a service gps01 from
the service DB, and then identifies getLocation() API and its parameters
user and time. Next, KULOCS looks up the alias table to convert the id of
“B” into the local name “tktk” within gps01. Next, it invokes getLocation()
of LOCS4Geolocation service with tktk and the current time, to locate tktk.
Finally, the obtained location information is converted into a location label with
the location table. Finally, the label kobe univ is returned to the user, as the
answer of where(NOW, B). Similarly, KULOCS can invoke other locating services
for where(NOW, B). However, the sequences are omitted due to limited space.

Fig. 4. Sequence diagram of KULOCS-API, in which where(NOW, B) is executed
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2.4 Implementation

We are currently implementing KULOCS as a Java Web service. The imple-
mentation details and evaluation are left for our future publications. We are
also interested in pragmatic issues, including security and privacy policies in
location-based services. These are also planed for our future research.

3 Creating Value-Added Services with KULOCS

The proposed KULOCS unifies heterogeneous locating services, seamlessly. We
examine here two practical services enabled by KULOCS.

Seamless Locating Service: For a given ID of a registered mobile user, this
service locates the user regardless the user is in indoor or outdoor place. Although
this service uses all possible locating services, there is no need to take care of
proprietary communications, thanking KULOCS.

Personalized Location-Aware Service: KULOCS allows a user to easily
evaluate location context, which returns true when the user come to a pre-
registered location. Binding a location context and a certain action implements
a location-aware service. If a system allows the user to register favorite locations
and binding rules, it implements personalized location-aware services. For exam-
ple, when the user gets close to home, the lights are turned on. When the user
sits on a sofa in a living room, a music is automatically played back.

4 Related Work

Ficco et al. [9] proposed a hybrid location system, which combines wireless fin-
gerprinting technologies for indoor positioning together with GPS-based posi-
tioning for outdoor localization. As a user moves to different places, the sys-
tem autonomously switches to available positioning method supported by the
mobile device and the surrounding environment. This study mainly focuses on
the switching mechanism in the mobile clients. Thus, the difference is that they
try to integrate different positioning systems within client side, which relies on
the capability of the device. On the other hand, we try to integrate them within
the server side, which does not rely on any capability of clients.

Ahn and Nah [8] proposed a web service framework based on service-oriented
architecture, called LOCA. It discovers best-available Web services based on
client location information and preference. Thus, a client can dynamically find,
integrate and consume Web service available in the current location. The differ-
ence is that LOCA provides a location-based service discovery, while KULOCS
provides a location query portal for any location-based services. In this sense,
LOCA can exploit KULOCS for more extensive location management.
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Abstract. Recently major emphasis is exerted on development of effec-
tive tools and techniques for enriching IoT development environment.
Typically an IoT application, for example a health monitoring appli-
cation, not only requires domain knowledge of a programmer, but also
similar knowledge from a medical practitioner, a sensor manufacturer, an
infrastructure manager, etc. Such involvement of several experts makes
the development process complex, resulting in escalation of time and cost
of the effort. Model Driven Development (MDD) has been proposed as a
development technique where such problem can be mitigated. This paper
presents a system based on the MDD paradigm. As a part of the sys-
tem, we present a work-flow designer framework, a visual drag and drop
interface, where a developer can stitch various functional models recom-
mended from a well-organized, annotated and crowd-sourced semantic
repository of algorithms (from various domains), named as Algopedia,
to quickly build a semantic workflow and in turn an end to end IoT
application.

Keywords: Algorithm ontology · Algorithm repository · Semantic
workflow · Workflow design · Signal processing · Model driven
development

1 Introduction

As we are progressing towards the age of Internet of Things (IoT), the number
of deployed connected objects across the world are increasing tremendously and
is predicted to reach a count of 4.9 billion today to about 25 billion by 2020 [7].
As a consequence, an avalanche of data is hitting our servers, gateways every-
day, every moment. But mere capturing such data does not make much sense
unless one can analyze and find useful insights from such data and use them in
IoT based applications to solve different use cases in domains like healthcare,
education, transportation etc. Compared to traditional IT systems, developing
such analytical applications for IoT is a difficult process as dependencies exist
on a very diverse set of skills like knowledge of sensor/things, signal processing
on sensor observation, knowledge of algorithms for analyzing such data, find-
ing semantics of data etc. This requires involvment of experts of sensor, algo-
rithm, infrastructure, programming, knowledge modelling, domain etc. Clearly,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

B. Mandler et al. (Eds.): IoT 360◦ 2015, Part II, LNICST 170, pp. 53–61, 2016.

DOI: 10.1007/978-3-319-47075-7 7



54 S. Dey et al.

this process involves too many stakeholders and requires application developer
to know each subject to some depth. Practically this slows down the process of
development.

A Model-Driven-Development (MDD) paradigm for IoT application develop-
ment is one interesting approach which advocates separation of concerns among
different stakeholders by introducing re-usable metamodels for IoT system and
then automating the development process by stitching required models rele-
vant to a solution; thus augmenting capability of developer and minimizing
development time. This also enhances reusability of models. Pal et al. in [15]
proposed a concept for MDD by creating metamodels for sensors/things, algo-
rithms, infrastructure, domain etc. Based on that cenceptual metamodels, we
have created a framework for quick application development in IoT domain.
The framework consists of 1. a tool for creating and editing semantic algorithm
repository and 2. a recommendation based workflow generation and execution
tool. The second tool helps stitching the recommended algorithms (created using
first tool) for a paticular IoT use case. In this paper, these two key developments
for MDD for IoT has been discussed in details using one example of sensor signal
processing use case. The rationale behind choosing a sensor signal processing use
case are: (i) most IoT applications are expected to process signals received from
sensors, and (ii) usefulness of semantic repository and workflow generation tool
can be best exhibited by this use case as it involves many substeps like sampling,
signal extracting, feature selection etc.

Following section discusses other relevant works in this field. In Sects. 3 and
4, detailed architechture of the system and its working is explained respectively
while in Sect. 5 we conclude with future works.

2 Relevant Works

There are many works related to algorithm repositories and workflow designer
tools. We found that most of the algorithm repositories come with a workflow
designer tool associated with them; but vice versa is not always true. Algorithmia
[8] is a work that falls in first category. It comes with a tool for submission
of new algorithms but it lacks depth in terms of variety and count. Also it
does not recommend algorithms while creating a workflow. Caiman [16] is an
online algorithm repository with very limited set of image processing algorithms
focussed only for cancer research. Stony Brook Algorithm repository [17] is a
very comprehensive algorithm repository but it does not facilitate creation of
workflow. There is an algorithm ontology called OpenTox [2] targeted to create
models for detecting chemical toxicity; this can be externally connected to our
ontology to enrich it, but its structure is not exhaustive and generic enough to
accomodate various types of algorithms used in IoT domain.

On the second category of works, Galaxy [10] is a genome data based work-
flow creation and execution system but it has its proprietary execution platform
thus restricting variety in workflow designing. Wotkit [9] is another online tool
which helps user add sensor, capture and visualize data and create custom IoT
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application based on widgets exposed as REST APIs, but does not allow any
features like processing and analysis of data. There are some cloud based IoT
application development frameworks like Axeda [3], BlueMix [1], ThingWorx [5]
etc. which have features like device management and configuration, cloud appli-
cation development, connectivity service provisioning and management; but they
lack in standard algorithm repository and semantic search and recommendation
during workflow designing. In the next section, overall architechture of the sys-
tem is presented.

3 System Architechture

As shown in Fig. 1, the system has three main components: 1. Algopedia: an
annotated algorithm repository. 2. Web Based UI for creating/modifying Algo-
pedia. 3. A web based workflow designing and execution tool.

Fig. 1. Architecture diagram

3.1 Algopedia

Algopedia consists of three distinct parts: an algorithm ontology, a repository
and a reasoner module. The core ontology structure has been created using Pro-
tege 4.0 [4]. Basic algorithm classes like Machine Learning, Statistical Analy-
sis, Filtering etc. and their subclasses are captured here. Other related entities
like Features, SignalType etc. are also defined here along with associated rules,
restrictions and annotations (refer Fig. 2). This ontology contains pseudocodes
associated with algorithm classes. The structure and elements of this ontology
provides the basic model for algorithms. This core ontology can be enriched with
more algorithm classes, relations and annotations by mining relevant information
from web and by crowd sourcing from algorithm domain experts.

Based on the algorithm models in this ontology and following the pseudocodes
therein, a repository of implemented working code is created. Any coder who
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Fig. 2. Relations and entities around algorithm class

have implemented a code instance following an algorithm pseudocode can sub-
mit his/her work in this repository with proper annotations. To elaborate, algo-
rithm class Filter and its subclass BandPassFilter are created by algorithm
domain expert and is stored in Algopedia ontology along with their respective
pseudocodes. If somebody implements a bandpassfilter.c based on BandPass-
Filter pseudocode then that particular code implementation goes to algorithm
repository and stays as an individual (also called instance) of BandPassFilter
class. Same BandPassFilter pseudocode can be implemented in different lan-
guages (like C, R, Java etc.) by different coder with different code complexities;
the repository can accomodate each of them and all such instances will be asso-
ciated with the class of BandPassFilter. This instance repository can again be
enriched by web mining, crowd-sourcing and by feedbacks from users of the
instances.

The reasoner module in Algopedia works both on algorithm ontology and
repository. This module 1. validate correctness of ontology and repository after
a new entry is made or after a round of enrichment via web/experts/coders and
2. can recommend a set of ranked algorithms most suitable for given criteria like
signal type, feature type etc.

3.2 Web Based User Interface (UI)

Purpose of this web based user interface is to allow algorithm code writers to sub-
mit their instance of an algorithm implementation in Algopedia repository along
with relevant annotation and metadata like author name, library dependencies,
compiler version, input/output parameter details etc. This user interface can also
be used to edit/modify aforesaid details of instances those are already there in
the repository. Figure 3 shows a snapshot of this UI. The UI submits and fetches
data from algorithm repository using REST APIs. This user interface is dynami-
cally bound with the underlying Algopedia ontology. This means: the right panel
in (Fig. 3) is created dynamically as per properties defined in ontology. If a prop-
erty of an Algorithm class changed or a new property is added, then the changes
automatically reflects back in UI as a text box or combo box (depending on the
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Fig. 3. Algopedia user interface

nature of the property). This is achieved without any re-coding done at user
interface end. To and fro of data from repository to UI is carried in the form of
JSON and the structure of JSON along with some annotations dictates how the
user interface will looks.

3.3 Workflow Designing and Execution Tool

To use algorithm instances for practical problems, a customised workflow gen-
eration tool based on Node-RED [6] is used. This has a web based user inter-
face where developers can drag and drop nodes, select their choice of algorithm
instances (based on recommendation) and can stitch them to complete a work-
flow. Once completed and deployed the workflow is converted into JSON struc-
ture, using which “Workflow Code Generation” block creates an executable code.
This can be executed in a local execution platform when supplied with proper
data.

In following section, a detail description of how the system works is explained
using a signal processing domain use case.

4 Detail Description of Working of System

We have already mentioned that algorithm developers from various domains
should contribute to the Algopedia repository via the Algopedia UI. With the
Algopedia repository at hand, one can easily develop a workflow by making use
of some custom nodes provided in the workflow designing tool. From the purview
of an application developer in the context of a signal processing domain, an end-
to-end working of the system is discussed here. A standard signal processing
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Fig. 4. Workflow designer tool

solution follows stages like: Sampling → Signal Extractor → Preprocessing →
Signal Quality Checker → Feature Selection and Modelling → Post Processing
→ Output. Corresponding workflow may look like one shown in Fig. 4a. The
above sequence of stages can be considered as a template workflow for a sig-
nal processing domain, which can be further modified by adding or deleting
different nodes. Newly formed workflows can again be stored as template work-
flows and can be recommended to other users. In order to create this workflow,
developer needs to use some (one or more) custom-nodes (Fig. 4b) like Sen-
sorSelector, AlgorithmRecommender, FeatureSE, DisplayData etc. from the list
of custom-nodes provided in a separate palette called MDD, on the left hand
pane of the designer tool. In SensorSelector node, user can semantically dis-
cover a sensor from a list of live sensors (capable of sending data) attached
to the system and then collect data to pass on to next node in the workflow.
A sensor ontology has been defined [12] at the backend to support the func-
tionality of this node. AlgorithmRecommender node (refer Fig. 5a) enables
developer to select a stage (like pre-processing, post-processing, signal quality
checker etc.) of execution, the data type of the incoming signal (like periodic-
stationary, aperiodic-nonstationary etc.) and the type of algorithm (from a list
populated from ontology). On the basis of these three parameters, the node rec-
ommends a list of ranked algorithm instances from the Algopedia repository.
Designer can select one such algorithm from this list which will be executed on
the incoming data when the flow is triggered. Designer can also provide a name
(like “My Pre-Processing”) to identify this customised node.

The MDD palette provides another node named FeatureSE to apply feature
extraction and selection on the data wherever required in the workflow (refer
Fig. 5b). Feature selection can be done via a variety of methods such as SVM,
PCA, MIC etc. Developers can make a choice among these options to decide how
they want to train the model for their application. Each such machine learning
technique requires a training data that can be uploaded by the developer to
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Fig. 5. Functionality of nodes

train and obtain a model corresponding to the feature selection method chosen.
On the server end, the training data is used to find plausible features from the
dataset and hence train the model in turn. Once the training is complete, the
server returns a set of features extracted from the training dataset, along with the
trained model exposed as a webservice to be used later during the execution of
workflow. The set of features returned during this stage are listed along with a set
of algorithms recommended by Algopedia for further processing. A combination
of such AlgorithmRecommender and FeatureSE nodes are used to create the full
workflow of algorithms to be executed. Along with these, Gluecode node can
be used for tweaking the output of one node before entering another node as an
input, or for incorporating some more computational code specific to user’s need
and for other similar purposes. DisplayData node is another useful node in
MDD palette. This is used for visualizing data at any intermediate stage during
workflow designing. This node supports plotting of data from various sources
like URL, data file and previous node.

Each configured node in the workflow bundles the set of metadata informa-
tion (like algorithm name and signature, dependent libraries, path of executable
file etc.) in a form of JSON object and passes on to the next node in sequence. At
the end, the whole JSON containing the sequence and metadata is forwarded to
the ExecuteFlow node which parses it and executes them in sequence to obtain
the final results. If the results seems to be satisfactory to the developer, they can
register their workflow back into the algopedia repository, or else can reconfigure
the algorithms and other nodes for better results. The job of the developer is to
drag and drop the nodes of his/her choice to the worksheet, stitch them together
in desired sequence, configure them and deploy and trigger the workflow.



60 S. Dey et al.

5 Future Works

Our algorithm repository has good set of algorithms for machine learning, filter-
ing, signal processing and a basic set of math libraries; but it can be enriched
with other class of algorithms catering broader set of problems. Automated com-
pletion of a semantically correct and contextual workflow [13] is another aspect
which could be a desired feature for our workflow designer tool. The framework
described here is focussed at IoT problem domain, but it can be reused in dif-
ferent domains like banking, genetics, biochemistry etc. given that the domain
knowledge can be modelled and incorporated into the system as envisaged in
[15]. At present, execution of the workflow is done locally in a PC. Based on
an algorithm requirement for computational resources the whole workflow can
be partitioned into smaller units to be executed in a distributed manner across
cloud, PC, handheld devices, gateways etc [14]. Works like Wings [11] which
enables execution of semantic workflow in a condor based platform can guide us
in this respect.
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Abstract. Patients suffering from heart problems such as arrhythmia, failure
and prone to heart attacks, need regularly monitoring of their vital signs. It is
described in this article an inexpensive, free software based, easy-to use pro-
totype of a telemetry system, applied for monitoring biomedical signals using a
wifi module, a photoplethysmograph and an infrared temperature sensor; the
measurements obtained by this sensors are transmitted on real time to an
Android application and to an online platform that can be accessed anytime. The
prototype also includes an alarm system that sends a message to the phone
application, and by using social networks such as Twitter, timely notifies the
treating doctor and respective relatives whenever a critical level on the patient’s
body signals is detected.

Keywords: Biotelemetry � Heart rate streaming � Remote monitoring � Social
Networks

1 Introduction

In recent years, monitoring of body signals and activities represents an important
resource in multiple fields that are focused on the development of new technologies to
improve human’s health. Biotelemetry helps this purpose by acquiring biosignals,
avoiding to disturb the patients in their regular activities, and transmitting them from a
remote spot to a location where is interpreted by a specialist [1, 2].

The development of this system will constitute a reliable constant monitoring of
cardiac and temperature signals, target to people who are predisposed to seizures,
cardiac arrhythmia or hypertension. Previous prototypes of cardiac monitoring use
wireless communication and mobile network for signal transmission [3], as well as PC
communication and data transfer to Arduino devices [4]; the described prototype
explores new uses for Social Networks as health alarms and urgent notifications that
can be easily read by attending physicians and relatives of the patient; it also imple-
ments a free software and Internet of Things technology to transmit the biosignals to an
online platform, where the data is available at all times and from any device connected
to the web. This information, and the body signals graphics, can help to learn more
about the symptoms of the patient, signals evolution and health status [5].
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Three phases were established for the process of data acquisition; the first one
consists on heart rate measuring to sense the patient’s heart signals through a cardiac
pulse sensor and determine critical levels on the collected data, the next phase involves
sensing the patient’s body temperature by the infrared temperature sensor Tmp006,
finally takes place the transmission of the data via Wifi module, to further be sent to a
cell phone with Android OS which will access to it by a develop APK. Additional to
these procedures, the project also focuses on a code to provide alerts in the case that the
patient presents critical heart rate or temperature levels.

2 Heart Rate and Temperature Acquisition

The Pulse Sensor essentially works as a photoplethysmograph, which is a well-known
medical device used for non-invasive heart rate monitoring. Sometimes, photo-
plethysmography measure blood-oxygen levels (SpO2), sometimes, as in this case, they
don’t [6]. The heart pulse, out signal of the photoplethysmograph, is a voltage analog
fluctuation, and it has a predictable wave shape as shown in Fig. 1. The depiction of the
pulse wave is called a photoplethysmogram, or PPG. The latest hardware version of the
sensor used for this prototype, Pulse Sensor Amped, amplifies the raw signal of the
previous Pulse Sensor, and normalizes the pulse wave around V/2 (midpoint in voltage)
[7]. Pulse Sensor Amped responds to relative changes in light intensity, if the amount
of incident light on the sensor remains constant, the signal value will remain at (or close
to) 512 (midpoint of ADC range). In case of detecting more light, the signal goes up,
and opposite with less light.

The temperature measures were taken using the TMP006 sensor which is charac-
terized by the fact that uses a thermopile to measure the variable, it also captures the
infrared energy being emitted for the surface of the object so it doesn’t require any
contact with it, making this kind of sensor desirable for not disturbing to the user.

A thermopile consists in a big amount of thermocouples aligned in parallel and
wired in series, in a way that every microvolt-level signal proportional to the

Fig. 1. Pulse sensor signal test using serial streaming and processing software.
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temperature produced by each thermocouple will be part of the sum of these outputs
[8]. The sensor has a better performance with non-reflective surface bodies which
emissivity coefficient = 1, but due to the system is applied for body temperature the
results of the sensor will be accurate given the emissivity coefficient of human skin has
a value of 0.99 [9].

3 Methods and Materials

The primary code of the pulse sensor uses the Timer 2 of the ATmega328 to generate
the interruption every 2 ms, this timer disables the PWM outputs number 3 and 11 of
the Arduino Uno Board, which are used by the Wifi module, due to this inconvenient
the Timer 1 of the sensor was used. Timer 1 disables PWM outputs 9 and 10, for this
reason the Wifi module connection assigned to pin 10 was substituted by pin 6. Notice
in the code and Fig. 2.

The best way to execute remote monitoring is through cloud web servers oriented
to Internet of Things, based on the connection of physical devices to the web, allowing
possible to access remote sensor data and remote controlling of physical world, this
mash-up of captured data and the web, gives rise to new synergistic services that go
beyond the services that can be provided by an isolated embedded system [10].

In order to plot the obtained data, it was proposed to work with different online
platforms such as the case of Xively, ThingSpeak and Plotly Internet of Things Service;
experimenting with each of them, various difficulties arose; for Xively, the access to
their system requires to fill a form for a free developer account, therefore it was
necessary to register as a company and request access to the servers.

In the case of ThingSpeak, a platform oriented to the Internet of Things streaming,
its interface offers the creation of different channels and display charts. Using this tool
the supposed real-time plotting was executed with a considerable delay producing a
lack of determination and not trustable results, that leads to a disadvantage when

Fig. 2. Wifi module Adafruit CC3000, TMP006 sensor and pulse sensor wiring scheme.
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improving human’s health. Considering all this parameters, it was decided to work with
Plotly platform, specialized on analytics and data visualization; this platform has a
compatible library with the Wifi module Adafruit CC3000, which facilitated the pro-
cess of streaming data and worked according to the objectives.

Although Plotly streaming was satisfactory, it was also explored the possibility of
transmitting the data to our own Web Server. The data collected in the Arduino Board
and its transmission to a server includes several steps; the main link of the data is
performed by the statement aREST. The aREST framework was created to give
RESTful interface to several embedded boards & platforms, in a nutshell, the library
allows you to send commands to a given board running aREST, provoke an action (or
just get some data), and send data back in a JSON container [11]. This requires running
the code in a 1.5.7 Arduino IDE Version or higher.

The interface is develop in Javascript on the platform Express Jade, installation and
code execution took place in Node.js Software. Express Jade tool was used to auto-
matically generate code in html5, the variables exported to our website page were the
magnitude value of the beats and BPM, and transmission status, as shown in Fig. 3.

Fig. 3. BPM values (a), heart signal (b) and temperature values in (Celsius) (c) stream graph on
Plotly web service.
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The transmission and data displayed were achieved without inconvenience in the local
computer IP address on port 3000. It has to be point out that in order to maintain the
connection, the data refreshing should be done with a minimum delay of 250 ms,
causing significant data loss in the heartbeat magnitude.

4 Connections and Wiring

Wifi Module. The order of the corresponding pins are shown as following VCC: 5v,
GND: GND, VBEN: Digital 5, IRQ: Digital 3 [12].

Temperature Sensor. The TMP006 communicates over I2C, it is needed 4 wires to
connect it to the Arduino. The order of the pins corresponds as shown as following
VCC: 3.3v or 5v, GND: GND, SDA: SDA, SCL: SCL [13].

Pulse Sensor. The connection of the three different wires, colored as red, black and
purple follows the following order, respectively: RED: 5v, BLACK: GND, PURPLE:
Analog pin of preference, in this case Analog pin 0. The connection of the different
devices can be appreciated in Fig. 2.

5 Data Streaming

Plotly streaming library for CC3000 Wifi module was used to send the acquired data to
Plotly Servers. The streaming library uses an Application Programming Interface
(API) combined with a REST API to stream data arrays to a plot into your personal
account by linking tokens to data objects.

The code use for the prototype must initialize the user name, api key and tokens
instances, subsequently the connection to the Plotly servers is initiated to confirm the
user data and start the stream heading to http://stream.plot.ly address, thus, the trans-
mitted data matches with the data object that corresponds to each one of the desired
fields to stream and plot.

The main commands used in the prototype code are graph.init(), that enables the
connection to Plotly Serves, and graph.openStream() that sets the way to stream the
data to the selected plot of the account. On the streaming plotly library several aspects
can be set depending on the users requirements including the maximum points dis-
played on each plot, number of axis, private or public visibility and the possibility of
overwrite on every new stream. In Fig. 3 it is shown the plotted data of transmitted
signals of BPM, heart signal and temperature data, respectively.

5.1 Alert Management

Alert messages in case of critical heart levels, i.e., values over the 120 beats per minute
or under the 60 beats per minute, were managed using a notifications managing server
Pushingbox.
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Fig. 4. Email and Twitter emergency message.

Fig. 5. Front screen (BPM streaming) and emergency screen of the APK.

Pushingbox it’s an online service that allows to generate notifications through API
calls. It is based on the creation of scenarios that are launched every time a Device ID
calling is produced. Each scenario may have services as email send, twitter messages,
MAC OS, iOS or Android OS notifications.

Each time a critical level is detected, the data stream is stopped and opens a
connection to the Pushingbox servers through the Device ID linked to a scenario. The
scenario starts a series of actions that include email send to the doctor’s mail address,
see Fig. 4, and a Twitter message, as shown in Fig. 5, indicating that the patient
presents and emergency and that his/her assistance is needed.

6 Android APK

In order to create an Android OS application to display the stream data and manage
alert messages in case of critical levels the MIT App Inventor 2 was used. App Inventor
is based in a block diagram programming that allows to manage different cellphone
aspects such as notifications, web access, calls and messaging.
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The Biotelemetry App comprises a frontal page, indicated in Fig. 5, that displays in
real time the graphic evolution concerning to the beat per minute values of the patient.
On a secondary page, the BPM data can be visualized more detailed along with the
pulse beat signal stream of the patient.

The application also contemplates the management of emergency notifications, this
is possible due to the Twitter Developer App linked to the Biotelemetry App. When an
emergency advise is published on a Twitter wall, the Biotelemetry app enables its own
emergency management, this process includes the execution of a “talking message”
and the display of emergency options, see Fig. 5, such as Call a Patient’s relative,
Contact the Emergency number 911 or ignore the message in case of false alarm.

7 Results and Discussion

This prototype has centered its efforts on developing an Internet of Things based
technology and focused on the area of biotelemetry systems, it has been proposed a
new type of transmission of biosignals as a first step to generate an online data base for
patient’s behavior and evolution. In order to test the system, extensive trials were
conducted on three subjects in various conditions, their vital signs transmission was
successful in each case and was notorious the effectiveness of the alarm system when
simulated critical values in both heart rate variables and temperature.

Similar previous studies do not use free software on their systems, this character-
istic has hindered the expansion of these researches in any field and restring the
visualization features of the data from any platform. The proposed system may improve
its performance and effectiveness in the future by using wearable sensors that will
provide continuous sampling and transmission throughout the day as well as more
accuracy in the results and graphics.

8 Conclusions

A Biotelemetry system consists on a necessary tool for any patient on treatment or
under critical conditions whose biosignals must be monitored continuously. This
prototype has been implemented for both patients and physician, constituting a system
where the data is acquired by sensing the patient’s signals and subsequently monitoring
by a doctor anytime through access to any device connected to the web and the
Biotelemetry Android APK.

The objectives of developing a free software based system and easy to use pro-
totype were fully achieved. Recent developments on Internet of Things technologies
allow to use on a optimal way the existing web platforms, open to free data stream and
storage. This prototype approaches to the extended use of Social Networks in our
media and repurposes them in order to extend their original functions into new fields of
health information and real time alerts, nevertheless, it constitutes a new study sector
that can take advantage of recent studies and developers work to improve the versatility
of biosignal transmissions, increasing the overall health of the patient.
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The implemented code in this prototype can be downloaded from the following
link: https://onedrive.live.com/redir?resid=61BE7C7AD6CBB9C4%21156.
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Abstract. “Internet of Things” (IoT) is the network or associations between
those Internets connected objects (smart Devices) that are able to exchange
information by using an agreed method and data schema. The enormous amount
of things, the communication protocols the combination between hardware and
software, the Big Data impact, a verity of protocols, lack of standards and the
high level of the required SLA by the end users set up new and challenging bars
regarding QA in general and testing in particular in the IoT scene. This article
will highlight the challenges as well as address potential strategies and solutions.

Keywords: IoT testing � Testing assurance � DevOps interoperability �
Security � Validation � Protocols

1 Introduction

The Internet of Things (IoT) is a key enabling technology for digital and virtual
technologies Apparently 3.5 Billion things were connected in 2014, and the figure is
expected to rise to 25 Billion things by 2020.

The recent progress on Internet of Things deployments with the rise of Mobile
culture have given a strong push to the IoT to be today’s considered as one of the most
promising emerging technologies. However the conceptual realization of Internet of
Things is far from achieving a full deployment of converged IoT services and
technology.

One of the key elements in the IoT go to market path is Interoperability. Interop-
erability can be generalized as the feature for providing seamless exchange of infor-
mation to, for example, personalize services automatically or simply exchanging
information in a way that other systems can use it for improving performance, enable
and create services, control operations and information processing.

2 IoT Challenges

Internet of Things enables the things/objects in our environment to be active partici-
pants, i.e., they share information with other objects and/or communicate over the
networks (wired/wireless) often using the Internet Protocol (IP). Processing the IoT
data enables to recognize events and changes in the surrounding environments and
“things” can act and react autonomously. However, all these require heterogeneous
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objects to exchange information in an interoperable way to make their data and services
accessible and interpretable by other objects and services.

The IoT is an emerging area that not only requires development of infrastructure
and technologies but also deployment of new services capable of supporting multiple,
scalable (cloud-based) and interoperable (multi-domain) applications in a verity of
telecommunication protocols. The significant IoT problem to be challenged is the
interoperability of the information and services.

IoT refers to objects (“things”) and the virtual representations of these objects on
the Internet. It defines how the things will be connected through the Internet and how
those things “talk” amongst other things and communicate with other systems in order
to expose their capabilities and functionalities “services”.

IoT is not only linking connected devices by using the Internet; it is also
web-enabled data exchange in order to enable systems with more capacities to become
“smart”. In other words, IoT aims to integrate the physical world with the virtual world
by using the Internet as the medium to communicate and exchange information.

IoT is mainly supported by continuous progress in wireless sensors and actuator
diversified networks and by manufacturing low cost and energy efficient hardware for
sensor and device communications. However, heterogeneity of underlying devices and
communication technologies and interoperability in different layers, from communi-
cation and seamless integration of devices to interoperability of data generated by the
IoT resources, is a challenge for expanding generic IoT solutions to a global scale.

Networking everyday objects to send and receive data has been received with as
much hope and promise as it has worry and concern. Certainly, the day may come
when your refrigerator automatically orders milk when you are running low, but a
connected supply chain might just as likely be shut down by a security breach by
malicious hackers.

3 IoT Testing Challenges and Vision

Software testing helps in finalizing the software application or service against business
and user requirements. It is very important to have good test coverage in order to test
the software application completely and make it sure that it’s performing well and as
per the specifications. While determining the coverage the test cases should be
designed well with maximum possibilities of finding the errors or bugs.

Today’s connected world unifies multiple company aspects, namely customer
engagement channels, supply chains, interfacing devices and application touch
points. Therefore Quality Assurance organizations need to assess their customer
experience capabilities, as well as ensure the functionality of each individual appli-
cation; introducing remarkable developments in quality, cost and agility.

Companies need to focus on the disruptive nature of digital technologies by paying
close attention to customer experience-based testing. The key to successfully executing
this new approach is to look for service offerings that feature an integrated test delivery
platform, encompass omni-channel test automation frameworks, mobile testing
strategies and crowd testing.
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With the brilliance of a connected world, comes the necessary capability to provide
more niche expertise closer to the customer and the realization that testing is a com-
bination crowd testing in order to reflect real life conditions to ensure a delivery of top
notch IoT services.

In a connected world, global companies realize that they need to organize their
Quality Assurance and testing functions with a combination of centralized and
decentralized approaches. A testing team tightly integrated into the product develop-
ment process is vital for complex integrations and transformations pr in other words
Agile will become the governing model and will implemented via DevOps platform.
Moreover, companies need to ensure they define their own formula for success as one
size does not fit all. It is vital that they look for a testing partner with a multi-layered
test target operating approach, continuous delivery integration and outcome and
output-based pricing models; all governed by a 24/7 real-time dashboard.

Companies need to stop the one-way upstream integration and align it with a
downstream approach to create a new TestOps concept. In order to stay ahead of the
game, companies need to drive efficiency through risk-based analysis techniques,
risk-based testing, test-driven development, integrated test delivery, and service
virtualization.

Understanding that security and performance testing is a top priority area; com-
panies need to include multichannel and behavior driven testing models and approa-
ches as well as focused platform migration testing. It is crucial to have strong links with
test automation framework, connected world test strategies, end user performance
analysis, and competition benchmarking capabilities.

In a connected world, it is vital for applications to be tested on numerous operating
systems and devices in different geographies; such ample testing cannot be done on
premise, it must be done in the cloud. This is why it is important to ensure your testing
partner has access to the best possible testing environments that leverage all necessary
services.

In a connected world, competition is rapidly increasing, so companies need to
closely examine these trends and ensure they are following the right steps to enrich
their test methodologies. Implementing the right testing practices will allow companies
to seamlessly manage the complexity and scale that IoT presents.

4 The Interoperability Impact in IoT

4.1 The Interoperability ExFactor

Interoperability is a major theme in the IoT scene; hence it impacts the testing lifecycle
of Internet of things strategic and operational wise. Interoperability in IoT is compound
as well as influenced form several elements which impact in a direct and indirect way
on the implementation process.

The Technical Interoperability is usually associated with hardware/software com-
ponents, systems and platforms that enable machine-to-machine communication to take
place. This kind of interoperability is often centered on verity of communication
protocols.

72 B. Sand



The Organizational Interoperability, as the name implies, is the ability of organi-
zations to effectively communicate and transfer (meaningful) data (information) even
though they may be using a variety of different information systems over widely
different infrastructures, possibly across different geographic regions and cultures.
Organizational interoperability depends on successful technical, syntactical and
semantic interoperability.

Needless to say those two things cannot interoperate if they do not implement the
same set of services. Therefore when specifications are including a broad range of
options, this aspect could lead to serious interoperability challenges. Solutions to
overcome these aspects consist of definition clearly in clear requirements the full list
options with all conditions. In the latter case, defining profile would help to truly check
interoperability between two products in the same family or from different family if the
feature checked belongs to the two groups.

4.2 Methodologies for Interoperability Testing in IoT

Interoperability testing involves testing whether a given software program or tech-
nology is compatible with others and promotes cross-use functionality. This kind of
testing is now important as many different kinds of technology are being built into
architectures made up of many diverse parts, where seamless operation is critical for
developing a user base.

The factors in interoperability testing include syntax and data format compatibility,
sufficient physical and logical connection methods, and ease of use features. Software
programs need to be able to route data back and forth without causing operational
issues, losing data, or otherwise losing functionality. In order to facilitate this, each
software component needs to recognize incoming data from other programs, handle the
stresses of its role in architecture, and provide accessible, useful results.

Interoperability testing can be addressed in two main approaches for testing:

The empiric approach of testing regroups several ways to do testing. Since this kind
of testing is informal, they are generally carried out while coding. There is no set
procedure for informal testing, and this is entirely up to the coder to implement
without the need to submit the test reports. The coder feels confident that his code
works as required and contains no obvious bugs.
Empiric approach for testing encompasses tests that are done while developing the
product to identify bugs, as well as those that is done on the fly.
The main advantages of the empiric testing methodology are the following: Tests
can be done very earlier while developing the products, allowing detecting
errors/bugs in the earlier stage of the development, moreover the tests can be setup
very quickly, without huge constraints such as having reports to prepare etc.

Having said that the above e advantages can be canceled by the following drawbacks:

No ideas regarding the test coverage since there is no real test plan, part of the
properties to be tested cannot be measured. Thus, errors/bugs may not be detected.
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Since these tests have been done informally, end users will have difficult to trust the
final product so the marketing and business demerges can be rather significant.
The methodological approach for testing generally encompasses different steps
leading to the execution step where test suites are generated against products. These
products can be at different degree of their development.
Three main steps can be seen in this approach: Abstract Test Suite (ATS) specifi-
cation, Derivation of executable test, and Test execution and results’ analysis.
The advantages of the methodological approach are the following: Improved test
coverage due to a real consist methodology that monitors the whole processes while
maintaining KPI’s, properties to be tested can be measured. Thus, it may help in
determining more precisely how to cover important parts of the system and sub-
systems under test. By this way, it may reduce non-interoperability of the product at
the end.
Moreover the methodological approach provides real added value to the market. As
these tests have been done formally, end users will trust more easily the final
product. In addition tests can be done very earlier in parallel with products’
development, allowing detecting errors/bugs in the earlier stage of the development.

5 DevOps, TestOps and IoT

IoT implementation in intelligent corporate and residential IT networks poses unique
challenges for DevOps as requirements apply well beyond the software development
lifecycle and encompasses the complex quality assurance and robust back-end support
phase.

Although IoT is largely consumer-driven, the technology is equally pervasive in
corporate markets. In this context, DevOps engineers must address traceability and
audit ability for all IoT firmware OS developments to ensure compliance success.
Collaboration with hardware product specialists and vendors throughout the develop-
ment process also ensures software robustness to enable streamlined integration with
existing IT networks while avoiding vendor lock-in. The world’s networking infras-
tructure with its finite capacity is reaching its limit as the number of IoT endpoints
explodes. This in turn, drives interoperability, networking and connectivity issues
impacting the wider IT network, whereas IoT development with a focus on network
environments, protocols and standards can help eradicate these concerns. Given the
scale of IoT production and deployment across the globe, maintaining a robust
back-end architecture to automate testing and upgrades requires full visibility into the
development cycle as well as a single repository to track changes that follow a device
rollout.

Interoperability issues emerge naturally when billions of ‘dumb’ devices interact
with each other. Developing for IoT with the API evolution in mind to expose unique
functionalities of the hardware ensures easy rollout of upgrades in addressing inte-
gration, connectivity and interoperability issues that may arise down the line.

The performance and behavioral attributes of IoT hardware pose unique challenges
for DevOps engineers who must test IoT software in complex real-world environments
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and use cases. For instance, weather conditions and durability of the hardware can
impact software performance especially when the technology is designed for
responding to environmental conditions, such as Web-connected automated fire alarms.

Quality assurance is inherently complex and specialized with the burden of
architecture almost entirely falling on the back-end. With this service model, DevOps
engineers can push updates frequently as the slow approval process of app stores
doesn’t hold for IoT software. The IoT ecosystem’s vastness has also led to the
unpredictability of application requirements for these devices. The understanding of
IoT applications is therefore altered even after the launch, prompting significant
updates regularly to incorporate the required changes. With the DevOps approach,
these updates are directly pushed from the back-end with a continuous delivery service
model.

6 Summary and Conclusions

The Internet of Things offers great potential for organizations and societies. A con-
nected world where billions, or even trillions, of devices are connected to the Internet
and as such can communicate with each other. If we manage to successfully develop
the Internet of Things it will unlock a lot of value and the benefits of the Internet of
Things are enormous for organizations and societies. However, there are still some
major challenges for the Internet of Things.

Organizations will be able to track their assets in real time, improve utilization of
the assets to meet demand. They will be able to predict required maintenance without
visiting remote. Monetization of expensive assets becomes easier for organization as
the Internet of Things will enable operating expenditure instead of capital expenditure;
meaning that users of certain assets are billed based on their actual usage, engine hours,
and fuel load etc. instead of having to purchase expensive assets. In addition, devices
that are connected to the Internet can receive software updates regularly, instead of
replacing the asset thereby prolonging the life of the asset.

The overall challenges in interoperability is first to stabilize the foundation of the
real world data services, ensuring technical interoperability from technologies to
deliver mass of information and then complementary challenges are for the information
to be understood and processed.

The complexity and the diversification embedded in the IoT processes raises many
challenges to the Testing organizations in many aspects such as: planning, monitoring,
controlling and execution.

The huge amount of things, processes, the big data and complex processes requires
a compressive centric testing strategy which will oversees the “Big Picture”.

Interoperability testing is a key motive in IoT testing since it addresses the endless
amounts of sub systems and its related interactions.

A crucial step for successful integration in a digital world is to reduce test cycle
time through the adoption of swift practices and a dynamic test engineering platform.
This means fast, responsive QA and testing solutions integrated with agile
development.

IoT Testing - The Big Challenge Why, What and How 75



Choosing the right testing partner can mean the difference between success and
failure. Identifying the best practices ensures that products and applications are ready
by deadlines and meet customer expectations; ensuring companies deliver defect-free
products and services for a quantifiable return on investment.

Companies need to place a strong emphasis on specific cloud and virtualization
solutions to create a solid test environment and to manage their cloud and virtualization
strategies.

The DevOps approach should also address the disconnect between IT realities and
management desires leading to interoperability and productivity concerns for enterprise
customers.

The enormous amount of details demonstrated via the endless number of things,
processes, sw, hw and SLA may lead to a comprehensive testing strategy which
oversees and controls a unified testing life cycle.

Testing is a change agent in the IoT, it provides the natural link between Devel-
opment and operation from the technological and cultural aspects.
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Abstract. This work presents a paradigm shift and introduces a data-
centric security architecture for the COMPOSE framework; a platform
as a service and marketplace for the IoT. We distinguish our approach
from classical device-centric approaches and outline architectural as well
as infrastructural specifics of our platform. In particular, we describe how
fine-granular and data-centric security requirements can be combined
with static and dynamic enforcement to regain governance on devices and
data without sacrificing the intrinsic openness of IoT platforms. We also
highlight the power of our architecture, converting concepts such as data
provenance and reputation into efficient, highly useful, and practically
applicable complements.

Keywords: Internet of Things · Information flow control · System
security · Reputation · Provenance · Identity management · Static
analysis · Node-RED

1 Introduction

COMPOSE is an FP7 EU funded project targeting at the development of a
full end-to-end solution for developing Internet of Things (IoT) applications
and services: from mobile apps for users interaction, to connected objects that
sense or interact smartly with the environment, to a scalable data streaming
and processing infrastructure, to service discovery, composition and deployment
of applications. The logical architecture of the COMPOSE platform is depicted
in Fig. 1. Its main components are the COMPOSE Marketplace, the runtime
engine, and the Ingestion layer.

The Marketplace is the front-end interface to developers for the publication,
exchange, and access of reusable services. It consists of a graphical interface for
creating application logic and offers mechanisms for the discovery of existing
services, registration of new ones, and the deployment of applications.

Applications are executed on the second layer, the runtime, which is trans-
parent to the developers and provides interfaces for monitoring and support for
usage analytics. It is based on an enhanced version of CloudFoundry [3], an
already established, open-source PaaS solution with a large community support-
ing its development. It provides the essential environment for hosting applica-
tions, in our case Node.js that we are using for workflow execution.
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Fig. 1. Conceptional view of the COMPOSE architecture

The third layer, the Ingestion layer, is the interface to the connected objects.
Bi-directional communication over different M2M and HTTP-based protocols
allows the remote interaction with the devices (e.g., requesting status updates,
performing actuations, reading sensor information etc.).

Connected objects play one of the most important roles in IoT systems since
the core concept is data aggregation and interaction with smart devices [9].
Within this context, COMPOSE has developed servIoTicy, a data storing and
streaming framework with support for device interaction [15].

To interact with real-world objects, users, and services, servIoTicy exposes
both, RESTful Application Programming Interfaces (APIs) and M2M proto-
cols (like MQTT, STOMP, and WebSockets). Through these interfaces, devices
can store sensor information on the platform. Developers can be notified about
updates or retrieve data based on special queries (e.g., time-series based analy-
sis). For this purpose, servIoTicy integrates ElasticSearch [1]. For sensor data
stream processing, the Apache Storm [16] component is used, in addition to
CouchBase [4] for storing data. Through exposing device communication via
REST protocols, servIoTicy also provides an important bridge between REST
and MQTT/WebSockets/STOMP [6] as most of the M2M protocols cannot be
utilised within a browser.

To simplify the creation and deployment of applications, COMPOSE pro-
vides glue.things (http://www.gluethings.com). It is a web-based application to
register and access COMPOSE components. It mainly offers the following fea-
tures: (1) Creating and configuring virtual smart objects in servIoTicy (allowing

http://www.gluethings.com
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them to store sensor data, create subscriptions to events, and generate actu-
ations), (2) testing the deployment of sensors by receiving sensor data in real
time, and (3) creating IoT applications through a visual workflow editor.

The latter is based on the popular open-source tool Node-RED (http://www.
nodered.org). This editor for the IoT allows the easy design of workflows based
on components that communicate with devices or services. It is based on node.js
and can be executed as a standalone or be integrated in a users application.
Workflows (called flows) are created in a drag-n-drop fashion by selecting avail-
able processes (called nodes) that can communicate with external services COM-
POSE services.

For the development of applications for connected objects, as well as for
mobile or web applications, COMPOSE provides libraries and mobile SDKs as
part of glue.things. Libraries for popular embedded platforms (like Arduino,
Flyport, mBed, SparkCore, etc.) are provided to simplify the interaction with
servIoTicy over the available protocols. In addition, JavaScript libraries are pro-
vided for web application development and mobile app development using cross-
platform frameworks like the Titanium Appcelerator.

The freedom to interact with numerous devices and applications, the ability
to process a new magnitude of data in completely novel ways, and the sim-
plification of the development process comes with a burden: The provisioning
of a security framework that supports the openness of IoT, ensures the gover-
nance over data, and supports non-security-experts in the development of secure
applications.

This burden is particularly hard when considering the application of exist-
ing security frameworks. Instead of fixed architectures and pre- and well-defined
application scenarios, we face unpredictable contexts in which data is processed
and applications are executed. Data becomes easily reusable, may be processed
by various types of applications with different functionalities and properties.
Further, applications simply emerge from the combination of other services or
applications. Their internal complexity may be completely hidden from the devel-
oper and their impact on data may be unknown or very hard to determine. Thus,
static security perimeters around applications or devices are infeasible and the
specification of their security policies is simply impossible.

2 Design Decisions

Our security framework addresses these issues by shrinking the security perime-
ter to the granularity of data. Instead of forcing developers to foresee which
possible application scenarios he wants to cover and which security policies and
enforcement technologies are required for that, we ask the entities generating
data in the system to define security policies for this very data. This idea is
inspired by the mechanisms designed to protect privacy by using the decen-
tralised label model (DLM) [10] extending flow policies introduced by Denning
and Denning [5]. Our approach mainly differs in the application of such tech-
niques to highly dynamic architectures in which enforcement must be applied

http://www.nodered.org
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in an ad-hoc fashion and various computational entities. Even more important
is the fact that we consider user-defined security policies. Users specify how,
by whom, and in which context their data should be processed and which data
should gain which kind of access.

Of course, fine-granular policies require complex evaluation and enforcement
machineries. This particularly holds for the IoT where additional dimensions,
such as spatial or temporal constraints need to be enforceable. Further, policies
must not only be able to define the specific security requirements for data and
entities but it must also be possible to evaluate them efficiently during static
analysis of software and networks as well as during dynamic flow enforcement.
Thus, a unified policy framework for our architecture is inevitable. Through the
combination of this unified policy framework with an attribute based identity
management (IDM) our security framework also simplifies the development of
policy enforcement tailored to specific applications.

The IoT will also deploy user-defined code. Thus, devices may run legacy,
vulnerable, or manipulated code changing their intentional functionality. They
may be physically manipulated to generate new data reading or perform differ-
ent actions. Further, services which process and consume IoT data may contain
malicious or vulnerable code. As a consequence, it is essential that a security
architecture for the IoT can detect misbehaving entities which do not allow
direct security enforcement. Hence, our architecture provides a reputation sys-
tem, monitoring devices, and security services. This also allows to use reputation
values as policy dimensions.

Finally, our security architecture aims for the definition of novel data security
policies by generating provenance information for individual data items. Through
a complete history of data, users will be able to define security policies which
can also prevent complex data harvesting attacks.

3 Architecture Overview

Centre of the security architecture (see Fig. 2) is the security core. It hosts essen-
tial components such as an attribute based IDM and the global policy decision
(PDP) as well as policy information points (PIP). While our architecture also
supports local instances of these components we use centralised servers to guar-
antee the consistency of security critical data. The same holds for additional
components that extend the functionality of the security core: The reputation-
and provenance manager, the static analysis, and the instrumentation compo-
nent. Reduced to these components, the architecture resembles classical security
architectures. Thus, the remainder of this section briefly outlines the functional-
ity of the components relevant for our data-centric framework before going into
more detail in the following sections.

To abstract from the complexity of servIoTicy we distinguish three main
components: Data Store, Data Management, and Service Object Registry. The
latter administrates virtual representations of devices, together with their secu-
rity policies and reputation information. In particular, reputation information
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Fig. 2. Outline of the COMPOSE security architecture

is updated frequently according to the use of the associated devices. As soon as
devices generate data, it is stored in the Data Store together with its appropriate
flow policies derived from device policies. Every time data is used, provenance
in the data store is updated based on the operations performed.

The data management which manages access to data and service objects,
deploys a local PDP and PIP. In this way, appropriate security monitors can
control access within the central data processing component of the overall archi-
tecture. The authorised usage of devices and data can be enforced and prove-
nance and reputation information can be generated. Additionally, local security
monitors can control data-centric flow-control policies.

servIoTicy can forward data to the runtime environment where it can be
processed by applications. They are either provided by COMPOSE or imple-
mented and/or composed by users of the platform. Similar to the data manage-
ment layer, the execution of every application is secured by dynamic security
monitors which can be either holistic, i.e., all components of an application are
monitored, or selected in-lined reference monitors. In this way, our architecture
enables the fine-granular flow tracking and enforcement of data and the moni-
toring of specific application properties. For efficient local enforcement and data
accumulation, this architectural setup also requires a local PDP, PIP, and stores
which allow the local accumulation of security metadata. System-wide security
meta data about an application, i.e. reputation information, ownership, or access
rules, are stored in the security registry.

The simplification of the creation and deployment of IoT applications is an
essential functionality offered by COMPOSE. Hence, it is important to comple-
ment this functionality with mechanisms that allow non-experts to assess the
compliance of their application with various security requirements. For this pur-
pose, we provide features for editing policy settings, validating and re-configuring
data flows within applications, for checking provenance, and for assessing the
reputation of system entities.
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Finally, to control access from external entities additional security monitors
in the communication infrastructure of COMPOSE are deployed.

4 Identity Management

Our platform offers an attribute-based approach. Every user can tag himself or
his entities with attribute values. Once entities are tagged with attributes, e.g.
the brand of the device, they can be used to specify security policies, e.g. accept
data only from devices from brand X. Main problem with this approach is to
ensure trust in this information without creating a centralised authority.

Our platform solves this by providing a generic attribute-based IDM frame-
work. This framework allows users to approve attribute information depending
on the group where they belong [12]. More specifically, a group membership is
defined as a tuple (u, r, g) where user u has role r in group g. But, before a mem-
bership is considered effective by the security framework, it has to be approved
by two parties: the administrator/owner of g, and u. This mutual agreement pol-
icy ensures that users cannot be misplaced in a group against their will, and also
that groups contain only users approved by administrators. As a result, users
of the platform can rely on groups of their choosing, e.g. the group containing
distributors of devices of brand X, to approve attributes used in their policies,
e.g. brand of the device.

5 Flow Enforcement

Inputs and outputs of any COMPOSE entity which can process data are anno-
tated with a data-centric flow policy. Apart from specifying the entities allowed
to access, execute, or alter a component, flow policies also describe the security
requirements of data entering a component and the security properties of data
leaving it. Thus, each data item is annotated with security meta-data. Therefore,
a unified policy framework is required to avoid additional evaluation overhead.
The policy language used in COMPOSE is inspired by ParaLocks [2].

Their main idea is to logically specify with so called parameterized locks
when a possibly polymorphic actor can retrieve information about a data item.
Open locks represent fulfilled conditions under which information can flow. A
set of such locks is interpreted as a conjunction of conditions. Combining those
conjunctions by disjunctions yield a policy. We adopt this security specification
as it is also based on the DLM, it is simple, evaluation is efficient, and it can be
used to map against classical access control schema.

To obtain a specification language feasible for the IoT domain, we merge the
Usage Control approach UCONABC [11] with ParaLocks and obtain so called
UsageLocks. It introduces typed actor and item locks which allow the checking of
actor and item attributes, defined by IDM. These locks prevent a blow up of the
set of required locks (each attribute could be modeled with another global lock)
and they introduce a greater flexibility as pre-defined locks can be used to check
user-defined attributes. Further, the new lock types also allow the definition of
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security contexts which depend on the data items themselves, their usage, and
on temporal or spatial constraints. Finally, we also distinguish between flow-
to- and flow-from-rules. While the first type of rule maps to the Horn clauses
introduced by ParaLocks, flow-from-rules invert this formalism to also allow the
specification of rules which describe conditions under which the modification of
data or resources is allowed.

To maintain scalability and efficiency, the enforcement mechanisms for the
policies described above, require techniques to avoid the dynamic and static
analyses and evaluation of policies whenever possible. We partially achieve this
through the generation of contracts which are also modeled using the lock-rule
system. A static analysis generates an over-approximation of the behaviour of
an entity and stores it in a JSON format which uses locks to specify how the
programming logic of an entity impacts the flow of information, e.g. by indicat-
ing under which conditions (lock status) a flow from an input parameter to an
output, such as a file, a socket, or to another COMPOSE entity takes place.

5.1 Dynamic Flow Enforcement

glue.things is based on node.js, i.e. the components used to build an applica-
tion run on top of node.js and the interaction and flow of data between single
nodes is managed by Node-RED. In order to support the enforcement of data-
centric security policies even when facing user-defined JavaScript code in appli-
cations, we modified the execution environment for single nodes by integrating
JSFlow [7]. It is a security-enhanced JavaScript interpreter which allows dynamic
flow tracking. It covers the full non-strict JavaScript as specified by the ECMA-
262 standard and allows the annotation of values with basic security labels. We
extended these labels and the JSFlow infrastructure to support UsageLocks and
their policies. Further, we extended JSFlow to support most language features
and libraries of node.js and Node-RED.

To also track the information flow between nodes, we modified the basic node
template of Node-RED. The primitives used for sending and receiving messages
between nodes have been extended. The message exchange now ensures that
security information for data, i.e. security policies and lock states, is available in
the nodes processing them but protected from the user. To also support basic
Node-RED node types, such as function nodes, we further modified the execution
primitives to apply our modified JSFlow. To maintain scalability and decrease
the performance impact, all other nodes, i.e. node templates deployed by the
COMPOSE provider, only symbolically execute the contract of a node to prop-
agate the security labels for data. This removes the need to apply JSFlow to the
complete execution of a node but requires additional pre-processing as explained
below.

5.2 Static Flow Enforcement

Evidently, contracts are an important pillar for the scalability of our architec-
ture. They are generated by an over-approximating static analysis of the flows
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generated by an application. The analysis for basic nodes, i.e. nodes which do not
represent another application composed, is based on TAJS [8]. Comparable to
JSFlow, we extended this static analyser by important language features required
to analyse Node-RED applications and to process policies based on UsageLocks.
Results from this version of TAJS can be transformed into a contract indicating
the flow-relevant behaviour of a COMPOSE entity.

To analyse and generate contracts for complete workflows, a simple model
checker has been implemented. It exploits the flow description provided by Node-
RED and extends it with contracts for applications which have already been
analysed. Basic nodes without contracts are analysed by our TAJS derivate to
generate and store their contract. Composed nodes, are forwarded to our model
checker. On top of the model resulting from this analysis cascade, the checker
identifies non-compliant data flows, i.e. it searches for traces which perform
access to data items although locks specified in the security requirements for
these items have not been opened.

These analysis results are also used in glue.things. As a consequence, devel-
opers with little or no security expertise are able to validate the compliance of
applications with the security requirements of their data or the data of other
COMPOSE users. This prevents the deployment of insecure applications which
will then be subject to dynamic enforcement.

The use of contracts can tremendously simplify the analysis of complex soft-
ware and support dynamic enforcement. We further exploits the precise infor-
mation generated during the static analysis to allow code instrumentation. This
does not only involve the instrumentation of JavaScript code in user-defined
function or customised Node-RED nodes, but it also includes the instrumenta-
tion of workflows. Thus, we are able to further reduce the performance impact
of the dynamic flow control and can integrate logging or enforcement mecha-
nisms, e.g. prevent access to particular files, in security critical control flows of
applications.

6 Reputation

The reputation manager (see Fig. 2), also called PopularIoTy [13,14], aims to
cover scenarios when additional information collected during runtime, and users’
feedback can help to assess whether a certain application or Service Object is
providing a “good” service. Therefore, popularIoTy calculates reputation for
entities based on three aspects: popularity, activity, and feedback.

Popularity reflects how often a certain Service Object or application is used,
i.e. invoked by other entities. In the case of the data management, whenever data
is generated, notifications are stored in the data storage. Likewise, the monitors
placed in the runtime store notifications when an application is called. This
information is processed to calculate a popularity score.

The activity score attempts to reflect whether an entity is behaving properly.
In specific cases, data items, i.e. sensor updates, within the data management can
be discarded due to several reasons: lack of security policy compliance, developer-
provided source code interpretation errors, or developer-intended filtering. When



Data-Centric Security Framework for the IoT 85

sensor updates are discarded due to the previous reasons, a notification is stored
in the data store. Afterwards, this information is used by popularIoTy to decrease
the activity score for Service Objects that drop sensor updates, especially in the
case of policy compliance and source code problems. To assess whether an appli-
cation behaves as expected, security contracts are used. Security contracts for
applications could be refined by developers when it is not feasible to deter-
mine certain flows, e.g. data is sent to a URL received as a parameter. This
allows the reputation manager to leverage the monitors placed in the runtime to
detect when the application behaves as promised by the developer in the con-
tract refinement. In case the application complies, it will get a positive activity
score reward.

PopularIoTy also encourages users to contribute to the reputation calculation
through feedback. It is comprised of text, and a numerical value reflecting the
user’s perception about the Service Object or application.

7 Data Provenance

The data provenance manager tracks origins of data, the operations performed
on it, and the time when operations took place. This empowers users to define
policies based on data provenance, e.g. allow a Service Object to receive data
only if it has been processed by a particular application. Further, visualising the
provenance of data can help users to detect when certain errors occur; for exam-
ple, if several data sources are combined, but one of them is malfunctioning,
the developer could examine the sources of correct values, and compare them
with wrong values to isolate the malfunctioning device. Also, provenance infor-
mation has an interesting potential to help to protect the user’s privacy. For
instance, it could eventually help to detect when particular applications harvest
and correlate information from specific entities, hinting to the possibility of user
profiling.

8 Conclusion

The ability to simplify the development of applications for the IoT and mitigating
the overhead for their deployment is essential for the emerging and wide-spread
installation of smart devices. COMPOSE provides important tools to support
this process and offers a platform for the design and implementation of both
innovative and experimental as well as business application scenarios. We have
shown how to accommodate this rapid development processes with data-centric
security mechanisms. There are far simpler security technologies which could be
implemented with less effort and a smaller performance impact. However, they
require a clear security expertise at the developers side, concise and complete
requirement collections, carefully selected security primitives at specific enforce-
ment points and usually produce isolated silos of devices and services for specific
application scenarios. The security paradigm chosen in COMPOSE removes this
burden from the developer and delegates it to sophisticated security mechanisms.
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They reconfigure and relocate security enforcement as needed and in accordance
to the security requirements a user specifies for his data. In this way, our archi-
tecture presents the key to open closed silos and supports the most important
but seemingly contradictory properties of the IoT: Openness, Simplicity, and
Governance.
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Abstract. Edge processing in IoT networks offers the ability to enforce privacy
at the point of data collection. However, such enforcement requires extra pro-
cessing in terms of data filtering and the ability to configure the device with
knowledge of policy. Supporting this processing with Cloud resources can
reduce the burden this extra processing places on edge processing nodes and
provide a route to enable user defined policy. Research from the PaaSage project
[12] on Cloud modelling language is applied to IoT networks to support IoT and
Cloud integration linking the worlds of Cloud and IoT in a privacy protecting
way.

Keywords: Cloud computing � Scalability � Internet of Things �
Models@run.time

1 Introduction

The vision of an Internet of Things (IoT) heralds a new dawn in how people and
devices relate to each other. Within environments such as the Smart City personalised
services can take into account a person’s historical behaviour and their current location.
Delivery of these services in the environment via personalised messaging or even
public displays has the potential to change personal perceptions of space and privacy.

Emerging EU law is set on a course to require personal consent before IoT based
services can interact with a person and their data. Without such consent the capture of
this data would be illegal. Thus, in order to future proof emerging IoT services privacy
assurance is needed and one such way of doing this is by the provision of data filtering
at the edge of the IoT network.

Increased processing capability in low power chips used in IoT networks provide
the possibility that data can be filtered at source with respect to specific privacy/security
rules. This will enable the handling of most sensitive information to be taken out of the
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hands of the service provider and for such networks to comply with the law. However,
such privacy filtering adds latency to the core operation of the sensor board and in data
intensive applications can cause potential bottlenecks in relation to quality of service.

In order to counter this, hybrid IoT data processing solutions for both privacy and
service provision are needed. Such solutions will enable IoT networks to embrace the
benefits of both processing at the edge and extra capacity from the Cloud. Existing
work in the model-driven Cloud community illustrates how data can be sent to specific
cloud infrastructures based on requirements associated with it. Using Smart City
requirements from Canary Wharf this paper illustrate how such an approach can be
applied to IoT in the Smart City.

2 Adapting to Context

Personal interaction with devices and sensors in terms of both passive and interactive
engagements are set to change human conceptions on how data is shared. For example,
current data shared using traditional social networking technologies such as Facebook
is largely reliant on personal input. Within IoT connected environments, data sourced
from fixed and mobile sensors is often collected automatically. As privacy awareness in
the online domain influences behaviour in terms of choice of websites and data shared,
within IoT environments it could change the places people go and choices they make.

2.1 Consent

Emerging EU legislation for consent from data subjects prior to data processing in IoT
environments is in-line with current approaches to privacy in the online data sharing
domain. Within the online community this can be seen manifest in the notification
panels asking for consent to track Cookies on most websites. Within the IoT com-
munity the approach to achieve this is yet to be defined.

A key challenge in gaining this consent is to determine when and where the consent
is required. Personal data in IoT is often produced from multiple sources and varieties
of contexts, it differs from web services where data sources are often fixed and
application specific. Add to this supported processing on remote infrastructure and the
extent to which and prior consent is valid becomes cloudy.

To manage this complexity consent can be better managed in models of deploy-
ment and use. In that way the application can investigate such models to ensure consent
before the data is processed. Using user defined policy such as in [1] is one way of
describing this complex consent as illustrated in Fig. 1.

Identity + Data / Policy

Fig. 1. Typical model for privacy provision in web service environments
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Supporting these policies with deployment models can apply the context and is
present in work developed in [2] as illustrated in Fig. 2.

Thus applying context to the equation can significantly enhance the sensitivity of
the data. This is a particular concern with IoT devices, where the data collected may
include significant amounts of meta-data and contextual data which can infringe on
privacy. For example, it has been shown that sensors such as accelerometers have
unique “fingerprints” that can be used to identify the device [8]. In a typical application
data will consist of different privacy levels and how these levels are handled will be
described in the model. Taking these concerns into account during processing proposes
a problem of adaptation between the device and supporting cloud in both privacy and
quality terms.

2.2 Adaptation

Edge processing at a significant level in IoT environments is a relatively new phe-
nomenon and related directly to the increasing power in terms of processing and
decreasing energy consumption of microchips [3]. From a security perspective, filtering
data at the edge enables data marked as private by users to be discarded at source. In
addition it can reduce the amount of metadata and contextual data that is published.
This reduces both the volume of data to process and the threat of leaked private data.
However, for data intensive applications that run complex data analysis, computation at
the edge is not always suitable. Edge computation adds delays on data collection and
processing and forms a potential bottleneck. A solution to this problem is to support
this processing by using either local or remote computing power, one way is to present
flexible and on-demand Cloud-based support. The provision of such resource can be
realised using the PaaSage platform.

The PaaSage project delivers an open, integrated platform to support model-based
lifecycle management of applications executing on multiple cloud infrastructures.
Specifically, the PaaSage platform support the generation of application deployment
models to best satisfies application owner requirements. When run-time events make
the current deployment unsatisfactory (e.g., QoS constraints are violated, or application
owner requirements are changed), the platform dynamically adapts this deployment in
the most efficient and reliable way. Adaptation in PaaSage relies on the mod-
els@run.time approach. Following this approach, the platform maintains models of the
running deployment, requirements as well as environment properties. These models are
continually updated through monitoring and form the basis of detecting deviations
between the current deployment and requirements, of generating a target application
deployment, and of transforming the current deployment into the target deployment.

Identity + (Data * Context) / Policy

Fig. 2. Model for privacy provision in IoT environments
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In the context of IoT applications, the PaaSage platform can be used to optimally
provide cloud resources when edge resources are insufficient. Specifically, the platform
can monitor resource utilisation in the device and automatically trigger the deployment
of additional data processing modules on cloud resources. The number and types of
virtual machines and the associated cloud provider are selected in order to best satisfy
the application’s performance, security, energy consumption, and cost requirements.
The selected application deployment can then be dynamically adapted when the plat-
form identifies a better target deployment or when environment conditions change
(e.g., workload variations, price changes of cloud providers).

PaaSage provides a set of interfaces to configure and monitor the Cloud. It not only
enables non cloud specialists from the IoT domain to set specific deployment
requirements such as security and quality of service but also to monitor how these
requirements are respected during execution. Supporting the deployment and execution
are Reasoning components that look to find optimal deployments based on user
requirements and monitored metrics from the infrastructure (which can include the IoT
network). From an IoT perspective this constant management of the Cloud environ-
ment ensures that security and quality can be maintained at the pace of change at the
IoT platform.

3 Models

The PaaSage platform consists of various components that handle the life-cycle phases
of configuration, deployment and execution of multi-cloud applications. Central to the
operation of these components is the Cloud Application Modelling and Execution
Language (CAMEL). This acts as a thread throughout each phase ensuring application
deployment requirements are applied on multiple aspects of multi-cloud applications.
These include operations such as provisioning and deployment topology, provisioning
and deployment requirements, service-level requirements, metrics, scalability rules,
providers, organisations, users, roles, security controls, execution contexts, and exe-
cution histories. Applying these models to link user requirements to the operation of
IoT networks will enable the edge IoT processor to adopt privacy sensitive flexible
Cloud based resource provisioning.

3.1 Handling Constraints Towards Privacy

The PaaSage platform can enforce data privacy in various ways through the CAMEL
model. Firstly, it uses organisation models in the life-cycle phases of deployment and
execution for representing organisations and users associated with a cloud-based
application. For this purpose, the organisation package of the CAMEL metamodel is
based on the organisation subset of CERIF [10], which is a modelling framework for
specifying organisations, users and other entities in the research domain. It is an EU
recommendation [11] for information systems related to research databases used for
standardising research information and fostering research information exchange.

The CERIF model for an organisation contains blocks of information about the list
of data centres offered by the organisation, the organisation itself, its users and user
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groups as well as the permissions and role assignments issued by the organisation.
CERIF enables varied organisations to express user privileges in relation to data
processing and mpa permissions in federated environments. This mapping of identity
will provide the edge processor with the ability to handle data from multiple
organisations.

Secondly, data privacy could be maintained by specifying location requirements,
involving one or more locations. A location can be either a geographical-based location
(e.g., region or country) or a cloud location (i.e., a location specific to a cloud provider).
This type of requirement is attached in deployment models either at the global level or
at the local VM level. In this way, the end-user can specify a set of locations which
should hold either for all the specified VMs or for a specific VM.

It is the responsibility of the PaaSage Upperware component, and particularly of
the Reasoner sub-component, to consider such requirements in order to guarantee that
all instances of VMs to be generated are situated in the respective locations included in
these requirements. This can ensure any constraints in relation to location of data
processing can also be applied in the filtering at the IoT edge processing. This is
particularly significant for mobile sensors where data collected in some locations could
be processed in the Cloud or edge whilst other locations can be marked as private.

CAMEL has the ability to create a digital form of the specification of all possible
security controls as they have been identified by Cloud Security Alliance (CSA) and
store them. A security control is identified by a name, a particular domain and
sub-Domain, a textual description and to a set of security properties and metrics that it
links to. In this way, when security requirements will need to be defined, the end-user
will have the opportunity to select the security controls that better satisfy his/her needs
by either browsing the respective security control list or making focused searches.

Integrating IoT specific controls into this list would enhance the security of dis-
tributed IoT networks by ensuring that the Cloud fits to the IoT deployment. A key
benefit of edge processing is the simplification of data processing at a local level to the
sensor. As this can reduce risk of data propagation as opposed to when it is processed
in the Cloud. In cases where data has to be taken from the edge to the Cloud (such as in
the need for extra processing power) PaaSage can look to tailor specific Cloud
deployments to suit data sensitivity.

This flexibility is of key importance as it is likely that data from the IoT network
can be of various levels of sensitivity depending on sensors and context. The ability for
a supportive Cloud to adapt to this when providing extra resource to the edge is a key
motivation in using PaaSage to support IoT data processing.

3.2 Managing Adaptability

CAMEL supports monitoring and scalability information in the deployment model and
this is used to trigger dynamic adaptation. Specifically, the platform detects specified
events, such as violations of service-level objectives or component failures, and enacts
adaptation actions, such as vertical scaling, horizontal scaling, relocating components
to different clouds as well as application restructuring.
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Within the IoT environment adaptation may also be triggered by monitoring on the
device to trigger a Cloud burst or the availability of a deployment model that better
satisfies user requirements and goals (e.g., taking into account updated cloud provider
offerings). Importantly, the PaaSage platform continually seeks to optimise application
operation by finding better deployment models and enacting them in a cost-efficient
and safe manner. Deriving deployment models relies on a user-provided utility function
that represents the extent to which a given deployment model satisfies user require-
ments and goals.

4 Use Cases and Implementation

The use case in which we have developing an initial deployment of our prototype is
focused on the Smart City. Requirements for the platform in terms of business case and
function were sourced from Canary Wharf as part of a Smart City Challenge [1].

4.1 Smart Cities

Smart Cities can be defined in a variety of ways. A common feature in all definitions is
the use of connected devices within the urban environment. This includes connecting
existing infrastructure and management systems with sensors in the environment to
improve city management, including aspects such as traffic control, parking, air quality
and lighting. However, more dynamic uses of technology within the Smart City are
embracing increased processing power of devices both personal and at device level.

Such applications include features such as personalisation of retail environments
and advanced crowd management. In these scenarios the demand on computing power
of the sensors within the environment and data processing modules varies with the
numbers of people and the data demands of the application.

Management of the performance of applications in the Smart City typically fall into
the hands of various agencies with often different service demands. For example, traffic
control systems are usually supplied by local authorities responsible for traffic man-
agement across wide areas and demanding high levels of application reliability. Within
shopping centres typically the infrastructure is controlled by the owner of the built
infrastructure. Here the service is less critical but relies on greater amounts of personal
data.

Implementation of IoT within an environment such as Canary Wharf has to balance
both the application goals and with support for the reputation of the Smart City brand.
Central to reputation management is the control of how data is both used and secured
particularly with respect to personal data privacy.

4.2 Data Processing

Data processing in our implementation is achieved using the Intel Edison device
platform. Collection of data is achieved by the capture of Bluetooth association data
from personal devices as they pass into range. In order to better associate identity with
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devices the project created a portal for device registration and association with users.
During the device registration process personal privacy preferences can be set in
relation to data yielded from the device and how it is used. In addition to these
user-defined privacy policies, a set of core privacy policies were defined. These core
policies implement the requirement to maintain the reputation of Canary Wharf within
the Smart City domain.

These requirements captured in CAMEL initially sit at the middleware layer.
Pushing them down to the device enables the management of sensed data with respect
to privacy preference and identity. Example policies tested on the platform defined
what types of data could be collected per user or identity. To implement this a data
filtering module was created for the device that configured using policy and identity.

Identity is provided on the portal via user attributes submitted when signing onto
the portal. This identity can be expressed using standards such as OAuth or SAML and
transferred to the IoT platform. Policies defined by data subjects will enable association
of specific context with certain users. DeviceID from sensed data is checked against
identity and policy.

Using CAMEL to support the data filtering at the edge the prospect of data pro-
cessing bottlenecks is reduced. Here, when the performance/processing levels of the
core data processing module on the device reaches a pre-set threshold a notification is
sent to Cloud burst. In this scenario, the message is sent to the PaaSage platform using
the MQTT protocol.

5 Related Work

The platform presented in this paper offers a unique combination of data processing
depending on the application/user specifications for computation in IoT networks.
Significantly established areas for edge processing such as the routing of packets via
Switches and Routers are now moving toward supported processing using Cloud based
virtual networks and is the focus of newly funded research [2].

In terms of specific IoT and Cloud integration Aneka is an IoT application
development Platform-as-a-Service (PaaS) that is capable of utilizing storage and
compute resources of both public clouds [4]. It provides various services that allow
users to control, auto-scale, reserve, monitor and bill users for the resources consumed
by their applications. It also supports resource provisioning on public clouds such as
Microsoft Azure, Amazon EC2 and GoGrid as well as on private clouds such as
desktops and clusters. The resource provisioning is dynamic for a certain time and cost
considering past execution history of applications and budget availability.

In comparison to our work, Aneka follows a similar approach. While on the one
hand, the target vision is the same i.e. on-demand resource provisioning for IoT
applications, on the other hand the approach for realization the ecosystem is different.
PaaSage uses simple CAMEL model to specify the properties of the IoT application i.e.
constraints and adaptability for data privacy, application performance and user pref-
erences along with the IoT platform (which also serves for local data processing) and
Aneka is itself a dedicated .NET-based application development PaaS.
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In [9], the Webinos system pushes XACML policies out to devices to limit the
spread of personal and contextual data. While the aims of this are broadly similar, there
are two key differences. Firstly, the Webinos system is based around the core concept
of devices being in the personal control of users and therefore having a “personal zone”
to protect. By contrast, in a Smart City there are many devices that collect data on many
different subjects, which is dealt with in our work. Secondly, in contrast with this work,
the Webinos system does not implement automatic movement of processing based on
load from edge devices into the cloud.

In [5], Aazam and Huh provides a model for Fog computing which provides a layer
between IoTs and the cloud. Typically, their model performs resource management for
the IoTs taking into account resource prediction, resource allocation, and pricing all in
a realistically and dynamically; also considering customers’ type, traits, and charac-
teristics. The authors also mention that the Fog could provision for decisions con-
cerning the security and privacy of data collected from the WSNs and IoTs using a
Smart Gateway within the layer.

Contrasting with our work, this could be viewed as a different architecture where
the Fog layer provides computation, privacy, security etc as services for IoTs. In fact, it
overlaps with similar concepts like mobile cloud computing (MCC) and mobile-edge
computing (MEC) [6]. Another notable difference as mentioned in Sect. 2.2, these kind
of edge processing can add delays therefore leading to bottlenecks. Our PaaSage
platform has the flexibility to adapt by using either local or remote processing, through
flexible and on-demand Cloud based support. Another drawback as pointed out in [7],
Fog devices are prone to greater threats like man-in-the-middle attack as they work at
the edge of networks; we use a more tightly coupled architecture with the privacy
module embedded within the IOT platform.

6 Future Work

This paper documents early stage research and investigations in combining IoT with
existing work on the PaaSage project. Future work involves the broadening of the
initial investigations to further define links between Cloud models and IoT. Configu-
ration interfaces between the PaaSage platform and IoT devices also require further
investigation. More efficient methods for device configuration taking into account
combined IoT capability are interesting points of investigation.

7 Conclusion

Provision of edge processing in IoT networks can provide enhanced privacy provision
and compliance in implementations processing personal data such as the Smart City. In
order to support such provision at the edge extra provision for processing of non
sensitive data can be provided via the Cloud. Using the PaaSage platform and Cloud
modeling language CAMEL, Cloud computing infrastructure can be selected to suit the
specific data processing needs and deployment characteristics of the IoT network.
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Abstract. This keynote paper creates the framework for the 2nd EAI Interna-
tional Conference on Mobility in the Internet of Things (IoT). The IoT offers
advanced connectivity of devices, systems, and services that goes beyond
machine-to-machine communications and covers a variety of domains and
applications. The interconnection of embedded devices is expected in many
fields including Mobility and Intelligent Transport. In the light of the latest
knowledge and scientific projects findings the authors present actual R&D
trends in the given field. New ideas, cutting-edge innovations and technologies
for mobility agenda are needed together with a multidisciplinary perspective
approach. The paper indicates most common recent aspects for future devel-
opment of the IoT applications for support of Mobility and Intelligent Transport.
Research and innovations projects including ERA Chair project in ITS at the
University of Žilina are presented as examples of solutions for IoT applications
for benefits of citizens (motorized and non-motorized public).
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1 Introduction

The Internet of Things (IoT) is an emerging technology that evolved from the con-
vergence of Internet, wireless technologies and micro-electro-mechanical systems
(MEMS). For the first time, the term “Internet of Things” was used by Kevin Ashton,
founder of Auto-ID Center, in 1999. The ‘thing’ may be any natural or man-made
object, assigned a unique identifier: a car with built-in sensors, a live organism (human
or animal) with implanted devices (biochip, heart monitor), a home control system with
detectors, etc. As defined in [1], the IoT can be realised in three paradigms – internet
oriented (middleware), things oriented (sensors) and semantic-oriented (knowledge).
The usefulness of IoT can be released only in an application domain where the three
paradigms overlap. Therefore at the moment the prospective applications seem to be in
health care, policy making, industry, defence sector, infrastructure monitoring, energy
(smart grids), factories of future, retail, environment protection, business intelligence,
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smart metering, home management and many others. A very broad area for IoT
deployment associated with mobility is transport and logistics, including parking,
highway monitoring, emergency services and many other services. Machine-to-
Machine (M2M) communication ability is a prerequisite of so called smartness.

Ubiquitous sensing by Wireless Sensor Networks (WSN) technologies offers in
many areas new possibilities for the support of everyday life. One of the important
areas for utilisation of ubiquitous sensing is mobility and transport in general. Variety
of enabling technologies such as RFID tags, different types of embedded sensors and
actuators are transforming the internet utilisation and create new services heading to a
fully integrated Future Internet. The Digital Agenda for Europe - Europe 2020 Initiative
in chapter “Future Internet” [2] has priorities in internet of services, things and
infrastructure. This includes research into the Network Technologies of the Future,
Cloud Computing, Internet of Things, Future Internet Research and Experimentation,
Public-Private Partnership in Future Internet etc.

The OECD Technology Foresight Forum 2014 refers about the Internet of Things
[3] as a term applied to the next 50 billion machines and devices that will go online in
the next two decades. The number of connected devices in households in OECD
countries is expected to be 14 billion by 2022 in comparison to around 1.4 billion in
2012. The large scale economic and societal influence of these developments will be
influenced through the data collected in network with IoT implementation and machine
learning can be an essential element for such data and the data they collect can be used
to take action. Silver Spring Networks [4] refers that “a controlled plug every 30 m in
each street” will be located for smart city solutions.

In accordance with Goldman Sachs [5] the Internet of Things is emerging as the
next technology mega-trend, with effects across the business spectrum. By connecting
to the Internet, billions of everyday devices – ranging from fitness bracelets to
industrial equipment – the IoT merges the physical and online worlds, opening up a
host of new opportunities and challenges for companies, governments and consumers.
A very large number of embedded devices connected with IoT will generate a huge
amount of data, even if individually each of them contributes only a limited amount. In
mobility and intelligent transport systems (ITS), sensors and mobile devices (mobile
phones, OBUs) generate it. The main role is to extract meaningful information from big
data. For that the equivalent and corresponding computer software with optimal pro-
cessing power and knowledge and skills of experts are needed.

It is assumed that the massive growth of M2M traffic based on IoT will require a
more efficient and ubiquitous technology to carry the data traffic and the use of
communication – especially wireless – technologies by humans and by machines. 5G
technologies won’t just be faster, it will bring new functionalities and applications with
high social and economic value for mobility and intelligent transport too. The main
current research directions were given at Globecom in December 2013. The capacity is
to increase by a factor of 1,000. Data rates are to go up to 50 Gbps for low mobility,
5 Gbps for high mobility and 1 Gbps anywhere, i.e. this seems to be the minimum
everyone should be able to enjoy also in remote areas. The latency should further
decrease to less than 1 ms (it is 5–10 ms in LTE), and energy consumption should be
reduced by a factor between 10 and 100. These targets will be achieved by enhance-
ment of LTE which will include the deployment of dense, smaller cells and may
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include other general enhancements like the combined usage of higher and lower
frequency bands and the substantial use of MIMO technologies and specification of
completely new radio access technologies (11).

2 Innovation Cycle of the IoT

As any other new technology the IoT also follows a typical innovation cycle going
through the usual phases: innovation trigger, inflated expectations, disillusionment,
enlightenment and productivity. Seeing examples of the Gartner’s hypo curve for
emerging technologies published in recent years 2012–2015 it is apparent that since
2012 when the IoT was situated closely to the end the of the 1st phase this year the
technology has reached the peak of inflated expectations.

Expectations are 5–10 years to reach plateau of productivity which means to have
tools and products saturating the market. The promises are huge – the IoT seems to be
the world’s most massive device market in few years; however, estimations of exact
size vary greatly. The Hype Cycle includes series of various emerging technologies;
some of them being interconnected and/or interdependent. Each of them usually
depends on one or more other sub-technologies that (if not quite ready) can limit the
true potential and successful bringing to the life. For the IoT the right balance of power
consumption, cost and bandwidth will have to be found for both industry or people
needs. Otherwise the massive scale connection of things may come rather in the form
of idle wishes than reality.

A lack of standards may turn out to be another troublesome barrier for rapid IoT
development. Currently the IoT lacks a common set of standards and technologies that
would allow for compatibility and ease-of-use. The war of IoT protocols has already
started and hardly any winner can be identified at the moment. There are currently few
standards/regulations for what is needed to run an IoT device. Instead of a single
standard for connecting devices on the IoT there are several competing standards run
by the following coalitions: The Thread Group (Qualcomm, The Linux Foundation,
Microsoft, Panasonic), The Industrial Internet Consortium (Intel, Cisco, AT&T, IBM,
Microsoft), Open Interconnect Consortium (Samsung, Intel, Dell), Physical Web
(Google), AllSeen Alliance (Samsung, Intel, Dell) and huge number of smaller
non-standardized protocols in use [6]. As far as the industrial IoT is concerned, the
Industrial Internet Consortium (IIC) was founded in March 2014 to bring together the
organizations and technologies necessary to accelerate growth of the Industrial Internet
by identifying, assembling and promoting best practices [7].

A lot of potential applications will put increasing pressure on security and safety
issues. Anything associated with the Web contains potential hazards, so more devices
will have to be considered critical than nowadays. On one side data generated by the
IoT has the potential to reveal far more about users than any technology in history. On
the other side systems generating data could be (and surely will be) the subject of
hacking with all negative consequences to the systems themselves, their users, envi-
ronment, on local or even global scale. The industrial IoT opens the door of safety risks
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to industry and enterprises. Transportation may be a good example of potential vul-
nerability (web connected cars, communicating road-side infrastructure, railway
SCADA systems, planes and airline systems).

The need to store and analyse big data in a secure way may require unexpectedly
high demands on additional costs. Even at present, various countries and domains
apply different privacy-related legislations that limit personal and other sensitive data
processing [9]. Thus success and failure of IoT applications may be country specific.
People do not use technology that they do not trust. Since in principle nothing may be
100 % secure or safe, the serious and open game with societal acceptance of risks must
be played. After all, the benefits of privacy by design smart connected product should
outweigh privacy and safety concerns.

At present it is hard to imagine all kinds of things potentially connected to the
network in the future and their functionalities - from “dumb” objects such as light
switches, toasters, fans up to “smarter” ones such as transport means, health monitoring
stations, smart homes, etc. Even though it is clear that natural interactions will be
highly preferred, i.e. using systems that understand gestures, expressions and/or
movements and engage people in a dialogue, while allowing them to interact naturally
with each other and the environment [8]. The aspect of intuitiveness may also become
very important, with no need to wear any special device or to learn a set of instructions.

The idea of monitoring and controlling everything via wireless networks will bring
a huge increase of data. ABI Research estimates [10] that the IoT communication in
2014 generated data traffic of 200 exabytes. At the end of the decade in 2020 the
Internet of Things is expected to transmit 8 times of this data volume, i.e. 1 600 ex-
abytes or 1,6 zettabytes. However, the real added value will be not in the data itself or
technologies providing it but in the provided services.

We could foresee that IoT deployment will speed up customization trends and
inevitably bring changes to social and working patterns. As an example the trend
known as BYOD (Bring Your Own Device) is being often mentioned – enterprises
allow their employees to bring their own personal devices into the work environment,
to use them, share working data, etc. Gartner calls BYOD the “most radical change in
the economics and the culture of client computing in decades” and expects that, by
2017, half of all companies will have mandatory BYOD policies.

Sometimes new technologies are adopted applying the so called M-U-D (Middle –
Upper - Down) approach. The middle layer represented by managers in the field can
see an added value of the new technology and convince the upper managers of benefits
of adopting it by the lower layer employees. It is probable that IoT deployment ini-
tiatives may be operated in a similar approach. In any case, companies are expected to
have sufficient level of maturity to manage their information and organization
processes.

Filling the facts associated with IoT deployment is a big challenge to semicon-
ductor industry. According to Dean Freeman, semiconductor manufacturing analyst at
Gartner, Inc., perhaps by the end of this decade - the world may be home to a trillion
sensors - eventually, a trillion sensors a year could be consumed [12].
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3 ITS Projects Continuity at the UNIZA

The University of Žilina (UNIZA) uses its intellectual, technological, scientific, and
research potential to solve problems of basic and applied research in the field of
intelligent transport. At the turn of the century UNIZA became involved in the reso-
lution of key transportation challenges on national and international level.

The titles of pinpointing university projects are shown in Fig. 1.

These research directions are fully compatible with the European research heading
formulated in the Strategic Research Agenda 2020 document, an EU frame programme
for research and innovations Horizon 2020, as well as with the Long-term plan of state
scientific and technical policy until 2015 (The Fénix strategy), National plan of
research and development infrastructure – SK ROADMAP, and the Danube region
strategy. On these foundations, a modern scientific-research infrastructure is further
built, a cooperation with foreign research and educational institutions as well as with
commercial sphere is being developed. New generation of experts has been formed
focusing on intelligent transport technologies and services. The result of these activities
was the acquirement of University Science Park.

UNIZA demarcated 2 long-term strategic development directions – “intelligent
transport” and “digital enterprise”. In line with this heading, in 2014 the construction of
University Science Park (USP) and University Science Centre (USC) started. The
initial conception of USP structure in the area of intelligent transport, as defined at the
beginning of the USP project proposition, is shown in Fig. 2.

Its centre is constituted by a computer system in the position of a monitoring and
control system (Virtual Smart City - ViSC), which enables to build the concept of
“smart city” with emphasis on control of processes primarily related with monitoring of
traffic state in a selected geographically defined area. The conceptual scheme of
intelligent city virtual platform is based on traffic models using data gained from sensor
networks. Using manually entered or generated input data, it will enable to model the
operation of city, thereby serving as a source of virtual sensor information for the
superordinate monitoring and control system. The superordinate system can subse-
quently, based on the acquired sensor data and analysis of the defined models, inter-
vene the infrastructure control and optimize the traffic process.

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Tunnels and Tolling in Slovakia

CETRA - Centre of Transport Research, Centre of Excellence 
Intelligent Transport Systems

Technlogy & services for intelligent transport
CONNECT I & II

EASYWAY
Centre of excellence for Intelligent Transport Systems I & II

University Science Park
ERA Chair for Intelligent Transport Systems

Fig. 1. ITS project continuity of UNIZA
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By the end of June 2014, UNIZA started a testing operation of IBM Intelligent
Operations Center for Smarter Cities, specifically a transport oriented modification -
IBM Intelligent Operations Center for Transportation (IOT) providing advanced ana-
lytical, optimisation and prediction tools. The basic idea of this concept is that the
quality of life in city agglomerations is highly dependent on the quality of services
provided to the residents, which is significantly affected by the perceived quality
standard of transportation and many other services. This requires a considerable vol-
ume of information, real-time communication and cooperation of several subjects
involved within the control of distinct city processes with the objective to counteract
the emergent problems before they arise, if possible.

The current problem is that all critical data is typically stored in heterogeneous and
mutually incompatible systems located within the premises of various administrators,
thus disabling a single complex and integrated view on the events taking place. The
system would enable a rapid sharing of information and a mutual coordination of all
units and thereby to improve the effectiveness of the services provided.

The initial project phase will focus on the UNIZA campus at the Velky Diel,
therefore this phase is referred to as Smarter Campus. In order to implement these
strategic objectives, the Faculty of Electrical Engineering acquired in advance several
new technologies which will provide a momentum for the development of so-far
activities and enable to prepare their integration into the planned processes. The core
of these technologies are the products of Libelium® (Meshlium® networks for
Wapsmote® sensors).

Fig. 2. The Virtual Smart City concept (ViSC) according to University Science Park
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4 ERA Chair

The EU-funded ERAdiate project [13] is promoting excellence of the University of
Žilina and the Žilina convergence region in the field of Intelligent Transport Systems
aiming for enhanced competitiveness in the European Research Area (ERA). The
University Science Park (USP) of UNIZA is the home base of the ERA Chair Holder
and his team. Using the research infrastructure the focus will be on ITS innovations
such as cooperative ITS (connected vehicles and infrastructure, an already available
and standardised pre-phase to IoT), decarbonisation of mobility (i.e. electro-mobility
and its requirements), big and open data, interoperability, and human factors. These
include acceptance, usability, data protection and privacy aspects, as well as liability
aspects, where resilience and resistance to fraud, hacking, etc. are important.

5 Conclusions

Internet of Things is a crucial technology for the implementation of ICT into trans-
portation in general. There are many areas which will be supported with this tech-
nology. IoT is a huge challenge and has urgent need to be standardised in many areas
(information and communication networks and services, safety and security, etc.) for
faster and more effective applications. IoT in general is always an innovative task for
utilisation of the Interned networks and services and gives new requirements in many
fields for it. New requirements are needed for collaboration among industries producing
equipment, those who operate transport infrastructure, municipalities, academia, and
citizens to answer on such challenges. Support from research and development agen-
cies is very needed to speed up processes for developing smarter and greener solutions
in transport and mobility.
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Abstract. The way we are experiencing and interacting with our everyday
living environment define and anticipate our future behavior and actions. Today
new digital technologies vastly diminish boundaries between virtual and phys-
ical world. Cross-reality design supported with recent mobile and context aware
computing, gradually changed the concept of user interaction and moved it more
toward usage of heterogeneous contexts, pervasive computing technologies, and
multimodal spatial perception and transformed our living surroundings into
smart environments, traditional living object into smart living objects. Ubiqui-
tous computing vision implies more than ever to our lives. In order to make all
these changes more human-centered in this paper we are investigated the cog-
nitive and metaphorical aspects of future interface design strategies which could
enhance user experience and ideas acceptance, communicated through multi-
modal interactions. In this paper we are presenting three tangible interfaces that
we have developed for design and research purposes and results we collected
during their public exposure. Hopefully, the results will give us sufficient
insights for further investigations in the field of smart living environments and
smart objects development. We believe that to fulfill these goals application and
exploration of tangible interfaces frameworks and cognitive methods could be
one of the crucial elements for the future research success.

Keywords: Multimodal interactions � Smart environments � Smart living
objects � Ubiquitous computing � Interface design � Tangible interfaces � User
experience design � Cross-reality design

1 Introduction

In this paper it has been explored how interactive user experience can be enhanced if
human values and cognition directs the process of designing content and services for
smart living environments [1]. The environments which are augmented with digital
technology and widely spread mobile computing, could have a capability to enable
automation, interactivity, ubiquity [2] while meeting user expectations and allowing
interaction everywhere at almost a subconscious level [1]. Technologies itself are
becoming increasingly invisible and personal; in practice this means that interaction
is happening with minimal user distraction and with today user mobility at any time
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and everywhere. As pervasive computing technologies (mobile technologies, radio-
frequency identification, sensors, microelectronics, wireless technologies, ambient
displays, networked video-systems, context-aware systems, etc.) are becoming more
reliable and cost efficient, researchers and industry show increasing interest in exploring
ways to leverage them for new services design and in the development of multimodal
experiential environments where users are enriched with multiple meanings and meta-
phors. This could have a significant impact on the time-space aspect of user experience
embedded into natural living surrounding and their mobility. In such fast environments
people can interact any time at any place, in metaphorical way where meaning can be
transferred between users and environments, an emotional way by which users will hold
a long-term memory of experience, as well as a physical way in which the immediate
conscious and unconscious impact takes place through the interaction with the applied
technology [3]. Ubiquitous workspaces, augmented reality, online social interactions,
wearable computers, mobile applications and multimodal environments, could become
key contributors into innovative service development implemented into everyday living
surrounding. The concept we be followed in our experiments, as relevant to achieve
those ideas, is cross-reality design.

Cross-reality is an informational or media exchange between real- and virtual-world
systems that closely conceptually correlates to idea of a smart living environments
development [4]. For example, environments built upon cross-reality principles could
serve as a bridge across sensor networks and Web-based virtual worlds, improving
people’s interactions with each other and with the physical world [5]. With the
potential of bringing together two worlds that have been disjoint and of enriching user
experiences, companies have started to change their service logic and are beginning to
implement cross-reality ideas into widely used consumer devices such as: location and
orientation in mobile phones (e.g. GPS in the mobile phones), biometrics in clothing
(e.g. pedometers in Nike shoes), on-body gesture recognition in gaming controllers
(e.g. accelerometers in the Nintendo Wii), off-body gesture recognition in gaming
consoles (e.g. cameras in the Microsoft Xbox Kinect).

Together with the researches related to cross-reality as design concept (embraced
with several major themes including augmented reality, mixed reality, ubiquitous
computing, and wearable computing) interface design has become an important issue to
deal with in realization of this concept and evolved toward exploration of the rela-
tionship between physical representation and digital information. Important first steps
were done by Fitzmaurice, Buxton, and Ishii who described a new conceptual
framework in their discussions about “graspable user interfaces” [6]. In further
development Ullmer and Ishii extended the idea and proposed the term “tangible user
interfaces” [7]. The framework supports concept where interface should not be just an
input device but rather artefact which simultaneously integrated physical representation
and control. Despite traditional graphical user interface approach where exists clear
distinction between input (mouse, keyboard) and output devices (monitor), tangible
interfaces tends to diminish this distinction.
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2 Related Research

The researchers have been working for more than a decade on meaningful concepts for
integration between real and virtual space. Followed by technology improvements,
cross- reality ideas started widely to appear in projects ranging from interactive art
installations, like Drew Harry’s Stiff People’s League installation (see http://labcast.
media.mit.edu/?p=26) or The Parcer, an online interactive art installation based on the
instrument capable to facilitate multiuser composition in a collaborative environment
[4], to augmented reality in a Touring Machine project [8] or ubiquitous workspaces
like the work by Gloria Mark [9] focusing on intensive design activities such as the
design of NASA space missions or complicated software. Collaboration between
participants, user-generated content together with intention to improve communication
using 3D visualization were primary aspects to explore within the first experiments in
cross-reality design [4]. Second Life, an online virtual world launched by Linden Lab
in 2003, has been chosen by a group of researchers as the virtual platform for cross-
reality experiments Shadowlab [10] with environments that supported user-generated
content. A new approach to the visualization of information, which is one more con-
siderable aspect of multimodal pervasive technology application, can be seen in pro-
jects such as Google Earth visualizations of the James Reserve done by the Center for
Embedded Network Sensing [11]. Domain of data visualization was among the first to
accept commercial implementations of cross-reality in the projects such as IBM’s
visualization of data center operation (see http://www.ugotrade.com/2008/02/21/the-
wizard-of-ibms-3d-data-centers/) or VRcontext’s Walkinside visualization software
(www.vrcontext.com). Cross-reality systems also have the potential to reconfigure
service environments into creative workspaces with high flexibility as a core design
principle for certain collaborative projects [12]. Collaborative space made of sensate
media [13], responsive furniture, paper-based interfaces and a mappable project space
[14], could be a creative playground for future users of a living environments
co-created by themselves.

Transformations we are experiencing continuously through new media have
changed the way we are interacting, sensing and engaging with the objects in our
everyday environmental space. What we can see from the examples above is that usage
of cross-reality systems and concept of tangible interfaces could help us for example to
extend collaborative tools into networked space, enrich user engagement in the
experience of virtual space and move perception toward advanced levels. With such
potential, we believe that cross-reality and interface design concepts based on usage of
everyday objects and representations of known forms have a potential to radically
affect the way we are experiencing services embedded in our living environment. This
could lead to redefinition of existing interface and design communication practices and
possibilities for application within the multimodal cross-reality smart living context:
meaningful end user experience (collaborative, metaphorical, contemplative, creative,
aesthetical).
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3 Interaction and Communication

Merleau-Ponty’s integrated view of action and perception makes an interesting starting
point for a discussion of meaningful interactive experiences together with meaningful
design. Based on his theory it is possible to lead users into interactions with the
computer that are meaningful at a very basic level. With an application of Merleau-
Ponty’s philosophy to human-computer interaction, we get a new understanding of
interaction as perception. We consider interaction as perceptual process which involves
both human mind as well as human body, then distinction between tool and media
disappears. Involvement of total body into perception transform it into active process
and it is no longer the passive reception of information through a medium. When action
in the same way is seen as an expression of our being-in-the-world, it no longer has
meaning to see as a purely body activity.

From the other side, Activity Theory emphasizes the distinction between internal
and external activities. The user experiences, raised on multimodal interactions, in three
interactive installations (MindCatcher, Inner Body and Ciklosol) presented in this paper
relate to internal processes such as perception, cognition and emotion and express them
through external activities represented by participants’ behavioral changes. The theory
also highlights the importance of interface development for further mediation between
internal and external human activities [15]. This opens the experimental space to usage
of known objects and forms, with already embedded meanings, into development
processes of contextually enriched environments, interaction and interface design.
Hence, the importance of metaphors and aesthetic in design process could be pursued
more comprehensively through Activity Theory [16]. According to Activity Theory
human nature correspondence between the level of aesthetics and the activity level is
driven by complex motives, of which the individual actors are seldom aware [17].
Engestrom also argues that the level of Activity is mediated by ‘imaginative artefacts’
that give identity and comprehensive perspective to human practice. Based on that
theoretical foundations, we developed three experimental interactive installations
where we investigated several different approaches to contextual and interface design
applied in a meaningful and aesthetically conceptualized responsive environment.

4 The Floor, the Bicycle and the Heart

As mentioned previously, the term Tangible User Interfaces (TUIs) was presented by
Ishii and Ullmer [7] in 1997 and defined as user interfaces that augment the real
physical world by coupling digital information to everyday physical objects and
environments. Terminology varied from within various researches, e.g. ‘‘passive
real-world props’’ [18], ‘‘graspable’’ [6], ‘‘manipulative’’ [19], or ‘‘embodied’’ [20], till
eventually Ullmer and Ishii [21] did suggest to adopt the most common phrase, tan-
gible, to refer to them collectively. They all share the same basic paradigm of a user
manipulation of some physical object(s) via physical gestures which are detected by
computer system and gives feedback accordingly.

Furthermore, Ishii and Ullmer defined them as one that eliminates the distinction
between input device and output device, although interesting interaction regimes are
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highlighted by relaxing these expectations [21]. According to Fishkin [22] broad
scenario that characterizes TUIs would be:

1. Some input event occurs. This input event is typically a physical manipulation
performed by users with their hands on some ‘‘everyday physical object,’’ such as
tilting, shaking, squeezing, pushing, or, most often, moving.

2. A computer system senses this input event, and alters its state.
3. The system provides feedback. This output event is via a change in the physical

nature of some object – it alters its display surface, grows, shrinks, makes sound,
gives haptic feedback, etc.

In case of three experiments with tangible interfaces and cross-reality, we are
presenting in this paper, the different scenarios were used in the following manner:

The interactive installation MindCather was based on floor interface as input device
and monitor as output device were input occurs when round colored circles enriched
with sensors were pressed by foot (Fig. 1). As respond to that input, computer system
played sound and generated colored circles on the screen, which were positioned
according to contextual logic of the system. Multimodal interactions on the floor
interface had two important manifestations, individual and collective in physical and
virtual environment as participants were in position to collaborate between each other
directly on the interface as well as joint generated digital content into one co-created
artefact. The system direct feedbacks to the users during the interaction were light and
sound indications which corresponded to user behavior on the floor interface. Aes-
thetically the floor interface represents completely authentic artefact without any
reminiscence on surrounding everyday objects. So the way users perceived the inter-
face was abstract and metaphorical, based on reaction on recognizable and sensory
manifestations which forms through multimodal did not disturb desirable multimodal
interactions offered by the responsive systems.

The interactive installation Ciklosol uses exercise bicycle as input device, and
monitor as output device. The input occurs when users are starting with paddling the
bike interface (Fig. 2). Speed of paddling correlated directly with the speed of pro-
jected sunflower rising. Multimodal interaction in this case consisted of sound effects

Fig. 1. The MindCatcher floor interface with colored circle switches (Color figure online)
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which referred to sound of wind and birds in the field, interaction with the exercise bike
interface through paddling and visual representation of the digital information gener-
ated from user inputs. Conceptual idea behind this interactive experiment was to
connect body actions and movement based interaction with the metaphorical message
of connection between people and the environment and how important is human role
and invested energy in environmental preservation.

The interactive installation Inner Body had a model of human heart as input device,
and the output device was wall projection. Users had to touch and grab by their hand
the heart sculpture placed on the tube which was filed with the blood in same amount as
it is in human body (Fig. 3). The system reacted on human touch and triggered audio-
visual respond to the user. The interaction concept was based on simulated medical
examination as the system made feedback on user gesture of grabbing the heart
interface. Despite first two interface appearance, MindCatcher’s abstract floor interface
and Ciklosol’s everyday living object (bike) interface, the Inner Body interface
manipulated with a human heart as a symbolic representation of vitality, begging and
end, living and dying, health and sickness.

Many researches today are directed toward realization of the ubiquitous computing
vision which has in the core of its idea distribution of computing in everyday life. In
order to fulfill such environmental concept transformation of traditional objects (known
to us in meaningful and functional way) into so-called smart living objects which are
augmented with digital technology and enhanced with additional functions affecting
user experience with new interactions and multi-sensory perception. We could say that
concept of tangible interfaces and tendencies to enrich living environments with smart

Fig. 2. The Ciklosol bike interface where paddling is trigger to the system

Fig. 3. The Inner Body Heart Interface, the output occurs when user grab it
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living objects correlate closely between each other and lead us to sustainable design
choices. Some questions has been raised from these choices such as in which direction
we should extend functions (in correlation with their traditional features) or even more
important perception and human understanding of new interactions we are capable of
adding. Also important question to answer in this research was, to what extend user
feels embodiment of the system feedback with physical environment where interaction
is happening and how that depends on connection between input and output?

Fishkin [20] suggested four levels of tangible interfaces embodiment characteris-
tics: full – is characterizing the output device which is at the same time the input device,
nearby – characterizing the output that takes place near the input object, typically,
directly proximate to it, environmental – is characterizing the output placed somewhere
around the user, such as audio, light or heat levels, distant – is characterizing the output
placed on another screen, or even another room. In all three experiments we are
presenting in this paper we could say that the interface audio-visual attention is swit-
ched between the input (the floor interface, the bike interface, the heart interface) and
the output (the wall or monitor projection), and as such the floor interface combines
distant and environmental and the bike and the heart interfaces belong to distant type of
tangible interfaces category.

Beside embodiment, metaphor represents highly important and powerful ingredient
of any design and could help us give answers to question related to perception and
human understanding of interactions embedded to objects and form users can recog-
nize. Cognitive anthropologists argue that the ability to use metaphor is the ultimate
characteristic that separates the minds of early humans from modern humans [23],
philosophers of science believe that metaphor lies at the heart of how our theories of the
world are created, explained, and communicated [24, 25]. All these studies together
with rules of design and principle can be applied to user interface design and its
implementation to smart environments, especially considering its physical tangibility.
A designer can use a whole realm of physically afforded metaphors such as the shape,
the size, the color, the weight, the smell, and the texture of the object to invoke any
number of metaphorical links. Mithen [23] argues that the most powerful metaphors are
those which cross domain boundaries, such as by associating a living entity with
something that is inert or an idea with something that is tangible. If we take into
account this statement, then tangible interfaces and cross-reality concepts possess all
the required potentials to provide meaningful metaphors. That could lead into deeper
immersion and user experience, which was of high importance to be achieved during
the development of the three interfaces. In order to quantify the amount of metaphor,
Fishkin [22] roughly group metaphor into two types: those which appeal to the shape of
an object, which he termed metaphor of noun, and those which appeal to the motion of
an object, which he termed metaphor of verb. The more any types of those metaphors
are used, the higher would be placed the interface on this scale. He based this grouping
on results from cognitive psychology [26], [27], which show that noun and verb are
deeply natural and intuitive concepts arising even in deaf–mute children who are taught
no linguistic grammatical structure. It is clear that in order to succeed with an appli-
cation we must take care to raise metaphors as closest as possible to a level of
understandable and meaningful end experience or else the power of metaphor can
weaken the value of the application, or require an extra level of learning. Furthermore,
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Fishkin [22] explains that promotion of metaphors as one of the key factors in interface
development could take us to the great body of knowledge about metaphors and its use
in other fields. He then refers to a five different fields we could involve and expand
domain of this discourse, cultural anthropology – where metaphors vary from culture to
culture which could be a crucial knowledge in improving TUI design, evolution of
cognition – where research is focused on possibilities of giving additional meaning to
the objects and explored the power of metaphor in that context, cognitive psychology –

cognitive psychologists have found that nouns and verbs appear deeply ingrained in
our consciousness, even for deaf–mute children who are taught no sign languages [26],
[27], industrial design – if we are thinking of people who are constantly facing
employment of metaphors in their work then industrial designers would belong to the
most experienced in this matter. For example Gorbet [28] uses the investigation of
‘‘product semantics’’ in industrial design (examining the employment of metaphor in
the design of everyday objects, such as toasters, TV sets, and answering machines), to
illustrate the trade-offs of higher and lower levels of metaphor. Obviously there in no
unified way we could use metaphor in design process of any tangible user interface
such as the floor, bike or heart interfaces we investigated. But, by giving an attention to
available choices, we will be able to create more effective design.

In case of the installation Mind Catcher the metaphor of the whole system should
have been very clear in order to immerse participants deeply into the creative act. Thus,
any unnecessary cognitive overheads could have disturb user experience through
mismatch between the operations on the object and those of the analogized object. The
floor interface was raised from the conceptual ideas rooted-in the installation Mind-
Catcher overall research intention (measuring level of creativity in interactive act) and
all the metaphors were designed to achieve specific experiential effect through created
aesthetical environment. The metaphors were derived mainly from the shape and forms
used for interface was construction, according to Fishkin [22] we could address it to
metaphor of noun. Partly the metaphors were derived from body movements, during
the interaction, performed by users and their personal attachment to it, metaphors of
verb. Hence, during the period of exposure, through our personal observations and
interviews with the users, we concluded that the floor interface itself could be re-used
in some other applications and could cognitively lend to any number of situations such
as stand-alone musical instrument, instructional dance platform or interactive theatre
stage. However, by putting it in certain context, the metaphors attached become clear
and can leverage the received meanings and ideas from many fields.

The Inner Body heart interface invoked metaphors based on shapes and forms
recognition, and on correlation with our physiological and cognitive perception of the
used object. Important role in case of the heart interface as well as the floor interface
was given to the ambient in which the interaction was happening, together with
multimodal perception and embedded metaphors which empowered user experience
significantly. Upon this aesthetical foundation, the interactive installation Inner Body
tended to induce, through interaction with the heart interface and virtual outputs pro-
jected on the wall, fear of dead and sickness through actions and responds participants’
were getting from the digitally augmented responsive environment they entered. On a
subconscious level the ideas of finality and focusing on real life values were tried to be
communicated with the users.
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Like in case of the MindCatcher floor interface, the Ciklosol bicycle interface
belongs also to interfaces which combine metaphor of noun and verb type. The used
traditional object itself was known to everybody as well as it functions, but in this case
through cross-reality design and its augmentation with digital technology we tried to
extend its original functions and enhance user experience and communicate ideas how
important is human engagement in environmental protection initiatives. Through act of
paddling, body movement based interaction had intention to deeply immerse partici-
pant in their role of saving and raising virtual sunflower projected on the screen.

In all of our three interfaces and installations environment conceptualization
metaphors have had important role in our research goals fulfillment. As such, selection
of shapes, forms, object, colors and textures we used to design interfaces was of a great
importance and directly reflected on user actions and their understanding of embedded
meanings. We believe this could be the direction to follow in use of multimodal
interactions and cross-reality as a concept for future service design and human-
relationships development integrated into everyday living environments.

5 Findings and Future Directions

With the experiments presented, our research goals were to investigate potentials of
using tangible interfaces and known objects and forms in case we are extending their
functions and embedding new meanings in future development of ubiquitous com-
puting vision, design and innovate services within smart living environments. The idea
of making environments enhanced with contemporary digital technologies in order to
design more human-centered, emotionally and cognitively attached to everyday living
surrounding, directed this research toward better understand of relation between
physical world and the digital systems feedback, the way users feel that embodiment
and how that could be applied in desired communication between users and devices,
users and environments, and users and services. The data in the experiments were
collected from the following sources:

• Personal observations (MindCather, Cklosol, Inner Body)
• Recorded user sessions with web camera (MindCatcher)
• User interviews (MindCather, Cklosol, Inner Body)
• Personal data delivered through login process (MindCatcher)
• Paths walked by users from the floor interface (MindCatcher)

The interviews were structured [29] so that the users were firstly indirectly
observed during their trying of the installation. The interviews were done in the form of
an informal, open conversation with participants. The goal of those interviews was to
reveal the participants personalized qualitative impressions/opinions. The questions
regarding their perception of the interfaces and the environment where interaction
happened, were the following:

1. Describe your experience during interaction with the installation?
2. Describe meanings and metaphors which lead your actions?
3. Do you feel any connection between your inputs and generated outputs?
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The MindCatcher research projects lasted for three years. During that period the
installation had been exposed publicly three times and throughout that period 112 user
sessions were recorded and 63 interview were done with the participants. Even the
project was upgraded (in order to leverage user’s multimodal interactions and
engagement,) mostly in a sense of the system feedback and generated outputs, the floor
interface, in all its original aesthetical and functional design, remained the core inter-
action element of the installation. In this paper we will address only findings which
correlate to the research topic of interface design and its application in user perception
and cognition. The different visitors had different experiences with computer-enabled
environments and as such, the major divergence in the group’s answers to the ques-
tionnaire were used as a critical measurement. For this research the answers on question
regarding metaphors, analogies or resemblance they could attach to the floor visual
appearance were interesting as the MindCather floor interface was the abstract artefact
assembled from known forms and shapes but nor explicit like ones in the Ciklosol and
the Inner Body experiment. The answers were different, based on personal preferences
but also on social-cultural differences, so we concluded it reminded them of a big ray
fish, solar system they could stand on, interactive garden they could produce music
with, etc. This type of analogies directly refers to the potentials of interface design to
involve different fields such as cultural anthropology, evolution of cognition, philos-
ophy of science, cognitive psychology which could empower user interaction and
increase experience. What was more important for us is how those analogies were
affecting users interactions and were involved in dissemination of ideas embedded into
context of generated audio-visual outputs. The majority of participants described their
experience in the installation as playful, creative and exciting (73 %) or sometimes
confusing but dynamic and pleasant (23 %), while only minority of them found it
disturbing and pointless (4 %) (Fig. 4). The first two groups were very inspired to
describe metaphors which motivated them to continue with interaction, enjoy the
feedback they were getting from the interface and deeply immerse with the creation of
virtual audio-visual artefact they were connecting with the meanings and metaphors
gained from the interface itself. As such, most of them felt that they had good control
over the installation, sound, projection and interactivity (58 %), had good control over
the floor interface but did not understand how (or not interested) to control projected
personal audio-visual creation with it (39 %), had bad control over the installation
(3 %) (Fig. 5).

Through achieved embodiment characteristics which reside somewhere between
the environmental and the distant type of interface and the metaphor which could be
moved from metaphor of noun to metaphor of noun and verb, the system was capable
to communicate different ideas, trigger related emotions and induce user actions. The
way users mentally access and experience the interface and the ideas behind installation
narrative were of high importance. However, for some of them the fact they were in the
interactive responsive space was enough to please their expectancy and behaviour. In
case of MindCatcher floor interface, as well as the other two experimental projects, the
cross point between virtual reality and physical reality was its tangible designed
interfaces. As such, user’s interactive freedom and open space for new experiences
depended a lot of shape, objects and forms used in their design.
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In our second experiment we created interface made of exercise bicycle. In com-
parison with the floor interface which was abstract this time the interface was made of
traditional object we addressed certain functions and attached meanings based on our
cognition. We used during the interface conceptualization and design that knowledge in
order to maximize user engagement and immersion. The important issue was to extend
existing functions and embed additional meanings to the used object. Additionally, to
make possible effective transmission of ideas implemented in installation narrative and
enhancement of user experience. Hence, we used paddling as a trigger for the system
input-output communication. As the users were familiar with the used object we did not
have any problems in their understanding of how to use the interface unlike in case of
the Mind Catcher project. Participants enjoyed interaction from the start as we
embedded it to pleasant physical activity. Second issue we explored by interviewing
participants was connected with meaning and metaphors they experienced and how
they perceived relationship between their inputs and audio-visual outputs they were
getting from the system. From the answers collected we detected that participants were
going through three different experiential phases during the interaction. The first phase,
in which they were attracted with the traditional functions of the object and the physical
environment which differentiate from the rest of the surrounding. In this phase they
were enjoying paddling and introducing to the system. In the second phase, after they
learned about connection between the inputs they were generating and outputs, they
were involving themselves deeper into the responsive environments they were inter-
acting with. They still had weak understanding of metaphors and meanings of the
visually presented in outputs. For most of them moving of the virtual sunflower (up and
down) according to energy they invested in paddling, was just visual representation of
speed they achieved (the same way they were experiencing on the other sport
machines). In the last phase, triggered with the multi-sensory perception and exposed to
metaphors and meanings, they began to understand they developed emotional rela-
tionship (they fought now for life of their personal sunflower by giving it their own
energy) with the virtual environment they communicated with during interactions
(Fig. 6).

Even not all of them went through all of the three experiential phases, the fact we
managed to induce them as part of user experience, showed the potentials of extending
functionalities of traditional objects within smart responsive environments.

Fig. 4. TFI user experience Fig. 5. TFI input-output embodiment
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Third interface we investigate was The Inner Body interface which was stylized
model of a human heart and cardio-vascular system. Design language used was
metaphorical but not as abstract as in case of MindCatcher. The forms, objects and its
representations were known to the participants even though they were not everyday life
surrounding like in case of bicycle we used in the Ciklosol. Like in case of bike
interface, participants were also familiar with the functions of heart and cardio-vascular
system but unlike the Ciklosol humans were not addressing any interaction to the heart
as it resides in our inner body. In conceptualization of the gesture which would trigger
the system, the idea was to diminish psychological distance between Outside - Inner
body and increase awareness of our “other” existences we cannot experience percep-
tually. That was the reason we instructed participants to grab the model of the heart
(a bit bigger than the normal human heart size) in order to start with the so called
“medical exam” and trigger the system (Fig. 7). With the intensive tactile gesture
performed on the model of a human heart, together with the additional colors, shapes
and objects which were part of the interface, we wanted to achieve only one state in
desired user experience and that is contemplative. Hence, to provoke such fast and
radical immersion of the users we paid a lot of attention to environment where inter-
actions were happening so we used white textile, we used smell characteristic for the

Fig. 6. The Ciklosol interface connection between user interaction and the system outputs

Fig. 7. The Inner Body model of a human heart and cardio-vascular system interface

118 P.K. Nikolic



hospitals, played magnet resonance sound and loud beats of the heart during the fake
examination, played video with real author’s magnet resonance exams before entering
the interaction space. People were frightened no matter they knew it was not real and
that all was a part of directed performance. All of them understood the metaphors and
the communication between them and the system was clear and easily understandable.
What we used in this case to provoke desirable effects were deeply inherited fears in
our consciousness we react on subconsciously. After interviewing the participants we
concluded that even they were absolutely aware that it was fake exam, they were afraid
of results and panicking during the session.

Presented experiments showed us several factors and circumstantial parameters we
could use in service design concepts and strategies which are directed toward usage of
interaction, cross-reality and smart environments. We are referring in that sense to the
urban surroundings which are augmented, with contemporary digital technologies and
everywhere computing. We also found that metaphors and meanings we embedded to
surrounding objects and forms by using technology and interaction, could play crucial
role in future service or social well-being ides acceptance. The way we add functions to
the objects as well as the conceptualization of the environment where interactions will
happen, has also high impact on user experience and engagement. Tangible user
interfaces such as the MindCatcher floor, Cikolos bike and the Inner Body heart are
abandoning the conventions of computer virtual world and taking steps into the
physical world and reveals many interesting areas for future researches. By moving
interfaces toward cross-reality technologies we are changing the whole design approach
from philosophy computer–human interfaces into the realm of human interfaces in
general. Our further research will be directed toward experimentation with the various
objects as interfaces and the most sufficient way we can embed different metaphor
types and appearances in user experience and in its understanding. This could lead us to
better usage of everyday objects and forms within smart environments. Also it could
become a key factor in shortening the learning curve throughout the process of
accepting new technologies and ideas important for further society and community
development.
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Abstract. Evolution of information society, which arises mainly from the
development of technology and information technology, causes that older
people may be marginalized and their activity in society may be limited. One
can avoid such a phenomenon by all initiatives of stimulating seniors towards
intellectual and physical activity. The most popular initiatives are Universities of
the Third Age. The first university in Poland was founded over thirty years ago.
Universities of the Third Age are one of the most common forms of education
for older people. Their main task is to increase the intellectual activity of older
people and to meet the needs arising mainly from psychosocial changes. The
aim of this paper is to characterize the education of retirement age people with
particular regard to their expectations in the age of computerization and digi-
tization of society.

Keywords: University of the third age � Education of older people �
Implementation of IT solutions

1 Introduction

According to forecasts of the Central Statistical Office in year 2035 the number of
people in the retirement age in Poland reached almost 9.6 million, while in year 2008 it
was 6.2 million [1]. According to Eurostat’s forecasts from year 2008, in year 2030 in
Poland the ratio of the number of over sixty-five year old people to the number of
people between fifteen and sixty-four year old will be 36 %, while in year 2050 this
figure will reach 56 %. EU population projections for years 2010–2060 predict an
increase in the number of elderly people in the total population of the EU-27.

The Fig. 1 shows that elderly people will constitute an increasing proportion of the
total population in the next fifty years. The age structure of the elderly will change. Our
population will include more and more sixty-four year old people. At the same time,
the number of people between fifty and sixty-four year old will decrease. Demographic
problems cause increase in the number of older people, digitization of information and
the dynamic development of indirect communication and enforces European space to
take some actions in creating various types of initiatives. Their goal is to educate
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people between sixty and eighty year old, so that they will familiarize with changing
conditions of human functioning as an individual in the society.

2 The Role of the European Union in the Education
of Seniors

According to the Recommendations of the European Commission of 11th July 2011 [3]
on initiatives in the field of joint research programming, EU countries should focus
their efforts on fostering elderly people to be active in every field of social life, both at
the regional and local level. Simultaneously, LifeLong Learning Program (LLL), which
corresponds to the concept of learning throughout life is the result of the European
Parliament and the Council’s activities in year 2006, related to education and science
development in years 2007–2013. Until now, 31 countries belonging to the EU, EFTA
and EEA took part in this program [4].

The European Union supports the need for the use of modern information and
communication technologies, which support older people. These technologies allow
them to maintain social contacts, activity and independence. Since year 2008, the EU is
also involved in the Modern technologies in Ambient Assisted Living project (Ambient
Assisted Living, AAL), which the key objective was to introduce new solutions of
information and communication technology (ICT) to facilitate the proper functioning of
older people [5].

The positive impact of seniors education is confirmed by the results of Central
Statistical Office in Warsaw [6]. It showed that elderly people, whose participate in
UTA activities and have at least secondary education, are characterized by better
mental and physical efficiency.

Fig. 1. The projected structure of the older population in the European Union divided into age
group (% of total population) [2]
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2.1 University of the Third Age as One of the EC Initiatives

One of the initiatives of elderly people education are Universities of the Third Age
(UTA) created mainly at universities. UTA was created to:

• facilitate contacts with public institutions.
• promote educational initiatives.
• develop skills and knowledge.
• build and maintain social ties.
• improve interpersonal communication among seniors [7].

The number of functioning UTA in Poland until 2014 is shown in Fig. 2.
Currently, there are 187 Universities of the Third Age in Poland, including 145 of

them in the Mazowieckie voivodship. In order to meet seniors’ expectations and needs,
UTA are intended to provide an adequate educational and activating program, which
includes an auditorium, themed and open lectures, language courses, movement classes
and computer courses.

3 The Importance of Information Technology Among Seniors

Computer classes are very important in elderly people education, because we strive to a
society based on knowledge and information. Teaching is also conditioned by an
increasing access to the Internet, which gives not only the possibility of fast and
efficient issues implementation, but it is also an opportunity for the development and

Fig. 2. The number of Universities of the Third Age in year 2012 in Poland [8]
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active participation of older people in many areas of everyday life. Technology-
assisted learning helps to develop interests and contributes to being creative and active
in social life [9]. The possibility of using instant messaging or e-mail is also significant.
Therefore, the Internet is an instrument of idea, which says that we should learn our
whole life and which is a key factor in the implementation of the idea of creating a
knowledge-based society [10] (Table 1).

Older people are usually learned how to use electronic and internet banking,
Internet, how they can purchase through the Internet or use Internet communicators
[11]. Older people, as a result of attending computer classes at UTA:

• develop basic skills in computer usage,
• use Internet sources of information and communication,
• improve their live by making online payment,
• deepen social relations.

The survey conducted in year 2009 showed that with age increase the number of
people using computers and Internet significantly decreases. Young people and those
under 45 years most frequently use new technologies. Every fifth person between 60
and 64 years use computer and Internet. The oldest part of the population (over 65
years) constitutes the smaller group participating in the computerized space.

This low participation of senior citizens in the use of modern technologies is mainly
connected with emotional, psychical and material concerns. Therefore, seniors most
often attend computer classes to expand their knowledge in the field of Information
Technology, to maintain intellectual ability and to keep in contact with people from the
same age group, what strongly emphasizes the importance of digital education for this
social group [13–15].

3.1 University of the Third Age at the Technical University
of Czestochowa

University of the Third Age at the Technical University of Czestochowa was created in
year 2004. Currently, 800 people study there. Every year, the number of seniors on the
UTA at the Technical University of Czestochowa is steadily increasing, what causes
the demand exceeds supply (Fig. 3.) and forces organizers to restrict the number of

Table 1. The use of ICT in different age groups (%) [12]

Age group Computer Internet Persons who do not
use any technology

Persons using all
new technologies

16–24 90.2 86.8 1.0 80.8
25–34 79.8 73.7 1.8 69
35–44 67.7 62 5.3 57.2
45–59 43.5 39.5 19.1 34.6
60–64 23.6 20.6 35.1 17.8
65 and more 7.5 5.8 66.2 4.6
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participants, especially in the area of subjects and issues related to IT, because the
number of computer labs and instructors is limited.

The studies conducted among the participants of these courses showed that the need
to use ICT (Information Communication Technology) results from current needs of
65+generation. The most common needs are: access to current information, especially
information regarding the symptoms of diseases, ways and methods of prevention as
well as information about available medicines and their prices. The next group of needs
is communications (textual communications, emails “adu-Gadu” or video messenger
such as Skype). What is interesting, conducted study shows that textual communicators
are used mainly in order to exchange information with local government units, or to
make an appointment in the medical health center. In contrast, in Poland video mes-
sengers such as Skype are mainly used for contacts with family.

Students at the University of the Third Age emphasize that it is mainly concerned
with children and closer relatives living outside the place of residence of the contact
person. Video conversation gives a semblance of real direct contact. Interestingly,
respondents drew attention to the fact that during video conversation you can see the
room where the caller is located and other people being in the room. Respondents argue
that it allows them to assess caller’s health status, mood or overall situation.

The third group using ITC is interested in organizing photos and documents, cre-
ating archives in electronic form, making presentations or modifying pictures and
photos in order to print them. In addition, in this group, abilities to modify pictures and
texts are used to create Christmas or note cards.

The study shows that there are three dominant groups but the Third Age University
students want to be able to move freely in the areas of these three groups and do not
reject decisively any of the group mentioned above. In addition, they claim (students
65+) that skills obtained in these three areas cause that they do not feel like socially
rejected people.

Fig. 3. The number of older people participating in UTA classes in the past few years
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The curriculum of the University is planned for the whole academic year and
includes language classes, hobby classes, physical activities, but primarily classes
which concern basic knowledge connected with computer usage and classes for
advanced student. During the whole academic year, University also offers about thirty
obligatory thematic lectures.

4 Summary

Economic and technology transformations resulting from rapid development of inno-
vative technologies and globalization of market processes enforce process of contin-
uous education [16] also in the case of older people. Development of ICT disrupts older
people’s lives. They need specific support in this increasingly mechanized environ-
ment, because otherwise they are cursed with marginalization.

Providing continuous education for older people, among others, through the cre-
ation of the Third Age Universities can improve their life’s quality, support the process
of social integration and thus facilitate an active participation in social life. In addition,
from the perspective of people studying at the UTA, additional computer classes
provide them greater security and independence of functioning in today’s society,
influence their personal development and stimulate creativity.
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Abstract. Prešov, located in the east of Slovakia, is famous for religious,
cultural and historical monuments, most of which are used by denominations for
religious purposes and are of great importance to communities’ religious life.
Their promotion to target audiences in both domestic and global tourism market
via modern promotional tools is of topical significance. This paper aims at
examining the use of e-communication tools in promoting selected monuments
with emphasis on social networks when addressing target audiences that include
tourists (believers and unbelievers) from Slovakia and abroad.

Keywords: Communication � Social networks � Religious � Cultural and
historical monuments

1 Introduction

Monuments present values of precious authentic and historical legacy. They are part of
cultural and national identity and direct legacy left by ancestors and predecessors.
Monument preservation primarily aims at preserving and promoting values reflected by
those monuments. This is possible, however, only if those monuments are fully rec-
ognized and their value as well as responsibility for preserving this value and passing it
to next generations are understood [1].

Informing the public and particular target groups is thus a priority when protecting
monuments and raising awareness of their importance for the society and its devel-
opment. In this sense, it is important to use marketing tools, especially tools of mar-
keting communication when addressing the public and specific target audiences. This
also applies to promoting religious, cultural, and historical monuments [2].

In this article we examine three religious, cultural and historical monuments and the
use of e-communication tools for their promotion. These monuments are significant
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places of cultural and religious life of three religious congregations in Prešov in the east
of Slovakia (representatives of the Roman Catholic Church, the Evangelical Church of
Augsburg Confession and the Jewish community) and for tourists (domestic and for-
eign) they are a source of attractiveness and valuable information on religious, cultural
and historical events in the Prešov region and in Prešov.

2 Marketing in Tourism – Theoretical Basic

Marketing is understood as a social and managing process in which individuals and
groups gain what they need and want [3, 4] through production and exchange of
products and values and/or the process of planning and implementing the concept,
pricing, promoting and distributing ideas, goods and services aimed at the exchange
that will satisfy the needs of individuals and organizations (American Marketing
Association; AMA). It is also related to tourism where the exchange of services
between providers and their customers, clients is primarily possible. Also when cre-
ating opportunities for leisure activities [5] and also in case of managing these mar-
keting activities in relation to the target audiences [6].

In general, marketing includes 4 basic elements – the marketing mix tools: product
(product/service), price, place (distribution) and promotion (advertising). Service
marketing that includes also tourism contains three other elements: people, physical
environment and process (process of providing services). Tourism falls into a specific
category in the service sector thus the following elements typical for it may be men-
tioned: people, packaging – creating service packages (offers), partnership, program-
ming – creating programs [7]. Marketing is based on the relationship to customers. In
tourism marketing the customer is, more than anywhere else, “the alpha and omega of
the business process” [8]. Thus it is necessary to provide him or her with quality,
updated and attractive information concerning the offer.

Target audience is currently being informed about products and services of tourism
mainly through e-marketing [9]. It helps tourism entities to undertake their business
activities quickly, smoothly and accurately and well in advance.

This happens by means of several tools and means of e-marketing, e-communication
such as on-line PR, viral marketing, microsites, buzz marketing, advergaming, mar-
keting for the support of communities, advertisement in search engines (SEO, SEM,
PPC), e-mail marketing, affiliate marketing, on-line customer competitions, social net-
works, profile websites (website sponsorship), banner advertisements, PageRank and
others [10]. These tools of e-communication are the focus of our investigation in relation
to religious tourism and religious, cultural and historical monuments.

3 Research Methodology

This paper aimed at analyzing a current state of the use of e-communication tools of
selected religious, cultural and historical monuments situated in the Prešov region in
Prešov.

The monuments were identified by selection using keywords, the Prešov region,
Prešov and religious monuments in the Internet search engine. Subsequently, websites
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presenting monuments (preferably websites of monuments themselves, as well as
websites of parishes, towns and others, for example tourist portals, projects, etc.) were
searched for. Three monuments (Calvary – St. Cross Church, Evangelical College and
the Synagogue, all in Presov) and their websites promoting were selected and analyzed
for the purpose of this paper.

The analysis of the use of e-communication tools was carried out according to a
designed model of e-communication (model elements set analysis criteria). Tools of
descriptive statistics (bar and spider graphs) were used to process the collected data.
E-communication model (of promotional tools on the Internet) comprised four
elements:

– Applied e-communication tools: YouTube (the number of videos, updatedness),
Facebook (updatedness, photographs, invitations, the number of fans, information,
the number of shares), website, blog, Google+, PageRank, PPC, E-mailing, ban-
ners, external banners (160 points);

– Information (on a selected monument): history, photographs, opening hours and
entrance fees, contact details (40 points);

– Services (services provided at the location of the monument and its vicinity):
accommodation, catering services, hiking within 30 km, monuments within 30 km
(40 points);

– Graphics (website providing information about the monument): a visual impact,
content of the website, its layout, user-friendliness of the website (40 points).

Scores for particular criteria ranged from 0 to 10 points (10 being the highest awarded
score and 0 the lowest). The maximum number of points that the promotion of the
monument on the internet could gain was 208 points (Table 1).

Table 1. Categories according to scores

Category Value Description

1. 280–211 Above average use of promotional tools on the Internet
2. 210–140 Average use of promotional tools on the Internet
3. 140–70 Below average use of promotional tools on the Internet
4. 69–0 Insufficient use of promotional tools on the Internet

4 Results and Discussion

Selected monuments and their evaluation expressed by scores and percentages are
shown in bar graphs, scoring for particular categories is presented in spider graphs.

Calvary – St Cross Church in Prešov [11]. It originated at the beginning of the 18th
century and it consists of a complex of fourteen baroque chapels with the church at the
top of the Calvary, Holy stairs chapel, catacombs and an adjacent cemetery. The
complex was financed by a Lithuanian Prince Radziwill, who came to Prešov together
with his court and personal guard in the autumn of 1764. He had the chapel built to
express his gratitude to the town for granting him asylum after his forced fled from
Poland.
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From researches we found that the selected religious, cultural and historical
monument – Prešov Calvary and/or its website scored 20 out of 160 points, that is
12.50 % for the use of Internet-based promotional tools. Criteria concerning providing
information gained 0 out of 40 points. Graphics of the website gained 23 points out of
40 that is 57.50 %. Calvary – St Cross Church in Prešov exceeded the average only in
the area of giving information on services (Graph 1).

Evangelical College in Prešov [12]. The college was established in 1665 as a certain
counterbalance to the Jesuit University in Trnava. The college building had been
owned by various owners and four times it had been considered to gain the status of
university, however social historical events prevented that. A lot of known people
worked and studied at the college and their commemorating plaques can be found in
the building even to this day. The research results showed that the use of Internet-based
promotional tools by the website promoting this religious cultural heritage monument
scored 3 out of 160 points that is 1.88 %. Criteria concerning providing information
gained 16 out of 40 points, representing 40 %. Information about services in the nearby
area scored 30 out of 40 points that is 75 %. Website graphics obtained 23 out of 40
points, 57.50 % (Graph 2).

The Synagogue in Prešov (A Museum) [13]. The orthodox synagogue in the Moorish
style was built in the years 1897–1898 by the Kollacsek and Wirth construction
company. The opening ceremony was held at Yom Kippur feast in 1898. The interior is
decorated by rich frescoes in oriental fashion and the collection contains historical
articles from the Jewish Museum, the first of its kind, which originated in 1928. Results
pointed that the use of promotional opportunities on the Internet and Internet tools by
the website promoting the monument was assigned 12 out of 160 points, making

Graph 1. Criteria scoring– Calvary in Prešov
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7.50 %. Criteria relating to providing information gained 26 out of 40 points that is
65 %. Giving information on services in the nearby area gained 0 out of 40 points.
Website graphics scored 19 out or 40 points that makes 47.50 %. The Synagogue in
Prešov exceeded the average only in providing information about the monument itself.

Graph 2. Criteria scoring –Evangelical College in Prešov

Graph 3. Criteria scoring – The Synagogue in Prešov
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As presented in Graph 3, the monument excels in its own website, photographs and
contact details. All other criteria reached below average score.

5 Conclusion

This article has analyzed the use of e-communication tools in promoting selected reli-
gious, cultural and historical monuments in Prešov. The findings of the analysis
according to the scores assigned to particular criteria of the e-communication model
used in this paper were unsatisfactory. They have shown the insufficient use of
e-communication tools and below average use of on-line social media and special social
networks considered to the latest and the most effective tools for addressing target
audiences worldwide.

Business entities including tourism service providers are trying to achieve a syn-
ergic effect of using marketing tools over the Internet in their marketing strategy [14].
When promoting religious, cultural heritage monuments in Europe there are marketing
objectives – informing, attracting an interest, arousing a desire for a visit and making
potential and real visitors (believers and unbelievers) pay a visit. There are also cultural
and religious aims – preserving cultural heritage, raising awareness about its signifi-
cance (material and spiritual) and developing human and religious values during the
crisis of values and humanity.

Although Slovakia is considered to be a strongly religious state, the awareness of
the wealth of its religious, cultural and historical monuments by the young generation
as well as other target audiences (believers and unbelievers) at home and abroad is at a
low level. Active use of e-communication tools and their combination when promoting
those monuments emphasizing social media may help to fulfill the given aims (mar-
keting, cultural and religious) now and in the future as well as to increase awareness of
those monuments in the east of Slovakia.
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Abstract. The international new ventures literature focuses on the phenomenon
of rapid internationalization of firms. Unlike the traditional theories focusing on
MNCs, the new international ventures literature emphasizes the growing
occurrence of firms becoming internationally active already from their inception.
The fundamental focus of this concept lies within the firm’s age, not the size
when examining its ability to internationalize. Special attention is also paid to
the aspect of entrepreneurial behavior and constantly changing international
environment, including recent technological advances, increasing mobility of
human capital, higher availability of financing options, and a growing number of
internationally experienced staff. There is not enough literature on the interna-
tionalization of the start-ups from Central and Eastern Europe and therefore we
try to test the applicability of this theory on the case of selected Slovak IT firms.

Keywords: International new ventures � Internationalization � Slovak start-ups

1 Introduction

The research in the international business faces the following questions: are existing
internationalization theories relevant to the companies from CEE that have started the
internationalization differently from the Western companies, with no experience, dif-
ferent resources, in different time and under different conditions? Or, is the CEE
situation so unique that we can form some new theoretical perspective? These are
major research questions we try to address.

We analyze one of the major internationalization theories at first. Secondly, we
chose a sample of three Slovak start-ups in the IT sector and tested existing theory on
them. We assume that the specific feature of the newly-born market economies are
newly-born companies, and if we should bring some novelty to the existing theories,
this sample is the most appropriate one since the IT companies are the most successful
ones in the internationalization among the Slovak start-ups. They were all built from
the scratch, and have a short and transparent history. On top of that, these companies
have not been influenced by the past, neither in the positive (know-how from the
foreign markets, existing network, etc.) nor in the negative sense (heritage of the
socialist system, murky privatization, etc.).

We compare the existing theory with the selected cases of well-known Slovak
companies from IT sector, as examples of successful foreign expansion. The case study

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
B. Mandler et al. (Eds.): IoT 360° 2015, Part II, LNICST 170, pp. 136–141, 2016.
DOI: 10.1007/978-3-319-47075-7_16



design has been chosen in order to obtain the necessary information for answering the
research questions. The depth of case study analysis should compensate for the limited
representative sample. Focused interviews with the company representatives from
January–April 2014, and the local economic press coverage are aimed to offer in depth
analysis of the chosen Slovak firms in a qualitative way.

2 International New Ventures: Theoretical Background

The literature toward an International New Ventures (INV) theory introduced by Oviatt
and McDougall in the 1990s focuses on the rapid internationalization of firms. Unlike
the theories focusing on MNCs, the INV concept emphasizes the growing occurrence
of firms becoming international already from their inception [8]. With this respect, the
focus of this concept lies within the firm’s age, not the size when examining its ability
to internationalize. The authors [7] examine altogether 12 firms with US, UK, German,
French and even Czech origin to offer a better understanding of the INV formation. As
a result, these factors were identified in order to describe under what conditions
start-ups are motivated to go global [7]: “The best human resources must be spread
over different countries, foreign financing would be easier and more suitable, target
customers require the venture to be international, rapid worldwide communications will
lead to quick responses from competitors, worldwide sales are required to support the
venture, domestic inertia will be crippling if internationalization is postponed.”

The INV perspective may take multiple forms. The authors [8] identify four types
of INVs; the global start up, often labeled as born global, being one of them. It is the
most radical form as its operations are geographically unlimited and competitive
advantage is achieved by extensive coordination among the firm’s business activities
[8]. A born global firm is a firm that internationalizes within three years after its
formation, is less than 20 years old, and generates at least 25 % of its total output from
its activities abroad [9]. The concept of INV lays special emphasis on the
entrepreneurial behavior and its implications to the global start-up creation [7].
Entrepreneurs are believed to have superior market knowledge and thus be aware of
resource combinations that could generate profits for firms [6]. The results of the study
conducted by Oviatt and McDougall [7] confirm the importance the entrepreneurial
behavior has on the new ventures creation, as their founders were people with superior
education, international experience and well networked abroad.

Even though many researchers still try to identify reasons why firms internation-
alize rapidly, they all agree that each INV is highly specific, operates under different
conditions, and thus, a single generalized explanation for this phenomenon cannot be
applied in all cases [9].

2.1 International New Ventures and the Implications on CEE Countries

There are multiple factors that motivate firms from the CEE region to go global right
from their inception. Firstly, better opportunity to raise the necessary financial capital
abroad rather than in the home country is such an example. Another factor is the small
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customer base in the home countries. Furthermore, both the fear of potential domestic
inertia and the recent technological advances support the decision of new ventures to
operate globally right from the foundation. Even though, there is only limited number
of studies associated with the INV creation and focusing on the CEE region available,
few studies confirming the patterns of fast internationalization of local firms can be
found: The study of Vissak et al. [13] which examines four Baltic firms does not only
confirm the patterns of the Uppsala model, resource-based and network view, but also
shows that the observed firms entered foreign markets rapidly, thus underlines the
relevance of rapid internationalization modes.

The study of Cieslik and Kaciak [4] analyzes new ventures established in 1993–
2003 in Poland and their speed: the authors identify three types of firms: instant, quick
and late exporters [4]. While instant exporters engage in export activities right after
their foundation, quick exporters start exporting within the second or third year after
their formation and late exporters launch exports in the fourth year or later. This study
also underlines the role of entrepreneurs on the creation of start-ups [4].

Even though various researchers identify reasons why firms internationalize rapidly
and offer better understanding to the dynamics of the new international ventures, there
is still very limited empirical research conducted with the focus on the CEE region. To
prevent inconclusive findings, before applying commonly used theories on interna-
tional new ventures and rapid internationalization on the CEE firms, it is crucial to take
the local context and settings into consideration beforehand. It is important to under-
stand the above mentioned internationalization theory in order to test the applicability
on internationalization patterns of Slovak firms.

3 Case Studies of Selected Slovak IT Start-Ups

3.1 Quality Unit

Quality Unit, established in 2004, is a software development company focused on
web-based products and information systems for middle-to-large sized enterprises. Its
products are aimed at affiliate marketing systems, which consist of retailer, affiliate
partner, network and customers. The annual growth of the company is 30–40 %.
Quality Unit is focused rather on larger number of smaller clients than on several large
customers. According to Zeman [14], the co-founder of the company, it was this
strategy that has helped them to grow during the economic crisis. Quality Unit cur-
rently has more than 15,000 clients and roughly 20 employees.

The share of the company on the global market is less than 1 %, however, its
annual sales are more than 1 million €. Quality Unit’s results in particular countries are
rather diversified: in Brazil and Turkey, the annual growth is more than 100 %. On the
other hand, Slovakia represents less than 1 % of the sales. The company even offered
one of its products, Life Agent, to several Slovak companies for free, however, they
declined the offer because they “did not need such service”.

Internationalization started immediately after the creation of the company. Zeman
[14] thinks the main advantage is the size of the global market and the possibility of
larger feedback. According to him, company should pursue foreign expansion even in
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the case the product has certain imperfections. Quality Unit has low costs of marketing
and it does not use on-line marketing tools such as pay-per-click. Company prefers viral
publicity, blogs and positive users’ reviews. The company expanded abroad at the time
when the affiliate-software market was not well developed. It was also one of the
determinants of company’s success. Furthermore, continuous work, product improve-
ments immediate solution of problems and care of customers are their important com-
petitive advantages [14].

3.2 Nicereply

Nicereply is an on-line service for the quality evaluation of the e-mail communication
between companies and their customers. Cooperation with foreign companies as
Zendesk, Desk, Helpscout, TeamSupport and others was a major step in the Nicereply
internationalization. The cooperation can be explained on the example of Zendesk,
which serves more than 30,000 other companies. It is a multi-channel customer-support
system: the employee is notified via e-mail, telephone, chat or tweet about the cus-
tomer’s question. After receiving a reply, the customer is automatically given a unique
link in order to rate how satisfied he or she is with it. The company is thus able to
receive direct, relevant and immediate feedback about its customer services.

Nicereply does not conduct any market research, because – when it comes to
startups – these companies usually do not have the needed time and finance. According
to Truban [11], the founder of Nicereply, even though it is important to know the
competitors while expanding abroad, Nicereply is focused rather on the improvement
of its services, e.g. in the form of the forum about the proposed improvements.
Nicereply has never been aimed primarily at the Slovak market, internationalization
was its goal from the beginning. The reasons were the same as in the Quality Unit case:
more potential clients and higher awareness of this kind of service abroad.

Nicereply is an example of the approach of many other start-ups creating solution to
the problem they faced, with unavailability to find the proper product or service on the
market. In order to raise the profitability of the project, Nicereply offered its services to
other companies. On the present, it has more than 100,000 business clients.

3.3 Synopsi.tv

Synopsi has aimed at the personalized film recommendations since 2011. Public ver-
sion was made available in April 2012. The company has reached an important
milestone, 100,000 active users in the first three months of its existence. Subsequently,
Synopsi launched also B2B service. In the beginning of 2013, the company gradually
started its relocation from Slovakia to Silicon Valley, USA. Currently, Synopsi has
more than 350,000 users and processes more than billion entries a day with less than
30 employees. The user enters the films he or she has watched and liked. Based on
these data, the unique algorithm recommends other films the user might like. The
company currently has 6 business clients, among them Followmy.tv (similar service as
Synopsi, but aimed at TV series), XBMC (multimedia system enabling to play user’s
files on the TV set) or Netflix (provider of on-demand Internet streaming media).
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Exports create 99 % of the company’s profits. According to Turek [10], two main
reasons for internationalization were the shortages of the Slovak business environment
and insufficient state protection of businesses. Company’s success was based on cheap
labour force (R&D centre was still based in Slovakia at that time) and “hard work”. The
problems associated with the relocation were mainly the lack of contacts and initial
distrust of investors, combined with marketing costs, which were ten-times higher than
in Slovakia. The strengths of Synopsi are the relative simplicity of the service, low
price, direct targeting of customers and unique algorithm [10].

4 Discussion and Conclusions

After the fall of the Iron Curtain the existing CEE firms that tried to penetrate foreign
markets faced the scarcity of resources, know-how, networks, state support, and an
established foreign competition. As the literature review [5] shows, the central element
in the discussion is finding a comparative advantage on which the internationalization
initiative can be built. Without it, it is difficult to overcome the scarcity of resources and
the additional disadvantage of the negative country-of-origin effect. In order to be
successful internationally, the firms need to be cheaper than competitors or have to
offer unique products or service features. We assume that CEE firms found their
competitive arenas by focusing on neighboring markets and by basing their competitive
strategies on good value-for-money (price advantages vis-à-vis developed country
firms) and specialization advantages – often combining both aspects. Due to the lack of
financial and physical resources SMEs in CEE are using intangible resources as the
many start-ups in the ICT underline. In the case of the software industry entry barriers
are lower than in many other markets, which makes it attractive to newcomers. Also,
many CEE countries are small, have relatively high-quality education and superior
talents that can compete in the international ICT arena because this is the one where
physical resources are relatively less important at the beginning, and even small and
resource-scarce companies can successfully develop their business. All three cases that
we studied are these types of the SMEs.

We have shown that existing theory explain the internationalization patterns well.
In our case of the study of Slovak IT start-ups, we confirm the applicability of the INV
theory. However, given our findings, we believe that one theory is not sufficient for the
explanation of the internationalization of similar companies: combining the resource-
based view (see e.g. [1–3]), with the INV theory seems to be a promising theoretical
approach that can be further developed and used in the conditions of the small, former
transitional economies.

All three companies in our sample internationalized very quickly, and their
explanation was the nature of their products, their industry and surprisingly, bad
institutional environment in Slovakia that “pushed” them to go abroad. Their founders
had the vision and strong entrepreneurial behavior. Slovak companies in our sample
had to rely on their most valuable resources – human resources, if they wanted to enter
foreign markets. This is particularly important, as the companies had to counterweight
their lack of finance and foreign market knowledge with unique and high-quality
products, which served as their competitive advantage. Another important factor might
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be their narrow specialization, as they do not diversify their product portfolio into new
categories, but rather they focus on improving the quality of their existing product or
creating its new variations. What is more important, Slovakia has a large pool of
highly-qualified IT talent.

Slovakia is an extremely open economy: however, Slovak export is based on large
companies in the automotive and consumer electronics sectors. Therefore Slovakia also
has a project aimed at helping the start-up companies: Connect Coworking in
Bratislava is a space dedicated to start-ups. Its keywords are space, people and inno-
vation, which describe also the idea of the project. Connect offers rental of offices and
mentoring by the successful entrepreneurs. According to Vaculík [12], the founder of
Connect, there are roughly ten start-ups on the present, while about 50 companies made
use of the centre services during its existence.

In our future research we plan to study the relevance of all the theories of inter-
nationalization on a more representative sample of the Slovak companies including
companies from different industries, companies of different size, ownership structure
and history.
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Abstract. After the fall of former political regime in Slovakia in 1989,
Bratislava has undergone many dynamic developing changes that were not too
positively influenced the appearance and functions of the city. Spontaneous and
unsystematic development in this period seems to continue even after 25 years.
Conversely, a significant decline is becoming increasingly marked in the urban
infrastructure, of which insufficient attention is paid. This is because infras-
tructure for developers is often only enforced expenditure and the city does not
have sufficient financial resources to meet requirements on its renewal. More-
over, the infrastructure requirements from before 30 years are now heavily
modified and it is currently inadequate and capacity insufficient. Here we can
mention for example a significant parking problems in many parts of Bratislava
mainly caused by the substantial increase in the level of motorization to the
period when the present transportation infrastructure was planned. Of course, in
Bratislava there are also some positive examples, to which the authors of this
paper focuses, that are currently considered significant by the fact that towards
the Bratislava closer to the concept of Smart City. In these selected examples it
is also important the implementation of existing ICT technologies that form an
integral part of the modern Smart Cities. The Aim of the paper is also propose
improvements to the current solutions.

Keywords: Urban infrastructure � Smart city � Bratislava � Urban mobility �
Knowledge infrastructure

1 Introduction

In the urban context, the physical infrastructure is understood as an integral part of
every urbanized area. It constitutes an important segment ensuring economic and social
system functions as well as material and technical background of the city. Urban
infrastructure may be compared to the human cardiovascular system, that is quite
complicated vascular (network) system, which plays a crucial logistical tasks - allows
movement and distribution of energy, services, capital, etc. in urban living organism.

Generally we can urban infrastructure subdivided on:

• Transport infrastructure, including private transport, urban public transport, cycling,
pedestrian traffic, tram or other rail transport, air and water transport;

• Technical Infrastructure, which includes all utilities, i.e. electric, water, gas and
sewerage networks, or further distribution of waste management; optionally
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telecommunications networks; including all structures related to the operation of
these networks (e.g. water towers, transformer stations, substations or pipelines);

• Social infrastructure, which includes homes and housing stock, education, health,
social welfare, culture, sports, recreation and services for the population;

• Public areas (all areas to be used in the public interest).

For the past 25 years Bratislava has undergone many dynamic changes. Disordered
and uncontrollable urban development without comprehensive strategy or insufficient
implementation of support system - both static and dynamic transport infrastructure [1]
should be the main reasons such as these developing processes should be started to
meet the highest requirements of contemporary modern European cities. The technical
state of transport infrastructure is closely linked to the technical state of most of the
technical infrastructure, which is often conducted in the corridors of roads.

The new millennium is marked by new technologies and ever increasing demands
for comfort and enhanced quality of living. Every day of a human beings life is
extremely valuable and to use it fully, it is necessary to accelerate and simplify the
performance of routine activities by the deployment of central management systems,
providing more efficient operation and reduce energy consumption and optimisation,
which means concept by implementation of the newest smart technologies [2].

Bratislava in recent years has tendency to move towards the European modern
smart city. It certainly can take as an example the nearby city Vienna that its programs
and policies at least the last past five years is ranked among the most modern and most
innovative cities in Europe. Right here, authors want on selected examples show how
Bratislava in recent years is moving closer to achieve the Smart City concept.

2 Smart Urban Mobility

Urbanisation is accelerating at pace, placing new, intense pressures on city resources
and infrastructure. Urban Mobility will be one of the toughest challenges for cities
around the globe. In many cities, existing mobility systems are already inadequate, yet
urbanisation and increasing populations will increase demand still further. Cities have
traditionally sought to solve such challenges by adding new capacity to match demand.
However, a capacity-building approach alone is neither efficient nor sustainable [3].

Mobility describes the ability of people and goods to move around an area, and in
doing so to access the essential facilities, communities and other destinations that are
required to support a decent quality of life and a buoyant economy. Mobility incor-
porates the transport infrastructure and services that facilitate these interactions [3].

There is a need for substantial changes in Europe’s transport systems, as well as in
the mobility behaviour of people and businesses in urban areas. Solutions concern the
creation of an efficient and integrated mobility system that allows for organising and
monitoring seamless transport across different modes; increasing the use of
environmentally-friendly, alternative fuels; creating new opportunities for collective
mobility. The proposed solutions lead to a decreased environmental impact [4].

At this point, authors’ deals with selected aspects of urban mobility, which tend to
shift Bratislava to achieve Smart City concept. The first area is so-called bike-sharing
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system as an important tool for alternative urban transport and reflects a growing
pressure for green mobility. Another area of research is the use of Information and
Communication Technologies (ICT) in public transport and in parking.

2.1 Bike-Sharing System

At the beginning it should be said that the city bike-sharing program does not exist.
However, in Bratislava arose a community bike-sharing program called White Bikes -
public bicycle rental system. The project is organized by the Association “Cyk-
lokoalicia” and use is conditional upon completion of the training - how to use the
bikes. Currently is available fifty white bikes (Fig. 1) and 70 registered users. All bikes
come from the Netherlands from Park De Hoge Veluwe [5].

The main motivation is not sharing of bikes, but their presence in the city and even
at night. The aim is to promote cycle transportation and thus get rid the roads of
onslaught of cars. The entire system is set up via SMS and is based on the approval
process. If someone wants to use a bicycle, it is necessary to always register and receive
the training [6].

The whole system works so that the White Bikes can borrow only Bratislava
citizens, the third sector, non-profit organizations, or anyone who works for the
municipality of Bratislava. Bicycles are free to lend. It’s a reward for active Bratislava
citizens consider that they are doing something for their city. However, in the future it
is planned the collection of fees due to the fact that bikes have been returned back. The
aim of the bike-sharing project is that bikes were seen in the streets, so that they truly
can benefit people. There is currently 25 positions, where bicycles can be stored in
Bratislava.

Fig. 1. Bike-sharing program White Bikes [12]
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The authors see the greatest negatives in:

• The need for registration and approval process,
• The need to undergo training,
• Lack of storage sites.

Authors Innovation: We suggest the automatic functioning of the system. It would be
necessary to transform the SMS system to a system based on a smartphone application.
The location information of the bicycle would be sent automatically based on the GPS
and was marked to the dynamic map which will be available for all online users. So
they know where they can take a bicycle. The user would be identified based on the IP
address of the mobile device, which would they entered on the station store. Bicycles
should be equipped with GPS devices to track the current location in order to prevent
theft. Financing would be secured by the municipality of Bratislava, NGOs and by
voluntary contributions.

2.2 SMS Parking System

Since 2010, drivers can on marked parking areas of the Bratislava centre pay parking
fees via mobile phone - through SMS, without further registering. Electronic parking
card driver immediately receives in a return SMS, while the price is currently set for 1
Euro per hour. Vehicles which have paid parking through SMS-Parking System are
registered in a protected database system and when checking the paid parking by
authorized persons, so there is no risk of any penalty.

Parking system in Bratislava by using SMS, after several years shows no significant
problems. So we do not have thus any significantly complaints. At this point, we just
advised the option to purchase parking at different time periods. Today, after the expiry
of the time 90 min, it is necessary once again to extend the parking by sending a new
SMS.

2.3 SMS Tickets for City Public Transport

Since 2008, in Bratislava it is possible to travel by public transport by using electronic
SMS ticket. SMS ticket can be bought through Slovak mobile operators. The price of
SMS ticket is € 1 per 70 min or € 4.50 per 24 h (including baggage). Discounted
tickets or any other time alternative tickets are not provided via SMS.

It should be added that the SMS ticket has stagnated for years and it is not
developing further.

Authors Innovation: Improving of this provided service authors see mainly in the fact
that it could be possible to purchase all possible types of tickets, including discounted
for students and for all time alternatives. Nowadays, of omnipresent Wi-Fi networks
and of the mobile internet, we suggest other way of ticket buying which could be
realized through internet applications, respectively by using of the QR code. The QR
code is an open standard, two-dimensional barcode, which would be accessible on the
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bus stops. After capturing the code buyers would be redirected through the application
on public transport website where they could simply buy tickets.

Inspectors in the vehicle should have a connection to the Internet through smart-
phone applications and by online real-time payment they could immediately found
buying tickets based on the IP address of the devices. This would help to avoid the
above problems which arise when tickets are paying through SMS.

3 Smart Knowledge Infrastructure

Edwards (2010) defined knowledge infrastructures as “robust networks of people,
artefacts, and institutions that generate, share, and maintain specific knowledge about
the human and natural worlds.” [7] Under this definition, knowledge infrastructures
include individuals, organizations, routines, shared norms, and practices [8].

But the essence of Knowledge Infrastructure are in particular information whether in
the form of data, findings, experience or other forms. Smart solutions involve data
gathering, real-time processing, data analytics and visualisation. Using data ultimately
aims to support better decision and enable innovation. New technologies and availability
of data, and the near-universal uptake of mobile devices, therefore offers an opportunity
to innovate in order to make our urban areas more adaptive and resilient [9].

Among the selected aspects of Knowledge Infrastructure the authors chose an area
that the essential nature is in dissemination of information.

3.1 Tourist Info-Points

Bratislava is visited each year approximately 500 000 tourists. From several surveys
conducted on a sample of foreign tourists many times was indicated that one of the
significant problems in Bratislava are currently limited possibilities of obtaining
information about the city. Tourists’ awareness in Bratislava is distributed through
Tourist Information Centers (TIC). There are actually four centers in Bratislava.

Authors Innovation: The issue of obtaining tourist information in Bratislava authors
see in strategically placed of Tourist Information panels – Info-points in the form of
kiosks with the interaction touch screen monitors (Fig. 2) and Internet access. In
addition to the Internet connection these Info-points could offers the possibility of free
internet access through Wi-Fi. Info-points should be mobile, deployed in the most
frequented tourists’ sites, including all bigger business centers and major transport hubs
and other frequented places.

3.2 Free Internet Connection

Signal coverage area for wireless ICT facilities are located in the building of Munic-
ipality of Bratislava; also in three large squares in the center and one is on the Danube
embankment. Internet connection are free of charge and has no limits to the public. The
public Wi-Fi could be used quite comfortably, because in the vicinity of these areas are
benches.
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Internet kiosks are urban pilot project of introducing the Internet for the public in
the city center. There are currently three terminals based on PCs that serve to the public
for free of charge. Other possibilities are “hot spot areas” in cafes, shops, restaurants
and bars that offer a limited time of free connection [10]. There are now more than 120
of such places throughout the city. Free Wi-Fi is also accessible in public transport in a
fifty buses [11].

Authors Innovation: As an innovation we propose building of the so-called “Power
boxes”, designed for free charging of ICT facilities on public areas such as on squares,
stations and other frequented places and important transport hubs.

Of course, the city should be striving to improve the Wi-Fi service in the form of
quality improvement of the signal but also increasing places of coverage.

3.3 e-Governance

Municipality of Bratislava launches e-governance project in 2015. It is a project of
electronic council, which contributes to saving the environment and optimize the work
of the City Office. The official website of the city will be available invitations and
materials for meetings, profiles of deputies and information about their individual vote,
or resolution of the City Council. The new application will serve all - as citizens, as
well as local authorities and the deputies.

Fig. 2. Example of Info-point panel in Gronau, Germany [13]
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4 Other Smart Infrastructure

4.1 Smart Public Lighting

It would be mainly on communication for pedestrians as well as joint public spaces that
meet the assembly function like squares, parks; or parking lots. It is the concept of a
public street lighting with modern LED lighting, which would use alternative solar
energy with built-in twilight switches that turns on and off automatically; and with
intelligent control and management of public lighting. Furthermore, this smart lighting
would regulate the light intensity by means of motion sensors - if the pedestrian roads
in the same time will be empty, then the light intensity will be automatically reduced to
a minimum set limit. Once someone came to that communication, via motion sensors
would be increased the light intensity.

5 Conclusion

Bratislava in recent years, striving to become smart modern metropolis. Unfortunately,
initiative that develops toward this current global trend is far from sufficient state.
Because of some elementary but very important deficiencies such as the city parking
policy, or the creation of spatial plans at zonal levels, whether completion of the city
core transport system, Bratislava cannot be classified among the European elite
metropolis such as near partner city Vienna.

Of course we agree with several “minor” initiatives in the aforementioned exam-
ples. However, even here it is important to have a rather critical stance towards certain
concepts. Providing of information and working with them is the typical Slovak
long-term problem. Lack of information in the form of data (such as non-existent
databases on static and dynamic traffic), or their non-transparent publishing often leads
to a distorted view of the relatively important facts.

Therefore we think that the first step towards achieving the concept of Smart City
might be just the creation of informational databases and their transparent disclosure
from the municipality.

References

1. Spirkova, D., Golej, J., Panik, M.: The issue of urban static traffic on selected examples in
Bratislava in the context of economic sustainability. In: 2014. International Conference on
Traffic and Transport Engineering ICTTE 2014, 27th–28th November 2014, Belgrade,
Serbia (2014). ISBN: 978-86-916153-1-4

2. Spirkova, D., Caganova, D.: Smart housing in sustainable development. In: Giaffreda, R.,
Cagáňová, D., Li, Y., Riggio, R., Voisard, A. (eds.) Internet of Things. IoT Infrastructures.
LNICST, vol. 151, pp. 52–59. Springer, Heidelberg (2015). doi:10.1007/978-3-319-19743-2.
ISBN 978-3-319-19742-5

148 J. Golej et al.

http://dx.doi.org/10.1007/978-3-319-19743-2


3. Smart Cities Cornerstone Series: Urban Mobility in the Smart City Age. 2014. Arup, The
Climate Group, Schneider Electric. http://digital.arup.com/wp-content/uploads/2014/06/
Urban-Mobility.pdf

4. Sustainable Urban Mobility. Market Place of the European Innovation Partnership on Smart
Cities and Communities. 2015 SMART CITIES, An initiative of the European Commission
(2015). https://eu-smartcities.eu/sustainable-urban-mobility

5. Mikesova, M.: Mestské bicykle sú v Bratislave zatiaľ iba biele. Pravda.sk (2015). http://
spravy.pravda.sk/regiony/clanok/364796-bratislava-stale-nema-mestsky-bikesharing-zachran
uju-to-biele-bicykle/

6. Cyklokoalicia. http://cyklokoalicia.sk/biele-bicykle/
7. Edwards, P.N.: A Vast Machine: Computer Models, Climate Data, and the Politics of Global

Warming. MIT Press, Cambridge (2010)
8. Edwards, P.N., et al.: Knowledge infrastructures: intellectual frameworks and research

challenges. In: 2012 Report of a workshop sponsored by the National Science Foundation
and the Sloan Foundation. University of Michigan School of Information, 25–28 May
(2012). http://deepblue.lib.umich.edu/bitstream/handle/2027.42/97552/Edwards_etal_2013_
Knowledge_Infrastructures.pdf?sequence=3&isAllowed=y

9. Morwen, J.: How data and smart city infrastructure can support transport planning. The
Knowledge Exchange blog (2015). http://theknowledgeexchangeblog.com/2015/07/17/how-
data-and-smart-city-infrastructure-can-support-transport-planning/

10. Wi-Fi internet zadarmo v Bratislave - miesta s pokrytím. www.BratislavaGuide.com. http://
www.bratislavaguide.com/wifi-hotspoty-bratislava

11. Durdovansky, M.V.: Bratislave sú tisícky wifi sietí. Petit Press, SME Bratislava (2014).
http://bratislava.sme.sk/c/7134469/v-bratislave-su-tisicky-wifi-sieti.html#ixzz3jaF4vgLG

12. http://bratislava.dnes24.sk/rozhovor-vsimli-ste-si-v-uliciach-bratislavy-biele-bicykle-komuni
tny-bikesharing-je-pre-aktivnych-bratislavcanov-192787

13. http://www.eyescreens.de/wo-steht-eyescreens/Infopoint.html

Smart Infrastructure in Bratislava 149

http://digital.arup.com/wp-content/uploads/2014/06/Urban-Mobility.pdf
http://digital.arup.com/wp-content/uploads/2014/06/Urban-Mobility.pdf
https://eu-smartcities.eu/sustainable-urban-mobility
http://spravy.pravda.sk/regiony/clanok/364796-bratislava-stale-nema-mestsky-bikesharing-zachranuju-to-biele-bicykle/
http://spravy.pravda.sk/regiony/clanok/364796-bratislava-stale-nema-mestsky-bikesharing-zachranuju-to-biele-bicykle/
http://spravy.pravda.sk/regiony/clanok/364796-bratislava-stale-nema-mestsky-bikesharing-zachranuju-to-biele-bicykle/
http://cyklokoalicia.sk/biele-bicykle/
http://deepblue.lib.umich.edu/bitstream/handle/2027.42/97552/Edwards_etal_2013_Knowledge_Infrastructures.pdf%3fsequence%3d3%26isAllowed%3dy
http://deepblue.lib.umich.edu/bitstream/handle/2027.42/97552/Edwards_etal_2013_Knowledge_Infrastructures.pdf%3fsequence%3d3%26isAllowed%3dy
http://theknowledgeexchangeblog.com/2015/07/17/how-data-and-smart-city-infrastructure-can-support-transport-planning/
http://theknowledgeexchangeblog.com/2015/07/17/how-data-and-smart-city-infrastructure-can-support-transport-planning/
http://www.BratislavaGuide.com
http://www.bratislavaguide.com/wifi-hotspoty-bratislava
http://www.bratislavaguide.com/wifi-hotspoty-bratislava
http://bratislava.sme.sk/c/7134469/v-bratislave-su-tisicky-wifi-sieti.html%23ixzz3jaF4vgLG
http://bratislava.dnes24.sk/rozhovor-vsimli-ste-si-v-uliciach-bratislavy-biele-bicykle-komunitny-bikesharing-je-pre-aktivnych-bratislavcanov-192787
http://bratislava.dnes24.sk/rozhovor-vsimli-ste-si-v-uliciach-bratislavy-biele-bicykle-komunitny-bikesharing-je-pre-aktivnych-bratislavcanov-192787
http://www.eyescreens.de/wo-steht-eyescreens/Infopoint.html


Economic Aspects of Land Grabbing
in the Connection with Development Projects

Daniela Spirkova1,2(&), Dagmar Cagáňová1,2, and Manan Bawa1,2

1 Institute of Management,
Slovak University of Technology in Bratislava, Trnava, Slovakia

{daniela.spirkova,dagmar.caganova,

manan.bawa}@stuba.sk
2 Institute of Industrial Engineering and Management,
Faculty of Materials Science and Technology in Trnava,

Slovak University of Technology in Bratislava, Trnava, Slovakia

Abstract. The long-term problem in Slovakia is the seizure of agricultural land
for the purpose of implementation of development projects. Factors contributing
to land grabbing and occupancy of land were and are mainly due to the need for
new residential, industrial and commercial sites as well as transport infrastruc-
ture. The Slovak Republic is one of the transition countries, which since 1990
has transferred to a market economy. Subsequent positive legislative changes
and the development of new economic instruments in Slovakia has increased
interest of foreign companies in business development activities. The conse-
quences of uncontrolled construction boom is reflected in seizure of quality
agricultural land for the construction of development projects and the subse-
quent formation of negative externalities.

Keywords: Development projects � Land grabbing � Land management

1 Introduction

Land is one of the most important resources in any country. Since the land is a key
factor in the investment project, it significantly influences its final price. All countries
have to deal with the land management. They have to deal with the four functions of
land tenure, land value, land use, and land development (see Fig. 1) in some way or
another [1]. The management of land is a critical and essential requirement for sus-
tainable development. Many of the issues that affect land development and manage-
ment, impact ultimately on economic, financial and environmental sustainability and on
the country’s social development.

Land management is an economic-technical term that characterizes the process of
managing land administration; conservation of land and routing of the relevant orga-
nizations through the deployment and manipulation of land resources. It is a land-use
management in economic and environmental terms. From the functional point of view
it represents processes dealing with adjustments, measurements and activities related to
land and territory.
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According to Enemark [1], land management is the process by which the resources
of land are put into good effect. Land Management includes all activities associated
with management of land and natural resources that are necessary to achieve sustain-
able development. Land Administration Systems can be considered as a institutional
frameworks burdened with tasks they must be performed by means of national, cul-
tural, political, legal environments and technologies [2]. It can be described by three
components: land policy frameworks, land information infrastructures and land
administrative functions in support of sustainable development [2]. This land man-
agement model is shown below in Fig. 2.

Land policy has also impact on a better use of existing land and space resources in
most municipalities in the transitive countries. It is important to note that the land is not

Fig. 1. A global land management perspective [1]

Fig. 2. Land management model [1]
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one of ordinary commercial goods that can be can be made easily. Land is a resource
that is not unlimited, and therefore the normal market rules should be not applied.
Market with an agricultural land in the EU Member States is very differently regulated.
While in some countries there are restrictions, in other countries are those restrictions
are missing which gives rise to inequalities between Member States. In average on
earth is 2,000 meters of farmland per one person. To the land grabbing contribute
following factors:

• Increasing globalization and the related principles of free circulation of capital,
• growing demand for energy from biological sources,
• downsides of agricultural and environmental policies,
• effort of large investors to invest capital (released as a result of the financial crisis in

2008), into the agricultural land, which is safer investment,
• grabbing of the large agricultural land for development projects etc.

Interest in global soil is considerable. It is difficult to obtain reliable data on the
extent of agricultural land grabbing, because not all transactions are registered and land
transactions of mutual legal persons on the land are often not transparent, as in the case
of land purchase through subsidiaries and partner companies. According to World
Bank estimates were in the years 2008–2009 worldwide seized 45 million hectares of
land, wherein the industrial and “transit” countries lose annually 2.9 million hectares of
cultivated agricultural land in exchange for building land. Approximately 75 % of
Europe’s population currently live in urban areas and is estimated that by 2020 this will
rise to 80 % [3]. European areas classified as suburban currently have equal size of
built-up areas as urban areas, but their population density is only half size [4].

Within the negotiations with the inclusion of the Slovak Republic to the European
Union (2000) Slovak Republic’s accession process defined the land as the goods in
contrast to Hungary or Poland. Land on Slovakia became a commodity which can be
freely marketed with. Slovakia subsequently asked the European Commission for
deferral from the free disposal of land. Since June, 2014, the law was modified in a way
that acquisition of land can be done only by persons who are in agricultural production for
at least three years. This means that the preferential right to purchase has collective farms,
and farmers who are engaged in agricultural activity in the municipality where the land is
situated. The Act aims to enhance the protection of agricultural land and also to avoid
speculative efforts of the complainants, who is in the first step requesting a change of the
type of agricultural land “vineyard” to a different type of agricultural land such as garden
and then, in the second step of requesting the change of “garden” to building projects.

2 Problem Identification

In market society everything has its value. Also soil has. However, does it have only
cost of money? The soil primarily has the value of life, permanent, constant, not just
one, but also future generations. Therefore, the importance and value of soil grow and
as the numbers of inhabitants planet increase, that way will increase value of soil. In
less than a decade Slovakia lost about 67 thousand hectares of agricultural land and
another 40–100 thousand hectares of land was bought by foreign investors. Change of
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the land owner also opens the door to ownership of water. Under the ground is located
water, and the largest reservoir of drinking water is on the Rye Island (southern
Slovakia), where are one of the best soils in Slovakia. Exactly on them is focused the
interest of foreign investors. Land, but also clean water reserves in the world are
gradually shrinking, thus both natural resources are becoming more valuable. There-
fore, any sale of land, mainly to foreign development companies, gives rise to big
debate, which is further exacerbated by the Act on land trading [5]. It is impossible to
exist without land because it provides ecological stability of the country and its sus-
tainability. European countries like France, the United Kingdom, but also the neigh-
bouring Austria share the same understanding that land is not a commodity that is
traded across borders and therefore land in their territory is diligently defended from
strangers by different legal standards.

Long-term problem in the Slovak Republic is grabbing of farmland for the purpose
of mainly large development - building industrial and residential projects. The Slovak
Republic is one of the transition economies, which since 1990 has undergone major
political and economic changes. Factors that contributed to the grabbing of land are
primarily due to the need for new residential, industrial and commercial sites, as well as
transport infrastructure. The continued urban growth in the Slovak Republic can be
explained from several views. Many people reside in urban areas because there is
higher quality housing with more living space per person. For the negative trend
(negative externalities) can be considered extensive building - suburbanization, urban
sprawl. Suburbanization and urban sprawl “consumes” parts of the country, which
could be used for example as agricultural lands or forests [6]. With that the natural
environment is losing its ecological function.

The question about construction of development projects, industrial parks, storage
facilities and new production halls are also linked to the question of location and how
they are implemented. In most cases, these complexes are built in the open and unde-
veloped spaces - on the “greenfields” All this is a consequence of distorted priorities of
the public sector. The fact is that for the investor is building on a greenfield much more
advantageous than brownfield revitalization. Cities and state leads to new networks to
industrial zones, looking for investment propositions because of “greenfields” without
environmental and other loads are quickly ready for construction. On the other hand, in
the case of projects which revitalize brownfields means a crumbling demolition of
buildings, removal of environmental loads and then build new premises. On the one
hand it represents a high cost which the developer/investor does not want and on the
other hand, such projects require financially strong and experienced developer.

Development of real estate market in the Slovak Republic and huge interest of
foreign development companies to enter this market after 2000 affected mostly the
growth of gross domestic product (GDP). This positive development mainly affected the
industry, construction and agriculture, in which growth of GDP exceeded overall eco-
nomic performance. Determinant which undoubtedly contributed to the positive image
of Slovakia in the area of foreign investors and the real estate market has been
re-granting investment rating of the world’s largest rating agency Japan Credit Rating
Agency, which reacted to previous rating improvement of Slovakia. The rating increase
had consequences in terms of interest rates lowering, improvement in financing options
and so on.
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Building boom in the Slovak Republic in the last 15 years has caused several
serious problems. This is particularly the failure of the State administration to manage
development activities. Building authorities contribute to the existence of negative
externalities, are under pressure from rich development company, causing great dam-
age for violations of land use plan. An important problem that threatens the availability
of good quality land is building-up new investment projects. Land management in the
country becomes a limiting factor for sustainable development. General knowledge can
be complemented by a relatively lower risk of environmental threats for the developed,
rich countries. The growth of wealth from a certain point pollution levels decrease and
demands for environmental protection increase (this expresses so called environmental
Kuznets curve - see Fig. 3), which has its importance in the field of sustainable land
management.

3 Model Examples

Slovakia is one of the most attractive European countries among residential markets
with high profits. Unceasing demand attracted other developers, not only foreign but
also those that were previously devoted to commercial real estate while apartments
were not considered as very profitable activity. Construction of large investment pro-
jects (in Bratislava and its surroundings), which attracted foreign developers, has been
implemented on a green meadow.

Bratislava, the capital city of Slovakia is a fast growing and dynamic city which is
full of energy and rich history. It presents mainly Slovak centre of business,

Fig. 3. Environmental Kuznets curves [7]
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employment, development, tourism and education. It benefits from its excellent geo-
graphic position, especially from nearby Hungary on the south and Austria on the
southwest and it is also located near the central European economic centres such as
Prague, Budapest and Vienna. But in comparison with other European capitals it is still
not sufficiently developed. This was one of the main reasons why Bratislava became the
centre of foreign investors’ attention. Developers’ focus so far has been mainly in
projects that build premises for offices, retail and luxury residential areas. Unsatisfied
demand still largely exists in the middle class households, mainly in rental housing
projects, respectively construction of small apartments for young people. The main
criterion for any development must be a good accessibility by car, which is the main
mode of transport because of lack of metro in Bratislava and limited connections for bus
and tram to new build areas. However, on the plan are for example speed tram lines
linking the southern and northern part of the city. In this paper we present two examples
of large investment projects which construction was conditional upon the grabbing of
agricultural land.

3.1 Investment Project “Sunflowers - South City” in Bratislava

Investment project “Sunflowers - South City” is a pilot project of Petrzalka - South
City, which consists of two parts - residential and terraced houses with family houses.

The project (Fig. 4) plans construction of 200 apartments in three apartment houses
and 71 houses are linked by central park with playgrounds and sport fields. The “South
City” project with its territory and urban intention is of one of the biggest development
projects in Bratislava. Petrzalka is a part of Bratislava with the largest population and
one of the most densely populated areas in Slovakia and Central Europe, where in
panel houses currently reside 98.5 % of the nearly 120,000 residents.

Fig. 4. Residential project “Sunflowers - South City” in Bratislava [8]

Economic Aspects of Land Grabbing 155



3.2 Automobile Factory PSA Peugeot Citroën in Trnava

Automotive industry in Slovakia constitutes a significant component of the economy
and also attracts foreign investors. It is the driving force of economic development of
the country. Based on this automotive industry Slovakia gained adjective “European
Detroit”. Project PSA Peugeot Citroën Slovakia is an automotive plant of company
PSA Peugeot Citroën in Slovakia near town Trnava. Factory complex was built on 193
hectares of agricultural land and its construction began in 2003 (Fig. 5). The automaker
in Trnava belongs to the newest in terms of technology in the PSA Peugeot Citroën
group. Strategic investment realized by the French group in 2007 reached approxi-
mately 1 billion EUR.

4 Conclusions

The reason for the growth of residential and other development projects in the last two
decades since 1990 were several. Gradually were increased incomes of population,
interest rates on construction loans (including mortgages) declined and number of
apartments offers increased slowly. On the other hand, “hunger” for residential real
estate triggered a boom in the construction mainly in Bratislava and western Slovakia.
The demand for real estates has caused a rapid increase in property prices to staggering
heights.

Developers had significant support in its loan financing from Slovak banks, which
provided loan resources primarily for the construction of residential real estate and

Fig. 5. PSA Peugeot Citroën Slovakia in Trnava [9]
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mortgage loans up to 120 % of the value of purchased property. Another determinant,
which significantly influenced the construction boom in the Slovak Republic, was the
fact that after 1990, the agricultural land was reattributed to its original owners. Their
relationship to land, however, was greatly disrupted and in many cases completely
“uprooted”. Many owners decided to quickly capitalize land ownership to maximize
profit by selling the land for construction purposes.

Significant demand for building land, especially in attractive locations with good
transport connections and also the lack of coordination of construction through spatial
planning contributed to strengthen the process of land sales. As a consequence of
selling agricultural land in the past decade was that about 100 thousand hectares of
agricultural land was bought by foreign investors, while the volume of agricultural land
is decreasing.
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Abstract. This paper will showcase the iCore Project approach for instantiating
an Internet of Things (IoT) Service Enabling Architecture to support the Con-
nected Vehicles (Transportation in the Smart City).

Keywords: Connected vehicles � Internet of things � Virtual objects �
Composite services � Context awareness � Connected infotainment systems

1 Introduction

In modern cities, roads and motorways an increasing amount of circulating vehicles are
equipped with more and more sophisticated infotainment devices and systems, also
capable of communicating through WAN 3G/4G connections, bringing the promise of
an always-connected driving experience.

Nevertheless, a concrete ICT architecture is still lacking for enabling a safe and
efficient connection of such equipment with the huge volume of information and
services which could be potentially provided by many actors to the drivers while they
are on trip.

Thanks to the efforts of the Industry and Academic Research in the field, the
Internet of Things (hereon “IoT”) paradigm and technologies are rapidly growing
maturity, creating an ideal environment for enabling the concept of “Connected
Vehicles”. Like any other “thing” in the IoT, every vehicle will provide standard
network interfaces and APIs towards in-the-cloud, service-enabling ICT platforms,
realizing a vehicle “virtualization” which will allow service providers to reach different
vehicles drivers through a uniform interface.

In the domain of Connected Vehicles, the service provider role could be potentially
played by many actors like road infrastructure managers, city managers, tourist
agencies and organizations, car insurance companies.

This short paper will showcase the iCore Project [1] approach for instantiating an
IoT architecture to support the Connected Vehicle paradigm. In the following we will
briefly introduce the key concepts and novelties of the iCore Project architecture for
IoT, then the Smart City – Transportation Use Case will be described.
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2 The iCore Project

In the context of the IoT landscape, the iCore Project proposes a multi-level archi-
tecture based on cognitive technology, aiming at reducing the complexity of creating
and deploying services in different IoT domains (transportation, logistics, healthcare,
home and office automation). The iCore Architecture defines three levels for and IoT
platforms: the Service Level, the Composite Virtual Object Level and the Virtual
Object Level.

The Service Level lays at the topmost level of the iCore IoT architecture. The
Service Level is responsible for processing the end user requests (in the context of this
use case, the end user is the car driver) and detecting the best way to process the service
request. This is accomplished exploiting techniques belonging to the Cognitive Science
and Knowledge Based Reasoning, leveraging the big amount of data from the real
world objects collected by the lower levels of the architecture, and it results in the
selection of the most suitable Composite Virtual Object (hereon, “CVO”) to be exe-
cuted, according to the available Real World Knowledge.

The Composite Virtual Object Level is the “composition” layer of the iCore
Architecture. This level provides the Execution Engine for processing the data coming
from the virtualized objects/sensor and for controlling the virtualized objects/actuators,
and the unit of work to be executed is defined as a Composite Virtual Object (CVO). In
the context of this use case, the role of the Execution Engine has been played by a
highly scalable event-based composition engine, which allows to define the CVO logic
based on an “event/action” paradigm. The CVOs available for execution are published
in a common CVO Repository.

The Virtual Object Level is the “virtualization” layer of the iCore Architecture.
This level provides the Virtual Object Container which hosts the Virtual Objects and
allows the exposure of a “virtual” and common interface from a real object (either a
sensor or an actuator) towards the upper levels of the architecture. This approach has
the great advantage of “decoupling” the real object from the other parts of the archi-
tecture, allowing the reuse of the same “virtual” interface whenever the “real” object
hardware implementation is changed. The available Virtual Objects are registered in a
common VO Registry, alongside with metadata (e.g. geographic location). The VO
Registry provides query facilities based on RDF/SPARQL [2] in order to identify the
VO that best suites a given context/situation.

3 The Smart-City Transportation Use Case

The iCore project Architecture for IoT has been instantiated to showcase the value of
the architecture for deploying a Service Platform for the Connected Vehicles. The
specific demonstrator, described in the following, has been called “Smart City -
Transportation Use Case Demo”.
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3.1 The Storyboard

The Driver is driving her “Connected Car”: the Connected Car is equipped with an
advanced Infotainment System, exposed as a Virtual Object towards the iCore plat-
form. The advanced infotainment system sends data to the platform (GPS position,
speed), receives and displays messages/alerts about services availability, allows the
driver to activate available services on demand and receives and displays informative
messages sent by the services being executed.

While on trip, the driver is notified that the service “Parking Around Me” is
available. As soon as he/she activates the service through the Infotainment System, the
service provides to the Infotainment System an information message with the real-time
availability of places in the parking lots nearby the current location of the driver.

While the driver proceeds, the platform is able to detect that he/she is driving
towards a recurrent destination for such a user because the iCore system is increasing
its own Real World Knowledge each time the user activates the service. In this case, the
platform informs the Driver about the availability of the new service “Parking at
Destination”, and as soon as the Driver activates the new service the Infotainment
display shows the availability of places in the parking lots nearby the final destination
of the driver.

3.2 The iCore Architecture Instantiation

The following figures describes the instantiation of the iCore Architecture for the Smart
City – Transportation Use Case.

3.3 Behind the Scenes: Playing the Storyboard

The Advanced Car Infotainment System is connected to the iCore Platform in two
ways: (i) it interacts with the Service Management Unit shown in Fig. 1 for being
notified of available services and request services and (ii) as a Virtual Object because it
can send GPS/speed information messages and it can receive and display “generic”
information messages and alerts from the services executed on the platform.

While driving the user activates his/her Infotainment System which interacts with
the Service Management Unit to discover the available services. If no recurrent des-
tination is recognized by the system, the Service Management Unit proposes to the
Driver the “Parking Around Me” Service.

When the driver generates a new service request, the Service Management Unit
creates a CVO execution request to the CVO Container; the requested CVO exploits
the Parking System Virtual Object for interfacing an Open Data service made available
by the City which provides real-time parking data.

It is worth noting that the CVO Container does not bind to a VO directly, but it is
instructed to use a specific Parking System Virtual Object based on the location of the
Driver (e.g. the Parking Open Data of a specific city). This feature allows the CVO to
have a context-aware behavior.

While the Driver progresses on his/her trip, the Destination Learning and Detection
system becomes aware that the Driver is on a recurrent trip, towards a recurrent
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destination. This is achieved exploiting knowledge on user behavior obtained applying
learning techniques to previously acquired data from the Car Virtual Object, and it
allows the platform to identity a different CVO that can be executed. This CVO will
provide a different parking suggestion, exploiting both the current position and the final
destination, and possibly taking into account predicted traffic flows and situation.

Both the “Parking Around Me” as well as the “Parking at Destination” services will
deliver the parking information to the Driver through the Car Display Virtual Object,
and the Infotainment System will display it to the Driver. This architectural choice of
having a Virtual Object Level allows (i) to decouple the Infotainment interface (Virtual
Object) from the actual implementation (Real Object), and (ii) to retain the low level
details of the Infotainment functions in the hand of the Car Maker/Car Maker Provide,
who can be aware of specific constraints (e.g. avoid to show messages in particular
conditions).
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Abstract. When many companies recently introduced BYOD (Bring Your
Own Device), i.e. allowing employees to use personal mobile devices at work,
they also adopted the NAC and MDM system for prevention of confidential
information leakage, access control and efficient user management. As the
access control policy of the NAC and MDM system is uniformly applied to
users, however, they cannot be aggressive in implementing BYOD since there
are security threats due to the frequent loss and theft of devices and low security.
Accordingly, it is necessary to be able to flexibly set up policies and detect and
control abnormal users by collecting personalized context information. This
paper proposes a behavior-based abnormality detection method that detects
abnormal behavior by classifying vulnerabilities occurring in the BYOD envi-
ronment and patterning various users’ information use contexts.

Keywords: Mobile � BYOD � Security � Context information � Behavior
pattern analysis

1 Introduction

As the use of employee-owned mobile devices is recently changing the working
environment, the concept of BYOD (Bring Your Own Device) is drawing attention as a
new corporate working environment. BYOD refers to the case of employees using their
own mobile devices like notebooks, tablets and smartphones to access internal data and
handle business. It can be expected to improve productivity and reduce costs.

As the appearance of new IT environments like BYOD increases convenience, there
tends to be security problems like the leakage of enterprise data as personal devices are
accessing the internal infrastructure of enterprises. A research found that personal
devices can be easily attacked due to loss, theft and low security, and consequently the
internal infrastructure of enterprises are accessed and attacked frequently [1].

For BYOD security, the NAC (Network Access Control) for network access control
security and the MDM (Mobile Device Management) for mobile device control are
proposed, but they certainly have limitations. The NAC controls users by authenti-
cating users when they access the internal infrastructure of enterprises, but does not get
involved in the user behavior after authentication [2]. As the MDM installs enterprise
security programs in personal devices for monitoring and controlling, users may be
repulsed by such programs. So it is thought to be far from the goal of BYOD [3].
Accordingly, it is necessary to detect and control abnormality by identifying the
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information generated by devices and users in order to respond to various contexts
occurring in the BYOD environment [4].

This paper proposes a method of using the scenarios of abnormal behavior
occurring in the BYOD work environment to classify vulnerabilities, and capitalizing
on the characteristics of users and devices and various service use elements to generate
pattern data and detect abnormal use behavior. In the BYOD environment various
elements, such as diverse devices and access environments, exist, and these charac-
teristics make it possible to analyze personal access/use through patterning. The pro-
posed method patterns service-level use contexts identical to users’ corporate business
environments, and predicts the probability of new use behavior occurrence based on
patterned past data. It compares the probability of users’ past behavior and the one of
present behavior to detect abnormal behavior. Chapter 2 analyzes the technological
trends in protection of internal resources of enterprises in the BYOD environment and
the methods of collecting context information. Chapter 3 proposes the method of
patterning service use behavior and detecting abnormal use behavior in the BYOD
environment. Chapter 4 is the conclusion which discusses how to apply the proposed
method to the BYOD environment and the direction of future researches.

2 Related Work

The NAC security technology targeting the BYOD environment checks whether user
devices comply with the security policy before accessing the network and controls
network access.

The NAC blocks infected PCs’ access to the network to prevent the diffusion of
malware on the enterprise network. Currently it provides wired and wireless integrated
security functions, such as IP-based access control, authentication of mobile terminals,
terminal security and integrity validation. As the primary purposes of the NAC itself
are user authentication and access control, however, it is lacking in the ability to detect
and respond to the abnormal behavior of users or devices after network access. Also, as
it focuses on authentication of registered users, it is lacking in the function to
authenticate/manage devices [3, 4].

Accordingly, the BYOD environment has distinctive security requirements, i.e.
protecting enterprise data by isolating users engaged in abnormal behavior, as well as
the utilization of various personal devices and the guaranteeing of business continuity.
Therefore, the NAC solution alone cannot handle security issues in the BYOD
environment.

The MDM technology uses the OTA (Over The Air) to remotely registers/manages
mobile devices that are powered on through the administrator authority regardless of
time and place, stop the use of lost devices and track devices [5].

The MDM system-based access control method, which can directly control per-
sonal devices in the BYOD environment, has problems. As the MDM is an application,
it is difficult to control and monitor the access to other applications. Also, it is
impossible to analyze mobile devices’ behavior with regard to network data. More than
anything else, due to demands for protection of privacy, users are reluctant to install the
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MDM agent in their personal devices. So it is difficult to popularize and diffuse it.
Furthermore, the cost of continuously managing the versions of various terminal
devices will increase.

3 Proposed Method

This proposed method selects access/use behavior elements occurring in the process of
using business service and uses them as user behavior patterns in order to detect
abnormal use behavior. It selects not only the network traffic characteristics, but also
atypical data, such as the user’s device type, access time (during business hours,
outside of business hours, etc.), access location (in the company, outside of the com-
pany, etc.) and use time, and uses them to pattern users’ access. It also patterns the
information generated while using business service and compares it with the existing
identical access patterns to detect abnormal use behavior.

3.1 Definition of Security Vulnerabilities and Abnormal Behavior
Scenarios in the BYOD Environment

3.1.1 Normal Users’ Malicious Information Leaks
Normal users refer to users authorized to access the service of the enterprise. The
normal user can maliciously access/download important information of the enterprise
and leak it to the outside after authentication.

As existing security systems, i.e. the NAC and MDM, perceive them as employees
who were normally authenticated and conduct business, they cannot detect abnormal
behavior. As corporate information and personal information are leaked by internal
users frequently, and such leaks cannot be detected, it is impossible to control abnormal
behavior.

3.1.2 Theft of Devices by Malicious Users
Many users do not lock their personal devices in most cases, and store the ID/PW for
accessing business service often. However, it is difficult to force security measures on
personal devices, e.g. locking and cancelation of automatic access.

In this context, malicious users can steal normal users’ devices and access corporate
service very easily, and existing security systems do not have any method of perceiving
them as abnormal behavior (Fig. 1).

Fig. 1. Device theft scenario
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3.1.3 Attackers Using Devices Infected with Malware to Access
Internal Resources

The attacker may attempt to access internal service by infecting the devices of
employees with malware. As the attacker tries to access the business service using the
devices of normal users in case of this attack, it is difficult to detect abnormal behavior.

Recently enterprise agents are installed to prevent device problems, e.g. infection
with malware, by checking if vaccines are installed when business service is provided,
but since it is impossible to detect all malware, it is impossible to defend against such
attacks all the time.

3.2 Configuration of the Experimental Environment and Definition
of Context Information

The structure of the corporate business environment and system is illustrated in Fig. 2.
The context information is collected through the network traffic, collected during users’
Captive Portal connection and use of business service. This patterned information will
be used to detect users’ abnormal behavior, and abnormal users or devices will be
controlled in real time.

Meanings as user behavior will be imparted to the data generated by various
devices of users and the access/use context, and this data will be processed into context
information. The context information is defined as one of the set of attribute ranges for
patterning behavior, and this defined information is used for comparison to detect
abnormal behavior.

3.3 How to Pattern Service Use Information

In the BYOD environment, users use their own devices to access the enterprise network
and use services. The corporate business services provide users with the business
environment through fixed services (bulletin board, e-mail, schedule management,
etc.). The context information, generated when users use such business services, will be
used to constitute generalized behavior models that users’ behavior can represent.

Fig. 2. BYOD and the structure and security system of the smart work environment
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To pattern the behavior of use context information, existing business service pages
will be analyzed and structuralized using the web crawler. Each node (page) of this
structuralized service will be connected to the behavior information used by users. In
the context information, generated when users use services, the URL information will
be connected to the node information of the structuralized service data and accumulated
as service use behavior data.

3.4 Use Behavior Analysis and Abnormal Behavior Detection Method

The use behavior throughout the access cycle will be analyzed using users’ accumu-
lated service use behavior information, and compared with past use patterns to detect
abnormal behavior.

3.4.1 Analysis of Use Behavior Throughout the Access Cycle
The behavior occurrence of each node of business service will be analyzed by accu-
mulating the behavior information occurring when individual users use services
throughout the access cycle.

3.4.2 Detection of Abnormal Use Behavior
The behavior information, collected and analyzed throughout the access cycle of users,
will be compared with the past use behavior information that has the same access
context information, and the overall behavior occurrence probability and the occur-
rence probability of each node will be compared to detect abnormal behavior.

To detect changes in overall behavior occurrence, as illustrated in Fig. 3, the error
of the present and past behavior occurrence probability will be calculated.

Error ¼ sqrtððpresent#1� past#1Þ2Þþ . . .þ sqrtððpresent#n� past#nÞ2Þ

This error value will be compared to the normal permissible range of past behavior
information. To supplement the false positive occurring when only the change in
overall behavior occurrence (normal behavior range: error value < permissible range)
is used to detect abnormal behavior, the change in individual items will be additionally

Fig. 3. Detection of abnormal behavior through analysis of use behavior
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compared to the permissible range of normal behavior. (Normal behavior range: change
in normal behavior of individual items is X% or lower).

4 Conclusions

Existing security systems, which manage access times, will have difficulties detecting
users’ abnormal use in the BYOD environment. Also, existing security technologies
will have a hard time detecting the loss or theft of devices or theft of accounts, which is
unknown to users, or normal users’ malicious information leakage. This paper used
various environmental factors to pattern and analyze user behavior in order to detect
whether the behavior of business service users is abnormal. The authors will use stored
user behavior to find additional methods of patterning user behavior, and minimize
false positives by diversifying detection methods and applying commercial services.
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Abstract. The fast progress of smart devices and applications in the mobility
sector open up a huge potential for mobility services that allow for an indi-
vidualization of mobility patterns. In combination with an increasing infras-
tructure of public transport and diverse means of transportation, novel mobility
concepts represent a promising solution to societal changes and mobility needs.
However, the increasing functionality and multitude of options add to the
complexity of using those services. The research is embedded into an inter-
disciplinary project – Mobility Broker – in which the central platform for
planning and booking a journey using different public means of transport is
developed. Different from other approaches, users are integrated in all stages of
technical development. The paper reports on an empirical study in which the
usability of the first prototype of the smart phone application was tested.
Findings show that interface design and visual ergonomics are quite mature at
this stage. Implications of findings are discussed and future research lines are
explicated.

Keywords: Mobility services � Smart apps � Intermodal mobility � Usability �
Interface design

1 Introduction

Mobility is a topic as old as mankind. Be it for leisure or business, people need to
travel. Recent ICT developments promise to offer potent and ubiquitous mobility
services [1]. Travel services delivered by small screen devices are highly developed [2],
thus, travel and mobile services can be retrieved at any time, at any place, with travel
information being wirelessly delivered, continuously updated, context-adaptive, and
even targeted to user profiles [3]. Different people use different means of travel. Also,
they use different methods to plan their journey, which reflect and affect the preferred
means of transportation [4]. There are numerous services that help to find routes and
offers for travelling by public transport, such as airplane, train, or bus or by individual
transport by car. All means of transportation have certain limits and are more useful for
certain distances. Except for long range travelling, for which the airplane stays unri-
valed, the private car seems to be the most flexible and comfortable means of travel. In
combination with an increasing infrastructure of public transport and diverse means of
transportation, novel mobility concepts represent a promising solution to societal
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changes and mobility needs [5]. Until now, it is rather cumbersome to plan a journey
using a combination of different public transport services, let alone to book all parts of
a so called mixed-mode journey, as it involves the consultation of numerous websites
that offer planning and/or booking of one specific service only. This is where the
project Mobility Broker comes into play [6].

The project aims at providing a central platform for both, planning and booking of a
journey including all kinds of public means of transport, as well as semi public indi-
vidual traffic, such as car sharing or e-bike rental. Barriers that result from the com-
plexity of combining the results of several search engines and of using a variety of
payment services could be overcome with such a service. Hopefully, this will con-
tribute to an increased use of public transport compared to the use of private cars. The
interdisciplinary project is lead by the local public transport provider, teaming up with
IT service providers and research institutes from different disciplines to gain a holistic
understanding. Both, a website offering mixed-mode routing and booking, and a smart
phone application with a similar functional range are developed. As such, Mobility
Broker is implemented resting on a well-designed server back end – current funda-
mental research regards the necessary system architecture to develop a single point of
contact for travelers (see [7]). As a strong focus on end users’ requirements regarding
the front-end is a major aspect of the project, in all stages of technical development,
feedback of potential users is integrated into future prototype variants.

2 Methodology

The evaluation of an initial prototype consisted of three parts. The first part referred to
mobility requirements, which were assessed prior to the evaluation of the prototype.
Then, participants were asked to interact with the prototype, carrying out typical tasks
in the context of city mobility. Finally, participants were requested to evaluate the ease
of navigation and the suitability of the interface design. Figure 1 pictures the schematic
procedure of the approach.

2.1 Procedure and Experimental Design

Participants were asked to solve prototypic tasks by interacting with the application.
For comparison reasons, each participant was given the same testing scenario in the
same order. Figure 2 shows snapshots from the application screen, when tasks were
solved. After participants had completed the tasks, they assessed the perceived ease of
navigation and the perceived interface quality, each addressing different aspects (see
next sections).

Fig. 1. Design of empirical approach.
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2.2 Measuring of Perceived Ease of Navigation

The perceived ease of navigation through the app’s menu structure was evaluated
through questions regarding the participants’ perceived (dis)orientation when navi-
gating through the menu [8]. Each one of four statements (Table 1) had to be (dis)-
agreed to on a five-point Likert-scale. The items included “I knew where I was
currently located in the menu”, “I knew where to go next”, “I did not feel lost in the
menu” as well as “I knew how to reach a specific function”.

2.3 Measuring of Perceived Interface Quality

To evaluate different facets of interface design, items were developed for “Use of
colors”, “Relation between textual and graphical elements” and “Visual ergonomics”.
The Likert scaling used for each item ranged from 1 = “I fully disagree” to 5 = “I fully

Fig. 2. Left: menu to select “Zuhause” (Home; Task 1). Center left: saving of a connection as a
favorite (Task 2). Center right: menu to create a new mobility profile (Task 3). Right: map to find
the closest bus stop near the current location (Task 4).

Table 1. Items to evaluate interface quality.

Items (1 = fully disagree; 5 = fully agree)

Use of colors “The choice of colors is appealing to me.”
“In my opinion, the application is too colorful.” (*)
“The colors change too often.” (*)
“The choice of colors is adhered to consequently.”

Relation of textual and graphical
elements

“Overall, the application seems to be graphically overloaded.”
“In my opinion, the relation between text and graphical elements is
well-balanced.”
“Overall, the application is too heavy on the text.”

Visual ergonomics “In general, the contrast between the elements/objects and the
background is too low.” (*)

“I am able to identify all objects without difficulties.”
“Very often, the typing is too small.” (*)
“I can read all texts without difficulties.”
“I can identify some of the elements on the interface with difficulties
only.” (*)
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agree”. Scores of negatively formulated items were inversed (marked by (*) in
Table 1). Items were summed up to a global score for “Use of colors” and “Visual
ergonomics”, all others were evaluated individually. All items are given in Table 1.

2.4 Participants

32 participants took part in the user test (50 % women). 18 were students and 16 (self-)
employed. The average age was M = 29.6 years (SD = 8.6) on a range from 20 to 58
years. Participants were screened with respect to their mobility habits, their familiarity
with mobility apps and their technical expertise.

Mobility Habits: 29 out of 32 users reported to go by foot on a daily basis. All
participants used bus and car several times a week or even daily. A small group (N = 8)
indicated to use the bicycle daily. 26 participants used trains more than monthly. Most
of the participants (N = 27) reported to have used bike rental ever and 21 never used
car sharing. 50 % of participants indicated not to have used ridesharing so far.

Experience with Mobility Applications: All participants were highly accustomed to
international (Google Maps), nationwide (DB Navigator, Öffi, BlaBlaCar, qixxit,
Pendel Panda, DriveNow, Mitfahrgelegenheit, moovel, allryder) and regional (ASEAG
mobil, AVV connect, VRR App) trip assistant applications. Especially the DB Navi-
gator was well known (78 %), but also Google Maps (78 %) and the local bus com-
pany’s app - ASEAG mobil (56 %).

Technical Expertise: All participants had technical experience using smart small
screen devices (26 out of 32 participants used the Android operating system that was
also used in the experiment). Also, participants’ self-reported technical self-confidence
[9] yielded high scores. On a scale from 0 to 100 (very low to very high technical
self-confidence), the participants reached 81.7 (SD = 14.4) on average. However, a
gender effect was found: Women estimated their own technical self-confidence lower
(M = 74.7, SD = 16.8) than men (M = 88.8, SD = 6.1, t = 3.1, p < .05).

3 Results

Data are assessed descriptively. We report on the perceived ease of navigation, fol-
lowed by an outline of outcomes on the perceived interface quality.

3.1 Evaluation of Perceived Ease of Navigation

The acceptance of smart applications depends on a high usability. When looking at the
perceived orientation in the menu, findings show promising results. Participants largely
agreed to know where they were situated within the menu while solving the tasks
(M = 4.4, SD = 0.9). When asked about the menu structure, on average, users stated to
know where to go next (M = 3.8, SD = 1.2). They did not feel lost in the menu
(M = 3.7, SD = 1.2). Furthermore, participants reported to know how to find specific
functions (M = 3.4, SD = 1.2) (see Fig. 3, left).
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3.2 Evaluation of Perceived Interface Quality

On average, ratings show a
high satisfaction with the
given design. Visual ergo-
nomics was rated with 4.5 out
of 5 points maximum (SD =
0.5). Also the use of colors
reached satisfying scores
(M = 4.2, SD = 0.5) (see
Fig. 3, right). When focusing
on the relation between textual
and graphical elements, rat-
ings reveal a positive percep-
tion. On average, the relation
was judged with M = 4.2 (SD = 1.0), neither too much text (M = 1.7, SD = 0.8), nor
too much graphics was used (M = 1.7, SD = 0.8). As many applications profit from an
“appealing” overall design, participants were asked to describe the design with
adjectives by rating the appropriateness of each adjective to the design, using a Likert
scale (1 = “I fully disagree.” to 5 = “I fully agree.”). Figure 4 shows that adjectives
associated with negative properties (“old school”, “information poor”, “overloaded”,
“over ambitiously colorful”) had a much lower score than positive adjectives, such as
“authentic”, “appropriate” or “appealing”. It is important to notice that the adjective
“recognizable had the lowest score of all positive adjectives.

4 Discussion and Future Work

This paper reports on the usability of a novel mobility app that provides a central
platform to plan and book a journey using all kinds of public and semi public means of
transport. In order to understand the usability in an early stage of development, ease of
navigation and overall appearance of the visual design have been assessed, regarding
interface quality, visual ergonomic, and the balance between textual and graphical
elements. Results show that the current visual design and the perceived ease of
interacting with the application receive a positive feedback by participants. However, in
this research design a comparably small, quite educated, and technology affine group
was examined. At this stage of research, the group is adequate in order to get insights

Fig. 3. Left: perceived quality of navigation. Right: perceived quality of visual ergonomics.

Fig. 4. Rating of the interface design with adjectives.
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from a benchmark approach. As travelers will be increasingly characterized by
diversity, including less educated and less healthy users as well senior travelers, less
familiarized with the usage of small screen devices in general and electronic mobility
services in particular, we will have to replicate the findings in a broader user group. It
will be of vital importance to collect data about navigation performance (effectiveness
and efficiency). It is planned to assess the fit of the interface for persons with visual
problems or otherwise physically impaired persons, to include their special needs in the
development process [10]. Future research will address the role of navigation aids
specifically designed for the use in cities [11], in order to enhance the overall expe-
rience with usage of electronic mobility services delivered by smart devices [12]. So
far, the usability of the application was only tested in a static, quiet and thus, unrealistic
experimental setting. A critical test of the real-world suitability will be carried out in the
next six months. Participants will use the application during travelling and the usability
of context sensitive information will be under study. Another question regards the
social acceptance of using connected mobility services. Recent studies show that users
are quite clairaudient regarding privacy [13] and safety issues [14] when using smart
mobility services. A sensitive trade-off between mobility and travel assistance on the
one hand and the disliked possibility to be tracked and monitored on the other hand has
to be addressed.
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Abstract. This article describes the design and development of an open data
platform that was implemented as part of the Smart Health framework and
aimed at supporting the development of Recreational Bike Path applications.
Recreational Bike Path programs follow the guidelines of the World Health
Organization and seek to reduce the appearance of Chronic Noncommunicable
Diseases; these programs, although having great potential, do not have a source
of data to investigate their impact or motivate public investment. This paper
presents the design of a platform for integrating data through a service
REST API by considering Smart Cities architectures as a reference. The final
product features an extensible platform that supports basic functionalities, has
the capability to integrate other APIs and has the ability to generate open data
datasets while following the “Guidelines for the implementation of open data in
Colombia”.

Keywords: Smart Cities (S-Cities) � Smart Cities architecture � Smart Health
(S-Health) � Mobile health (m-health) � Well being � Open data � REST API �
Vías Activas y Saludables (VAS) � Ciclovía Recreativa (CR) � Open bike

1 Introduction

Smart Health (S-Health) is the tendency, within the concept of Smart Cities (S-Cities),
which aims to improve health services by making them more secure, efficient, equitable
and centered on patient comfort; through innovation in computer science, information
science and engineering. This research addresses the development of an extensible
platform, framed within the S-Health tendency, that provides various functionalities for
Recreational Bike Path applications in the context of Colombia’s Active and Healthy
Paths. The latter are inexpensive public programs to encourage physical activity in a
community in order to reduce Chronic Noncommunicable Diseases (NCDs) [1].
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1.1 Conceptual Framework

Smart Cities: The XXI century will be the century of smart cities; in this research, the
concept of Smart City refers to the following: “A city that is instrumented, intercon-
nected and people-oriented”. Instrumentation enables the real time capture and inte-
gration of world data through the use of sensors, smartphones and the web.
Interconnection involves the integration of data on a computer platform and the
communication of such information among various city services. Intelligent refers to
the inclusion of complex analysis, modeling, and the visualization of operational
processes for making decisions. Although it is clear that a city’s dynamic has its roots
in the community, the concept of being people-oriented emphasizes that services
should be provided in order to improve the living conditions of its inhabitants.

Smart Health: Medical and public health practice supported on smart mobile devices,
with the ability to interconnect devices to applications and other emerging technolo-
gies, thus seeking that the health system and the synergy of its components behave
more intelligently [2, 3].

Open Data: The philosophy of open data states that some data should be available
without the restriction of copyright, patent rights, and other management mechanisms.
These data are open to society and anyone can publish and freely use them for any
purpose they want [4]. Open data are an opportunity to create value and enhance the
creation of new services and economic and social opportunities, when the data and
knowledge from all levels of government and business are integrated into applications
[5]. In Colombia, the Ministry of Information Technologies and Communications
defined the “Guidelines for the implementation of open data in Colombia” [6].

Vías Activas y Saludables (VAS): 63 % of deaths worldwide are caused by NCDs. The
World Health Organization has defined a set of guidelines for nations to address this
issue. In Colombia, a project called Vías Activas y Saludables [7]─Active and Healthy
Paths in English─supports this initiative by temporarily closing some roads for
vehicles so that citizens have a safe free space for the practice of physical activity,
recreation and healthy use of leisure time. This event takes place on one or more fixed
days a week and lasts four hours on average [8].

In the study carried out in [9], 38 bikeways from 11 countries were analyzed and the
results showed that Bogotá-Colombia has the world’s largest circuit, of 121 km, and a
range of 600,000 to 1,400,000 participants per event. VAS are a beneficial cost
because, for every dollar invested in Bogota’s Ciclovía Recreativa program
(CR)─Recreational Bike Paths in English─, US$3 to US$4 are saved on the direct
costs of health care associated with physical activity. Furthermore, the study concludes
that the VAS have other benefits such as the following: helping decrease pollution and
noise levels, generating social capital, promoting equity and creating economic
opportunities.
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1.2 Problem Under Study

Some research highlights the importance of CR programs but indicates situations such
as the following: “Although Ciclovía Recreativa programs are promising, the evidence
of their effectiveness is limited to cross-sectional studies that have provided limited
data to create a framework for future research and monitoring. …” [9].

Regarding CR, the following was found: lack of data concerning the characteristics
of participants; limited data available to other stakeholders interested in their dynamic
such as the academic, governmental and business communities; outdated information
on the mobile applications that promote them; and unarticulated data unknown by the
managers of the program because it was gathered by third-party mobile applications.

As a solution, we proposed implementing an open support platform for health
applications development in order to prevent NCDs in the context of CR.

2 Smart Bike Path Platform

2.1 Platform Architecture

The design of the Smart Bike Path platform architecture is based on the architecture
proposed for S-Cities in [10, 11] because the scheme is aimed at data management.
Figure 1 shows the layers that comprise this architecture. The application layer refers to
the applications that consume support services; applications interact directly with cit-
izens and offer them their expertise regarding intelligent cities. Inside this layer there is
a sublayer of data acquisition which, in this platform, consists of the sensors of mobile
devices such as the following: accelerometers, proximity sensor, GPS, etc.; the col-
lected data are available to the other layers through the application layer.

The data layer comprises data networks and Internet infrastructure that enable
communication between applications and the platform, and support the delivery of data
to the storage layer. The layer of support services is responsible for arranging data for
applications; in smart cities a variety of services must be provided to governments,
businesses and citizens. The development of this project has been focused on this layer
through the implementation of the API, which represents CR resources.

Fig. 1. Platform architecture for information integration.
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In the layer of pre-processing and data storage, pre-processing helps detecting and
correcting problems related to the quality of data while storage involves the ability to
support large-scale complex data with high reliability and scalability; this is achieved
through cloud services.

2.2 REST API Services

The REST API (Fig. 2) is a service that uses an HTTP request to provide and consume
information from the CR. The pillars of its design were: usefulness, simplicity and
value. Usefulness for the end user; simplicity given by the accessibility, ease, speed of
implementation and functionality that it provides for developers; and value concerning
the benefit generated to the management entities.

The API provides the following services: User represents anyone who attends and
uses the spaces and services of the CR to practice recreational activities and sports;
Service manages participant information such as age, gender, health risk, disability and
activity; Location represents the whereabouts of the user at any given time.

Happen manages information about incidents or events of various types that occur
simultaneously to the CR event, such as mobility, security, services or otherwise;
events are reported to the platform by users. Via represents the stretch of road that is
temporarily open. Place provides information about the location, name, description and
pictures of sites that may be of interest to CR users such as parks, tourist sites, hospitals
and police, among others; this information is categorized into different types such as
art, Bike Path, security, etc.

Benefit includes additional services that can be found on the Bike Path; those
offered by the managing entity or the community are included and categorized as art,
Bike Path, culture, science, security, sports, technology, tourism and trade. Some CR
services may include the following: aerobics, restrooms, bicycle, hydration spot, vet-
erinary service, Physical Activity Recommendations spot─RAFI in Spanish─or
bike-school.

Notification contains data from messages aimed at showing users an event, news,
service or risk that happens in a path on which the participant is located; these data can
be classified according to priority. Service Manager works as a proxy between API
services and the services of other REST APIs that are registered on the platform; its
purpose is to facilitate the integration of other functionalities.

Fig. 2. REST API services and operation.
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3 Validation

3.1 Validation Regarding Assessment Criteria of Recreational Bike Paths

In order to estimate the completeness and the value of the potential benefit generated
from the platform for the entities responsible of managing the CR in Bogotá, such as
the IDRD [12], the sufficiency of the platform regarding the calculation of the
assessment measures defined in [13] is estimated. A sufficiency of 70.45 % was
obtained in relation with the APIs coverage for calculating the evaluation criteria of
bike paths, thus leading to the conclusion that the data collected by the API are relevant
and are currently gathered in a non-automated manner by the entities running and
investigating CR days.

3.2 Validation of a Case Study

To analyze the platform in terms of its usability for the developer interested in con-
suming REST API services, a software developer, who was not involved in the design
of the platform and does not know the dynamics of bike paths, was selected; these
conditions were intentionally sought assuming that other developers do not know these
issues in depth. The developer was asked to design an application using the API to
analyze the Bike Path Route that is enabled every Sunday from 7:00 a.m. to 2:00 p.m.
on the 9th Avenue, between streets 117 and 147, in Bogotá; the simulation of the arrival
of users takes a small Bike Path described in “A discrete event simulation model to
estimate the number of participants in the ciclovía programs” [14] as a reference.

Figure 3 shows the resulting application. Statistics include: Total participants,
Participants by activity, Average time spent on the route, Average time per activity and
Participants by health risk. In addition, the following filters are included: age range,
range of dates and times, activities, health risks and gender. The use of the API also
shows that all the information collected from participants can be published in an open
data repository to make it available for further analysis. Particularly, it is possible to use
this open data to understand smart cities behavior based on the information obtained
from the VAS.

Fig. 3. Overview of the application including event reporting and general statistics.
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4 Conclusions and Future Work

The design of the architecture for the information integration platform was developed
taking architectures for S-Cities as reference, and is focused on data management and
service integration. The module for generating open datasets enables the use of
information collected by other parties interested in studying the dynamics of CRs. The
platform is extensible in functionality, and experimentation leads to the conclusion that
it abstracts the processes of the object of study. Furthermore, the adequacy of the data is
evidenced by comparing the services regarding the evaluation criteria of the CR.

The possibilities for future work consider the following three areas: development of
applications that use the services of the platform and extend its functionality through
integration with other platforms. Integration and support for Internet of Things through
the development of services that enable connection with and data collection from
devices located on any object such as bicycles or pathways. And ultimately, the
analysis of information to be performed using Big Data techniques on future datasets.
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Abstract. Travel information brokers are complex systems, dealing
with a large amount of heterogeneous data from various sources. The
exchange and integration of such data is therefore demanding, particu-
larly for small mobility service providers with few IT resources. To face
this problem, this work illustrates a key tool to support information and
service integration. On a conceptual level, we present a travel informa-
tion broker system architecture and respective information flows. Addi-
tionally, we describe data exchange related to system components, e.g.,
intermodal routing, pricing and accounting. On this basis, we developed
and tested a communication adapter that enables and eases commu-
nication between the core system and second party service providers.
Furthermore we outline the method of extending public transportation
routing with information about sharing services. This enables travelers
to query combined information about public transport, bikesharing as
well as carsharing services using a single application.

Keywords: Bikesharing · Carsharing · e-mobility · Intermodal travel ·
Smart mobility · Travel information

1 Introduction

Combining diverse travel services (e.g., traditional public transport, parking ser-
vices, carsharing, ridesharing) results in better offers and better service coverage
compared to individual services [1]. Eventually this leads to a higher acceptance
of alternative (compared to using a private car) services among travelers and
therefore better sustainability. Because of the complexity and amount of these
services, a supporting information system serving as single point of contact for
travelers is required. Unfortunately, integration of diverse travel information is
a demanding task. On the one hand, mobility modes differ significantly in struc-
ture, i.e., individual transport vs. train schedule, and payment model, i.e., single
ticket vs. subscriptions. On the other hand, travel information systems vary in
extent and functionalities. Either way, the respective data is heterogeneous and
has to be integrated effectively. Hence, this work focuses on the technological
data integration of different data sources and data types, to subsequently lower
the burden for mobility providers to join a collaborative service offering. For this
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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purpose, we hereby refine the conceptual travel information broker architecture
introduced in [2] and illustrate the workings and interaction of key components.
We describe a communication adapter which enables optimized data exchange
between mobility service providers and the core system. This solution allows
second party providers to join the system and use its resources, e.g., intermodal
routing and accounting, with little individual integration efforts.

2 Related Work

In general, travel information provision via information systems has been inves-
tigated and improved in several areas in the last years. Crucial for the success
of these information systems are two main factors: (a) the quality of the pro-
vided information in terms of comprehensiveness and completeness and (b) the
systems’ usability. In [3] a technology acceptance model is applied to evaluate
the usability of mobile passenger information systems. According to [4] trav-
elers are highly frustrated when using public transportation because of lacking
information provided whereas [5] also underline the importance of real time data
provision. As a consequence, providing better information by integration of het-
erogeneous mobility services is a prominent research field.

Modern travel information applications like Transit App or Qixxit1 differ in
extend and functionalities. Above that, different research projects investigate
issues related to travel information integration: For example the IMA System
is an open agent based mobility platform, that combines heterogeneous mobil-
ity services, e.g. ridesharing [6]. The European research project SUPERHUB is
another open platform for urban mobility, that enables multimodal journey plan-
ning. The system incorporates intermodal routing [7] and encourages sustainable
travel behavior by a behavior management component [8]. Another example is
the B2B platform OLYMPUS2, which provides flexible multimodal transport
solutions with focus on electric vehicle sharing [9] and the Integrated Mobility
Platform (IMP)3.

3 Use Cases

Using the integration method presented in Sect. 4, a platform is enabled to offer
continuous intermodal travel in terms of planning, booking, ticketing and assist-
ing. The following use cases exemplify the advantages of information exchange
and integration.

1 http://transitapp.com, http://www.qixxit.de (German).
2 http://www.proeftuin-olympus.be/en.
3 http://www.mobility.siemens.com/mobility/global/en/integrated-mobility/imp/

pages/default.aspx.

http://transitapp.com
http://www.qixxit.de
http://www.proeftuin-olympus.be/en
http://www.mobility.siemens.com/mobility/global/en/integrated-mobility/imp/pages/default.aspx
http://www.mobility.siemens.com/mobility/global/en/integrated-mobility/imp/pages/default.aspx
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Traditional Travel Without Data Integration. Adam has a business meet-
ing with a project partner in St. Augustin (a suburb of Bonn), Germany in the
afternoon. Currently he is planing his trip in his office in Aachen, Germany. He
queries the website of Deutsche Bahn which returns an itinerary from Aachen
Main Station to Bonn Main Station. To get to Aachen Main Station he asks a
colleague which bus to take and to get from Bonn to St. Augustin he is thinking
of taking a cab. Because the meeting is important and Adam knows neither the
overall duration of the travel nor the price and also feels insecure about changing
buses and trains, he opts for a rental car instead.

New Generation of Travel Supported by Data Integration. Bella is
Adam’s deputy and is in the same situation one day later. She queries a travel
information system which integrates data of multiple mobility services. The sys-
tem returns an itinerary involving a rental bike from the office to Aachen Main
Station, trains from Aachen to Bonn and finally a reserved carsharing vehicle
to St. Augustin. The system also shows the exact price and travel duration and
allows to book the complete itinerary with a single click. After booking, the
itinerary as well as tickets are transferred to her mobile device so she can check
for train departure information easily and therefore feels secure to reach the
destination in time.

Bella’s travel costs less than half of Adam’s and is almost as fast, while being
more environment-friendly.

4 Heterogeneous Data Integration

This section outlines the technical infrastructure proposed for data integration
and the required technology.

4.1 IT Architecture and System Components

Based on the general architecture presented in [2] we created a technical system
infrastructure to support intermodal travel. The current architecture is depicted
in Fig. 1. The traveler interacts with the system using a mobile application or a
web portal which connects to the backend using the standardized APIs, URA2
and URA3. The URA interface family is widely used, i.e., by Transport for
London4.

The architecture of the backend resembles a distributed system consisting of
different functional components and multiple internal and external endpoints. The
following components represent existing functionality: TheDispatcher component
serves as a single endpoint for all API calls from mobile applications and the web
frontend. The dispatcher re-routes and combines requests, responses and push
notifications to their respective receivers. The Intermodal Router serves exhaus-
tive door to door routing queries and serves as a merger of the different routing

4 http://www.tfl.gov.uk/info-for/open-data-users/.

http://www.tfl.gov.uk/info-for/open-data-users/
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Fig. 1. Technical architecture.

techniques. It is invoked by the dispatcher. The Intermodal Router is based on
the Raptor algorithm [10] for fast public transportation routing, using real time
timetable data. The Individual Transport Router serves pedestrian and (private)
bicycle routing queries. It uses established routing algorithms for finding shortest
paths in networks. The Pricing module augments routing information supplied
by the Intermodal Router with pricing information. The overall journey price is
composed of a price per route segment which is handled individually. Prices for
public transportation are modeled locally in the pricing module and can be calcu-
lated via stop numbers, distance, areas, daytime etc. Season tickets are also con-
sidered if specified in the request. For sharing service fees, the external sharing
system is inquired via the communication adapter. This allows service providers
to handle pricing corresponding to their individual tariff systems. The Booking
module is responsible for forwarding booking requests to the respective mobility
service and delivering the resulting ticket to the client. Price information is deliv-
ered to the billing module. The Accounting / Billing module collects all billing
information from service providers to allow a real time cost check as well a monthly
billing. The User Management component is responsible for creating and modify-
ing user accounts and user authorization. If required, user data is also exchanged
with external data using the Communication Adapter.
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In addition, the Communication Adapter and X-Sharing Router are intro-
duced in this work: Communication Adapter is responsible for all the commu-
nication with second party mobility providers. It supports communication via
all noteworthy transport protocols: RESTful (using JSON or XML), SOAP and
WebSocket (also using JSON or XML). The adapter exchanges travel informa-
tion using a variety of open protocols i.e., IXSI (Interface for X-Sharing Informa-
tion). IXSI [11] allows asynchronous exchange of vehicle sharing information, i.e.
availability. The X-Sharing Router component extends the Intermodal Router
with specific routing using sharing services. It employs real time vehicle avail-
ability data to calculate route segments. For faster query times, legs connecting
sharing places are precalculated and cached. In order to calculate feasible path
towards the destination using individual transport, several restrictions about a
realistic routing alternative must be considered. Regular carsharing for exam-
ple, usually requires the rented vehicle to be returned to exactly the same place
it was taken from, which automatically prohibits this mode of transport from
appearing in the middle of the journey.

4.2 Information Flow

To clarify how the components interact, consider the information/data flow of
an intermodal travel query: Before the actual user interaction, the system has
been initialized; all mobility service providers exchanged their availability as well
as time table information and the user is registered. The user queries the sys-
tem for an intermodal itinerary from location A to location B using a mobile
app. The Dispatcher forwards the requests to the Intermodal Router which con-
structs multiple possible itineraries. Simplified, it does so by finding all stops and
sharing places in the vicinity of both locations using the Individual Transport
Router and finding the best connections between these places using both public
transport and sharing service (calculated by the X-Sharing Router). In the next
step, these itineraries are forwarded to the Pricing Module which calculates and
annotates prices for every route segment. The list of itineraries, including prices,
is then supplied to the app, respectively to the user. If the user opts to book a
specific itinerary, he or she has to authenticate him or herself which is handled
by the User Management (requests are again handled by the Dispatcher). Using
the authentication token (supplied by User Management) and unique identifier
for desired itinerary (supplied by the Routing), the booking commences: The
Booking Module informs mobility services via the Communication Adapter to
book the service and forwards the resulting billing information to the Accounting
Module and the booking confirmation/ticket to the client. Now all preparation
steps for the travel are complete and the user can conduct the travel. During
the travel, he or she is notified about changes/updates in her subsequent route
segments. Directly after the travel or alternatively at the end of the accounting
period, the customer is billed by Accounting Module with the assistance of the
User Management (for billing information).
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5 Results and Discussion

We contributed a conceptual architecture and depicted the functional informa-
tion exchange between system components. The solution allows system partici-
pation and service provision, based on standardized interface specifications.

We currently have a working instance of the architecture and most compo-
nents presented in Sect. 4. Travelers are able to query time table information for
public transport (buses and trains) and availability information for offered bike-
sharing pedelecs as well as carsharing vehicles and also book the services. This
can be done via a single platform, respectively a single application. The infor-
mation shown represents real world services/vehicles and by that demonstrate
the functionality of the information exchange between systems. The respective
services are provided by multiple independent mobility service providers, who
operate their own business and IT infrastructure.

Main advantage of this solution is the technological accessibility of the core
system towards second party providers with limited integration efforts. These
providers can benefit from centralized user interfaces, intermodal routing and
accounting functionalities without implementing them individually. Moreover,
users benefit from a centralized information system that allows convenient and
comprehensive intermodal travel information provision.

Some drawbacks might occur concerning the data management. Sensitive
data, e.g., user information is located and aggregated at the centralized core sys-
tem - instead of separated provider databases. Although standardized interfaces
and architectures simplify data exchange, the implementation may be demanding
for mobility service providers, especially if they are currently using old-fashioned
IT systems.

Future Work and Outlook

The presented IT architecture was continuously refined during development and
implementation and probably will be refined and possibly extended even more
as required.

The implementation of the Communication Adapter is mature and ready for
productive operation, only minor feature enhancements are anticipated. Such
enhancements could include support for additional, potentially proprietary, pro-
tocols for even more mobility services. Specifically booked parking and/or charg-
ing of an electric vehicle appear worthwhile. The X-Sharing Router is currently
being implemented. Depending on the initial results, further performance opti-
mization to keep the whole system sufficiently interactive might be required.
Besides performance, a specific route’s feasibility from a user perspective might
also be required to improve (i.e., avoiding slopes for rental bikes).

The overall system is currently partly working and operates in test mode with
few test participators. After completion of pending functionalities, specifically
full intermodal routing, a holistic field test will be conducted. This field test is
supposed to, besides showing the technical feasibility, answer questions regarding
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the acceptance of such an intermodal travel information system, from providers
as well as user perspective.

Acknowledgments. This work was funded by German Federal Ministry of Economic
Affairs and Energy for project Mobility Broker (01ME12136).
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Abstract. Strain calibration measurements are performed for acrylate coated,
substrate-free fiber Bragg grating (FBG) sensors at room temperature of 298 K
and cryogenic temperature of 77 K. A 1550 nm Bragg wavelength (λB) FBG
sensor, with its sensing part not being bonded to any surface, is subjected to
axial strain using MTS25 tensile machine available at Cryogenic Material tests
Karlsruhe (CryoMaK), KIT. The Bragg wavelength shift (ΔλB) versus induced
strain (ε) is regressed with a linear polynomial function and the strain sensitivity
obtained is found to be 0.9 pm/µε at both the temperatures, verifying that the
FBG strain sensitivity is independent of temperature.

Keywords: Fiber Bragg gratings (FBG) � Cryogenic applications � Strain
sensitivity � Strain calibration

1 Introduction

Over the years, Fiber Bragg gratings (FBG) are being widely used as reliable sensors to
monitor crucial parameters like temperature, strain, flowrate, concentration, etc., in
various applications [1–3]. FBG sensors are a good replacement for most of the con-
ventional sensors due to their miniature size, high sensitivity, multiplexing capabilities
and immunity to electrical and magnetic fields [4, 5]. They have also been proven to be
good candidates for accurate measurements at cryogenic temperatures [6–8]. As doc-
umented in many literatures [9–11], FBG is a short segment in the core of an optical
fiber which has a periodic variation of refractive index. These gratings are inscribed
into the optical fiber using UV interferometer [11]. Due to the varying refractive index
of the FBG, one particular wavelength of the incident light is reflected and the others
are transmitted, as depicted in Fig. 1. This reflected wavelength (central wavelength of
the reflected band) is called the Bragg wavelength (λB) and it satisfies the following
condition [12]:
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kB ¼ 2Kneff ð1Þ

where Λ is the grating period and neff is the effective refractive index of the FBG.
FBG is sensitive to mechanical strain which causes linear expansion of the gratings,

leading to a change in the grating period and refractive index due to photo-elastic
effect. The gratings are also sensitive to temperature due to thermal expansion and the
thermo-optic effect of the fiber material (usually Germanium doped Silica). Changes in
strain (ε) or temperature (ΔT) causes a Bragg wavelength shift (ΔλB), thus enabling its
application in measurement technology. The Bragg wavelength shift can be expressed
as [12]:

DkB
kB

¼ as þ aeð ÞDT þ 1� peð Þe ð2Þ

where αs is the thermal expansion coefficient (0.55 × 10−6 for silica), αe is the
thermo-optic coefficient (8.6 × 10−6 for silica) and pe is the effective strain-optic
coefficient of the fiber which can be calculated using [12]:

pe ¼ n2

2
p12 � m p11 þ p12ð Þ½ � ð3Þ

where p11 and p12 are the components of strain-optic tensor, n is the fiber core
refractive index, and ν is the Poisson’s ratio. For a typical FBG sensor (p11 = 0.113,
p12 = 0.252, ν = 0.16 and n = 1.482), pe is 0.22. For a Bragg wavelength *1550 nm,
the expected strain sensitivity is 1.2/µε, i.e., for an applied strain of 1 µε, the change in
Bragg wavelength will be 1.2 pm. The expected temperature sensitivity is 13.7 pm/K.
The strain and temperature sensitivities of the FBG, however, differ from sensor to
sensor, thus requiring a calibration of the sensor before using it for any measurement.

Fig. 1. Principle of fiber Bragg gratings.
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Both strain and temperature response of various types of FBG sensors are being
investigated and reported regularly. Roths et al. [13] have reported the temperature
sensitivity of a bare FBG and an FBG bonded to a poly (methyl methacrylate) sub-
strate, at temperatures ranging from 4.2 K to 300 K. Strain response of FBG sensors at
cryogenic temperatures have been reported by James et al. [14] where the FBG sensors
were either attached to a stainless steel cantilever or invar sample. The reported strain
sensitivities, however, vary depending on a lot of factors like the type of FBG sensor,
strain transfer efficiency, gluing techniques used, etc., making it difficult for the
comparison of these values. This leads to the importance of studying the strain response
without attaching the FBG sensing part to any surface. Such an investigation was
carried out by Roths et al. [15] where a ‘free’ FBG sensor was strained using
weights-guided movable clamps attached to the non-sensing part of the fiber. Although
this was one of the first reliable methods that can be used for FBG sensor standard-
ization procedures, it was performed only at room temperature.

To the best of our knowledge, strain calibrations of un-bonded or substrate-free
FBG sensors at cryogenic temperatures have not been reported so far. This paper
discusses the strain response of a substrate-free FBG sensor whose sensing part is not
attached to any surface for temperatures of 298 K and 77 K.

2 Experiment

A commercial polyamide coated single mode fiber (SMF 28) containing two FBG
sensors is used in this study. Each sensor grating has different spatial period, thus
having different Bragg wavelengths, namely, λB1 and λB2. Of these two FBG sensors,
one sensor’s (FBG 1) ends are attached firmly to two stainless steel structures, making
sure that the FBG sensing part is free and does not have any contact with any surface
(Fig. 2). FBG 1 can sense both strain and temperature. The other sensor (FBG 2) is let
to hang freely to ensure that there is no strain felt in it and is used to measure only
temperature.

The ends of FBG 1 are glued to the metal structures using epoxy-phenol adhesive.
This type of glue requires a heat treatment at about 160 °C for 2 h. The heating
apparatus (Fig. 3) was supplied by Hochtemperaturöfen GmbH, Germany. The heating
tube consists of an uncovered FeCrAl (Iron-Chromium-Aluminium) heating coil which
is mounted on a ceramic fiber module. The low thermal conductivity of the ceramic
fiber insulation guarantees low energy consumption and allows for high heating rates.
The tube is wound with this wire and kept in the center of the furnace to provide

Free sensing part 

Glued non-sensing part

Fig. 2. FBG sensor glued to metal structures with the central sensing part not touching any
surface.
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uniform heating. High flexibility in the design of the temperature profile is a special
characteristic of this type of furnace. The manual setting of homogenous temperature
areas, temperature gradients, maximum temperature limits, heating duration, etc., is
possible.

The metal structures with FBG sensors are placed in the glass tube and the max-
imum heating temperature is set at 160 °C which is well within the maximum limit of
temperature the fiber can withstand. The furnace is then started by passing commands
in the programming unit with the heating duration set to 2 h.

Once the temperature reaches 160 °C, it stays constant for 2 h and then the furnace
gets turned off automatically. The heated sample is allowed to cool naturally till it
reaches the room temperature. The spectra of FBG 1 before and after the heat treatment
is plotted in Fig. 4. It can be seen that the spectral pattern is almost the same and there
is no significant change in the initial Bragg wavelength. Thus, the chosen heat treat-
ment has not affected the FBG sensor properties.

The sample is then transferred to the MTS25 tensile machine with cryostat avail-
able at Cryogenic Material tests Karlsruhe (CryoMaK) [16], ITeP, KIT. The tensile
machine consists of an extensometer (also called top load cell) and a bottom load cell.
An extensometer is a device that is used to measure the distance between two distinct
points on the surface of the attached specimen [17, 18]. It is fixed on a Copper-
Beryllium (CuBe) wire to measure the applied strain. Figure 5 shows a schematic of an
extensometer and the connections that are required to measure the strain felt by the
specimen. When there is any strain applied to the specimen (FBG with metal structures
in this case), the extensometer attached with the specimen also gets strained. The
resistance of the strain gauge glued in the arms of the extensometer vary according to
the strain applied on the specimen. The change in the resistance is read out as a

Sample holding 
glass tube

Programming 
unit

Heating 
elements

Evacuating 
pump

Heating 
Profiler

Temperature
Sensor

Heating 
chamber

Fig. 3. GERO Hochtemperaturöfen apparatus for heat treatment.
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Fig. 4. Spectral comparison of FBG before heat treatment, after heat treatment (same for
pre-installation) and after installation.

Signal
Conditioning
Unit (SCU)

Digital 
Multimeter
(Keithley)

Power 
Supply

Extensometer Strain Gauge

Copper Beryllium 
wire

Fig. 5. Schematic of extensometer and its connections.
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millivolt (mV) change for applied strain. Such a contact type extensometer is calibrated
by applying known strain and recording the output. The calibrated extensometer is used
as a reference sensor for FBG strain calibration. Table 1 lists the parameters of the FBG
sensor and Braggmeter considered with their respective specifications. The Braggmeter
(FS22 Industrial BraggMETER SI) [19] has a very good resolution of 1.0 pm and
absolute accuracy of ±2.0 pm. In other words, temperature can be measured with an
accuracy of 0.2 K and strain with 1.7 µε. The Braggmeter also has good repeatability
of ±1.0 pm, showing that the error in measurement due to the measuring device is
negligible.

The metal structures holding the fiber are installed by attaching to the load cells
(Fig. 6) of the tensile machine, which has an accuracy of ±1 µm displacement.
A pre-strain is given to the sensor to avoid errors in measurement due to bending of the
sensor. To ensure that the installation has not affected the FBG properties, the spectral
data before and after installation are also compared. Figure 4 shows that the Bragg

Table 1. FBG sensor and Braggmeter specifications

FBG Parameter Specification

Manufacturer FBGS technologies
Type DTG®-LBL-1550-F
Diameter (coated) 195 µm
Braggmeter FS22 Industrial (SI)
Resolution 1.0 pm
Absolute accuracy ±2.0 pm
Repeatability ±1.0 pm
Optical output power 10 dBm
Dynamic range >50 dB
Optical detection Logarithmic

Extensometer

Bottom load cell

FBG sensor 1

Displacement bellow

FBG sensor 2

Cryostat

Fig. 6. The sample loaded in the calibration device MTS 25 in a cryostat (left) and the FBG
sensor attached to the metal structures is zoomed in for a clear view.
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wavelength of the sensor is almost equal before the installation (same as post-heat
treatment) and after the installation of the sensor between the load cells.

Keeping the top load cell (extensometer) fixed, the bottom load cell is moved by the
displacement bellow (works on hydraulic mechanism) under it for the given dis-
placement values in the command. The given displacement is completely transferred to
the FBG sensor, i.e., the change in length of the sensor is equal to the displacement.
This induces a strain in the FBG sensor (FBG 1), which in turn causes a Bragg
wavelength shift in it. Any temperature changes around it also adds to its Bragg shift
(ΔλB1). On the other hand, the Bragg wavelength shift of FBG 2 (ΔλB2) which hangs
freely in the cryostat is caused only due to the temperature changes.

After each displacement command it is necessary to wait for about five minutes for
the bellow to settle down to the desired displacement. The calibration tests are first
performed at room temperature for both straining (downward displacement of bottom
load cell) and de-straining (upward movement of bottom load cell). The respective
readings of the extensometer, FBG sensor and the displacement bellow are recorded for
each given displacement. The test is performed 3 times to check the repeatability of the
sensor.

For calibration tests at the desired cryogenic temperature (77 K), the test chamber
(cryostat) is cooled down by the attached Liquid Nitrogen (LN2) pipe up to 100 K. The
temperature inside the chamber is monitored using a Si diode (Omega Inc., CYD 208
thermometer). To further cool the cryostat down to 77 K, compressed Helium
(He) flow is started inside the pipe attached to the Cu-heat exchanger in the cryostat.
Once the temperature reaches 77 K, the He flow is reduced to maintain the temperature
constant.

As there are a lot of sources of heat transfer in the cryostat, the temperature might
increase if He flow is stopped. Hence, it is important to make sure He flow is con-
tinuously regulated to maintain a constant temperature of 77 K. The pressure in the
cryostat is maintained at 10−4 mbar during the cooling down process. The calibration
procedure used at 298 K is repeated for measurements at 77 K. The values of Bragg
wavelength shift, displacement, extensometer voltage and temperature are recorded for
each given displacement for both room temperature and 77 K.

3 Results and Discussion

For the given displacement values, the response observed from extensometer and FBG
sensors are depicted in Fig. 7. It can be seen that the response (ΔλB1) of the strain
sensor (FBG 1) has same pattern as that of the displacement. The probe is started at
time = 500 s and the displacement is increased (straining) in steps of 4 µm up to
16 µm, with each step being held constant for 5 min. The sensor is then de-strained by
decreasing the displacement in the steps of 4 µm back to 0 µm. Hysteresis of both
tensile machine and FBG sensor response is evident from the plot as the de-straining
phase does not show the same response as straining phase. Towards the end of
de-straining a vast difference is seen in the pattern between displacement and Bragg
shift. This is due to the hysteresis effect of the tensile machine which has gone below
the initial displacement value, but the fiber cannot go below its initial Bragg shift value
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as it gets completely de-strained at this stage. The figure also shows that the temper-
ature remains constant as the Bragg wavelength shift (ΔλB2) of FBG 2 is constant near
zero.

As the given displacement is completely transferred to the sensor, the change in
length of the sensor (ΔL) is equal to the given displacement. For each given dis-
placement, the corresponding mechanical strain is calculated based on the attached
length of the fiber (L) using the following expression:

e ¼ DL
L

ð4Þ

The initial length of the sensor and the corresponding initial Bragg wavelength
(λB1,0) are taken after providing the sensor with some pre-strain, to ensure that there is
no error in the length due to bending of the sensor. The purely strain-dependent Bragg
wavelength shift (ΔλB) is given by the difference of Bragg shift of FBG 1 and FBG 2 as
follows:

DkB ¼ DkB1 � DkB2j j ð5Þ

This Bragg wavelength shift is taken on the y-axis and the induced strain calculated
from Eq. 4 is taken on the x-axis as shown Fig. 8. The repeatability test shows that the
Bragg wavelength shifts of all the three runs are in good agreement with each other. It
can also be observed that the FBG sensor has good repeatability irrespective of the
temperature, i.e., the shifts agree with each other for both 298 K and 77 K.

Arithmetic average of the three runs are considered for the calibration plots for both
the temperatures. Figure 9 shows the plot of Bragg wavelength shift versus induced
strain. It can be observed that the plot is almost linear with little hysteresis effect, i.e.,

Fig. 7. Response of extensometer and Bragg wavelength for given displacement values.
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for the same induced strain, the wavelength shifts during straining and de-straining
phases are slightly different. This is expected out of any experiment and does not affect
the calibration much. The hysteresis plots are showed in detail in Fig. 10.

Taking the average of straining and de-straining wavelength shifts for the corre-
sponding strain values, a linear polynomial regression is performed as shown in
Fig. 11. It can be observed that the Bragg wavelength shift as a function of induced
strain is the same (ΔλB = 0.0009ε) for both the cases of temperature with slightly
different regression coefficient. In other words, the strain sensitivity of the FBG sensor
is found to be 0.9 pm/µε at both 298 K and 77 K. Although the linearly regressed
equations are the same, there is a visible difference in the individual wavelength shifts.
This error could be due to a mild change in glue properties between these temperatures.

Fig. 8. Repeatability test of FBG strain sensor.

Fig. 9. Bragg wavelength shift (nm) of FBG corresponding to induced strain values at 298 K
and 77 K. The legends “Straining” and “De-straining” refer to the measurements performed
during straining and de-straining respectively.
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The standard deviation between the obtained values and the regressed values is
depicted in Fig. 12 in the form of error bars for both the temperatures. The FBG sensor
shows less error at 77 K than at 298 K. This can be attributed to the material properties
of the optical fiber. It is expected to be more rigid at cryogenic temperatures, hence
there will be negligible vibrations in the sensor, which in turn reduces the error in
measurements.

As the errors obtained are negligible, the linear equation obtained by regression can
be reliably used for this particular sensor. The unknown strain values can be calculated
for the observed Bragg wavelength shift and thus, the strain related measurands can be
estimated.

Fig. 10. Hysteresis plots of FBG sensor at 298 K and 77 K. The legends “Straining” and
“De-straining” refer to the measurements performed during straining and de-straining of the
sensor respectively.

Fig. 11. Calibration measurements of Bragg wavelength shift for corresponding induced strain
values at 298 K and 77 K. Linear polynomial regression is described for both the conditions and
represented by a solid line for 298 K and dashed line for 77 K. The regression equations for
Bragg wavelength shift (y in the graph) as a function of induced strain (x in the graph) are
displayed.
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4 Conclusions

An effective strain calibration method is implemented for an FBG sensor at room
temperature (298 K) and Nitrogen’s atmospheric boiling point (77 K). This is a unique
and reliable method because the sensing part of the FBG sensor is not attached to any
structure or surface. The strain sensitivity of a free, acrylate coated standard FBG
sensor is found to be equal (0.9 pm/µε) for both the temperatures. A couple of con-
clusions can be drawn based on the results obtained. As reported in earlier works [14],
the strain sensitivity of the FBG sensor did not depend on the temperature. The
obtained results also show that the error in measurement is much less at the cryogenic
temperature when compared to room temperature. It can be concluded that this method
of strain calibration of substrate-free FBG sensor is an effective method that can be
used for FBG standardization procedures. Further investigations of strain response will
be performed at lower cryogenic temperatures of 10 K and 4 K and analyzed with the
results obtained at 298 K and 77 K.
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Abstract. The paper describes the development of flexible lightweight highly
sensitive film-based sensors capable of monitoring pressure, deformation, tem-
perature and humidity. In particular, we present a family of the developed
simple devices that successfully adopted polycarbonate films covered with
organic molecular conductors as conductive sensing components. Proof-of-
concept experiments with these prototypes demonstrate that such bi layer films
are promising as sensing devices for the environment and biomedical moni-
toring. Besides, we present the interfacing of the flexible film-based sensor with
a wireless sensor node and evaluate the sensing capability of this system in a real
monitoring scenario.

Keywords: Flexible sensors � Organic molecular conductors �Wireless Sensor
Network � Environmental monitoring � Biomedical monitoring

1 Introduction

The development of flexible, lightweight, conducting materials, whose electrical
transport properties strongly respond to delicate strain, brings great opportunities in the
field of strain, pressure, bending and temperature sensors for their applications in smart
textiles, robotic interfaces and body sensing devices [1–3]. Here it should be noted that
the modern working up wireless monitoring technologies take an active interest in
using such conductive sensing materials. The wireless monitoring sensing systems
based on the Wireless Sensor Network paradigm (WSN) enables a user to perform
sensing measurements of a physical phenomena, process the data and send them to a
user or machine over the network. WSNs have been already used in a large number of
monitoring applications, including wildlife monitoring [4] and fire detection [5, 6],
noise sensing in urban areas [7] and health monitoring [8].
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Until now the WSN nodes typically employ the off-the-shelf sensors. However,
organic film sensors introduce a number of advantages over the off-the-shelf sensing
devices [2]. Covering polymeric films with conventional metals and semiconductors is
one of the traditional approaches to engineering flexible lightweight sensors [9]. Thus,
Huang et al. [10] described a flexible thermistor fabricated by printing a square NiO
thin film on a polyimide film. Such flexible Bi Layer (BL) sensors demonstrate a good
sensitivity and fast response. Unfortunately, these flexible sensing materials demon-
strate a common drawback: poor adhesion of conventional metals and their oxides to
polymers. This disadvantage results in a low binding between inorganic sensing layers
and plastic supports. With organic conductors one may overcome the problem. It was
showed that conducting polymers can be successfully put to sensing technology [11];
the reported flexible capacitive-type humidity and temperature sensors - cellulose–
polypyrrole nanocomposites – are ones of the promising examples of all-organic
flexible sensors [12]. However, conducting polymers are not stable materials: their
electronic properties are often unstable towards atmospheric moisture [13]. Moreover,
they are expensive due to the high manufacturing costs. In this context, organic
molecular conductors (BEDT-TTF)2X, where BEDT-TTF = bis(ethylenedithio)
tetrathiafulvalen (Fig. 1) and ‘X’ is trihalide ions [14, 15] hold a great interest for
sensor engineering due to important material properties, such as lightweight, stability,
conductivity and high piezoresistivity.

It should be noted that the (001) oriented conducting layer of the highly piezore-
sistive β-(BEDT-TTF)2I3 metal can be formed on the surface of a polymeric film by a
simple procedure carried out at moderated temperature [16–18]. This stimulated us to
harness the BL films - polycarbonate/(BEDT-TTF)2X - for engineering sensing systems
capable to detect ultra-small deformations or pressure. Recently, we have demonstrated
that another BL film: polycarbonate/(001) oriented α-(BEDT-TTF)2I3, can be repro-
ducibly prepared as a temperature independent strain sensing material [19]. With
the successful fabrication of the first prototype for a breathing control (Fig. 2, device 1)
[18] the integration of developed conductive BL films as active components in
flexible strain sensors is being evaluated. Recently, we have developed a BL ther-
mistor: polycarbonate/α’-(BEDT-TTF)2IxBr3−x, were α’-(BEDT-TTF)2IxBr3−x which is
organic molecular semiconductor whose electrical resistance is highly sensitive to
temperature [20]. In the body temperature range its temperature coefficient of resistance
(TCR) is −1.4 %/degree. This value is four times larger than that reported for the
platinum thermometer (TCRPt111 = 0.3) [21].

In this work we present our recent advances in the development of flexible
film-based sensors [18, 20, 22], demonstrate their sensing capabilities in wearable

Fig. 1. Skeletal formula of bis(ethylenedithio)tetrathiafulvalen (BEDT-TTF)
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biomedical and environmental monitoring scenarios as well as their interfacing with a
wireless sensing device to increase the number of potential autonomous monitoring
applications.

The paper is organized as follows: in Sect. 2 we summarize the developed sensors
and evaluate their performance. Next we explore the opportunity of the flexible
film-based sensor interfacing with a wireless sensor node and apply this system in a real
monitoring scenario in Sect. 3. Finally, we provide our conclusions and discuss our
future work in Sect. 4.

2 Development of Sensing Devices

2.1 Flexible Piezoresistive Sensors Controlling the Body Tissue
Movement

In this section, we discuss the development of the sensors as well as demonstrate and
discuss their performance. Figure 2 presents the prototypes of sensing devices devel-
oped for the body tissue movement monitoring. In next sections we discuss each
sensing device in details.

2.1.1 Breathing Sensor
The breathing sensor is shown in Fig. 2(a). This prototype contains the BL film:
polycarbonate/β-(BEDT-TTF)2I3 as a tenzo-resistive diaphragm on springy plastic

Fig. 2. Photos of some developed devices capable of monitoring the body tissue movements:
(a) breathing sensor, (b) blood pulse sensor, (c) IOP sensing contact lens, and (d) pressure
sensing element.
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U-shape plate, which is attached to an elastic-textile belt (see Fig. 3a). The resistance
response of the sensor to strain provoked by the breathing is measured by a four probes
dc method. Data are gathered for different persons and time periods. Figure 3a shows
that the breathing movement results in the oscillated resistance curve. A relatively long
time periods between the oscillations, observed in Fig. 3a (left), correspond to holding
up breathing.

2.1.2 Blood Pulse Sensor
Blood pulse sensor is presented in Fig. 2b. The membrane fabricated from the BL film:
polycarbonate/β-(BEDT-TTF)2I3, is equipped with electrical contacts and fixed
between two rigid plastic rings. To measure the pulse, the device is fixed on the body of
a volunteer. The resistance response of the sensor to strain provoked by pulse move-
ment is measured by a four probes dc method. Data are gathered from different persons
and time periods (Table 1).

Figure 4 shows that the pulse movement, which resulted in an oscillated resistance
curve, can be easily recorded and analyzed. Additionally Fig. 4 demonstrates that the
sensor electrical responses for two persons – “V.” and “L.” show nonsymmetrical
oscillations. Moreover, in the case of “L.” nonsymmetrical oscillations have irregular
behavior. Interestingly, this test stimulated our colleague “L.” to visit a cardiologist
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Fig. 3. (a) Photo images of the breathing sensor location on the breast of a volunteer for
monitoring his breathing and (b) sensor electrical resistance response to the breathing of a
volunteer (red arrows correspond to holding up his breathing) (Color figure online)

Table 1. Pulse per minute and signal structure indicated for four persons using the blood pulse
sensor

Volunteer Pulse/min Signal structure

J. 66 Regular oscillations
V. 71 Regular oscillations
Vl. 62 Regular nonsymmetrical oscillations
L. 94 Irregular nonsymmetrical oscillations
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who diagnosed that “L.” has ciliary arrhythmia. Therefore, our sensor assist the medical
personnel in controlling blood pulse and revealing cardiologic problems by a simple
procedure.

2.1.3 Intraocular Pressure Sensing Contact Lens
The contact lens capable of Intraocular Pressure (IOP) monitoring in noninvasive way
is presented in Fig. 2c. Among numerous attempts to continuously monitor the IOP in a
non-invasive way [23, 24] only Leonardi et al. have developed a marketable device
[25]. The key element of the device is a soft contact lens with an embedded micro-
fabricated strain gauge (platinum-titanium foil) allowing the measurement of changes
in corneal curvature correlated to variations in IOP. We have developed the IOP
sensing devices based on rigid and hybrid contact lenses equipped with flexible sensing
membranes fabricated from polycarbonate/(BEDT-TTF)2I3 [26].

The developed devices (Fig. 5) use a different measure approach and, moreover,
the gauge factor of the piezoresistor: polycarbonate/(BEDT-TTF)2I3 is five times larger

Fig. 4. Resistance response to the blood-pulse movement measured for 4 different persons:
(a) volunteer “J.”, men, 27 years old, (b) volunteer “V.”, men, 27 years old, (c) volunteer “Vl.”,
men, 64 years old, and (d) volunteer “L.” men, 35 year old
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than the platinum gauge factor. All pressure tests are prepared using hand-made set-up.
The contact lens based sensor was pasted over ring-like glass holder that can be
connected by the tube to the Low-Pressure Controller CPC2000 (“Mensor”). The tests
showed that our BL sensor is able to detect deformations in the corneal curvature
caused by pressure changes as small as 1–2 mbar. The electrical response of the
developed lenses to pressure changes reveals a proper sensitivity to perform continuous
monitoring of IOP (Fig. 6).

Fig. 5. Photo image of contact IOP sensing lenses without (left) and with (right) the top cap
protection of the strain BL film based-sensor showing the wires for measuring the resistance
changes
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Fig. 6. Typical electrical response of the developed sensing lenses to IOP changes; data
collected for four up-down sweeps

208 V. Laukhin et al.



2.2 Temperature Sensing Device

Temperature is one of the crucial parameters to be measured in numerous monitoring
applications. Healthcare, environment control, biomedical applications call for low cost,
lightweight thermistors which might accurately measure temperature changes. This
challenge prompted us to apply the BEDT-TTF-based conductors to engineering low
cost, lightweight thermistor whose resistance will be able to respond to small temper-
ature changes. For this purpose we propose to use the recently developed BL thermistor:
polycarbonate/α’-(BEDT-TTF)2IxBr3−x, where α’-(BEDT-TTF)2IxBr3−x is organic
molecular semiconductor whose temperature coefficient of resistance (TCR) was found
as −1.4 %/degree. A sample of the conductive BL film: polycarbonate/α’-(BEDT-
TTF)2IxBr3−x with a sensing area around 2 × 3 mm2 and thickness 10–30 μm (in-
cluding temperature sensing layer: (0.5 to 1 μm) is located over a ridged support. Four
Pt wires are connected to the sensing element using graphite paste as it shown in Fig. 7.

We note here that sensing area can be adjusted according to the sensing application
requirements. Some important data on sensor testing are summarized in the following
paragraph:

– range of ice point resistance: R = 10–20 kΩ for a sensing area 2 × 3 mm2;
– temperature range: −50 °C to 80 °C; thermistor shows a weak semiconductor-like

behavior;
– resolution is about: 0.001 °C;
– fundamental temperature interval: −10 °C to 40 °C;
– self heating: <0.1 °C/mW;
– thermal response: <0.1 s.
– the power needed for the measurement: 1–5 μW (current 10 μA).

Taking into account that temperature of water in ocean and others natural water
reservoirs is very important characteristic, which is the major factor governing the

1 

2 

3 

Fig. 7. Photo image of temperature sensing device: 1 - BL thermister: polycarbonate/α’-
(BEDT-TTF)2IxBr3−x, 2 - graphite contacts, 3 - connector
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vertical movement of ocean waters [27], we studied the resistance temperature
dependence of the fabricated device in water (Fig. 8, bottom).

For the sake of verification of obtained results, we experimentally evaluate them
with respect to commonly used Pt-based thermometer (Fig. 8, top). According to this
comparative study, the developed temperature sensing device far superior in sensitivity
(k) the commercial Pt-based thermometer: for the developed sensing device the value of
k was found as 224 Ω/degree while for Pt thermometer it is 3.85 Ω/degree.

3 Exploring Organic Film Sensors and Wireless Sensor
Network Paradigm

As we noticed earlier, there is a growing interest in film based electronic components,
e.g. sensors and storage [28], which can be deposited right on the surface of the
embedded systems. The reason for this interest is grounded on newly available

3 4 5 6 7 8 9

25,35

25,40

25,45

25,50

25,55

25,60

T
B

L 
(º

C
)

Time (min)

κ = ΔΔ=κ Δ=κκ = ΔR/ΔΔΔΔT = 224 ΩΩΩΩ/deg
R0 = 15000 ΩΩΩΩ

BL-Film

3 4 5 6 7 8 9
25,30

25,35

25,40

25,45

25,50

25,55

25,60

κ = ΔΔ=κ Δ=κκ = ΔR/ΔΔΔΔT = 3.85 ΩΩΩΩ/deg
R0 = 1000 ΩΩΩΩ

T
P

t (
ºC

)

Pt-film

Fig. 8. Temperature control using (top) Pt Film Detector: Pt1000 (RS order code: 362-9907,
Dimensions: 2.0 × 10 mm2) and (bottom) developed detector with BL thermister:
polycarbonate/α’-(BEDT-TTF)2IxBr3−x
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materials, which can ensure better performance, on full customization of printed/
deposited devices and, in most cases, on a simple fabrication process. However, there is
still a gap between the printed devices and their integration with embedded electronics
and, in particular, with WSNs. In fact the WSN paradigm is considered as a pillar
technology in the forthcoming era of the Internet of Things (IoT) [29, 30]. The IoT
paradigm aims at intelligent connecting devices, e.g. sensors and actuators [32], and
services in a global network. This approach will help to resolve a number of problems
including a remote medical assistance one which appears to be an important challenge in
a growing urban areas. The IoT devices equipped with the wearable sensors presented in
this work will enable the ‘telemedicine’ option. This approach will help the medical
personnel to perform the remote assistance and consultation for a number of patients.

In this section we demonstrate how to interface a film sensor with a custom made
wireless sensor node and conduct temperature measurement in real settings. We note
that the sensor node is developed for the ‘proof of concept’ purpose only.

3.1 Interfacing of Sensing Device and Sensor Node

The architecture of the sensor node, shown in Fig. 9, includes four main blocks:
processing, sensing, communication, and power management. The processing unit,
based on an ATXmega128 Microprocessor Control Unit (MCU) with a precise 24-bit
Analog-to-Digital Converter (ADC), manages the operation of the sensors and of the
ETRX3 wireless modem capable of transmitting and receiving data. ETRX3 has a
number of self-configuration options, e.g. network configuration, adjustment of
transmit power, which ensure that the WSN can be deployed and debugged in short
time. The sensing unit includes the temperature and humidity film sensors. The sensors
advantages over off-the-shelf components are quick response time and high sensitivity.
Power management provides the node with 3 V of supply voltage. As battery, a 3.6 V
AA-size Li-ion cell can be used or two alkaline/NiMH 1.5 V each AA-size cells can be
applied and wired in series (the first option is preferable due to higher energy density).
In this work we use 3.6 V Li-ion AA-type battery with 3200 mAh capacity.

MCU

Temperature 
sensor

Humidity 
sensor

Wireless 
modem

Memory

Battery

DC/DC

Power management

Sensing unit CommunicationProcessing unit

Fig. 9. Sensor node architecture
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The prototype of the wireless sensor node with BL film is shown on Fig. 10. The
node prototype is featured by a compact design (8 × 4.5 cm), the wireless commu-
nication capability and BL-film sensor.

Except for the sensors, which were fabricated in our laboratory the electronic
components used in this design are off-the-shelf. These components were chosen with a
special focus on their low power consumption which is highly important requirement
for WSN devices [31]. The novel aspect of the sensor design is the use of
“self-metallization” technology that allows the temperature and humidity sensors to be
deposited in the empty spaces of the board. In the prototype, we have used an extra
board for our testing convenience.

3.2 Experimental Results

In this section, we experimentally evaluate the film sensor performance in terms of
response time and compare the result with a similar off-the-shelf component and
present the sensor behavior in a real scenario.

The typical resistance response of the polycarbonate/(BEDT-TTF)2Brx(H2O)n
bilayer film to relative humidity (RH) changes is shown in Fig. 11. It shows how the
internal resistance of the sensor changes as the temperature changes. The results
indicate that the electrical response of the polycarbonate/α’-(BEDT-TTF)2IxBr3−x BL
film to temperature changes is reversible and a well reproducible signal. Moreover, this
response is as fast as the response of thermometer Pt110.

To calibrate the sensor we apply the supply voltage to the leftmost and rightmost
contacts of the sample (see Fig. 7). It generates the current flowing across. The mea-
surement of this current is performed by connecting a precise resistor of 1 Ω in series
with the film and measuring its voltage by ADC. Next we measure the voltage between
two central contacts of the sensor using ADC and calculate the resistance using the
Ohm’s law and taking into consideration the resistance of the contacts. Since the
calibration is conducted in a climatic chamber we associate the temperature with

Wireless 
modem 

BL-film 
sensor 

MCU

Fig. 10. Prototype of the wireless sensor node with the BL-film as a sensing element.
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resistance and program the table with these values in the memory of MCU. The film
sensor resistance is a non linear function of temperature and humidity that is why we
perform ten measurements of resistance at a know temperature, calculate the average
value and, finally, associate this value with the temperature value.

Figure 12 demonstrates how the film resistance and ambient temperature change in
an office environment during working hours. In this experiment we have used the
wireless sensor node with the BL-film sensor for the evaluation of the ambient tem-
perature. The sensor node conducts the measurements once per five minutes and sends
the measured data to the coordinator once an hour for the sake of energy savings. The
results demonstrate that even the temperature is kept at a particular temperature level in
the building by a Heating, Ventilation and Air Conditioning (HVAC) system, the
temperature in the office varies. We infer that the temperature grows in the beginning of
working day (by 9:00) since the office workers arrive to their office place and gradually
decreases by the lunch time (around 13:00). Then the temperature increase while
people come back to the office and slows down by the end of the working day.

Fig. 11. Sensor performance: resistance of the polycarbonate/α’-(BEDT-TTF)2IxBr3−x BL film
(black) and temperature (measured by reference thermometer Pt110) changes (red) over time
(Color figure online)

Fig. 12. Experiment showing how the film resistance and temperature change in an office
environment during the working hours.
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4 Conclusions

In this work we have demonstrated the sensing devices for biomedical applications
equipped with flexible either BL piezoresitors or BL thermistors. The carried out
proof-of-concept experiments demonstrate that developed sensing devices far superior
in sensitivity their commercial off-the-shelf analogues and they are able to detect even
negligible change in pressure and temperature changes by measuring the sensors’
response signals.

Also we have demonstrated how the proposed temperature sensor can be interfaced
with a wireless sensor node. The experimental results demonstrate that the obtained
values of the temperature coefficient of resistance for the organic films is four times
higher than the value of the platinum which results in better film performance. Apart
from this, the films are characterised by cheap manufacturing process and film cus-
tomization in terms of its shape and resistance which helps to use the unoccupied
surfaces of the sensor node.

Our future work includes the investigation of sensor measurements stability and
application of sensors in wearable scenarios.
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Abstract. The electron irradiation effect on characteristics of the hydrogen
sensors based on metal-insulator-semiconductor transistor structures has been
investigated by experiment. The models of hydrogen and radiation sensitivity
were developed. Using these models the forecast of functional performance of
the hydrogen sensors under ionizing radiation and the estimation of critical
doses has been done.

Keywords: Hydrogen � Sensor � Irradiation � Sensitivity � Models �
Monitoring

1 Introduction

The development of sensors with sensitive elements (SE) fabricated by means of
microtechnology is a promising area for creation of small-sized gas-analysis devices
and systems. Among the solid-state gas-sensitive SE, the elements based on metal-
insulator-semiconductor transistors (MISFETs) possess the best compatibility with the
standard elements of integrated circuits [1–3]. The hydrogen sensors based on MIS-
FETs have been studied by many investigators [4–7]. The studies have shown that the
sensor performance characteristics depend on many factors: technological processes of
sensors, chip temperature, MISFET electrical modes and irradiation [2, 6, 7].

This paper deals with the integrated hydrogen sensors with MISFET sensing ele-
ment based on Pd-Ta2O5-SiO2-Si structure (named as TSE). These sensor character-
istics have been already investigated at normal levels of radiation. However the gas
analysis devices can be used for a long time at raised radiation levels.

Study of the effect of radiation on the characteristics of MISFET began in the
1960-ies and is still going on. It was found the common radiation effects in MISFETs:
increase the concentration of trapping centers Nt, change charges in the dielectrics Qt

and on its border with the semiconductor Qss. As a consequence the threshold voltage
VT and transconductance b of MISFETs are changing [9]. The studies have shown that
changes of electrical characteristics depend on technological factors, MISFET tem-
perature and electrical modes, as well as on ionizing radiation absorption dose D and its
rate P [7–9]. Since TSE has specific features that there are the unexplored issues. What
the TSE characteristics and how much should be changed under irradiation? What
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models can be used for the radiation effect simulation on characteristics of the
hydrogen sensitive devices and systems based on TSE? To get answers to these
questions is the aim of this work.

2 Experiment

2.1 The Sensor Chip Structure and Initial Characteristics of TSE

The integrated sensor chip layout and TSE structure are shown in Fig. 1. This sensor
has been fabricated by means of conventional MIS-technology. Technological pro-
cesses details are presented in [2, 6]. The size of silicon chip is 2 × 2 mm2.
Structurally-technological and physical parameters TSE are the following: acceptors
concentration Na = 5�1015 cm−3; length L and width z of the channel are 10 μm and
3.2 mm; dielectric capacitance C0 ≈ 30 nF/cm2; transconductance b ≈ 2.0 mA/V2.

2.2 Experimental Technique

In the first stage of the experiment the transient current-voltage characteristic (the drain
current ID of the gate voltage VG dependence) of the test TSE were measured. These
characteristics were used to determine the initial values of the threshold voltage VT0, the
transconductance b0, the charge in the oxide Qt0 and the charge Qss0 at the interface
SiO2-Si.

In the second stage the threshold voltage of TSE as function of hydrogen con-
centration was determined. For this purpose the sensor hydrogen responses were
measured with using special circuitry [7]. The measuring circuitry provides the con-
stant ID ≈ 0,1 mA and source-drain voltage VD ≈ 1 V and the output voltage Vout =
VG. For this measuring circuitry the threshold voltage

Fig. 1. (a) The sensor chip layout: 1 – Pd-resistor, 2 – test element and thermosensor, 3 – heater,
4 – TSE. (b) The TSE structure: 1 – the gas sensitive layer of a Pd gate (≈70 nm); 2 – the outer
part of a gate (Pd + PdO); 3 and 9 – drain and source Al connections; 4 and 8 – a thick (380–
450 nm) Ta2O5-SiO2 insulator; 5 and 10 – a drain and a source (n+-Si); 6 – a substrate p-Si; 7 – a
channel n-Si; 11 – a thin (150–200 nm) Ta2O5-SiO2 gate insulator.
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VT ¼ VOUT �
ffiffiffiffiffiffiffiffiffiffiffiffi

2ID=b
p

ð1Þ

The chip temperature 130 °C is supported by means of special
temperature-stabilization circuitry with feedback loop using on-chip thermosensor and
heater [6]. Each sensor was 3 times exposed to hydrogen pulses (si ≈20–30 s with
period s ≈ 60 s) with concentrations (C): 0.005, 0.01, 0.05, 0.1 and 0.2 % vol. The
computerized instrumentation with gas chamber was used for experiment. Typical
hydrogen response (for C ≈ 0.05 % vol.) and the response parameters are presented in
Fig. 2.

The following parameters of hydrogen responses were measured: initial threshold
voltage VT0, amplitude of response ΔVTCi, residual value of response δVTi, response s1i
and relaxation s2i times (i-ordinal number of hydrogen injection). Then average values
of all the response parameters were determined as in [9, 10].

In the third stage of experiments the sensor radiation sensitivity was investigated.
For this purpose 8 sensors with identical initial characteristics have been selected
(dispersion VT0 was less than 10 %). The sensors were divided by two sorts: 3 – as the
comparative samples (not be irradiated) and 5 samples have being irradiated. Before
and after each irradiation all the sensors were 3 times exposed to hydrogen pulses with
concentrations: 0.05 and 0.1 % vol. The sensors were 5 times exposed to electron
radiation (6 MeV energy) with various doses in the linear accelerator U-28“MEPhI”.
The fluencies accepted the following values: 1011; 2�1011; 5�1011; 2�1012 and 1013

e/cm2. These fluencies correspond to the accumulated absorption doses D(Si): ≈30, 90,
260, 920 Gy and 4,22 кGy. (1 Gy = 100 rad). The absorption dose rate P(Si) ≈2.0
Gy/s, during irradiations VG = VD = 0 V.

3 Results and Discussion

3.1 The Experimental Results

The average values and relative variation indices of VT0, ΔVTC and δVT, as well as the
time parameters of hydrogen responses (at C = 0.1 %) before and after irradiation are
demonstrated in Table 1.

Fig. 2. The parameters of response for hydrogen concentration 0.05 % vol.
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3.2 The Models of Hydrogen and Radiation Sensitivities TSE

The mathematic models of hydrogen and radiation sensitivity TSE were used as in [9,
10].

VTðC;DÞ ¼ VT0ðDÞ � DVCðC;DÞ ð2Þ

VT0ðDÞ ¼ VT00 � DVtðDÞþDVssðDÞ ð3Þ

DVC ¼ 0:5 � ½1� expð�15 � CÞ� � f1� exp½�k3 � ðD0 � DÞ�g ð4Þ

DVt ¼ ½DQt0 þ k0 � ðVG � VTÞ� � ½1� expð�k1 � DÞ�=C0 ð5Þ

DVss ¼ DVssM � ½1� expð�k2 � DÞ� ð6Þ

Experimentally determined the model parameters: VT00 ≈ 1.9 V; ΔVssM ≈ 1.65 V;
D0 ≈ 1.7�104 Gy; k0 ≈ 25 nC/V�cm2; k1 ≈ 10– 4 Gy−1; k2 ≈ 3�10−5 Gy−1; k3 ≈ 2�10−4
Gy−1; ΔQt0 ≈ 45 nC/cm2. The formulas are based on the classical physical models of
MISFET by using the approximation and extrapolation of the experimental data for
TSE.

3.3 Discussion on the Experimental Results

The threshold voltages of TSE as a function of hydrogen concentration were deter-
mined before and after irradiations (Fig. 3a). It is found that the transfer functions VT

(C,D) of irradiated samples are monotonically drifting up to 0.7 V under radiation
doses D ≤ D1 ≈ 730 Gy without changing of the hydrogen sensitivity SC = dVT/dC.
That is only VT0 (D) were decreasing. For voltage error 1 mV the threshold values of
dose DT ≈ 3.8 Gy and of dose rate PT ≈ 0.4 μGy/s. After following irradiations the
hydrogen sensitivity SC is steadily decreasing. The radiation sensitivity SD = dVT0/dD
gets the maximum values *0.2 mV/Gy under doses *10 Gy and SD ≈0 at
doses *20 kGy. The hydrogen sensitivity gets the maximum values *4 V/% at
C*0.002 % and SC ≈0 at C*1 % according to models (3) and (5).

Table 1. Experimental results.

Quantities, parameters Radiation absorbed dose D, Gy
0 30 90 260 920 4220

VT0, V 1.89 1.83 1.78 1.57 1.13 0.277
ρ1, % 1.3 1.3 1.4 1.45 1.45 1.6
ΔVTC, mV 290 289 290 288 260 180
ρ2, % 6–8 6–8 4–6 4–5 4–5 <4
δVT, mV 7 6 5 4 4 <3
ρ3, % 17.5 17.5 16 13 11 9
τ1, s 9.5 9.5 8 6.5 6.5 6.5
τ2, s 20 20 17.5 13.5 13.5 13.5
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Using the models (2)–(6) the forecast of performance of the hydrogen sensors based
on TSE under ionizing radiation has been done and is presented in Fig. 3b.

4 Conclusion

The electron irradiation influence on hydrogen sensitivity of the integrated sensors with
palladium-gate MISFET has been studied. It was shown that the threshold voltage as a
function of hydrogen concentration VT (C) are monotonically drifting under radiation
doses up to D1 * 730 Gy without changing of the hydrogen sensitivity. After fol-
lowing irradiations the hydrogen sensitivity are decreasing in addition the VT0 (D) drift
and decreasing parameter δVT. The ionizing radiation doses less than 3.8 Gy and dose
rate PT < 0.4 μGy/s are not dangerous for the sensors.

According to used models the hydrogen sensitivity to diminish in 2 times under
doses D2 * 10 kGy and should be decreased to zero after irradiation by very high
doses (more than 15 kGy). Such absorbed doses, for example, could be only under
long time uninterrupted space irradiation *200 days or *1500 days into the upper
atmosphere. For most applications of gas-analysis devices and systems based on TSE
the irradiation is weak influencing factor.

In order to decrease the radiation sensitivity the sensors and monitoring systems
TSE could be preliminary irradiated under dose *50 Gy. In addition an irradiation can
be used as technological means of improving sensor metrological characteristics [7].

References

1. Voronov, Y.A., Kovalenko, A.V., Nikiforova, M.Y., Podlepetsky, B.I., Samotaev, N.N.,
Vasiliev, A.A.: Elements of gas sensors based on micro-fabrication technology. Datch. Sist.
3, 28–36 (2010)

Fig. 3. (a) The threshold voltage VT as a function of hydrogen concentration C before (1) and
after irradiations. (b) Forecast dose and time dependences of output voltages of the hydrogen
sensor based on TSE under ionizing radiation.

Hazardous Gases Sensing: Influence of Ionizing Radiation 221



2. Podlepetsky, B.I., Gumenjuk, S.V., Fomenko, S.: Sensitivity and stability of the integrated
hydrogen sensors based on PD-resistor and MIS-FETs with various gate and insulator
materials. In: Proceedings of Eurosensors X, 8–11 September 1996, Leuven, Belgium, vol.
3, pp. 637–640 (1996)

3. Lundström, I., Sundgren, H., Winquist, F., Eriksson, M., Krants-Rülcker, C., Lloyd-Spets,
A.: Twenty-five years of field effect gas sensor research in Linköping. Sens. Actuators, B.
121, 247–262 (2007)

4. Lundström, I.: Hydrogen sensitive MOS-structures, part I: principles and applications. Sens.
Actuators 1, 423–426 (1981)

5. Lundström, I., Armgarth, M., Spetz, A., Winquist, F.: Gas sensors based on catalytic
metal-gate field-effect devices. Sens. Actuators 3–4, 399–421 (1986)

6. Fomenko, S., Gumenjuk, S., Podlepetsky, B., Chuvashov, V., Safronkin, G.: The influence
of technological factors on hydrogen sensitivity of MOSFET sensors. Sens. Actuators, B 10,
7–10 (1992)

7. Podlepetsky, B.I.: Influence of ionizing radiation to characteristics of integral hydrogen
sensors with MIS-transistor sensitive elements. Datch. Sist. 6, 35–41 (2011)

8. Ma, T.P., Dressendorfer, P.V. (eds.): Ionizing Radiation Effects in MOS Devices and
Circuits. Willey, New York (1989)

9. Podlepetsky, B., Kovalenko, A.: Influence of ionizing radiation on MISFET hydrogen
sensors. In: 15th International Meeting on Chemical Sensors, IMCS2014, Buenos Aires,
MPS-T8-3, p. 113, March 2014

10. Podlepetsky, B.I.: Integrated hydrogen sensors based on MIS transistor sensitive elements:
modeling of characteristics. Autom. Remote Control 76(3), 535–547 (2015). doi:10.1134/
S0005117915030170

222 B. Podlepetsky and N. Samotaev

http://dx.doi.org/10.1134/S0005117915030170
http://dx.doi.org/10.1134/S0005117915030170


Approach to Engineering the Temperature
Sensing E-textile: A Lightweight Thermistor

as an Active Sensing Element

Victor Lebedev1, Elena Laukhina1,2(&), Vladimir Laukhin1,2,3,
Andrey Somov4, Alexander Baranov5, Concepcio Rovira1,2,

and Jaume Veciana1,2

1 Institut de Ciencia de Materials de Barcelona (ICMAB-CSIC), Campus UAB,
08193 Bellaterra, Spain
laukhina@icmab.es

2 CIBER de Bioingeniería, Biomateriales y Nanomedicina (CIBER-BBN),
Madrid, Spain

3 Institució Catalana de Recerca i Estudis Avançats (ICREA), Barcelona, Spain
4 CREATE-NET, Trento, Italy

5 ‘MATI’-Russian State Technological University, Moscow, Russia

Abstract. In this paper, we describe an approach to fabricating conductive
textiles with temperature sensing capability. The key point of our approach is in
combining electronic properties of a molecular organic semiconductor with
clothing. A polycarbonate film covered with organic molecular semiconductor
was used as the temperature measurement element. To minimize the electrical
response of the developed bi layer thermistor to deformations, the thermistor
was attached to a rigid film-like platform specifically fabricated in the textile by
its local melting. Our study shows that the developed platform enables engi-
neering of the conductive fabric the electrical resistance of which exclusively
responded to temperature changes. Such e-textiles may be easily prepared using
a simple fabrication procedure and, therefore, they are compatible with con-
ductive sensing fabrics prepared by printing techniques. The developed organic
thermistor, being cheap, lightweight and biocompatible, is highly attractive for
applications in wearable biomedical technology.

Keywords: E-textile � Bi layer sensing systems � Thermistors � Sensors for
wearable technologies

1 Introduction

Temperature, deformation and pressure are among the crucial parameters to be mea-
sured in a number of sensing applications [1, 2] using the state-of-the-art sensing
technologies, e.g. wireless sensor network (WSN) [3], wearable technology [4],
e-textile [9]. Indeed, healthcare, environment control, biomedical applications call for
low cost, lightweight thermistors and piezoresitors which are able to accurately mea-
sure temperature and pressure changes [5–10].
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With the emergence of above mentioned monitoring techniques the sensing tech-
nology on plastic substrates has become of especial research interest. It is expected that
this technology will build up sensors introduced to new settings by significantly
reducing their production cost and by adding new functionalities [5].

As the world population is ageing [11], the need in controlling the personal health
status at and out-of home has been constantly increased. In this regard, there is also a
particular interest in integrating lightweight conductive sensing materials in human
wearable interfaces, such as fabrics, since wearable electronics could offer personalized
healthcare, security and comfort [6, 8, 9]. These fabrics are able to sense and react to
environmental conditions.

In this work, we present and discuss a new fabricating approach to processing the
BL film-like thermistor into polyester textile which enables engineering of e-textiles
being capable of controlling very small temperature changes with accuracy of 0.005
degree.

The paper is organized as follows: Sect. 2 will discuss related work in the field.
Section 3 presents our approach and experimental results. Finally, we discuss our
future work and provide conclusions in Sects. 4 and 5, respectively.

2 Related Work

The fabric-based sensing is a large field of research in the biomedicine. As M. Stoppa
and A. Chiolerio have pointed in their recent review on e-textiles [9] the fabric sensors
may be used for electrocardiogram (ECG) [9], electromyography (EMG) [12], and
electroencephalography (EEG) [13, 14] sensing. Modern technologies developing for
the sport, military and aerospace also call for sensing e-textiles. Many sensors and
actuators have been developed, which are imparted to the fabric during finishing [5–8].
As measured elements they mainly utilize thin metallic wires being embedded in a
fabric [9]. Electrically conductive fibers can also be prepared by coating the fibers with
metals, galvanic substances or metallic salts. To fabricate electrically conductive tex-
tiles, the surface of a textile may also be coated with a thin layer of either metal or
semiconductor. Developing metalized plastics [15] and conductive polymers [16]
opens new opportunities for engineering e-textiles: coating textiles with conductive
sensing plastics. It should be noted, however, that the major problems of metalized
plastics are (i) poor adhesion of conventional metals to polymers that are chemical
inertness [17, 18], (ii) significant difference in the Young’s modules between soft
plastics and rigid inorganic metals. These disadvantages result in low binding between
the metallic and plastic layers [17, 18]. On the other hand, conducting polymers are not
stable materials: their electronic properties are often unstable towards atmospheric
moisture [19]. There are also others barriers to their applications, such as the high
manufacturing costs, material inconsistencies, and poor solubility in solvents. In this
context, one of the aims of our research was developing of the stable, flexible, com-
posite materials that may be used as low cost, lightweight, conductive sensing com-
ponents for their applications in wearable biomedical technology. We have recently
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developed an original approach to engineering such sensing materials which lies
in preparing bi layer (BL) films polycarbonate/(001) oriented organic molecular
conductor (BEDT-TTF)2X, were BEDT-TTF = bis(ethylenedithio)tetrathiafulvalen
(Fig. 1) and “X” is trihalide ions [20, 21].

These conductors are charge transfer salts with a 1/2 filled conducting band; they
have very deformable layered crystal structures with strong electron–phonon coupling
and due to this they demonstrate unique electronic properties that may be exploited in
numerous sensing applications [22–24]. It has already been demonstrated that such BL
films show a high piezo-resistive effect and could be successfully embedded in textiles
as either strain or pressure sensors [25]. This result prompted us to apply the
BEDT-TTF-based conductors to engineering conductive fabric whose resistance will
be able to respond to small temperature changes.

3 Results and Discussion

The development of e-textiles at its first phase is reduced to engineering of sensing
materials with electrical detection principle. It should be noted that modern wearable
technologies are ideally suited for the electrical detection. In the second phase, it is to
be considered how the developed sensing materials may be processed into textiles.
In this context, we have developed a BL thermistor: polycarbonate/α’-(BEDT-
TTF)2IxBr3-x, were α’-(BEDT-TTF)2IxBr3-x is organic molecular semiconductor the
electrical resistance of which is highly sensitive to temperature. In the body tempera-
ture range its temperature coefficient of resistance (TCR) is –1.4 %/deg. This value is 4
times greater than that reported for the platinum thermometer (TCRPt111 = 0.3) [26].
We have recently pointed out [27] that this thermistor may be processed into textile
using an impregnation procedure as it is shown in Figs. 2 and 3. However, our latest
microscopic study revealed that this attaching approach provoked the formation of
some cracks on the conductive sensing layer of the BL thermistor: polycarbonate/α’-
(BEDT-TTF)2IxBr3-x (Fig. 4).

The SEM data stimulated us to look for another approach to the second phase. The
experimental details of the developed fabricating method, as well as its advantages, will
be presented in next sections.

Fig. 1. Skeletal formula of bis(ethylenedithio)tetrathiafulvalen (BEDT-TTF)
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3.1 Preparation and Characterization of the Flexible Lightweight BL
Thermistor: Polycarbonate/α’-(BEDT-TTF)2IxBr3-X

In line with the reported synthetic procedure the BL thermistor was fabricated as
follows: first, a 25 μm thick polycarbonate (PC) film which contains a 2 wt% of
BEDT-TTF was prepared. To do this, the film was cast on a glass support at 130 °C
from a 1,2-dichlorobenzene solution of polycarbonate and BEDT-TTF. Second, to

2

1
3

4

Fig. 2. Photo image of the fabricated e-textile: BL thermistor (1) is attached to the rigid
impregnated part (2) of the polyester fabric (3); 4–electrical connections

1

2

2

Fig. 3. Photo image of the BL thermistor (1) that was attached to the rigid impregnated part of
the polyester fabric (2)
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cover the film with the (001) oriented layer of α’-(BEDT-TTF)2IxBr3-x, we exposed the
film surface to the vapors of a dichloromethane solution of IBr. The surface of the film
easily swells under this treatment, which facilitates the migration of BEDT-TTF
molecules from the bulk of the film to the swollen film surface where they are oxidized
by IBr. This redox process induces the rapid nucleation of the (BEDT-TTF)2IxBrx-3
conductor with a consequent formation of the conductive polycrystalline covering
layer. The resulting surface-modified film was fully characterized using Scanning
Electron Microscopy (SEM) and X-ray diffraction techniques; its R(T) dependence in
the range of the human body temperatures was also investigated.

Figure 5 demonstrates that the sensing layer of the BL thermistor polycarbonate/α’-
(BEDT-TTF)2IxBr3-x consists of submicro plate-like crystallites the crystal plans of
which are oriented in parallel to the BL thermistor plan.

The powder X ray diffraction pattern (Fig. 6) shows only (00l) reflections of the α’-
(BEDT-TTF)2IxBr3-x semiconductor. Therefore, the sensing layer of the thermistor has
(001) orientation; it means that the layer is dominantly formed from c*-oriented α’-
(BEDT-TTF)2IxBr3-x crystallites. The direct current resistance measurements demon-
strate that the value of the room temperature sheet resistance of the developed BL
thermistor is ≅30 kΩ/cm2 and its conductance shows the linear temperature depen-
dence in the temperature range from 28 to 50 °C; the sensitivity of the thermistor sheet
resistance to temperature was as 250–300 Ω/cm2 per degree.

In conclusion of this section, we would like to note that the above presented SEM
and X-ray data, as well as the resistance temperature dependence, are in accordance
with the early reported ones [21, 27].

1

2

Fig. 4. The Scanning Electron Microscopy (SEM) image of the cracks (1) developed on the
conductive sensing layer of the BL thermistor (2) attached to the rigid impregnated part of the
polyester fabric
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3.2 Integration of BL Thermistor into Textile

To highlight the formation of the above described crack-like defects, we used a new
approach to engineering of the polyester temperature sensing e-textile. We suggest that
a rigid flat unit at the polyester textile to which the thermistor has to be attached may be
prepared by locally melting of a small part of the textile being sandwiched between two
plates. Under local melting the small part of the polyester textile has to lose its
textile-like texture while becoming film-like. Due to such procedure, the melted part
must become much more rigid as compared to the rest of the textile.

Fig. 5. SEM image of the conductive sensing layer of the BL thermistor: polycarbonate/α’-
(BEDT-TTF)2IxBr3-x
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Fig. 6. X-ray diffraction pattern of the conductive sensing layer of the BL thermistor:
polycarbonate/α’-(BEDT-TTF)2IxBr3-x
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In order to form the rigid support for the BL thermistors, the part of the textile was
sandwiched between two glass slides and heated up to the textile melting point
(≅250 °C) using soldering iron; the textile plastification process was visually con-
trolled. This procedure allowed us to prepare a smoother sensor support as compared to
that fabricating by textile impregnation. The BL thermistor was attached to the rigid
polyester-based support using the glue which was unable to destroy the polycarbonate
layer of the polycabonate/α’-(BEDT-TTF)2IxBr3-x film.

At the final stage of the prototype fabrication, the electrical contacts were attached
with graphite paste to the conductive temperature sensing layer of the thermistor
(Fig. 7). In fact, the fabricated sensor can be easily interfaced with an embedded
system, e.g. a wireless sensor node [28].

The surface of the temperature sensing layer of the BL thermistor was investigated
using SEM. Figure 8 shows the sensing layer of the BL thermistor is attached to the
rigid melted part of the polyester textile has no imperfectness which can be found in
Fig. 4.

3.3 Temperature Testing of the E-textile Prototype

We test the e-textile prototype by connecting the sample to a wireless sensor node
‘WaspMote’. In particular, we connect the sensor to the Analogue-to-Digital Converter
(ADC) located in the Micro Controller Unit (MCU) of the sensor node. This simple
testbed is prepared to ensure the proof of concept validation and performing the
experiments associated with sensing.

The developed prototype was characterized as a temperature sensor in the tem-
perature range from 23 to 50 °C. Figure 9 shows that the prototype electrical resistance
almost linearly depends on temperature. As the resistance of the prototype decreases

1

23

4

5

Fig. 7. Photo image of the new prototype of the temperature sensing textile: 1-polyester textile;
2- BL thermistor attached to the flat support (3) which was fabricated by textile melting; 4-
electrical graphite contacts and 5- wire-based electrical contacts
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from 38 kΩ at 23 °C to 27.6 kΩ at 50 °C, the sensitivity of the fabricated sample of
the e-textile to temperature changes is 0.4 kΩ/degree. Therefore, the developed BL film
is capable of controlling very small temperature changes (0.01–0.005 degree).

The prototype of the temperature sensing e-fabric was additionally subjected to
several heating cycles from room temperature up to 60 °C (Fig. 10).

The data presented in Fig. 10 demonstrate that the electrical response of the fab-
ricated prototype to temperature is reversible, repeatable and stable in time. The

Fig. 8. SEM image of the surface of the BL thermistor attached to the rigid film-like platform
which was prepared using molding process.

Fig. 9. Resistance temperature dependence of the e-textile equipped with lightweight BL
termistor: polycarbonate/α’-(BEDT-TTF)2IxBr3-x
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sensitivity of the conductive fabric to the temperature in the range of the human body
temperatures is −1.2 %/deg; this well corresponds to the previously reported data [27].
This result shows that the developed organic BL film-like thermistor may successfully
be used as temperature sensing components in smart wearable fabrics making it pos-
sible to measure very small temperature changes in the body temperature range.
Additionally, it should be mentioned that biocompatibility testing of the thermistor is in
progress.

4 Future Work

In our future work we plan a seamless integration of the developed sensing technology,
as well as a processing unit and a wireless communication chip, in textile. To realize
this idea into practice we are going to adopt the integration techniques developed in the
EU Projects, e.g. PASTA (www.pasta-project.eu), Place-it (www.place-it-project.eu).

The integration of the developed sensing technology in textile has a high potential
towards a number of monitoring application: environmental sensing (using the tem-
perature and humidity sensors enables one to infer about the fire status), rehabilitation
(ECG, EMG, temperature sensors). The application of a wireless technology makes the
e-textile an autonomous monitoring system which has high potential in the forthcoming
era of the internet of things [29, 30]. This activity requires further research, e.g. in
communications [31] and power management [32], to guarantee autonomous operation
of the system.

5 Conclusion

The BL thermistor: polycarbonate/α’-(BEDT-TTF)2IxBr3-x was fabricated and the
texture, structure of its conductive sensing layer were investigated using SEM and
X-ray analyses. The resistance temperature dependence of the thermistor was also
measured. It was showed that all the investigated properties are in good agreement with

Fig. 10. Electrical response of the developed prototype of the e-textile to temperature cycles.
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the earlier reported data being indicative of the good reproducibly of the low cost
synthetic procedure developed for the lightweight BL thermistor preparation.

A new approach to integrating the BL thermistor into textile was developed: the
thermistor was attached to the smooth film-like rigid support prepared directly at the
polyester textile by its local melting. It was found that the melted part of the textile is
much more rigid as compared to the rest of the fabric.

The fabricated prototype was characterized as a temperature sensor in the tem-
perature range from 23 to 50 °C. The temperature test revealed that the electrical
response of the fabricated e-textile to temperature is reversible, repeatable and stable in
time. The developed textiles are capable of controlling very small temperature changes
with accuracy of 0.005 °C, which is significantly better than that reported for com-
monly used thermistors; for example, the measurement accuracy of a Pt-1000 detector
is 0.01 °C. This kind of e-textile may find a number of applications in biomedical
monitoring technologies usually reserved for lightweight highly sensitive temperature
sensors with electrical detection principle.
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Abstract. Wearable technology for physical activity recognition has
emerged as one of the fastest growing research fields in recent years.
A great variety of body-worn motion capture and tracking systems have
been designed for a wide range of applications including medicine, health
care, well-being, and gaming. In this paper we present an experimental
inertial measurement system for physical impact analysis in sport-science
applications. The presented system is a small cordless wearable device
intended to track athletes physical activity during intensive workout ses-
sions. The main distinctive feature of the system is its capability to detect
and measure a wide range of shock intensities typical for many active
sports, including martial arts, baseball, football, hockey, etc. Tracking
of the sport specific irregular and fast movements is another important
aspect addressed in the presented experimental system. In this paper
we present the hardware-software architecture of the system and discuss
preliminary in-field experimental results.

1 Introduction

Wearable computing systems for human motion tracking and physical activity
recognition is a rapidly expanding field that is attracting a lot of attention from
both academia and industry. Automatic human motion tracking facilitates the
creation of new applications in a broad variety of domains, including human-
computer interfaces, life care, wellness, sport, and gaming.

Over the past decade, various wearable motion capturing and gesture-posture
recognition systems have been developed [1–3]. The integration into a single
design of multiple sensors, such as triaxial MEMS accelerometers and gyroscopes,
complemented with magneto and barometer sensors, has become a common prac-
tice in modern systems. In addition, recent advances made in MEMS and silicon
technologies bring new a generation of miniature and low cost inertial sensors
that provide high level of sensitivity, linearity, low noise level and high output
data rate suitable for dynamic real time motion tracking applications. Existing
motion tracking systems achieve a high level of accuracy when working either in
a laboratory or when operated during very short execution time [1]. However,
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in real world scenarios, where various irregular motions and noisy background
are present, the performance and accuracy of these systems might decrease dra-
matically [4]. How to achieve accurate and drift-free motion tracking, in terms
of both hardware and software design, under real world conditions is therefore
still an open research problem.

In this paper, we focus on Sport applications that are characterized in partic-
ular by strong physical impacts (shocks) and fast movements. The prime applica-
tion domain for the presented system is the registration and tracking of dynamic
irregular movements, such as boxing punches, baseball pitches, football kicks and
volleyball hits. The main motivation behind of the presented system is to sup-
port a comprehensive analysis of the athletes performance by providing absolute
values on the produced force, velocity and passed trajectory of the studied body
segments. Such an analysis can provide a valuable feedback for athletes and
objectively assess the individual’s skills and techniques.

The main contribution of this paper is the exIMUs platform, an Experimen-
tal Inertial Measurement Unit for Sport applications. The exIMUs system is a
single small wireless device designed to be worn on the studied body segments,
including for instance the fist, ankle or head. The presented system consists of a
full nine Degrees of Freedom (DoF) inertial sensors technology, including a triax-
ial acceleration sensor able to register high shocks (up to ±400 g). A low-energy
Bluetooth wireless transceiver is integrated in exIMUs for data communication
with a host machine. On the software side, an Extended Kalman Filter based
sensor data fusion algorithm [5,6] has been developed for motion tracking and
velocity analysis. Preliminary in-field experiments have been run to verify the
system functionality and collect an initial set of comprehensive data. The exper-
imental setup was complemented with a high rate multi-camera visual analysis
system in order to obtain ground truth data for accurate sensor calibration and
to refine the tracking algorithms.

This paper is structured as follows. In Sect. 2 we overview mainstream motion
capture and tracking technologies developed for various applications. Section 3
discusses the details of the exIMUs system architecture and the core hardware-
software components. In Sect. 4 we present experimental results obtained in a real
test case environment. Finally we conclude the paper in Sect. 5 with summary
and future work discussion.

2 Related Work

Existing body-worn Inertial Measurement Unit (IMU) sensor systems for phys-
ical activity recognition vary in target applications, purposes, usage scenarios
and final outputs. Visual analysis, traditionally, is the most popular method
for human biomechanics analysis, and has been used in sport-science and sport
medicine labs for years [7,8]. However, recently appeared MEMS sensor tech-
nology is able to complement and even replace traditional systems with equally
accurate, and yet more flexible, personal and low cost solutions [9–11]. Ermes
et al. [12] present a study on detection of both daily and sport activities in a
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real-life, non-laboratory environment. Two wearable acceleration sensors placed
on the subject’s hip and wrist were utilized to analyze actions such as cycling,
playing football, exercising with a rowing machine, and running. A hybrid deci-
sion tree classification method was designed to recognize and classify different
actions. Long et al. [13] present a single-sensor acceleration-based body worn sys-
tem for computing daily energy expenditure in sportive activities such as soccer,
volleyball, badminton and table tennis. This study compares a Bayesian classifi-
cation method with the Decision Tree based approach. The results show a similar
classification accuracy for both methods approximately equal to 80 %. Mitchell
et al. [14] propose a framework for automatic classification of sporting activities
using the embedded accelerometer found in modern smartphones. Three classi-
fication approaches were investigated: a Support Vector Machine (SVM) app-
roach, an optimized classification model and a fusion of classifiers to recognize
soccer and hockey activities. Recognition accuracy of 87 % was achieved using
a fusion of classifiers, which was 6 % better than a single classifier model and
23 % better than a standard SVM approach [14]. IMU Arrays [15] introduced by
Berkson are IMU-based systems designed for quantitative biomechanical analy-
sis of baseball pitching. The system consists of a set of MEMS acceleration
sensors placed on the chest, upper arm, forearm, and hand to allow independent
measurements of each arm segment. The study shows general applicability, high
level of accuracy and advantages of the presented system over traditional visual
motion-tracking analysis.

Detection and analysis of motion sequences in martial arts is another pop-
ular application of wearable IMU systems. Motion sequences in combat and
martial art sports are, typically, characterized by irregular and fast types of
movements, that greatly complicate automatic recognition and limbs tracking.
Heinz et al. [16] present an experimental work on real-time recognition of Kung
Fu motion sequences using wearable sensors. The system contains a set of body-
worn acceleration and gyro sensors for action detection. The tree-based clas-
sification algorithm was chosen for action recognition. The results confirmed
feasibility of the task to automatically recognize movements in real time. Analy-
sis of boxing punches using 3D gyro sensor was introduced by Morita et al. [17].
In this study, the authors discriminate different types of punches based on the
angular velocity of the subject wrist measured by the gyro sensor.

Along with comprehensive motion, biomechanical analysis, detection and
quantitative study of force (shock) is the subject of interest and research in many
active sports, especially martial arts, baseball, football, and sport-medicine appli-
cations. Such an analysis has many applications in training and rehabilitation,
assessment of individual physical conditions and techniques, as well as objective
judgment and points scoring during competitions [18]. Traditionally, piezoelec-
tric sensors and pressure transducers inserted under the target surface (punching
bag, force plate, shoes) have been used as the major technology in this field [19].
In general, these systems provide an accurate measurement of static and dynamic
pressures applied on the target object. However, traditional approaches have
some critical drawbacks such as high cost, special setup, extensive calibration
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and large dimensions, making them only available for elite athletes in special
sport medical labs. Modern market available MEMS accelerometers are able
to tolerate and register high level of dynamic shocks (up to 10000 g and 400 g
respectively) produced by any physical impact during sportive actions (throwing,
kicking, jumping, punching, etc.). This, in turn, opens the possibility to comple-
ment and extend traditional human biomechanical analysis systems with force
reporting facilities. However, due to the novelty of the technology and topic,
there are only few scientific works available on this subject.

Walilko et al. [20] evaluated the punch of experienced amateur boxers to
assess head impact responses and the risk of injury. Each boxer was instructed
to strike a headform with a left hook or left jab. The headform was instrumented
with MEMS accelerometers to determine the translational and rotational accel-
eration, and neck responses. The force impacts on the jaw region of the headform
were measured using pressure sensor. High speed video recorded each blow and
was used to determine punch velocity. Equilibrium was used to determine punch
force, energy transfer, and power. The study showed strong correlation between
pre-impact motion and post-impact shock.

In the field of force detection in martial art sports, several independent
research [18,21] and many hobbyist projects were implemented. They all uti-
lize similar technology by equipping punching bags or force plates with MEMS
acceleration sensors to register geometrical inclination of the object after the
impact. This, in turn, allows simple physics equations to be applied to compute
force with known parameters of pendulum length and mass of the object.

The system presented in this paper improves on the above approaches in two
ways. In the first place, unlike other body worn sensors, we aim to detect, classify
and quantify irregular and fast movements, such as shocks, characterized by an
extremely wide range of sensory values. While target mounted sensors are able
to support these applications, as discussed above, our system is designed to be
worn by the athlete on the body segment of interest. This extends the approach
to those cases where no target is present, and provides critical data regarding
the motion before and after a shock. On the other hand, a wearable approach
raises certain issues and challenges in accurately measuring and quantifying the
produced shock. To the best of our knowledge, however, there are no existing
studies on this kind of approach.

3 System Design

The exIMUs system is an experimental inertial measurement unit designed
specifically for sport-science applications. The main distinctive feature of the
presented system is its capability to detect high level of shock (acceleration his-
tory) produced by any sportive actions such as punches, kicks and swings.

3.1 Hardware Architecture

Below we overview the implementation details of the exIMUs system focusing
on its architecture and hardware details. The guiding requirements in designing
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Fig. 1. exIMUs block diagram

wearable systems like exIMUs include real-time and accurate detection of motion
series, weight and size constraints, wearable comfort, wireless communication
capabilities and low power consumption. Additionally, due to our specific appli-
cation scenarios, the physical reliability and damage tolerance after multiple
shocks is another important aspect to be addressed in the design. Power con-
sumption requirements determine the choice of low power hardware parts and
system sleep-active scheduled operations.

The block diagram of exIMUs is presented on Fig. 1. It consists of a wearable
sensor device, a wireless communication interface, and the host side processing
that includes software analysis and visualization. A key component of our design
consists of an appropriate and market available MEMS accelerometer whose sen-
sitivity must span the entire range of all possible accelerations in the sports of
interest. Based on the available information on the maximum level of shock and
acceleration of ±80 g [19,20] measured during sport-medical experiments, we
selected the newly introduced STMicroelectronics (STM) H3LIS331DL MEMS
sensor. It provides 3-axis acceleration measurements with selectable range from
±100 up to ±400g with noise density of 15 mg/

√
Hz for ±100 g range. Addi-

tional features of the selected sensor chip include a serial interface, several low
power modes and small PCB foot print. However, during our first lab experi-
ments we revealed that the level of noise of this sensor during stationary position
was about ±1.2 g in magnitude, which would prevent us from performing any
accurate motion analysis. We have therefore introduced an additional low-range,
3-axis acceleration sensor LIS331HH with high sensitivity ±0.07 g and low noise
density 0.6 mg/

√
Hz in the range of ±6 g, in order to complement the high-range

sensor. Thus, two inertial acceleration sensors are used in our system: shocks and
the pre-post impact phases of movements are detected by H3LIS331DL, while the
relatively slow and medium actions (below ±6g) are sensed by LIS331HH. For
angular rate detection we have selected the STM MEMS gyroscope L3G4200D
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which provides ±2000 dps measurement range with 0.03 dps/
√

Hz noise density.
Moreover, a 3-axis magneto sensor MAG3110 has been included on the board in
order to correct the gyro drift along the Z axis (yaw rotation). In the final design,
all four sensors have been placed on the board and connected to the common
serial I2C line. The access reading time for all four sensors combined is equal
to 2.1 ms (24 bytes of raw data in a burst packet reading mode on I2C inter-
face). This was one of the limiting factors in selecting the sensor sampling rate.
Restrictions of the blocking communication API [22] also constrain the sampling
rate by similar amount. Thus, all MEMS sensors are sampled at a constant rate
of 200 Hz while the magneto sensor is sampled at 80 Hz, the maximum rate for
the selected magneto sensor.

On-board operations control, sensor sampling and RF operations are all han-
dled by the Texas Instruments (TI) SoC CC2540 that combines a 32 MHz low
power 8-bit microcontroller and a Bluetooth Low Energy (BLE) transceiver.
The embedded application code is written in C and runs on top of the TI Oper-
ating System Abstraction Layer (OSAL) API. Communication operations are
handled by TI’s BLE Protocol stack [22], which provides a software interface
to all BLE services including protocol configuration, devices and profiles dis-
covery, and data transmission and reception. The power supply chain of the
exIMUs board contains a 3.0 V step-down DC/DC converter, a battery charge
management controller and a 3.7 V LiPo accumulator with a 40 mAh capacity.
Although the relatively small capacity of the battery guarantees only about one
hour of continuous operation, its limited size and weight are ideal to make our
system unobtrusive. The peak power consumption measured during experiments
was equal to 41 mA (all components are in active states). The current drawn in
standby mode was measured at a level of 0.3 mA. The exIMUs sensor board with
the attached battery is shown on Fig. 2. The complete and assembled system is

Fig. 2. exIMUs sensor board.
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placed in a plastic enclosure with velcro strips for limb mounting. The size of
the final system is 30 mm (W) × 60 mm (L) × 22 mm (H) and 40 g in weight.

3.2 Data Processing

Due to the limited processing capability of the on-board MCU, all the software
data analysis on the raw sensor readings, including calibration, filtering, sensor
data fusion and motion recognition algorithms, conducted on the host side, on a
BLE enabled PC. The host consists of a built-in BLE controller, a set of custom
developed exIMUs drivers, the core software algorithms and a front-end GUI.
The SW processing part consists of calibration, filtering and motion tracking
modules. The latter, in turn, includes a sensor data fusion algorithm based on
the Extended Kalman Filter method.

The first software module in the processing pipeline is a low level driver that
handles exIMUs ad-hoc service commands and delivers a stream of formatted
raw sensor data from a built-in (or USB plugged) Bluetooth LE controller to
the higher level application modules. Low-pass filtering operations are further
applied on the acceleration and gyro signals in order to reduce the background
sensor noise. The filtered data is then forwarded to the calibration module, which
performs the offset calculation for the gyro and acceleration sensors. In stationary
position, 256 samples are gathered to calculate the gyro mean bias from the zero
level on each axis. Moreover, the magneto sensor is calibrated separately in order
to cancel hard and soft iron effects. This operation is performed for each cold
start of the sensor board.

Next, the filtered and calibrated data stream is fed into the sensor data
fusion module, the heart of the entire processing pipeline. This part implements
a quaternion based Extended Kalman Filter method [6,23] - a recursive algo-
rithm that estimates the system state (state vector) and the state error covari-
ance matrix from the acquired sensor measurements (two accelerometers, one
gyroscope and magnetometer 3 axis each) and the known nonlinear system state
transition dynamic model together with sensors measurement noise statistics.
The quaternion representation provides a number of advantages over Euler angles
including Gimbal lock-free representation, plain normalization and computation
instead of complex trigonometry. The estimated state vector x contains an ori-
entation quaternion qb

0, angular velocity ωb
0 and low frequency gyro drift δ for

in-line calibration:
x =

[
qb
0 ωb

0 δ
]T (1)

In the current implementation we use a non-variable measurement error covari-
ance matrix, assuming white Gaussian noise in all sensor measurements. We
also assume that the measurement errors are independent of previous states and
perturbations.

The direction cosine matrix (DCM) in quaternion representation is given by
the following equation as discussed in [6]:
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Cb
0(q) =

⎡
⎣q20 + q21 − q22 − q23 2(q1q2 + q0q3) 2(q1q3 − q0q2)

2(q1q2 − q0q3) q20 − q21 + q22 − q23 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q4) q20 − q21 − q22 + q20

⎤
⎦ (2)

where quaternion qb
0 is given as

[
q0 q1 q2 q3

]T .
The state transition matrix that represents quaternion transformation from

body frame o to the global frame b, qb
0 is propagated according to the differential

equation:
qb
0 = 1/2[Ωb

o]q
b
0 (3)

where Ωb
o =

⎡
⎢⎢⎣

0 −ωx −ωy −ωz

ωx 0 ωz −ωy

ωy −ωz 0 ωx

ωz ωy −ωx 0

⎤
⎥⎥⎦

T

and ωb
o =

[
ωx ωy ωz

]T
.

The propagation of the rate gyro drift error defined in [23], δ, is determined
prior to operation by static testing. The error propagates as:

δ =

⎡
⎣1/τδ . .

. 1/τδ .

. . 1/τδ

⎤
⎦ + wδ (4)

The measurements from the exIMUs board are given as a measurement vector
that consists of acceleration, rate gyro and magnetometer triads:

z =
[
fimu ωimu himu

]T (5)

The accelerometer measurements for the EKF are modeled as the gravitational
force complemented with a stochastic error vector �ac as defined in [23]. Using
the quaternion representation to rotate the constant gravitational force, the
accelerometers measure:

fimu � Cb
0(q)

⎡
⎣ 0

0
−‖g‖

⎤
⎦ + �ac = ‖g‖

⎡
⎣ 2(q0q2 − q1q3)

−2(q0q1 + q2q3)
−q20 + q21 + q22 − q23

⎤
⎦ + �ac (6)

This equation for orientation estimation is only valid when the magnitude of the
measured acceleration vector does not exceed gravitational level, ±9.8 m2/s. In
our application, however, the range of measured accelerations is far above gravi-
tational e.g., when the motion or physical impact are taking place, which will be
shown in the next section. In such cases the presented sensor fusion algorithm
relies only on the gyro and magnetometer measurements for the orientation
estimation during active motions. As soon as the magnitude of the sensed accel-
eration signal on all 3 axes combined returns to the gravitational level the EKF
module corrects the orientation with accelerometer measures.

The sensed gyro angular rate ωimu does not depend on the gravitation force
and is modeled as direct measurement of the corresponding EKF state in addition
to the gyro drift error, δ, and stochastic error vector ε,

ωimu = ωb
o + δ + ε (7)
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The sensed magnetic field is modeled as magnetometer measurement vector
transformed into the body frame DCM quaternion representation complemented
with a stochastic error vector �mag,

himu � Cb
0(q)

[
hx hy hz

]T + �mag (8)

The orientation of the gravity vector obtained in the sensor fusion module
is used for the consecutive velocity estimation module. The estimation of lin-
ear velocity is calculated by subtracting the estimated gravity vector from the
acceleration signal, measured either by the low or the high range acceleration
sensors, and the successive integration of obtained values. To reduce the inte-
gration accumulation error, we utilize the in-line zero velocity update (ZUPT)
technique [24] to reset the instantaneous velocity to the initial zero state. The
motion phases recognition module implements a heuristic state machine that
breaks down any movement into acceleration, impact, deceleration and steady
states. ZUPT takes place when the exIMUs device is recognized to be in the
steady state and no motion is happening.

3.3 Force Detection

Each triad of recognized acceleration, impact and deceleration states is an input
for the successive force analysis module. According to Newton’s laws, the quanti-
tative force analysis with established acceleration is only possible when the mass
of a collided object, in our case a studied limp on which exIUMs is mounted on,
is constant and known. But this is not always the case for many sportive actions,
like a boxing punch or a football kick. In such movements, the effective mass
of the limb is combined with the partial mass of the body torso, which is diffi-
cult to measure directly. For these cases, in our method we introduce a lookup
table-based approach that establishes the correspondence between the measured
acceleration history, pre- and post-impact time, and a verified reference force
values. The reference force data is obtained during an initial calibration step by
measuring the physical impact by means of external (not wearable) dedicated
force-pressure sensors mounted on a target object.

4 Experiments

Multiple pilot experiments were conducted to verify whether the exIMUs sys-
tem is capable of picking up all relevant details of sportive actions performed in
real life conditions. Currently the motion tracking and recognition modules are
under development an evaluation. Two in-field experiments with exIMUs were
performed to study football and boxing actions. The main objective of these
experiments was to evaluate the on-board hardware parts and their settings,
including sensors sensitivity and ranges, the selected sample rates, latency and
sensors noise statistics. Additionally, the utilized Bluetooth low energy trans-
ceiver was evaluated with respect to the data throughput and maximum com-
munication range. The host side processing pipeline included filtering, calibra-
tion, visualization and the data logging module for subsequent post processing
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analysis. All studies were complemented with camera-based motion analysis. The
experimental setup included three high rate cameras (GoPro Black Edition with
240 fps at 848 × 480 pixel resolution) placed at different locations in the experi-
mental scene. High contrast markers were placed on top of the exIMUs device to
facilitate accurate visual tracking. The results obtained form the visual system,
including velocity and displacement, are used as ground truth data for inertial
motion tracking and as a reference to verify the EKF module output.

In the first experiment we studied football kicks performed by an amateur
middle weight (80 kg) athlete with a standard size ball. The sensor device was
fixed on the lower part of the subject shin. After the sensor calibration procedure,
the athlete was instructed to perform a series of direct kicks with maximum force.
A sample of the obtained sensor results is presented on Fig. 3. In accordance to
the hardware architecture, the low range acceleration signal (top right graph) is
clipped at the level of ±6 g. The maximum levels of the registered acceleration
and rotational velocity were equal to 57 g and 1800 deg/sec, respectively. The
average impact time with the ball was equal to 60 ms, while the pre-impact
acceleration time registered for all performed kicks was in a range of 300 to
460 ms.

Fig. 3. Football kick sample example.
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The Bluetooth LE communication range measured during this study (outdoor
environment) was equal to 18 m at a −6 dBm output power setting, and 26 m at
0 dBm. However, communication was still possible at greater distances but this
led to packet losses. Data latency from the remote sensor board to the host side
logging system was on average equal to 40 ms.

The second experiment was intended to evaluate boxing striking techniques
of two experienced amateur boxers. The weight of the athletes was 71 and 80 kg,
respectively, that represented two different weight divisions. Certified 10 oz size
gloves were used to perform two series of direct (cross punch) and rotational
punches (right hook) with the maximum possible force and speed. A heavy
punching bag with weight of 45 kg was used as a target object. The exIMUs
device was placed on the athletes leading hand wrist. In order to increase fixation
and minimize sliding effect during punch impact, the device was covered by the
glove velcro strap. Figures 4 and 5 respectively present samples obtained for both
kind of punching techniques for 80 kg athlete.

Fig. 4. Direct punch sensors samples.
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Fig. 5. Rotational punch sensors samples.

The analysis of the obtained inertial information revealed that the straight
punches produce a higher shock impact of approximately 80 g in magnitude,
as opposed to the hooks which produce an impact of 65 g. Both athletes in
our experiments showed similar pre-impact acceleration dynamics for straight
(200 ms) and rotational punches (300 ms). However, pick shock acceleration was
slightly higher for the heavier athlete (78 g max against 69 g for lighter). These
values are aligned with previously published results [20] on boxing punches hand
dynamics. This study reports maximum impact shock for direct punch registered
at the 80 g level with pre-impact time at 330 ms.

The total impact time for hooks was longer than the time registered for
straight punches, for a total of 25 ms and 15 ms respectively. The rotational
velocity registered for hook punches was equal approximately to 1500 dps that is
aligned with results presented in [20]. It reports a maximum 1700 dps rotational
rate for punches. Finally in our study, the maximum detected level of rotational
velocity for direct punches exceeded the threshold of 2000 deg/sec along the Y
axis at the moment of impact, the maximum measurement range of the utilized
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gyroscope. This can be explained by the high acceleration magnitude of 80 g
and the very short impact time of 15 ms that produced a very fast twist of the
device along the Y axis at the moment of contact with the punching bag. This
led us to the conclusion that the chosen gyroscope is not capable to completely
cover the whole range of possible rotational velocities in sport. As an example,
the maximum level of rotational rate reported for baseball pitch experiment [15]
was equal to 2500 deg/sec.

5 Conclusion

In this paper, we presented a wearable inertial measurement system, exIMUs, for
human biomechanical analysis in sport-science and sport-medical applications.
The system consist of a set of cutting-edge triaxial MEMS and magneto sensors
that support capturing motion in 9 DoF. The main distinguishing feature of
exIMUs is the use of a high range acceleration sensor for registration and analysis
of high level physical impacts and shocks produced by various sportive actions.
The details on the exIMUs system hardware architecture and software processing
pipeline have been presented.

Two proof-of-concept, in-field experiments on football and boxing techniques
have been conducted in order to verify the sensor platform performance in real
life conditions. The analysis of the obtained timing and inertial information
shows their strong consistency with previously reported studies. However, the
experiments have revealed certain limitations in terms of sensitivity range of the
chosen gyroscope sensor. In spite of that, our experiments proved the general
applicability of the presented system for biomechanical analysis in sport that
might provide valuable information for athletes and coaches in related sports.
Moreover, the presented sensor system and analysis might be applied also to
other sports such as golf, tennis and volleyball, among others, where fast and
strong movements constitute the main part of the performance.

Future developments on the exIMUs system includes a thorough evaluation
and verification of the EKF algorithm using the reference values obtained from
visual analysis, as well as further refinement of the sensor data fusion, motion
recognition, and quantitative force measurement modules. Along with the soft-
ware algorithms, our future work includes a revision of the hardware platform.
For instance, the sensors sampling rate can be increased by improving the plat-
form performance for an even more accurate and fine grained detection of phys-
ical actions. More compact and light weight platforms can be constructed for
more comfortable usage. Finally, we are studying the feasibility of a complete
onboard motion processing run on a separate ARM-based MCU, which would
eliminate the need of continuous RF streaming to the host and allow the bat-
tery life to be considerably extended. For the energy-performance optimization
of the ARM-based sensing platform we utilize a model-driven design approach
supported by simulation environment presented in [25].
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Abstract. The focus of this work is made on standardization and unification
process during the design and production of a commercially available system for
gas analytical instruments industry. The implementation of Wireless Sensor
Network (WSN) platform for hazardous gases detection includes the develop-
ment of software which relies on the digital data exchange protocol using
National Standard of Russian Federation. The goal of software is to support
hardware electronics for smart gas sensitive modules and Wi-Fi wireless digital
platform. This idea allows the user to work with the web application available
on most mobile device (tablet PC, smart phone, etc.) using widely available free
internet browsers (Mozilla Firefox, Google Chrome, etc.) without necessity of
downloading any additional service software.

Keywords: Gas detection � Wi-Fi � Digital data exchange � Electrochemical
gas sensor � Metal oxide gas sensor

1 Introduction

Development of the gas control equipment for industrial safety and environmental
atmosphere monitoring is based on the use of gas-sensitive sensors. Since the variety of
physical principles is used to convert the chemical signal into electrical, different types
of gas sensors significantly vary in their electrical parameters, design and sizes [1].
Modern microelectronic technologies allow producing sensors with small size and
convenient dimensions. Universal digital bus provides reliable communication of the
sensors with measuring electronics. Versatility is aimed, primarily, to the convenience
of the user and operational feasibility of the standard unit – gas sensing module –

replacing. Currently, dozens of companies offer their products on market of gas ana-
lytical instruments [1–4]. Each of them is trying to ‘fix’ the consumer to its products
and introduce own standard for gas-sensitive sensors. Electronics and software of gas
sensitive modules are usually designed for a specific standards and data exchange
protocols typical for different industries, such as chemical industry [2], air quality
monitoring [3], domestic alarm systems [4], automotive production [5], etc. It is not a
secret that half of the firm’s profits comes from the sale of spare parts and sensors to the
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previously delivered equipment. From another side in many works, attention was paid
to low power consuming sensors for wireless platforms and to cloud technology
enabling the communication between each sensor under harsh industrial environments
[6]. There are now commercial products, for example, Wasp Mote [7] which require
frequent recalibration and may result in inaccurate gas measurement, because only one
sensor can be used in sensing circuit and because of neglecting environmental effects
[8]. Another similar example of wireless sensor – actuator system for gas leak detection
with single catalytic sensor was demonstrated in [9, 10]. Upon detection of a dangerous
gas in the environment, the sensor node communicates to a remote actuator in wireless
way using ZigBee/IEEE802.15.4 standard and BACnet protocol. These examples show
that the multisensory platform really rare because producers and developers mainly
focused on energy consumption and increasing network complexity with elements of
backup for data transmission channels. From the other hand, if we talk about wireless
systems for domestic monitoring, various types of implementation could be observed:
the data transfer in such systems is realized by the ZigBee [11], GSM [12] or Wi-Fi
[13] technologies. But mostly there is a problem of system operating with restricted
accessibility [14], as well as the need to use special algorithms to collect and store large
data arrays [15].

2 The Concept of WSN Platform for Hazardous Gases
Detection

Taking into account all of the advantages and disadvantages describing above, we
decided in our work for developing a wireless sensor network platform (WSN Plat-
form) work without special user software and frequent recalibrations. The WSN
Platform should be also easily accessible for inexperienced users. The main com-
mercial segment for this kind of WSN Platform is private households, farms, sewage
manholes, heating systems using flammable substances, etc. with inaccessibility of
dangerous gas sources location. From the one hand WSN Platform should have an open
and easy access interface to the user, from the other hand signal should not be extended
beyond 30 m from the place of the source (to avoid admission of any unauthorized
person to the signal).

Based on the presented reasons we chose Wi-Fi as a wireless data transfer standard.
This standard is supported by most modern mobile devices (laptop, smart phone, etc.).
For data exchange between sensors and mother board of the wireless digital platform,
we chose open digital protocol according to Russian National Standard “Digital
intellectual gas sensitive modules” [16]. This choice enables the application of any type
of gas sensors only limiting by sensor package dimension and value of sensor power
supply (voltage and current).

The hardware concept WSN Platform in first is creating a series of sensors with
digital modules, having unified digital interface, communication protocol and stan-
dardized set of commands as well as setup, calibration and verification methodic. The
sensors should have the ‘hot swap’ (PnP) ability as well as identification and config-
uration in the system after connection. The second idea of concept is have a separate
transmitter as a base for digital gas sensor modules.
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3 Interface and Digital Data Exchange Protocol

Figure 1 shows the structure of system with several sensors. It consists of a controlling
processor (MASTER) and a number of sensors (SLAVE) with digital modules. Con-
trolling processor sends commands and receives from the sensor the result of com-
mands execution. Digital interface is the SPI bus. It has several advantages over the I2C
or 1-wire ones. It provides hardware destination choice by the SS (Slave Select) signal
and duplex synchronous exchange, which allows reliable and quick work in a system
with several sensors on a single bus.

For the I2C bus or 1-wire bus work it is necessary to pre-install the unique serial
number of the device on the bus, which may require changes (reprogramming) during
the device (sensor) replacement. It is not considered appropriate to multiplex different
digital bus types in digital interface, as this leads to a complication of procedures for
incorporation in sensors and eventually decreases the reliability of the sensor system
identification. Sensors with digital modules must contain a microcontroller providing
data exchange with SPI-bus, managing, converting the sensor signal from the sensing
element, and storage of the settings and sensor calibration data. Communication pro-
tocol must be the same for all sensors without exception. It consists of the system
controlling processor request and the response of the sensor. Request consists of a start
byte, command byte, data bytes and checksum. Sensor response consists of a start byte,
the sensor status byte, data bytes and checksum. The composition of the commands set
may differ for different types of sensors, but it must be unified. If, for example, team
number 0 × 10 instructs to read voltage value of the sensor, the command for all types
of sensors should be numbered 0 × 10. System controlling processor constantly asks
the system for new sensors connecting, manages the connection of new sensors and
receives data from the already connected sensors.

3.1 Software and Programming for Gas Sensors Digital Modules

The digital sensor programmer is intended for programming, calibration and testing of
sensors and consists of a programmer and control program for the PC. The program
runs on Windows XP and Windows Vista. The programmer has 8 channels (ports) for
digital sensor modules (Fig. 2). The programmer has the ability to operate as a separate
sensor mounted on the selected channel, and a group of sensors located in different
channels. In this case, the operation of the sensor configuration reading will still remain
individual, and data write operation and calibration of the group are carried out with all
installed digital sensor modules.

Fig. 1. The block diagram of the system working with several digital sensors.
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With the help of the digital sensor programmer could be performed the following
operations: data reading from the digital sensors modules, the digital sensor modules
configuration entry, working with the pre-installed table of chemical compounds CAS.
Setting or status the configuration of the digital sensor modules can be saved in the
database. After configuration recording the digital sensors modules can be calibrated.
Sensors calibration always starts with the temperature calibration. It is important that
this calibration has been performed at the very beginning, since precise data on the
temperature required for proper calibration of the sensor to the measured value
(component). In sensors with built-in heater the first calibration is conducted together
with the heater calibration. Heater should be turned off and cooled before calibration.
Absolute error of temperature measurement with one-point calibration is ±10 °C; with
two-point calibration is ±3 °C in the temperature range from −40 °C to +80 °C. After
the calibration of the temperature digital sensors modules can be calibrated by com-
ponent (output value). Also during operation digital sensor modules constantly mon-
itors the supply voltage. For its accurate measurement of the sensor must be calibrated
to the supply voltage. Measurement error after calibration voltage is equal to 1 %.

3.2 Digital Module for Electrochemical Gas Sensor

One of the easiest in terms of technical implementation for digital modules is the
oxygen gas sensor based on electrochemical sensing element O2-A3 [17] produced by
Alphasense Ltd. Photo electrochemical oxygen sensor with digital module presented on

Fig. 2. The main program window contains a field for digital sensor configuration.
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Fig. 3. Sensor circuit is present on Fig. 4. Electric circuit of the digital modules for
electrochemical sensor is based on the Atmel microcontroller ATTINY84-20MU in
QFN20 package with dimensions of 4 × 4 mm [18]. The microcontroller has a 10-bit
ADC with differential inputs and internal amplifier. The inclusion of the sensor by
differential scheme is convenient in terms of sensitive elements use with current output,
because to produce an output by voltage, sensor output is shunted with small magni-
tude resistor (about 100 ohms). The microcontroller comprises a temperature sensor
whose accuracy is low (±2 °C after calibration in the temperature range of 40…80 °C)
but allows providing temperature correction of the electrochemical sensor response.

3.3 Digital Module for Metal Oxide Gas Sensor

More complicated example of technical implementation of digital gas sensor modules
is carbon monoxide gas sensor based on semiconductor metal oxide sensing element
fabrication of our past work [19]. The electric circuit of digital modules for metal oxide
gas sensor and photo of semiconductor metal oxide sensor with digital module are
presented on Figs. 5 and 3b respectively.

Main complication of sensor system development with semiconductor metal oxide
sensor consists in relativity high temperatures necessary in sensors working conditions
[17]. The heating process has two negative factors – power consumption and load to
processing power of microcontroller responsible for temperature management. Power
reduction could be done by pulse heating mode using, also in work [19] was inves-
tigated trade-off between sensitivity of such sensors type and power consumption
during the heating. In the work [4] was shown that most energy efficient and reliable
mode of system operation is at 70–80 % PWM, with maximum temperature heating up
to 450 °C. Using this fact we developed electronic controller with PWM regime for
semiconductor sensor heating.

Scheme of the digital module is based on the Atmel microcontroller ATTINY84-
20MU in QFN20 package with dimensions of 4 × 4 mm (Figs. 3b and 5). The
microcontroller has a 10-bit ADC with differential inputs and internal amplifier which
using for measuring resistances of sensor’s metal oxide gas sensitive layer and

Fig. 3. (a) Photo of electrochemical oxygen sensor in 20 mm package installed on PCB of
digital module; (a) Photo of CO metal oxide sensor in 20 mm ABS plastic package installed on
PCB of digital module.
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platinum heater each PWM cycle. Measurement resistance of the platinum heater plays
an important role in the calibration of the metal oxide gas sensor. It is important to
know in advance the temperature coefficient resistance for sensor’s platinum heater by
which the subsequent calculation is operating temperatures for measuring different
gases (these temperatures can vary by tens and hundreds of °C for various gases and
metal oxide gas sensitive layers).

4 WSN Platform for Hazardous Gases Detection

4.1 Software Implementation WSN Platform

The WSN Platform software consists of two major parts - built-in and client
part. Built-in part was written in “C” programming language and uses functional

Fig. 4. Electric circuit of digital module for electrochemical O2 sensor. GND - ground; VCC –

voltage supply; RST - reset the sensor controller by low level; Trst > 10 ms; MISO, MOSI,
SCL – SPI interface bus lines; N/C – not connected output.

Fig. 5. Electric circuit of digital module for metal oxide CO sensor. GND - ground; VCC –

voltage suplay; RST - reset the sensor controller by low level; Trst > 10 ms; MISO, MOSI,
SCL – SPI interface bus lines; N/C – not connected output.
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programming techniques. The client part is implemented in object-oriented Javascript
programming language. The WSN Platform software structure is shown in Fig. 6a.
Client interface program runs via free internet browsers (Mozilla Firefox, Google
Chrome and etc.). For lunch client-part interface program need in browser address bar
need to indicate wireless network address for the WSN Platform - http://169.254.1.1.
After this, network address of the WSN Platform client-side program is loaded and
starts implementation. Code execution begins only after a complete download of source
code of the program. The user interface of the WSN Platform is shown in Fig. 6b. The
user interface has four plots showing real-time information obtained from four smart
digital sensors. Near each plot small tables displays the name of measured gas, type of
sensor, supplied voltage and sensor status. New points are added to the plot after each
measurement and the plots shifts automatically, when the scale is full. In the upper area
of the interface, there is information line displaying the last incoming JSON line and
the test result of this line by a regular expression. The info line has also start key for the
survey of sensors, selector that lets us choose the polling period and selector for change
of alarm set up levels. An example of the JSON object: [4, 2, 1, 3, 30, 20.28255]
present on Fig. 6b, where “4” is the digital sensor module number, corresponding to
the position of the module on the device; “2” is the sensor type, according to the type of
gas sensitive element in digital sensor module (electrochemical, catalytic, optical and
etc.); “1” is the gas or another controlled parameter type; “3” is units of measurement
(ppm, %, etc.); “30” is voltage supply of the digital sensor module, and the last value is
the measurement result.

4.2 Hardware Implementation WSN Platform

During designing hardware for WSN Platform we focused on optimization of data
transmission and neglected the minimization of power consumption. Therefore, we
used the stationary power supply +12 V, although the system has an opportunity to
apply the battery power supply, making the wireless digital platform independent from
electrical power lines. Such approach gives possibility to use in experiments relatively
powerful commercially available metal oxide sensors, consuming *200 mW in con-
tinuous operation mode for detection of methane. However developed digital module
for CO metal oxide sensors mentioned above allow to use in the future for the same

Fig. 6. (a) Software WSN Platform architecture; (b) The screen shot of the WSN Platform user
software interface in internet browser during simultaneous measurement oxygen and carbon
monoxide (CO) gases by two O2 electrochemical and two CO metal oxide gas sensors.
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purpose metal oxide or catalytic sensors with lower power consumption (about 1 mW)
working in pulse heating mode describing in [20].

Strong attention was paid to the ergonomic design of the WSN platform. It was
reached, for example by introducing the function of “hot swap” for digital sensors in
the system. Attention was also paid not only to software implementation of this
function, but also to the exclusion of mechanical errors during this operation. For these
purposes, the holder was made to specifically prevent the destruction of electrical
connector and to prevent a possibility of false installation of wrong type of sensor to the
WSN platform. That is illustrated in Fig. 3, which shown on back side of PCB digital
drivers, electrical connectors of oxygen liquid electrochemical and carbon monoxide
semiconductor metal oxide sensors respectively. The holders preventing breakage of
electrical connectors during “hot swap” of sensors to be installed in the WSN platform
are shown in Fig. 7b.

Another ergonomic benefit realized into design is that WSN Platform does not
require for work any additional software, other than widespread free Internet browsers
(Mozilla Firefox, Google Chrome and etc.). However, in this approach there is a hidden
conflict of price and quality of the product. The use of inexpensive 8-bit microcon-
troller with a small volume of RAM [18] leads to the limited capabilities of web design
user software, and to the restricted number of measured point of gas concentrations and
technical settings stored in memory. We plan to use more powerful microcontroller in
subsequent upgrades of the WSN platform; this is justified from economic point of
view, as currently the most expensive part of the device is a gas sensor, which is more
expensive than microcontroller by more than one order of magnitude.

It is also possible to use the WSN platform as a standalone device. For that purpose,
the WSN platform has LEDs displaying the operation status (on /off of sensors) and
availability of power supply. As well, the wireless digital platform may give sound
alarm using a piezoelectric sound element, depending on hazardous gases concentra-
tions measured by digital sensors. To install the alarm levels for hazardous gases in the
WSN Platform, it is possible to use internet browsers or using already present in
memory default values for dangerous gas concentrations according to the maximum
permissible concentration of hazardous gases substances in the working area by
Russian State standard [21].

Fig. 7. (a) The bottom view of PCB of the WSN platform. The left PCB is without Wi-Fi
transmitter and the right is with attached Wi-Fi transmitter; (b) The top view of WSN Platform
with digital sensor modules. The attached holder preventing break of electrical connectors during
“hot swap” (PnP) of digital sensors modules.
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5 Conclusions

The wireless WSN Platform for hazardous gases detection with possibilities to work
with up to four digital gas sensors modules was designed. The WSN Platform uses
Wi-Fi standard for data transmission. Advantages of the WSN Platform are the fol-
lowing: opportunities to use any type of gas sensor with power consumption up to
200 mW; possibility of “hot swap” of sensors during work; standardization for 20 mm
diameter typical of commercial electrochemical, catalytic and optical sensors; open
digital standards for digital data exchange protocol giving chance to easily update the
WSN Platform and create customer’s own digital sensors. The WSN Platform does not
require for visualization the transmitted data any additional software except widely
available free internet browsers (Mozilla Firefox, Google Chrome and etc.).
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Abstract. It is developed igniting electrical circuit for pulsed corona discharge
ionization to operate a source as part of an ion mobility spectrometer. The
simulation circuit for forming a corona discharge allowed optimizing the
parameters. The possibility of electronic switching of the primary winding and
reverse polarity diodes in the high voltage part of the circuit provide operation of
the corona discharge ion source for detection both positive and negative ions.

Keywords: Ion mobility spectrometry � Ionization source � Pulsed corona
discharge

1 Introduction

Ion mobility spectrometers are widely used [1–5], particularly as environmental
monitoring system [6–8]. Intense competition in the market for analytical equipment
necessitates improving design methods. The most common sources of radioactive
ionization based on 63Ni. Less popular sources of ionization by corona discharge,
although they are quite stable and easy to operate [9–15]. In this article, it is developed
the igniting electrical circuit for pulsed corona discharge ionization to operate a source
as part of an ion mobility spectrometer.

1.1 The Circuit for Control of Ionization Source

The general structure of an ion mobility spectrometer control is shown in Fig. 1:
One of the circuits on the microcontroller generates the control signals for the

ionization source, which are fed to an electrical circuit discharge formation. The dis-
charge is produced in a mechanical structure consisting of four pairs of electrodes, the
geometry of the tip edge, the ionization chamber placed in the spectrometer, which
passes through the sample flow withdrawn from the subject.

In the case of usage of continually burning corona discharge it takes place problems
with lifetime of source. As a result of the constant burning defects are formed needles,
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as a consequence - changing of their geometry and discharge parameters. Conse-
quently, the ionization source should operate in a pulsed mode in order to prolong life
and improve the stability characteristics. Ionization source on the basis of pulsed
corona discharge must have a certain speed. It is determined by the requirements for
ion mobility spectrometry. To ensure a timely response to the presence of target
analyzable compounds in the sample spectrometer should hold at least 10 measure-
ments per second. Generation and breakdown of the corona discharge must be for a
period not exceeding 100 ms.

1.2 Corona Discharge Ionization Source

A development of a pulse generating circuit corona discharges includes the following
tasks: the formation of the current pulse in the primary winding of the transformer, the
accumulation of energy in the magnetic field of the transformer and the selection of this
energy in the discharge gap. The circuit is shown in Fig. 2.

The primary winding of the transformer is connected to a power source via an
electronic key Q1. A current increases and the energy accumulation is performed in a
magnetic field of the transformer when applying the control pulse to the gate of the
transistor in the primary winding. This energy is released in the secondary winding
through a rectifier element D1 charging funded chain R1, when closing the transistor.
Subsequently, tension from the chain is applied to the discharge gap. The circuit should
provide a rapid accumulation of energy and it is subsequent discharge into the

Fig. 1. The circuit of common control system architecture.

Fig. 2. The schematic diagram of pulse corona discharge ignition. The design of the ionization
source, based on corona discharge.
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discharge gap. The reset is performed for a time equal to the time constant. To match
the signals from the low power microcontroller with the low-voltage transistor driver,
high-speed MOS transistors U1is used. The circuit power is produced by capacitors C2
and C3. It is formed by a current pulse is fed to the high-voltage transformer forming
T1. The parasitic capacitance elements of the discharge gap are dependent on
arrangement of the needles of the connecting conductors. The geometry used for the
value of the parasitic capacitance of the arrester is about 2pF. Therefore, the time
constant of the RC-circuit arrester is 2mks. Experiments show that the shape of the
discharge gap voltage ensures stable operation of the pulsed corona discharge.

2 Simulation of Pulse Corona Discharge Forming Circuit

To simulate the circuit it was chosen a simple case of Single negative polarity dis-
charge. Model of corona discharge punch is based on a design of the discharge
lamp. Circuit of formation of pulsed corona discharge is shown in Fig. 3. Below are
presented the waveforms of the control points for different occasions. Point A is located
at the output of the high voltage transformer. Point C is located on the discharger.

The Fig. 4. shows that the signal at the point C is relative to the delayed signal at
the point A and has a smaller amplitude. The voltage at the Punches reaches the
breakdown voltage of the discharge gap. The pulse at point C should have a larger
amplitude or longer duration. This method is considering the option of increasing the
amplitude of the signal at the arrester. Also the method includes increasing the
amplitude of the output transformer. This method has limitations due to the techno-
logical characteristics of the components used. In forming the high-voltage pulse
capacitor, C1 can quickly charge to a voltage corresponding to the breakdown of the
transformer (maximum permissible voltage transformer used in the circuit is 5800 V).
If the voltage reaches this value, there are technological limitations associated with the
breakdown of the transformer. The breakdown will not happen in the spark gap, it will
be through the element U1 in the secondary circuit, which simulates the electrical
strength of the structure.

The results shown below were obtained by increasing the pulse duration to the
primary winding of 15 %. Waveforms at points A and C is shown in Fig. 5.

Fig. 3. The simulation of forming circuit pulse corona discharge.
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The voltage at point A is greater than the maximum allowed for the used trans-
former. Therefore breakdown occurs through the element U1. As a result, despite to the
signal amplitude increase in at point A the voltage on the piercer doesn’t reach the
breakdown voltage of the discharge gap. Furthermore, the amplitude of the signal at the
point C is reduced as compared with the case in Fig. 3. Thus, the goal is not achieved
by only increasing the amplitude. This method has the technological limitations
associated with the breakdown of the transformer.

Another option for solving the problem is to increase the pulse duration on piercer.
Increases of the duration of pulse will lead to the fact that the amplitude of the signal
exceed the voltage response of the punch (after the charge constructive capacity nee-
dles C1) and will occur electric discharge. In system added diode D1. A voltage pulse
from the secondary winding charges the capacitor C2 via a diode D1. Voltage across
the capacitor is held for long time, determined by the parameters of circuit C2. From
this circuit a constructive capacity of needle C7 is charging, and when the discharge
starts voltage breakdown and transfer of energy to the bit interval. The circuit is shown
in Fig. 6.

Fig. 4. The plot of voltage at the control points under conditions corresponding to the absence
of discharge.

Fig. 5. The plot of voltage at the control points under conditions corresponding to the
breakdown of the secondary winding of the transformer.
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The waveforms at the point B (after the diode D1) and at the point C are shown in
Fig. 7. From the simulation can be seen that the developed ignition circuit with
high-voltage pulse extension ensures the formation of the breakdown conditions of the
discharge gap and the ionization source. Simulations performed with the technological
limitations of the components is used no breakdowns in the secondary circuit of the
transformer.

On the resulting chart, the following stages of the circuit: the accumulation of
energy in the magnetic field of the transformer, increase of the voltage breakdown and
burning of pulsed corona discharge, the zero voltage recovery across the discharge
gap. The total duration of the process is 50mks. This speed allows to the source to
operate more than one hundred times per second, which is much higher than the
number of spectrum measurements for the same period.

Fig. 6. The modeling circuit for forming a corona discharge with the extension of the
high-voltage pulse.

Fig. 7. Voltage at the control points under conditions corresponding to the breakdown of the
discharge gap.
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3 The Driving Source with Electronic Switching of Polarity

To solve the problem of functioning of the device in discoverable mode, both positive
and negative ions is necessary to adapt the circuit developed by the ignition of pulse
corona discharge in such a way that it allows you to create pulses of both positive and
negative polarity. The previous sections described the essential work on the igniter of
the pulse corona discharge, where the energy storage is carried out in a magnetic field of
the transformer. The task of modifying the circuit is easier to solve in two stages: first, to
change the circuit of energy storage and then design a switching circuit with the primary
drive. The circuit is implemented with the possibility of mechanical switching of the
primary winding and reverse polarity diodes in high-voltage part of the circuit (Fig. 8).

The device includes a capacitive energy storage with an inductive circuit pump U1,
switches K1 and K2 are input and output circuits of the pulse transformer T1, providing
switching the polarity of the voltage at the arrester U2.

In the circuit the accumulation of energy is produced directly in the magnetic field
of the transformer T1. The polarity switching is performed by mechanical switching of
the primary winding. Simultaneously with the switching of the primary winding the
diode of the high polarity part of circuit is switched.

In order to demonstrate compliance with the signal at the arrester Uc (in Fig. 6) it is
simulated signal of corona discharge generating circuit with stored energy in the
capacitor C3 (Fig. 9).

Fig. 8. The circuit of ion source with switching polarity.

Fig. 9. The corona generating circuit is mechanically switching between modes.
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Figure 10 shows the process of energy storage in the capacitor C3 and its discharge
to the primary winding of transformer T1. The used circuit provides a much sharper
edge of the signal on the primary winding, as compared with the case of directly
accumulating energy in the magnetic field of the transformer.

The signals at the control points B and C are shown in Fig. 11. The graph shows
that the shape and the voltage across the discharge gap to form signals coincide in
Fig. 7. Therefore, we can conclude that the correct operation of the circuit is forming a
corona discharge with pre-stored energy.

Fig. 10. The voltage at the test point A.

Fig. 11. Voltage at the control points B and C under conditions corresponding to the breakdown
of the discharge gap.

266 V. Belyakov et al.



In the practical realization of the device, it is managed to eliminate active electronic
switch on the high voltage output of the pulse transformer and replace it with a
diode-capacitor structure. A complexity of the structure of the corona discharge source
control implemented microcontroller signals. In order to implement electronic
switching polarity ionization source introduced four additional control signal. Two of
them are submitted to the gates of the transistors, and allow for the accumulation of
energy. Other control pulses supplied to another two gate keys, and allow to connect to
a transformer capacitor corresponding to the selected polarity. The high-voltage circuit
portion is modified so as to implement the passage of pulses of both polarities.

One of the criteria for the stability of the device is the stability of the current
flowing through the needle when discharge corona is triggered. In the proposed circuit
is made control the current flowing through a pulsed ionization source. The charge
flowing through the discharge gap is transmitted across optocoupler to microcontroller
for processing. Every act of tripping corona discharge leads to an equivalent change in
the charge on the capacitor and the corresponding voltage.

Used diode optical pair is characterized by high speed and current coupling efficiency
of about unity of the value of the input current. The photodetector type defines a linear
transfer function of the optical pair. The resistor optocouplers is the most linear elements
and thus suitable for use in analog devices, and then - optocouplers with foster photo-
diode or with a single bipolar transistor. A separate connection to bias the photodiode
improves speed by several orders of magnitude compared with conventional optical pairs
by reducing the capacitance of arrival at the base-collector of the input transistor.

In the proposed circuit is implemented control voltage on the storage capacitor. The
signal from the divider to the input of the analog-digital converter is controlled by a
microcontroller. The voltage divider is parallel connected, which reduces the signal by
a coefficient of 19: 1. The signal from the divider to the input of the analog-digital
converter is controlled by a microcontroller.

In the proposed circuit, when switching polarity is not required to turn off the
device and mechanical switching of ionization polarity. Polarity selection is done each
time the ionization source via switching control signals corresponding drives. Thus, the
achieved reduction of the time required to switch between the ion mobility spec-
trometry modes between a few minutes (manual switching), up to one measurement
cycle spectrogram, which is less than 100 ms. Given the technological limitations of
the used components, the simulation circuit showed a substantial margin of the
breakdown voltage in the secondary circuit of the pulse converter.

4 Conclusions

It is developed igniting electrical circuit for pulsed corona discharge ionization to
operate a source as part of an ion mobility spectrometer. Modeling circuit is taking into
account the technological limitations of the components used to optimize the circuit to
prevent a breakdown in the secondary winding circuit of the transformer. The possi-
bility of electronic switching of the primary winding and reverse polarity diodes in the
high voltage part of the circuit provide operation of the corona discharge ion source for
detection both positive and negative ions.
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Abstract. The Internet-of-Things paradigm shifts the focus of sensor
networks from simple monitoring to more dynamic networking scenarios
where the nodes need to adapt to changing requirements and conditions.
For this purpose many configuration options are added to the network
protocols. Today, however, they can only be modified at compile-time,
which seriously limits the ability to adapt the behaviour of the network.

To overcome this, a solution is proposed that allows reconfiguring the
entire network stack remotely using CoAP. The Contiki implementation
shows that for a small memory overhead (1.2 kB) up to 57 configura-
tion parameters can be reconfigured dynamically. The average latency
for reconfiguring one parameter in a twenty node network is only three
seconds. A simple case-study illustrates how the energy consumption of
an application can be reduced with (50%) by dynamically fine-tuning
the MAC duty-cycle.

Keywords: Internet-of-things · CoAP · Contiki · Dynamic reconfigu-
ration · Wireless sensor networks · Network management

1 Introduction

The Internet of Things (IoT) philosophy [4] announces the third wave of digi-
talisation. After the rise of the PC (a computer in every home) and the smart-
phone (a mobile computer for every person) also appliances (or things) will be
equipped with a mini-computer and communication interface in the near future.
When connected to the Internet, they become IoT devices and enable to further
digitise certain aspects of modern day society. In first instance, these devices
will automatise or optimise certain processes but there are endless new applica-
tion possibilities in areas such as healthcare, surveillance, agriculture, personal
fitness, home automation and many more.

The vast majority of IoT devices are constrained end-devices (a.k.a. sensors
and actuators) with limited computing power and memory. For these type of
devices, specialized software (e.g. operating systems (OS), network protocols,
etc.) is required. Given the wide range of possible applications and the specific
limitations, much effort was spent by a broad research community to develop
this software. Custom OSs such as Contiki, RIOT and TinyOS were proposed
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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that specifically target such devices. Also many standards emerged, providing
answers to the specific challenges posed by these applications and devices.

Despite the societal and business potential, the uptake by industry of innov-
ative large-scale sensor/actuator applications is slow. One of the major hurdles
that retains innovation is the lack of built-in support for maintenance of such
devices. Perhaps the most important aspect in maintainability is the possibility
to dynamically reconfigure the network stack. Although the standards provide
many options to configure network protocols, it is almost impossible to change
the configuration settings at run-time. This implies that the entire network needs
to reconfigured off-line if changes are required. In research this is not a major
problem since experiments can be repeated using different settings. In real-life,
however, application requirements and conditions change continuously. There is
hence a clear need for enabling dynamic reconfiguration of the network protocols
to adapt to changing situations.

In this work a light-weight approach is presented that enables to change
configuration settings in the entire network stack using only a minimal amount
of resources. Moreover, the presented solution is able to expose the configuration
settings both locally, for a local controller, and remotely, for a network-wide
controller. The core of the solution is completely agnostic to the access method
(e.g. local or remote). The communication protocol for enabling remote access is
also transparent. The proof-of-concept was implemented in Contiki and uses the
REST-based ERBIUM Constrained Application Protocol (CoAP) supported by
Contiki.

2 Background

This section gives an overview of the relevant protocol standards and operating
systems targeted by the proposed control extensions. For each standard also the
possible configuration settings, as described in the standard, are explored. Note
that currently they can only be modified at compile time in the targeted OSs.

2.1 Operating Systems

TinyOS, RIOT and Contiki are operating systems specifically designed for con-
strained sensor devices in the IoT. They share three common features [3]: (1)
platform and hardware abstraction for portability; (2) multi-tasking or multi-
threading support; and (3) lightweight IPv6 compliant network stack.

Although these OSs also provide alternative network stacks, the IPv6 stack is
chosen as default. This is because there is a continuous push towards standard-
ization within the IoT ecosystem. Therefore, the protocols included in the default
IPv6 stack are selected as primary candidates for the dynamic reconfiguration
extensions.

The default IPv6-compliant network stack is illustrated on the left side (a)
in Fig. 1. The following protocols and standards are included: an IEEE-802.15.4-
2006 compliant PHY and MAC, 6LowPan header compression, IPv6 (addressing,
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Fig. 1. (A) IPv6 compliant network stack available in TinyOS, Contiki and RIOT. (B)
possible configuration parameters to fine-tune the RPL routing protocol.

headers and ICMP), Routing Protocol for Low-Power and Lossy Networks (RPL)
routing, TCP/UDP transport and CoAP.

2.2 Network Protocols and Standards

This section briefly summarizes the main configuration settings in the standard
IPv6 stack [13]. In total there are 57 available parameters. The possible configu-
ration settings for the RPL routing protocol are illustrated, as example, on the
right side (b) of Fig. 1.

The PHY and MAC protocols are based on the IEEE-802.15.4 standard
[6]. PHY settings include channel, tx power and CCA threshold. Many custom
implementations of MAC protocols exist. In Contiki, the default radio duty
cycling MAC protocol is ContikiMAC [2]. It uses periodical wake-ups to listen
for packet transmissions from neighbours. The wake-up interval can be modified
as well as the number of listens (i.e. CCA checks) during each periodical wake-up
or before packet transmission. On top of ContikiMAC, a CSMA based protocol
controls the medium contention and packet retransmissions which can also be
configured. Protocols with similar behaviour are also available in TinyOS and
RIOT.

The network layer includes RPL [14], a proactive, distance-vector routing
protocol specifically designed for Wireless Sensor Networks (WSN)s. RPL uses
control packets (DIO, DAO and DIS) for building a tree like topology, called a
Destination-Oriented Directed Acyclic Graph (DODAG). Many settings allow to
fine-tune the various intervals that are used for maintaining the DODAG. Also
the link estimation algorithms can be changed and configured. Next to RPL,
various parameters controlling the IPv6 neighbour discovery [11] process can be
configured. Also TCP/UDP implementations allow to configure the number of
retransmissions and various time-out settings.
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The application layer protocols tailored for WSNs focus mainly on integrat-
ing the sensing and actuating applications in the IoT. One of the most prominent
examples is CoAP [12], a REST based protocol that runs over UDP and allows
to define resources (e.g. sensors and/or actuators) which can be retrieved or
changed using GET/POST/PUT methods using a response-request approach.
CoAP can be easily integrated in web-based applications and has a limited over-
head. The number of retransmissions and various time-outs and intervals used by
the CoAP engine can be configured. Alternatives [10] for CoAP are MQTT and
AMQP, both run over TCP and use a publish-subscriber approach managed by
a message broker that allows nodes to publish and/or subscribe to topics. Com-
pared to COAP they have a higher overhead and are less supported by operating
systems for WSNs.

3 Design

This section discusses the design of the extensions required to support dynamic
reconfiguration. First the requirements will be summarized, then the high-
level architecture will be described and, subsequently, the communication flow.
Finally, the most appropriate application layer protocol will be chosen.

3.1 Requirements

From a functional viewpoint the main requirement is to enable updating
configuration parameters of network protocols after deploying the network. This
functionality must be use-able by both a node-local and network-wide control
engine.

In order to support remote control, the system must allow automatic para-
meter discovery and bootstrapping in the entire network. Moreover, batch con-
figuration is required for enabling to change multiple parameters at once. From
a user perspective, it must be possible to reconfigure the network via web-based
applications.

From a non-functional viewpoint the main requirements is resource effi-
ciency. The memory, CPU and network overhead must be as small as possible
and scale with the number of parameters that can be changed at run-time.

Other important concerns are modifiability, portability and compatibility. To
address them, the control engine must be (a) independent of the protocol used
for providing remote access; (b) easily ported to existing operating systems; and
(c) compatible with web-based applications.

From the aforementioned requirements, it can be deducted that a generic
method for accessing configuration settings is required both on the node-local
and network-wide level. For this purpose parameters are maintained in a reposi-
tory and can be reconfigured using a generic interface implemented by a control
engine. Different application layer protocols can be used for enabling remote
access.
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3.2 Architecture

Figure 2 illustrates the high-level design of the architecture. It includes the fol-
lowing entities: (a) a sensor configuration server, which offers a control API or
UI for external users (human or software); (b) a sensor gateway server that
maintains a network-wide view on the current configuration settings and acts
as a border router for the WSN; and (c) the actual sensor devices that can be
reconfigured.

Fig. 2. The architecture of the reconfiguration system.

The sensor devices implement a local parameter repository, which maintains a
local view on the current node configuration settings, and a local control engine
implementing a remote configuration interface
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The local control engine is responsible for (a) making parameters discover-
able and participating in the bootstrapping phase; (b) implementing a generic
interface that allows to get/set a specific parameter or a group of parameters;
and (c) parsing remote configuration messages and performing the necessary
interface calls for the get or set operation. To enable all these interactions, the
local parameter repository stores references to each parameter. This reference
contains function pointers to the getters and setters provided by the different
protocols.

The sensor gateway server includes a sensor border router that acts as a
gateway for the sensor network. The Linux host further implements a network
parameter repository, which maintains a network-wide view on the current con-
figuration of each node, and a network control engine implementing a remote
configuration interface.

The network-wide control engine is responsible for (a) device discovery and
bootstrapping; (b) enabling remote access to the configuration parameters; (c)
performing batch configurations in a transactional manner; (d) translating mes-
sages between the local sensor network and the remote control API; (e) input
validation when changing settings; and (f) authenticating remote access. The
network parameter repository serves as a cache during get operations and facil-
itates roll-backs during set operations.

The sensor configuration server serves as a single entry point for reconfigur-
ing the network both for humans (UI) and software processes (API). It consists
of a single component, the control API/UI implementing an easy to use API
and UI. This component is responsible for translating the API/UI calls into
configuration messages and parsing the result.

3.3 Communication Flow

Figure 3 illustrates an example communication flow between the different entities
in the architecture, the active components are depicted using white boxes and
bold text. In this example HTTP is used by the Control API to configure sensor
j. For this purposes, the network control engine translates the HTTP requests/
responses into CoAP requests/responses and vice-versa. Another possibility is to
directly use CoAP in the Control API. The network control engine will then serve
as a proxy for delegating COAP requests/responses. The intermediate sensor
nodes (e.g. border router and node i) do not process the CoAP message but
forward it to the destination using RPL. Packets coming from the sensor network
are injected directly in the Linux IPv6 stack by the border router.

3.4 Application Layer Protocol

Selecting the appropriate application layer protocol for exchanging configuration
messages across the network is very important because this will have a high
impact on the resource efficiency of the overall solution. Several candidates were
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Fig. 3. The communication flow between the different entities in the architecture. The
white boxes with bold text depict the active components in this example.

compared in [7] and evaluated based on the device memory requirements and
message size overhead.

The most dominant application layer protocol for constrained IoT devices
today is CoAP. It has built-in support for resource (e.g. parameter) discovery
and block wise (e.g. batch configuration) transfers. From a functional viewpoint,
all required features are present. Since CoAP is tailored for constrained devices,
the memory and CPU requirements are limited. Moreover, the message overhead
is also minimal because the CoAP header is very small and UDP is used as
transport protocol. With portability and compatibility in mind, CoAP is also a
logical choice because it is well supported by nearly all OSs and easily integrate-
able in web-based systems since it is REST based.

An alternative for CoAP is MQTT [5], a publish-subscriber system with a
central MQTT broker that runs over TCP. MQTT clients can publish or sub-
scribe to topics (e.g. parameters). For each parameter, two topics are required:
(1) one published by the sensor node for supporting the get operation; and
(2) one published by the configuration server for supporting the set operation.
Because of this, MQTT will have a much higher device memory overhead. Also
the message overhead will be bigger since it runs over TCP. Moreover, it is less
supported, only a Contiki implementation is available. Other alternatives are
AMQP and XMPP. Both also use TCP as transport protocol and have much
higher device memory requirement and message overhead since they are not
tailored for constrained devices.

To conclude, CoAP is the most appropriate application layer protocol to sup-
port dynamic reconfiguration, as also indicated in [13].
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4 Evaluation

The evaluation consists of an analytical part, that investigates how CoAP can
be most efficiently used for enabling remote access to configuration parameters,
and an experimental part, in which the memory overhead and latency for chang-
ing parameters are determined. Also a proof-of-concept case study is presented
emphasizing the practical use of the dynamic reconfiguration solution.

4.1 Analysing CoAP Memory Overhead

The CoAP memory requirements constitute of the fixed overhead for the CoAP
engine (8.5 kB ROM/1.5 kB RAM [8]) and the variable amount of ROM occupied
by the CoAP resources. The additional memory overhead for exposing configura-
tion settings hence depends on the number of CoAP resources required to expose
the parameters. Three granularity levels are considered: (1) a CoAP resource per
configuration parameter; (2) a CoAP resource per protocol; and (3) one CoAP
resource for the entire network stack.

In principal, CoAP is text based and resources are identified using unique
string names encoded in the resource URI. Both need to be stored in the ROM
memory of each sensor device. Depending on the granularity level, the string
name of each parameter (1), protocol (2) or stack (3) is stored in memory causing
extra ROM overhead. Moreover, when using granularity level (2) or (3), para-
meters still need to be identified. This can be done using either unique names,
encoded in the URI query variable, or unique IDs, encoded in the payload.

In order to make well-founded decisions, the impact on the ROM memory
usage for different granularities was analysed using stub resources in Contiki for
CoAP. This allows to devise a mathematical model that can be applied on a real
example network stack to estimate the overhead in each options. The total ROM
overhead of an option is denoted by stotalrom and comprises of Sres

rom, or the ROM
required for the resource definition and the GET/POST/PUT handlers, and the
string length of the resource name. Note that Sres

rom will be different for each
granularity because the GET/POST/PUT handlers are implemented differently

Also the parameter identification method in level (2) and (3) were investi-
gated. For this purpose the auxiliary function sidrom(parami) is defined (Eq. 1)
that returns the string len when using unique names or sizeof(int) when using
unique IDs.

sidrom(parami) =

{
string len(parami) if id is string
sizeof(integer) if id is integer

(1)

A resource per parameter enables direct addressing of parameters without
requiring any transformation. It is the most straightforward for integration in
browsers using add-ons such as Copper [9]. The ROM overhead stotalrom , on the
other hand, will be high because for each parameter the string name must be
stored and a resource must be defined (Sres

rom) as denoted in Eq. 2.
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stotalrom =
parami∑

(string len(parami) + Sres
rom) (2)

where Sres
rom = 157

A resource per protocol groups parameters on a protocol level. They are
addresses indirectly via the protocol resource implying that an if-else structure is
required in the GET/POST/PUT handlers for identifying the correct parameter.
Equation 3 defines the total ROM overhead stotalrom as the sum over all protoi of the
ROM memory required for storing the protocol name, the fixed CoAP resource
overhead (Sres

rom) and, per parameter, the identification (sidrom(paramj)) and if-
else (Sifelse

rom ) overhead.

stotalrom =
protoi∑

(Sres
rom + string length(protoi) + sparamrom (paramj ∈ protoi)) (3a)

sparamrom (paramj ∈ protoi) =
paramj∑ (

sidrom(paramj) + Sifelse
rom

)
(3b)

where Sres
rom = 280 and Sifelse

rom = 40

A resource for the entire stack has the advantage that there is looser cou-
pling with the protocols, compared to the previous options. A tight coupling
implies that a protocol update also require updating the CoAP resources(s).
The third approach, however, requires an explicit implementation of a parameter
repository that can be used by the generic resource to manipulate configuration
settings and by the protocols to (de-)register parameters. Equation (4) expresses
the ROM overhead stotalrom when using a single resource for the entire stack. Now
the fixed CoAP resource overhead (Sres

rom) also includes the resource name and
the parameter repository implementation. For each parameter, a fixed amount of
ROM Sparam

rom is required for the parameter structure. The identification overhead
sidrom(parami) depends on the chosen method.

stotalrom = Sres
rom +

parami∑ (
sidrom(parami) + Sparam

rom

)
) (4a)

sidrom(parami) =

{
name length(parami) if id is string
2 if id is numeric

(4b)

where Sres
rom = 392 and Sparam

rom = 12

Conclusion: Figure 4 gives an overview of the ROM overhead estimated for the
different resource granularities and identification methods. The results clearly
show that a single generic resource requires 80 % less memory (1.2 kB) compared
to a resource per parameter (11.6 kB) and 60 % less compared to a resource per
protocol (4.5 kB). Using unique IDs instead of names also has a major impact.
Given the size in ROM of the default Contiki IPv6 stack (+ − 30 kB), using a
single generic CoAP resource and unique IDs is the preferred choice.
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Fig. 4. Estimated ROM overhead for different resource granularities and identification
methods.

4.2 Experimental Evaluation

Evaluation Set-Up: The sensor configuration and gateway server were imple-
mented on a general purpose embedded PC running Linux. The sensor code
was developed in Contiki 3.0 and executed on a Zolertia Z1 (16 MHz CPU,
92 KB ROM, 10 KB RAM and an IEEE-802.15.4 compliant transceiver). A sin-
gle resource combined with a parameter repository is used for configuring the
network stack. All communication between the different entities is CoAP based.
On Linux libCoAP [1] is used while in Contiki the ERBIUM CoAP [8] engine is
utilized.

Latency: The average latency for changing parameters depends on the number
of PUT/POST requests needed to perform a batch configuration on all nodes.
It is measured on the sensor gateway by calculating the delay between the first
request and last response. The average latency is an important performance
indicator because it defines the duration in which the network is in an inconsis-
tent state. Figure 5 illustrates the average latency in seconds for one to twenty
POST/PUT requests (e.g. number of nodes) in steps of four. Also the standard
deviation over all experiments is indicated. The results clearly show that the
average latency scales with the number of POST/PUT requests.

Case Study: Dynamically Reconfiguring the ContikiMAC Duty-Cycle:
To illustrate the usefulness of dynamic reconfiguration, a simple case study is
presented in which the duty-cycle of ContikiMAC is dynamically adapted based
on the application load. It is applicable on use-cases such as a HVAC monitoring
and control system which requires more traffic during the office hours. The duty-
cycle of ContikiMAC [2], normally statically defined at compile time, is now
dynamically configured using the ChannelCheckRate (CCR) parameter (e.g.
the rate for checking RX activity). Figure 6 shows the energy consumed daily
by the radio (RX/TX) and CPU (active/LPM) for three different CCR settings.
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Fig. 5. Average latency for increasing number of POST/PUT requests (e.g. nodes).
Also the standard deviation is denoted on the chart.

Fig. 6. The daily energy consumption for different settings of the channel check rate
(CCR) in ContikiMAC.

A high duty-cyle (left) results in a high reliability at the cost of much energy
spent in RX mode. On the other hand a low duty cycle (right) requires ten times
less energy at the expense of reliability. When using a high-duty cycle during
office hours and a low duty-cycle otherwise (middle), a high reliability can be
achieved for half the amount of energy. The energy was mea

5 Conclusions

This paper presents a flexible approach for enabling dynamic reconfiguration of
protocol settings in the entire network stack, either local or remote. The high
level architecture is applicable on multiple OSs and compatible with different
application layer protocols for providing remote access to the devices. The Con-
tiki implementation uses CoAP for this purpose. A single CoAP resource is
defined for the entire network stack combined with a parameter repository that
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allows protocols to register parameters. A configuration server can reconfigure
the entire network using CoAP via the gateway server that acts as a CoAP
proxy.

By carefully considering how CoAP is used, the overall memory overhead
could be reduced from 11.6 kB to 1.2 kB. The proof-of-concept results also
show that the latency for reconfiguring parameters scales with the number of
POST/PUT requests (e.g. the number of nodes). To reconfigure a parameter
in a network of twenty nodes, on average three seconds are required. The case-
study that dynamically reconfigures the duty-cycle of ContikiMAC based on the
traffic load, shows that 50 % of energy can be saved without sacrificing other
performance indicators such as reliability and throughput.

Future work could built-up from this solution and develop more advanced
case-studies where the effect of changing multiple parameters on the network
performance can be investigated. To allow this, only limited modifications are
required in the protocols to expose the parameters. The developed solution can
hence be used by many experimenters for optimizing the network performance
via parameter reconfiguration.
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Abstract. The Internet of Things is expected to expand several mag-
nitudes in the coming decade surpassing over 50 billion devices. In the
Internet of Things there is a need to support complex queries on the
massive amount of information that will be made available. The scal-
ability of the indexes used to support the queries is therefore critical.
This paper therefore investigate what type of index that could scale to
the size required by the Internet of Things. We find that range query
is an approach that support continuously changing information and fast
updates with the lowest increase in signaling per participating device. We
find that a Chord-based distributed hash table hosting a NUBL range
query indexing scheme will scale to the required size while supporting
multidimensional range queries.

Keywords: IoT · Internet of things · Survey · Indexing method ·
Distributed systems · Distributed hash table

1 Introduction

The Internet of Things (IoT) is defined in [1] as billions of devices having and
sharing information with services in real-time. IoT promoters proclaim that there
will be a torrent of new devices coming online to share information and provide
new services within the next years. Some claim 50 or 100 billion devices by
2020 [2], while others are more modest, projecting 24 billion devices in the same
period [3]. The need to quickly act upon acquired information requires devices to
effectively find and acquire relevant sensor information. It becomes more difficult
to acquire relevant information quickly as the amount of produced information
increases; this is therefore one of several important research topics [4,5] in the
IoT. However, other topics include for example device heterogeneity, privacy,
and security. There are several viable approaches available for the current data
volumes, but their fitness can be questioned [6] when there is both an infor-
mation increase in the order of several magnitudes and an increased amount of
dynamically changing information.

One approach to solve scalability issues is to increase the capacity of the
current network infrastructure. However, increasing the capacity require either
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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heavy investments in additional hardware, or the exchange of current hardware
with more improved versions. Both would have already been done if they were
economically feasible. Alternative approaches to sharing, finding, and acquiring
information from sensors therefore look toward distributed peer-to-peer networks
[7]. Where alternatives to brute force searches or complete data replication can
be employed.

1.1 Related Work

Traditional approaches to peer-to-peer networks [8] are constructed to support
an index method for exact matches through the use of a Distributed Hash Table
(DHT). While such functionality is adequate for rapid resolution of locations
for named information, it is unsatisfactory for more rich queries that the IoT
will require. A typical IoT query is likely to be multidimensional with a varying
amount of parameters which require a different type of index method. In the
simpler end of the scale there are queries for certain specified types of sensors
within a region, asking for example “All temperature sensors in Sundsvall, Swe-
den” or “Any temperature sensor that have a humidity sensor attached and is
located outdoor near my location”. More complex queries could request sensors
with some specified values, past or present, e.g. “All temperature sensors that
are submerged, have had a measurement above 30 ◦C within the last week, and
that is located within 5 km of my cabin”.

In [7] the origin of current peer to peer based multidimensional indexing
methods is visualized. It is shown that current research typically examines the
query types: window query, range query, or k nearest neighbor query. Their
conclusion is that there are two performance related problems that are always
considered and thoroughly discussed in the literature. They are load balanc-
ing problems and update strategy. Load balance and search performance in a
family of index schemes that support wildcard searches is examined in [9]. The
related work is divided into different categories based on the indexing complexity.
The categories are: (a) exact matches, (b) categorized topics, (c) ranged query,
and (d) full text indexing. All DHT support category (a) as part of their basic
operation. Then the other categories are added either by mapping an indexing
structure, such as a search tree, on top of the DHT (over-DHT ), or by modifying
the DHT algorithm (in-DHT ). Category (b) indexing is commonly supported by
either creating multiple DHTs, one per category, or by arranging the structure
differently, such as in [10]. However, with the expected size of the IoT reduces
the value of finding information based on categories. For example, requesting
every sensor that have a location among millions of devices where most have
a meaningful location will only overload the requester with replies. Others, for
example [11], use technologies such as prefix based routing and order preserving
hash functions to enable category (c) searches [7,10,12,13]. Others [9] focus on
category (d), detailing how to enable full text indexing in a DHT.
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1.2 Problem Motivation

The problem is to find a type of indexing that is suitable for sensor data stored
in a DHT that originates from 50 billion sensors and that is continuously being
updated with high sampling frequencies. A suitable indexing scheme should sup-
port complex queries such as the examples in Sect. 1.1 while keeping resource
consumption as low as possible. In all situations involving small computers, such
as the Raspberry Pi, Sensor motes, smartphones, or similar, it is less expensive
in terms of hardware resources to perform local processing than communica-
tion [14,15], which mean that indexing schemes that favor local processing over
network communication is preferable. The resource that is important to con-
serve is therefore communication. We therefore target a distributed topology
where we measure communication by the discrete number of messages that is
signaled as a part of routing requests between peers and performing maintenance
of the indexing schemes. It is determined that the indexing category (a), exact
matches, is supported by all options and cannot perform advanced queries. Cat-
egory (a) is therefore of no interest to the problem. Category (b), categorical
indexing, would include several categories that would contain every device and
query results in these categories would then overload the requesting device and
therefore be of little use to reduce the query. Full text indexing, category (d),
would require extensive updates for continuously changing information and is
therefore rejected as well. Therefore, this paper analytically investigates which
algorithms for range queries (c) that could be supported by the IoT for dynamic
information in a worst case scenario where large quantities of devices continu-
ously insert new data and perform complex queries. Hence, an indexing scheme
must support these following two requirements:

1. It must minimize the total number of signaled messages in a query.
2. It must reflect updated values quickly.

Our evaluation of requirement (1) focus on the total number of messages required
for the query. Requirement (2) is evaluated by investigate the number of messages
required to update the index in conjunction with a value update. The main
scientific contribution of this paper is, (1) a survey of suitable indexing methods
for continuously changing information for the volumes of information that is
expected from the IoT, and (2), a recommendation of an indexing method that
is indicated to scale well for the IoT.

1.3 Outline

The remainder of this paper is organized as follows. Section 2 details our app-
roach to solve the problem. Section 3 examines several DHT to compare scal-
ability of maintenance and lookup performance. Section 4 evaluates the listed
DHTs, while Sect. 5 presents our conclusions.
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2 Approach

In order to determine the scalability of range query indexing schemes we compare
the number of messages that are required to route a request to the recipient and
the number of messages that are transmitted during maintenance. The number
of messages are compared to a typical well scaling DHT, Chord [16]. A number
of different structures for both indexing and DHT are then selected to repre-
sent different topologies. Analytical expressions for the signaling are identified
in the literature for every investigated indexing structure. In-DHT approaches
are compared directly while over-DHT approaches are assumed to be used in
conjunction with Chord if no alternative is given. All indexing schemes are then
normalized to Chord and compared with each other. If an indexing scheme lacks
analytical expressions for scalability then an extrapolation of presented mea-
surements is used instead. An indexing scheme is determined to be scalable if
its normalized values remain parallel to Chord. Any indexing scheme whose val-
ues remain less than Chord thus scale better and consequently any value above
Chord scales worse. Intuitively we expect that well scaling complex indexing
schemes remain parallel to Chord.

3 Indexing for the IoT

A number of DHT that support category (a), exact matches, are listed in Table 1
together with their individual routing and maintenance complexity. Chord [16]
is selected as the base to compare other approaches to, since it is one of the
most well-known DHT. It structures participating peers in a ring and maintain
links, denoted fingers, to other peers and thus enable a distributed binary search
to locate data logarithmically. CAN [17] is also a well-known DHT that form a
Cartesian space that span the key space. Many researchers [18] have based their
own approaches for supporting the other categories on these two DHT structures.
Cycloid [19] and P-Grid [20] are examples of alternative topologies that contend
with the performance of two previous DHTs. Cycloid distribute information over
a hypercube with d dimensions where each vertex is a ring structure with 2d

identities. The total number of addressable peers is thus n = d ∗ 2d. Every peer
in Cycloid maintains a list of 7 peers regardless of the number of participants.
P-Grid is an example of a DHT that support more than index category (a).
Every peer in P-Grid maintain a routing tree containing O(Log N) peers and
can route messages in O(Log N) jumps.

3.1 In-DHT Approaches to Range Queries

In-DHT approaches modify the existing algorithms for routing and storage in a
DHT to support new functionality. Table 2 displays a set of in-DHT approaches.
The table presents the name, origin of the DHT, and the updated routing and
maintenance cost. P-Grid support range queries in its basic operation and is
therefore included here in addition to exemplifying a basic DHT. Chord# [12]
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Table 1. Basic overlay networks

Name Form Routing Maintenance

Chord [16] Circle LogN
2

LogN

CAN [17] Multi-Torus d
4

∗ N
1
d d ∗ 2

Cycloid [19] Hypercube O(D) 7

P-Grid [20] Mesh LogN
2

LogN

remove the hashing function, sorting keys lexicographically, modify the data
placement algorithm to restore load balancing properties, and exchange finger
table algorithm to adapt to lexicographical searches. Finally the binary search
algorithm for finding data is modified to enable b-dimensional searches. This
changes the lookup signaling from O(Log2 N) to O(Logb N) messages. SONAR
[12] extends Chord# to enable multidimensional range queries. LORM exchange
the algorithm that creates the identification for the data to use a data type
category as one part of the two-dimensional identity. Where the other part is
created using a locality-preserving hash algorithm [21].

Table 2. DHT with advanced indexes

Name Origin Routing Maintenance

P-Grid [20] P-Grid LogN
2

LogN

Chord# [12] Chord Logb(N) Logb(N) ∗ b−1
2

SONAR [12] Chord# −1.2 + 0.62 ∗ log2(N) Log2(N)

LORM [10] Cycloid Cycloid ∗ d 7

3.2 Over-DHT Approaches to Range Queries

An Over-DHT approach utilizes the existing structure established by the DHT
to handle systemic issues, such as load balancing, churn handling, and routing by
using the basic operations of the DHT. Table 3 show a representative set of over-
DHT algorithms, their name, structure, maintenance overhead and signaling
overhead. NUBL [22] is based on an earlier approach and construct a tree where
leaf nodes are encoded and stored as object in the DHT. This enable peers
to search through the tree to locate information within the desired range. The
routing of a query is improved to O(Log2(D/4)/2) using Chord with only O(D/2)
in increased maintenance. DRing [13] constructs an additional overlay circle on
top of the existing structure. This super-node structure consists of leaf nodes
in a prefix based routing tree. The super-node structure reduce the tendency
to overload the upper levels of the tree by traversing requests through caching.
The DRing algorithm claim that optimal performance is achieved when queries
greatly outnumber inserts.
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Table 3. Over-DHT indexing algorithms

Name Form Routing Maintenance

NUBL [22] Tree
Log2(

D
4 )

2
∗ Chord D

2
+ Chord

DRing [13] PHT O(Log N) O(Log N)

4 Results

The approaches are examined in a worst case scenario where up to 1010 devices
continuously perform updates of their sensor data while performing complex
queries in the DHT. Parameters, such as network topology, transmission delay,
and query rate, are selected to be equal in each case and are therefore eliminated.
All results are normalized to Chord, as it is determined to be well scaling for
large number of devices. The figures will therefore show a message ratio where
any solution that is parallel to 1 is determined to scale comparable to Chord.
An approach that have a decreasing ratio that is <1 scales better than Chord,
while having an increasing ratio that is >1 indicates that it scales worse.

In Fig. 1 the signaling is presented for the DHTs in Table 1, with the exception
of CAN. Normalizing the routing and maintenance of CAN to Chord resulted in
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Fig. 1. Lin-Log plot of messages per node for basic overlay networks normalized to
Chord for up to 1010 devices.
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an exponential curve that ended at one thousand times the signaling in Chord
for 1010 devices. Cycloid is shown to outperform Chord when the number of
participating devices exceed 103. Since the maximum number of participants in
Cycloid is determined as n = d ∗ 2d where d is the dimension of the hypercube
we opted for solving d for the current n along the x-axis. This simplification thus
show the ideal solution at any given size and a practical implementation would
require additional messages to be transmitted for each operation.

4.1 In-DHT Indexing Schemes

In Fig. 2 we examine the in-DHT approaches P-Grid, SONAR, and LORM. P-
Grid follow Chord at 1. However, an analytic expression for SONAR routing
were not found, and logarithmic coefficients were therefore found in [12] through
logarithmic fitting. The discovered routing coefficients for SONAR are shown
in Table 2. LORM is based on Cycloid and use the same equation as in Fig. 1.
LORM is capable of maintaining multiple dimensions simultaneously but LORM
is limited to a single dimension in this comparison since all other approaches
would require multiple concurrent DHT to support the same. It is observed that
there is an intersection between all three approaches in the vicinity of 5 ∗ 102

devices. After the intersection LORM outperform the other solutions. SONAR is
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Fig. 2. Lin-Log plot of messages per node for in-DHT range queries normalized to
Chord in peer-to-peer networks for up to 1010 devices.
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performing better than the other approaches before the intersection and is then
slightly more expensive than Chord. Since maintenance in LORM is constant,
there is only one factor that scales logarithmic as opposed to two logarithmic
scaling factors in Chord which implies that LORM will converge to 0.5 for very
large numbers.

4.2 Over-DHT Indexing Schemes

Figure 3 display Chord and LORM which is compared with NUBL. Since NUBL
is an over-DHT approach its routing is multiplied with that of Chord and its
maintenance is added to the Chord maintenance. NUBL would perform better
in conjunction with Chord than Chord by itself according to these calculations.
Using only one dimension in NUBL yields a very low signaling when compared
to Chord. Setting d = 4 make NUBL seems to converge with LORM for large
networks with >1010 devices. This behavior is caused by calculating logarithms
for values less than one, making scalability estimations for d < 4 impossible using
this method. The total routing term from Table 3 is less than one for d < 8 due
to another division by 2.
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Chord in peer-to-peer networks for up to 1010 devices.
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5 Conclusions

The goal of this paper was to find what type of indexing the IoT would be capable
of supporting for sensor information which is continuously changing. The focus
was on distributed approaches that scale to billions of devices. The initial analysis
of the literature concludes that range query indexing is the only indexing scheme
in this survey that is viable for the scale that the IoT require. Several range
query approaches are then investigated and evaluated based on two requirements.
The indexing scheme must (1) transmit as few messages as possible in a query,
and it must (2) reflect updates in information quickly. The approach was to
compare the indexing schemes to a known scalable solution. Section 4 evaluated
several indexing schemes that support range queries in terms of query length
and maintenance. It is shown that LORM outperform the other alternatives,
however the ideal parameters that were used in the evaluation of LORM are
difficult to implement in practice. The second most effective algorithm is NUBL,
which provide functionality for multidimensional range queries and still require
less signaling than Chord. Both LORM and NUBL based approaches therefore
require further investigation through both simulation and trial deployment in a
testbed, to evaluate the possibility of selecting the parameters of LORM such
that it is practical to implement and then compare that implementation to one
of NUBL.
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Abstract. This paper introduces the problem of high precision control
in constrained wireless cyber-physical systems. We argue that balancing
conflicting performance objectives, namely energy efficiency, high relia-
bility and low latency, whilst concurrently enabling data collection and
targeted message dissemination, are critical to the success of future appli-
cations of constrained wireless cyber-physical systems. We describe the
contemporary art in practical collection and dissemination techniques,
and select the most appropriate for evaluation. A comprehensive simula-
tion study is presented and experimentally validated, the results of which
show that the current art falls significantly short of desirable performance
when inter-packet intervals decrease to those required for precision con-
trol. It follows that there is a significant need for further study and new
solutions to solve this emerging problem.

Keywords: Wireless sensor networks · Cyber-physical systems ·
Control · Communications protocols · Data collection · Dissemination ·
Routing · Reconfiguration · Structural monitoring · Fundamental limits ·
Performance

1 Introduction

Wireless sensor and actuator networks will be a key enabling technology in the
next generation of cyber-physical systems (CPS). The CPS paradigm introduces
new functional and associated design requirements that are not typically consid-
ered in the development of wireless sensor network (WSN) technologies. A key
differentiator between WSN and CPS can be stated in terms of the evolution
from sensor networks designed exclusively to collect sensor data to those with
the ability to augment sensor data collection with physical control over the envi-
ronment using one or more actuators. Thus, the notion of control becomes a
significant factor, which raises a number of important questions. Furthermore,
the potential to interact with and exert control over the physical environment
presents an entirely new challenge to the research community, particularly in
attempting to bring cheap and effective networked embedded systems to the
fore in industrial monitoring, control and automation applications. Depending
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on the application, numerous potential control strategies may be applicable. This
work considers the case where a central entity, man or machine, requires the abil-
ity to remotely control devices in a network. Notionally, this requirement may
be to send a control message to a device equipped with an actuator to alter some
physical state in the environment (e.g. adjusting a valve to achieve a desired rate
of flow). This is not dissimilar to disseminating a message in a traditional WSN
to change, for example, the rate at which a node samples a connected sensor,
or its reporting interval (often referred to as inter-packet interval (IPI), i.e. the
rate at which the application generates data packets to be transmitted towards
a sink node) [7]. However, with the exception of RPL (Sect. 3), all contemporary
approaches disseminate messages using network flooding mechanisms, irrespec-
tive of the intended recipient. We make the following assumptions:

– Applications of cyber-physical systems may include heterogeneous devices,
i.e. numerous connected (or integrated) sensors and/or actuators [2], which
participate in the same network

– Applications will to evolve from traditional networks collaboratively detecting
distributed phenomena to targeted sensing of discrete, localised phenomena
contributing to the monitoring and control of macro systems

– Applications will require the ability to exert fine-grained control over individ-
ual devices, which may include commands that can be generated autonomously
or manually by users, i.e. human-in-the-loop

An important question is therefore raised: can (and if not, how can) we ensure
effective, i.e. reliable and timely, transmission of control or actuation messages1

to specific devices in a network? Furthermore, can this be done whilst respecting
and adhering to traditional WSN design objectives, including energy efficiency,
robustness and reliability? Similar questions have attracted increased attention
in the recent literature, e.g. in [9,10]2 and [19]. Perhaps equally important are
the questions: can both collect and control traffic types effectively coexist in a
full network stack, what is the relationship between them, and what are the
inherent trade-offs? There is a significant gap in the literature concerning how
data collection, a standard function of most sensing systems, and fine-grained
control, a feature that is increasingly required, can coexist in a fully integrated
application stack in the context of CPS. In attempting to answer these questions,
we present the following contributions in this paper:

– A rigorous evaluation of the performance of coexisting state-of-the-art collect
and control protocols in a full network stack (Sect. 4), including quantified
assessment of the trade-offs with regard to latency, energy efficiency and reli-
ability performance under various operational loads. Our evaluation is pred-
icated on a real application where WSN technology is used to monitor and

1 The terms are hereinafter used interchangeably, and may apply to sending an actu-
ation command or a reconfiguration command.

2 Downward routing is a term also used to describe the traffic pattern for such mes-
sages, particularly in the standards community, e.g. [21].
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control critical infrastructure, described in Sect. 2. We use selected state-of-
the-art protocols described in Sect. 3.

– Evidence and subsequent examination, in Sects. 5 and 6, respectively, show-
ing that the existing art does not sufficiently enable the level of high-fidelity
control required for CPS without significant degradation in one or more per-
formance metrics.

2 Background and Motivation

This work originates from efforts to apply wireless cyber-physical systems to
the monitoring and control of critical infrastructures. Specifically, it stems from
efforts to demonstrate the feasibility of WSN technology applied to structural
health monitoring in an operational environment [1], i.e. that of a cable stayed
bridge3, during and post construction. Some interesting technical challenges were
involved in the first instance, such as using heterogeneous sensors. Industrial,
commercially available sensors were specified by collaborating geomonitoring
specialists4. These included displacement, strain, inclination, acceleration, and
pressure transducers, soil moisture probes, anemometers and precision temper-
ature sensors. Each sensor type had varying electrical characteristics and com-
munications interfaces [2]. They were connected to mote-class devices (below) in
varying numbers and configurations, depending on the specified location on the
structure and measurement of interest. This is representative of a new challenge
in applied WSN research, whereby heterogeneous sensors, and their physical con-
figuration, are used in combination to monitor a macro system whilst using a
common wireless communication infrastructure. Traditional WSN implementa-
tions tend to use homogeneous devices across the network, collaboratively mon-
itoring distributed phenomena, such as light and temperature. These features,
coupled with highly localised sensing (e.g. using a displacement transducer, with
a limited sensing range (i.e. centimetres), for crack detection), contributes to new
challenges in terms of remote device interaction and control. The incorporation
of hybrid energy harvesting and storage to effectively provide perpetual energy
to the devices in the field was also required and demonstrated [1,17]. A simple
system architecture was developed, where sensor data is periodically commu-
nicated over multiple hops towards a sink node, which in turn connects to a
gateway and transfers data to networked servers, thus allowing analytics to be
performed by domain experts.

Hardware. Bespoke sensor nodes, mote-class devices, were developed to satisfy
monitoring and energy requirements, which include MSP430F54375 microcon-
trollers and TI CC25206 RFICs as key computational and communications com-
ponents. We refer the interested reader to [1] and [17] for more on the hardware.

3 http://www.fr.ch/poya/fr/pub/index.cfm.
4 http://www.solexperts.com.
5 http://www.ti.com/lit/ds/symlink/msp430f5419a.pdf.
6 http://www.ti.com/lit/ds/symlink/cc2520.pdf.

http://www.fr.ch/poya/fr/pub/index.cfm
http://www.solexperts.com
http://www.ti.com/lit/ds/symlink/msp430f5419a.pdf
http://www.ti.com/lit/ds/symlink/cc2520.pdf
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Embedded Software and Communications. Original firmware was built using
TinyOS [14], and used the available communications stack, i.e. CTP for data
collection over BoX-MAC [18]. Remote management of the network was done
using DRIP [20], with Deluge used for reprogramming [8] - both packaged with
the TinyOS operating system. These are described in more detail in Sect. 3.

Energy Efficiency and Reliability. Energy efficiency is key to prolonged field oper-
ation. The hardware was designed to be as energy efficient as possible, achieving
a quiescent current of <10µA in the lowest power mode with sensors attached.
Assuming inter-packet intervals of hours (suitable for long term monitoring),
the system could be duty cycled aggressively (∼1 %). CTP has been shown to
deliver >90 % reliability under most conditions. For low-rate, i.e. large IPI, and
low-density deployments, this approaches 100 % depending on the link layer. For
long term monitoring tolerant of minor loss, it was sufficient to achieve >95 %
packet delivery, typically achievable using CTP over BoX-MAC [7].

2.1 Cyber-Physical Systems: Features and Design Objectives

The ability to remotely interact with individual devices in the network is a
desirable feature that was not sufficiently implemented in our initial system.
The end user requires control of individual devices during anomalous periods,
e.g. to investigate a potentially dangerous situation detected by a device. This
is achievable by changing the sampling rate or reporting interval of a particular
sensor, connected to a particular port of a particular device. Theoretically, this
also shifts focus towards high-fidelity control and actuation in CPS, where addi-
tional features and associated performance requirements are certain to emerge
as applications become more complex. This work focuses on achieving high-
precision control over devices, a required feature of both our original system and
emerging CPS applications.

High-Precision Control. Where an actuator exists in the network, it is necessary
to communicate with this device directly, with a high degree of reliability and low
latency. Therefore, the ability to remotely exert fine grained control over each
of these devices is of primary interest. There are some existing mechanisms to
perform this task, assessed in more detail in the next section, where we later show
and argue that they do not necessarily meet the following goals of an effective
precision control mechanism for CPS. The main goals of a precise control scheme
for wireless CPS are as follows:

– Addressability: each device should be individually addressable
– Reliability: control and actuation messages should achieve maximum delivery,

i.e. approach 100 %
– Efficiency: the system should retain the principles of minimising the resources

required to deliver messages to target devices, i.e. minimum amount of trans-
missions, minimal state, energy, etc.

– Low Latency: control messages should exhibit low latency, approaching fun-
damental lower bounds
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– Robustness: the system should continue to operate irrespective of dynamic
communications conditions, topologies, loads, etc.

There are additional requirements, such as hardware independence and security,
of equally significant importance. We retain the principle of ensuring hardware
independence, but regard security as being beyond the scope of this contribution.

3 Data Collection and Dissemination Protocols

Most implementations of WSNs use a single point of data collection. This typi-
cally requires the creation of a tree routing structure, rooted in a sink node (or
relatively fewer sink nodes to sensing nodes). This constitutes converge-cast net-
work traffic (many-to-one), and has been the focus of the majority of research and
development efforts to-date. Data dissemination requires transmitting messages
in the opposite direction, either sending network-wide messages (one-to-many,
or flooding), or one-to-one (sometimes referred to as point-to-point or any-to-
any). The latter requires more complex routing information, which we consider
in more detail in the following sections.

Data Collection Protocols. There are numerous popular solutions for data col-
lection in WSNs, such as Collection Tree Protocol (CTP) [7] and RPL [21],
both of which are based on converge-cast communication towards one or more
sink nodes. In the standards community, these are often described as destination
oriented directed acyclic graphs. We disregard early protocols, such as Mulitho-
pLQI7 and MintRoute [22], which are obsoleted and improved upon by CTP.
There have been recent efforts to enable any-to-any, e.g. [6,11], and multi-mode
downward routing, e.g. [10], with similar objectives in mind, discussed later.

Dissemination Protocols. If we consider a multi-hop network - with any under-
lying communications infrastructure - controlling individual devices primarily
requires finding a route to the device in question, and transmitting the neces-
sary command to that node. There are solutions for disseminating data in WSNs,
including DIP [16], DRIP [20] and RPL [21], many of which are closely related to
and use the Trickle algorithm [15]. These differ from protocols like Deluge [8] and
MNP [12], in that they are designed to deliver small values, whereas the latter
are designed to deliver larger files such as binary code updates. The majority of
traditional WSN research considered networks of homogeneous devices, where
updates and configuration commands were disseminated to every device in the
network, leveraging local neighbourhoods to advertise and agree upon versions.
More complex dissemination is possible using the existing art, e.g. as described in
TEP 1188, performing predicate-based changes, implemented by layering inter-
faces above the existing low-level networking primitives. There are other pro-
posed solutions that attempt to solve both simultaneously, such as Chaos [13].
As with many advances in WSNs, each solution is often well suited to different

7 http://www.tinyos.net/tinyos-2.x/tos/lib/net/lqi/.
8 http://www.tinyos.net/tinyos-2.1.0/doc/html/tep118.html.

http://www.tinyos.net/tinyos-2.x/tos/lib/net/lqi/
http://www.tinyos.net/tinyos-2.1.0/doc/html/tep118.html
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scenarios, having been developed with different functionalities and performance
metrics in mind. The function of a collection protocol is intuitive, however, the
thinking behind dissemination requires more careful consideration, particularly
as high-fidelity precision control is required over individual devices. For the pur-
poses of our evaluation, we select CTP and Trickle as the most applicable proto-
cols to evaluate as part of a full application. These are mature and well studied
protocols that exemplify the current art in efficient and reliable wireless network-
ing. Furthermore, their implementation does not require the accommodation of
additional overheads associated with the standards under development. Finally,
commercial protocols, including ZigBee and WirelessHART, are not considered.
This is due to their implementation of the IEEE 802.15.4 MAC, which is founded
on global time synchronisation9. This is significantly less energy efficient than
asynchronous (or semi-synchronous) radio duty cycled MAC protocols, such as
ContikiMAC and BoX-MAC.

4 Experimental Evaluation

To evaluate the performance of the selected coexisting collection and dissemi-
nation protocols, we implemented a full application using the Contiki operating
system [3]10. The application uses CTP for data collection, implemented as the
Contiki collect protocol, and Trickle for the dissemination of messages using the
Rime network stack [5], with ContikiMAC to manage the radio [4] using the
default settings. ContikiMAC tends to provide better reliability and energy effi-
ciency than BoX-MAC, and is therefore a natural design choice. We include a
randomised destination address (of a node in our network) for each dissemina-
tion message in the payload of the packet (which in our case is less than the
minimum Contiki packet size), and post-process the stored log files to compute
results, thus allowing Trickle to be used without further modification.

4.1 Simulation

Cooja, the simulator/emulator packaged with the Contiki operating system, was
used for this study. The Multi-path Ray-tracer Medium (MRM) radio model
provided by Cooja was used to simulate a realistic radio environment. The noise
floor was set to −90 dBm with a standard deviation of 2 dBm. These values were
shown to be realistic for low noise environments in [9].

Topology. The topology used for simulation consists of a network of 45 nodes
deployed in 3-dimensional space, guided by the bridge (see footnote 3) monitor-
ing scenario described in Sect. 2. This corresponds to nodes placed 50 m apart,
lining either side of the bridge (10 m separation) spanning 850 m. Nodes are

9 The amended IEEE802.15.4e (TSCH) is insufficiently mature for consideration.
10 We use the latest stable Contiki release, Contiki 2.7, available: http://www.contiki-

os.org/download.html.

http://www.contiki-os.org/download.html
http://www.contiki-os.org/download.html
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placed vertically perpendicular to the x- and y-axes on two pylons (325 m and
625 m from the sink, respectively) to a height of +150 m in the z-axis, using 3
nodes spaced 50 m apart. The sink node is placed 50 m from the node closest to
the end of the bridge.

Parameter Selection and Evaluation Metrics. Inter-packet intervals (IPI)
are swept from 5 to 45 s with 5 s interleaved, denoted IPID for dissemination
and IPIC for collect. IPIC tends to vary depending on the application and the
granularity of the sensor data required. It may be tuned towards saturation (i.e.
IPIX → 0) during periods when additional data points are required to more
thoroughly assess a situation11. The duration of the simulation was chosen so
both protocols sent at least 250 messages, i.e. t = 250×max(IPID, IPIC), where
every node must transmit the minimum number of collect messages. Therefore,
the total number of simulated collect messages transmitted ranges from ∼11,250
to ∼101,250, and the number of control messages varies from a minimum of 250
to a maximum of ∼2250. This has a significant impact on the duration of each
simulation run. At the beginning of the simulation, the network is afforded 120 s
for the collect protocol to settle and obtain information about nodes’ neighbour-
hoods. Thereafter, both protocols begin transmitting packets at the predefined
rates. For the collect protocol, upon the expiration of the predefined interval,
a secondary random timer is started, within a maximum length of 20% of the
main timer, to reduce congestion and increase the delivery rate. When the main
timer expires on the base-station, a message is generated and sent to a node in
the network, chosen at random. Because Trickle is initiated by one node only,
there is no need for a secondary timer, as it would have no impact on the delivery
rate. The evaluation focuses on following metrics: (i) reliability, (ii) latency, and
(iii) energy efficiency. Reliability is calculated as percentage of messages that
are successfully delivered to their destination. Latency is calculated as the time
difference between the moment when the message was generated by the source
node and the time the message is delivered to its destination. Timestamps are
collected from the log file generated by Cooja. Energy efficiency is evaluated
with the PowerTracker plugin, which tracks, for each node, how long the radio
is turned on, transmitting or receiving.

5 Results and Evaluation

For each of the 81 {IPID, IPIC} pairs, we ran the experiment three times (i.e.
243 runs in total). For each run, average reliability, latency, and energy efficiency
were computed. We discuss these metrics individually in the following subsec-
tions, where the results (i.e. each data point) is the computed average from three
simulation runs. In addition to running the collect and dissemination protocols

11 The literature suggests typical IPIC values � 15 s. We include this interval, in addi-
tion to approaching saturation and selecting numerous divergent values. The same
is done for IPID, where typical values for this frequency are relatively unknown.
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Fig. 1. Baseline figures for reliability (a), latency (b) and energy (c) performance for
collect (red) and disseminate (green) protocols running independently (Color figure
online)

in parallel, we also ran them separately to obtain baseline data. The results are
illustrated in Fig. 1, which shows performance to be in line with expectation.

5.1 Reliability

Figure 2 shows that the collect protocol delivers less than 10% of the messages
when IPID ≤ 10 s, regardless of the collect interval. For larger IPID, the relia-
bility of the collect protocol increases, and stabilises at a certain value. This value
differs, on average, by ∼1.7 % from the baseline collect reliability, i.e. without the
dissemination protocol running in parallel. This shows that significant perfor-
mance degradation occurs in terms of data collection when dissemination inter-
vals are below 25 s. Dissemination reliability is shown in Fig. 3. It is clear that
for IPID ≤ 25 s, the packet reception rate for disseminated messages (PRRD)
degrades significantly. There are two further interesting observations to be made.
The first is that, for IPID ≥ 25 s, PRRD is consistently approaches 100 %. This
demonstrates how successful dissemination is when compared to collection. This
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Fig. 3. Packet Reception Rate (PRR) for disseminate messages (PRRD) for each inter-
packet interval pair {IPID, IPIC}.

is intuitive, as data collection via a tree rooted in a sink (many to one) is inher-
ently more difficult than network-wide message dissemination (one to many).
Secondly, there are some counter-intuitive data points in the graph. Looking at
IPIC = 5 s, we can see that the average PRRD is greater than that for larger
IPIC intervals. Owing to the random component used in the simulation and use
of computed averages, the exact reason is difficult to pinpoint. High reliability is
characteristic of the Trickle algorithm’s dynamic tuning, and ability to rapidly
propagate messages [15]. Practical evaluation of this phenomenon is inconclu-
sive (Fig. 7(a)), and is worthy of further study. This does not detract from the
overall result showing that for shorter IPID & IPIC reliability performance is
significantly degraded.

5.2 Latency

Figure 4 shows the time required for packets to be collected from the network. It
follows the same trend as for reliability. It is worth remembering that the depth
of the network is significant, where the number of hops can be as many as 15 to
and from the sink12. This is a linear function of the delay experienced in end-
to-end communication over multiple hops, and depends heavily on the receive
check interval of the underlying MAC protocol in duty cycled asynchronous13

CSMA-CA approaches. For IPID ≤ 10 s, it takes on average more than one
minute for a message to be delivered to the sink, regardless the value of IPIC .
As IPID increases, the collect time stabilises at a certain value. This value does
not differ by more than ∼10 % from the average collection time of the collect
protocol baseline for that IPIC . Figure 5 shows the time taken for messages to
be disseminated to predetermined destination nodes in the network, on average.
In this case it is clear that performance degrades for IPID ≤ 20 s for all IPIC .
In all cases, this is approximately an order of magnitude more efficient than data
collection. This is similarly attributable to the fundamental difference between
12 The average number of hops across all experiments is � 4.3.
13 We consider asynchronous MACs to be those without global or centrally coordinated

time synchronisation.
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collection towards a single point and dissemination throughout the network, and
Trickle’s ability to rapidly propagate messages.

5.3 Energy Efficiency

To estimate energy efficiency, we use the radio duty cycle (RDC) as a proxy.
Although it is not a true approximation of the energy cost for our target system
(where sampling the sensors is often significantly more energy intensive than
radio communication [2]), we are interested in the impact of the protocols’ coex-
istence on the system’s energy efficiency, and thus it is sufficient for the purposes
of this evaluation. Figure 6 shows the total time for which the radio is active for
each {IPID, IPIC} pair. It shows that for IPID < 20 s the RDC ranges from
31–36%. The radio ON time in Fig. 6 is the sum of the TX and RX on times14.
This is a significant energy cost, where total RDC for these types of systems
would ideally be kept as close to ∼1 % as possible. The ratio of time the radio
spends in each of RX (i.e. listen) and TX (transmit) modes is approximately

14 We disregard the total ON time. For all IPID < 20 s, ON is in the region 60–80%.
We recalculate this as the sum of RX and TX active times, as they are reflective of
the higher energy modes of the RFIC when listening and transmitting, respectively.
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10 : 1, respectively. It is again noticeable that for IPIC = 5 s, there is a counter-
intuitive result. In this case, looking at Fig. 6, the radio consumes less energy.
However, this does not detract from the overall result that there is a significant
cost increase for all IPID < 20 s, and corroborates the preceding reliability and
latency results. Compared with the baseline energy performance results for each
protocol shown in Fig. 7(c), it can be seen that there is a significant overhead
when the protocols coexist, most noticeably for IPID ≤ 20 s.

6 Discussion

The results in Sect. 5 demonstrate that there are significant shortcomings in the
performance of the best, i.e. most efficient, reliable and robust, communications
protocols for data dissemination and collection when concurrently deployed in
the context of emerging applications of CPS that may use constrained wire-
less networks. Our evaluation shows that energy requirements are significantly
increased for small inter-packet intervals, and the reliability performance of the
collection protocol is significantly affected by the presence of regular control
messages in the network. PRRs < 30% for IPID < 20 s will hardly be accept-
able for CPS. This is hugely problematic when considering the nature of control
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applications, where timely feedback, i.e. sensor data, is required to make con-
trol decisions. Furthermore, we show that latency with regard to sensor data
collection is largely doubled for small IPID.

6.1 Caveats and Limitations

Our initial evaluation is based on simulation only, which is largely considered to
be insufficient. There are justifiable reasons to adopt this approach. An evalua-
tion in the wild for our use case would require uninterrupted access to approxi-
mately 1 km of operational civil infrastructure to conduct 81 individual experi-
ments (243 to obtain similar averages). Gaining such access is almost impossible
for the purposes of experimentation. Therefore, simulation is essential to conduct
necessary pre-deployment validation and test. Accordingly, the simulation exper-
iments in Sect. 4 considered a very specific application scenario, which tightly
governs the network topology. Nevertheless, we conducted a smaller scale practi-
cal experiment on a subset of the {IPID, IPIC} pairs to assess and demonstrate
the effects presented in Sect. 5, as follows.

Practical Evaluation. We built a reduced linear network, where 13 TelosB
(clones) were distributed over three floors of the Electrical and Electronic Engi-
neering building at Imperial College London. Experiments were conducted to
generate data points for 9 {IPID, IPIC} pairs, governed in duration by IPID
for 250 disseminated messages in each case. The average number of hops per
message transmitted was � 3.8; reasonably close to the 4.3 in the simulated net-
works. IEEE 802.15.4 channels 25 and 26 were used for each pair, in a typically
noisy environment, and averages computed.

Figure 7 shows the results for PRR of dissemination and collect messages,
and energy efficiency (by proxy of RDC, calculated by counting the clock ticks
during active (i.e. TX and RX) modes of operation). Irrespective of the reduced
scale of the experiment, the results show that performance degradation is in rela-
tive agreement with the simulation, thus validating the existence of the problem.
It is likely that for different network topologies, depths and dynamic RF envi-
ronments, the results will vary.

Interestingly, there is a marked improvement in the PRRs for {IPID, IPIC} =
{5 s, 30 s}. This is a fairer reflection, and attributable to both significantly fewer
collect messages congesting the network and fewer overall nodes in the network
(with respect to the simulation study). Nonetheless, the performance is still less
than ideal for prospective wireless CPS applications, and the network is shown
remain essentially non-functional for shorter IPI pairs. The energy performance
of the nodes in the network relatively improved, but in larger networks, more mes-
sages in both directions will increase the active periods of the RFIC.

Finally, we neglect to propose a new solution that improves the status quo.
This is because it is essential to completely understand the performance limita-
tions of the state-of-the-art before proposing any new alternative. This consti-
tutes essential knowledge for potential adopters of technologies using constrained
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wireless components. Methods to improve the situation are under development,
but are left to future work. New methods to effectively store and manage routing
information will be essential to overcome these performance limitations, and will
exploit increasing on-chip memory, processing capability and energy efficiency.

7 Related Work

Stolikj et al. proposed improvements to the performance of Trickle by enhancing
cross-layer interactions, showing how MAC layer implementations can lead to
violations of Trickle’s delicate timing requirements [19]. Isomin et al. show that
current, and improved, versions of contemporary dissemination techniques fall
short of the requirements for actuation in wireless CPS, and question of whether
P2P traffic support is even necessary for CPS. They illustrate that Trickle out-
performs an improved variant of RPL in terms of efficiency, a result that we
leverage in the selection of Trickle in this work [9]. Furthermore, based on our
evaluation, it is evident that there is cause to implement more complex down-
ward routing information to improve overall network performance. Ko et al. pro-
pose DualMOP to solve the problem of heterogeneous modes of operation (i.e.
storing and non-storing modes) of the RPL standard in overlapping networks
[10]. Dunkels et al. proposed the Announcement Layer to coordinate beacons in
the network to reduce overheads associated with concurrent collection and dis-
semination strategies. They extend Contiki Shell application through netcmd to
demonstrate how a command may be run on all nodes in the network. They do
not consider the requirement for direct addressability, or finding efficient meth-
ods that do not flood the entire network. They show how beacon coordination
can contribute to improvements, e.g. reducing the overall number of beacons
required by 9 % by exploiting coordinated announcements [4]. Dunkels et al.’s
approach, if extended, would be similar to the explanation in TEP 118 on how
to handle more complex dissemination, discussed in Sect. 3. However, none of
the existing approaches directly address the problem of high precision control
in wireless sensor and actuator networks where there exists the need for concur-
rent, highly reliable, timely and energy efficient data collection and (addressable)
dissemination, which will be required for wireless CPS applications.

8 Conclusion

In this paper we describe the emerging problem of high precision control over
cyber-physical systems with constrained wireless devices in the loop. We articu-
late the need for concurrent collection and dissemination strategies that satisfy
conflicting objectives; namely energy efficiency, high reliability and low latency.
We select two of the most established, studied and optimised protocols for each,
CTP and Trickle, and evaluate them across a comprehensive range of inter-packet
intervals in simulation. We demonstrate how these protocols, when implemented
concurrently, do not achieve the performance requirements necessary for appli-
cations of cyber-physical systems. It follows that there is a significant need for
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additional study and new solutions to solve the problem of high precision control
in constrained wireless cyber-physical systems.
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1 Introduction

The Dynamic Embedded Sensor-Actuator Language (DESAL) [2] is a rule-
based programming language, without events, interrupts, or hidden control.
Nodes have built-in access to their neighbors’ state, with automatic node dis-
covery and health monitoring. Applications communicate via shared variables,
rather than explicit message passing. Shared variables naturally represent the
state of self-stabilizing algorithms. DESAL simplifies the construction of self-
stabilizing embedded applications by eliminating network programming, while
offering significant reliability improvements.

Contributions. This paper presents both incremental and fundamental contri-
butions. First, we present DESALβ , a significant improvement of the DESALα

implementation reported in [1]. DESALβ includes a new, more complete com-
piler, with new support for C-based types and control flow constructs, as well
as a new C/nesC code mixing feature. A comparative performance analysis
between DESALα and DESALβ is presented. Second, and more fundamen-
tally, we present an in-depth treatment of a self-stabilizing algorithm realized in
DESALβ to assess the utility of the paradigm. The analysis centers not only
on ease-of-use, but on fault-tolerance and convergence time, post-fault. Prior
publications focused on grammar and architectural details.

2 Related Work

Prior work on programming approaches for embedded network systems span two
paths. The first is focused on node-level programming. Representative solutions
include Contiki [4], MANTIS [5], TinyOS [3], and others. Although the kernel
of Contiki is event-driven, preemptive multi-threading is supported through a
library. Contiki programs can be loaded dynamically and are C-based. Similarly,
MANTIS provides users with a cross-platform, event-driven operating system
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that can be used to load programs dynamically. Programs for MANTIS are
written in C, with slight changes to the basic program structure, such as requiring
a start function instead of a main function, as well as other idioms. TinyOS
is another platform for wireless sensor networks (WSNs). Programs are written
in nesC, an event-driven language that derives from C [6].

The second path of prior work focuses on network-level macro programming,
which hides the details of individual sensor nodes from programmers. TinyDB [7]
and Cougar [8], for instance, abstract a WSN as a relational database and allow
the use of declarative SQL-based queries to retrieve data from the network.
Kairos [9] provides a shared memory abstraction to access one-hop neighbors
and acquire their data. Regiment [10] is a functional language that enables spa-
tiotemporal macroprogramming, which hides the direct manipulation of program
states from the programmer. It divides a larger network into abstract regions
and provides abstractions for querying the state across a region.

DESAL is introduced in [2]. It adopts five fundamental principles: (i) a
state-based model of programming, which abandons event-driven logic in favor of
state-based logic; (ii) shared variable communication, which enables the sharing
of state variables across devices; (iii) a rule-based programming model, in which
programs comprise a set of statements, where each statement is a guarded action
dependent on a Boolean condition; (iv) dynamic binding, which allows for shared
variable communication in the presence of changing wireless connectivity; and
(v) synchronized, network-wide action timing. A preliminary implementation of
a DESAL compiler is presented in [1]. SELFWISE [11] also supports state-based
programming and offers a supporting runtime environment for self-stabilizing
algorithms. However, it lacks support for coordinated, distributed actions, which
is an important feature in many scenarios.

3 DESALβ

DESALβ is a framework for implementing self-stabilizing embedded network
applications. It provides a state-based programming language with support for
C-based constructs, a runtime platform based on TinyOS and a Java user inter-
face used to monitor and debug applications. We adapted the DESAL runtime
to TinyOS 2.1.2, from TinyOS 1.x and replaced the time synchronization module
with the Flooding Time Synchronization Protocol (FTSP) [15] to achieve bet-
ter synchronization performance. DESALβ code is translated to nesC code and
compiled with the supporting runtime libraires. DESALβ adapts the runtime
design described in [1].

New DESALβ language features include: (i) C-based structs to provide flex-
ible data representation; (ii) nesC/C code mixing to accommodate situations
where it is more convenient to use event-based semantics; (iii) multi-hop bind-
ing to enable variable sharing across multiple hops, and to simplify algorithms
implemented based on the notion of a K-neighborhood; and (iv) declarative link
quality guarantees to ensure network robustness.
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4 Case Study: Spanning Tree

The case study involves creating a routing tree in the network. A key advantage
of DESALβ is that complex logic for message exchange is hidden from the
programmer. The self-stabilizing algorithm developed by Goddard et al. [18] is:

Rule 1:
v.ID = 0 → v.distance

= 0 ∧ v.parent = v;

Rule 2:
v.ID �= 0 ∧ ∃u ∈ N(v) : (u.distance =

minD) → v.distance = minD + 1∧
v.parent = u ∧ v.parentAlive = true;

Rule 3:
v.ID �= 0 ∧ v.parentAlive

= false → v.distance

= ∞ ∧ v.parent = v

where v.distance represents the distance of node v from the root of the tree,
v.parent points to the parent node of v, and minD denotes the current shortest
distance to the root, among all neighbors of a non-root node v. An ID value
of zero is used to represent the root node, while non-zero values represent non-
root nodes. v.parentAlive indicates whether a node’s parent is healthy. Rule 1
is responsible for declaring the root node of the tree. Rule 2 is responsible for
searching for a parent. Rule 3 is responsible for recovering from a parent fault.

1 component spanningTree
2 shared uint16 distance = 255
3 unshared uint16 parent = ID
4 unshared uint16 minD = 254
5 unshared bool parentAlive = false
6 binding uint16 nDistance <-

*.spanningTree.distance[20]
7
8 // non-root node updates its parent
9 every 3\,s after 0s

10 (ID!=0 && parentAlive == false):
11 foreach d in nDistance {
12 if(d<minD){
13 minD = d
14 parent = src(d)
15 parentAlive = true
16 }
17 }
18 distance = minD+1
19 $Leds(distance)
20 []
21 // set root node’s distance
22 ID == 0:
23 distance = 0
24
25 // check parent, recover if parent down
26 every 30\,s after 0s
27 (ID !=0 && parentAlive == true):
28 parentAlive = false
29 foreach d in nDistance {
30 // determine if parent is alive
31 if(parent == src(d)){
32 parentAlive = true
33 }
34 }
35 // if parent down, reset
36 if(parentAlive == false){
37 minD = 254
38 distance = 255
39 parent = ID
40 $Leds(distance)
41 }

Listing 1. Spanning Tree

We translate the above rules to
the DESALβ code shown in Listing 1.
Line 2 shows that each node main-
tains a shared variable distance to
represent its distance from the root.
Initially, each node’s distance is set
to 255, indicating a disconnect from
the tree. On line 3, local variable
parent is similarly initialized to the
host node’s ID. Neighbors’ distance
information can be read from the
multi-binding nDistance. The first
subcomponent, on lines 9–23, imple-
ments rules 1 and 2. Every 3 s, the
foreach loop on lines 11–17 finds
the neighbor offering the shortest dis-
tance to the root. The ID of this node
is acquired by src() and used to
update parent. The parentAlive
flag is set to true, and the host node’s
distance is set to 1 hop greater than
the parent’s distance, minD. The root
node’s distance is set to 0, as shown
on lines 22–23. Rule 3 is implemented
on lines 26–41. The src() function is used to (implicitly) check whether the
parent is still active. It returns the source ID of a binding. If it returns the par-
ent ID in the foreach loop, it implies that the parent is still reachable, and
parentAlive is set to true. When a non-root node detects a failed parent, it
resets its distance (255) and gets ready to rejoin the tree, as shown on lines 9–19.
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The DESALβ source code for the spanning tree algorithm is realized in
only 35 lines of non-whitespace code. The conciseness of DESALβ makes the
implementation of each rule a natural process and requires no understanding of
the underlying nesC facilities.

To validate the application, we performed a simulation in Cooja with 35 ran-
domly located nodes, each running the TinyOS image created from the DESALβ

application. We specified a given node (node 35) to be the root node. Upon sta-
bilization, the network organizes itself into a tree, and the parent of a given node
(node 31) is node 9. Since distance is the only state variable shared within the
network, we inject a parent fault by setting the distance of node 9 to 255. We see
that after the next round of communication, node 31 has been accepted by node
12, its other neighbor, as its new child. This fault is corrected in 9.2 s, which is
approximately the convergence time of the algorithm, as discussed later.

5 Evaluation

5.1 Space Overhead

We compare the space overhead for the spanning tree application using DESALα

and DESALβ . Nescc 1.3.4 [13] is used to collect the memory usage data. The
DESALα program uses 17,516 bytes of ROM, and the DESALβ program uses
24,476 bytes. The difference in ROM usage is mainly due to the introduction
of a more sophisticated time synchronization module. DESALβ uses TinyOS
2.x’s TimeSync library, which introduces 5,128 bytes more ROM overhead than
the TinyOS 1.x module used previously. ROM usage is also increased due to
the new communication stack in TinyOS 2.x. Test results show that TinyOS
2.x introduces 2,768 bytes of ROM overhead when two parameterized AMSend
interfaces are used. Since TinyOS 2.x uses more precise RAM allocation for
timers [23], the RAM usage of the DESALβ program is smaller, at 214 bytes.
Note that RAM is much more scarce than ROM on most embedded network
platforms. Consequently, the decrease in RAM usage by DESALβ , even at the
expense of increased ROM usage, is a significant efficiency improvement.

5.2 Convergence Time

When a fault occurs in a self-stabilizing network, the system eventually converges
to a legitimate state. A key performance measure for self-stabilizing algorithms
is the time taken for convergence. Convergence is defined by a global predicate,
which can often be expressed as a conjunction of local predicates. We measure the
convergence time of the DESALβ application by tracking the local convergence
time of each node. Network convergence time is expressed as the maximum local
convergence time in the network.

To measure convergence time, we used the NESTBed [14], which consists of
80 Tmote Sky nodes arranged in a grid topology, as well as the Cooja simulator.
We first use the testbed to test networks consisting of 20, 40, 50, and 80 nodes.
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We then use Cooja to test networks of 100, 150, 200, and 250 nodes. In Cooja,
each algorithm is simulated on 3 different topologies in a 100 m*100 m area. A
random topology places the nodes randomly, a grid topology places the nodes
evenly over the region in a matrix format, and an elliptical topology places the
nodes in a circle over the region. Each simulation assumes a Unit Disc Graph
Medium (UDGM), with a 100 % reception rate inside the disc, and 0 % outside.
Collisions occur if two nodes transmit concurrently.

For the Spanning Tree algorithm, the local predicate is (n.parent �= n) ∧
(n.Distance = n.parent.Distance + 1). Figure 1 shows the convergence time of
the algorithm. Figure 1a shows convergence time in terms of rounds, as a function
of network size. Figure 1b shows convergence time in terms of wall clock time,
again as a function of network size. Both metrics grow as expected with increased
size.

Fig. 1. Spanning tree

From Fig. 1, we observe that the ellip-
tical topology has the lowest convergence
time of the three topologies. This is because
this topology results in the least number
of message collisions compared to the other
topologies. Also, as network size increases,
it becomes more difficult for the algorithm
to stabilize. This is because our experi-
ments are performed within a limited area
(100 m*100 m); the probability of message
collision significantly increases as network
density increases. We also tried to enlarge the
network to more than 300 nodes. However,
the simulation became too slow due to the
RAM consumption caused by the increase in
Java threads in the Cooja application.

6 Conclusions

In this paper, we presented DESALβ , a framework for implementing self-
stabilizing embedded network applications. A spanning tree algorithm was used
to demonstrate that using DESALβ to develop self-stabilizing embedded net-
work applications is significantly easier than using event-based programing lan-
guages, such as nesC. However, when it is more convenient to use event-based
semantics, applications can also be written using a mixture of DESALβ and
nesC/C. Experimental results show that the space overhead of DESALβ is
acceptable and convergence time is low.
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Abstract. In model-driven development of embedded systems, one
would ideally automate both the code generation from the model and the
analysis of the model for functional correctness, liveness, timing guaran-
tees, and quantitative properties. Characteristically for embedded sys-
tems, analyzing quantitative properties like resource consumption and
performance requires a model of the environment as well. We use pState
to analyze the power consumption of motes intended for water qual-
ity monitoring of recreational beaches in Lake Ontario. We show how
system properties can be analyzed by model checking rather than by
classical approach based on a functional breakdown and spreadsheet cal-
culation. From the same model, it is possible to generate a framework of
executable code to be run on the sensor’s microcontroller. The goal of
model checking approach is an improvement of engineering efficiency.

Keywords: Water quality monitoring · Probabilistic model checking ·
Validation · Verification

1 Introduction

In this work we build a model for and analyze the power consumption of
water monitoring motes developed in the MacWater [1] project. The sensors
are intended for water quality monitoring of beaches on Lake Ontario, to sup-
plement and speed up the existing practice of manually taking water samples
and analyzing them in a lab. For battery-powered motes, power consumption
has the main impact on product usability. A shorter battery life requires more
frequent battery replacements. As the motes are deployed in buoys (placed on a
specific distance from the shore according to local regulations for testing water
quality of beaches), there is a significant effort in battery replacements or any
kind of maintenance.

There are two ways of power consumption evaluation (1) on the physical
hardware, by periodically measuring the remaining battery, or (2) by modelling.
In both cases, the interaction with the environment determines the power con-
sumption. While in the measuring approach inputs are real, in the modelling
approach they are simulated or synthetic. Modelling can be less accurate than
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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measuring, but it can give designers flexibility and agility to evaluate complex
power consumption scenarios [2]. The classical approach to power model design is
based on a functional breakdown. First, power consumption is calculated follow-
ing a design process similar to the one described in [3,4]. Next, all activities that
are possible sources of power consumption or logical activities [5] are identified.
Finally power consumption is calculated manually by standard mathematical
operations or with the help of some tools, e.g. spreadsheet.

In our approach the system is first described by pCharts, a visual language
for specifying reactive behaviour. Then, after specifying power consumption in
relevant states, input code for a probabilistic model checker is automatically
created and power consumption calculated as a cost over probabilistic computa-
tional tree logic (PCTL) formulae. On the example of Waspmotes, commercial
Arduino-based motes by Libelium, we present the interaction between the envi-
ronment and a device as a complex probabilistic timed automaton (PTA), on
which it is still feasible to perform quantitative analysis by an off-the-shelf prob-
abilistic model checker. In addition to the calculation of power consumption, we
generate the framework of executable code to be run on a microcontroller. We
model complex embedded systems, but the code is executed on 8-bit microcon-
trollers with restricted resources.

2 Related Work

For power consumption evaluation by analytical modelling there are two
approaches: the evaluation of whole wireless sensor networks (WSN) [6,7], or
the evaluation of WSN applications [2]. The difference is that the evaluation of
whole wireless sensor networks includes an in-depth evaluation of communica-
tion protocols. This work is about evaluation of WSN application. It is already
shown that models created by Coloured Petri Nets (CPNs) can be used to esti-
mate power consumption of sensors [2]. We follow a similar approach but use
pCharts, extended hierarchical state machines. The main difference in our app-
roach is in the fact that power consumption on pCharts models is calculated by
probabilistic model checker. The random nature of environments impact implies
a need for a probabilistic evaluation of different power consumption scenarios.
In addition to this, from pCharts it is possible to generate framework of mote’s
executable code.

The experimental validation of probabilistic systems needs a bigger number
of tests to acquire credible results [8]. That may be a time-consuming task.
A short-cut to this problem is modelling together the device and environment
impact.

In our previous works we introduced the basic features of pState [9] and
described timed transitions [10]. In [11] we explained how the tool is designed,
and we show how a communication protocol for radio-frequency identification
(RFID) tags can be analyzed. In [12] we show on few simple examples how
properties are specified in an intuitive way such that they can be written without
knowledge of temporal logic. In this paper we are focused on the methodological
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aspect and show that systems with tens of thousands states can be effectively
analyzed.

3 Waspmote Sensor Power Consumption

We show how pCharts can be used to model the power consumption of the end-
unit devices, and how to generate the framework for device-executable code. In
a collaborative research effort MacWater [1], new sensor types for water quality
indicators are developed. MacWater isa research project for mobile sensor devices
that can analyze water samples for biological and chemical contaminants in real-
time. The sensors and communication boards are connected to Waspmote, a type
of Arduino board [13]. Collected data, includes water pH factor, temperature,
and a current location of the sensor (longitude and latitude), is transmitted
to a nearby base station by a low power wireless protocol. The base station
is a multi-protocol router Meshlium [13] that sends data to the central server
either by WiFi or GPRS. Collected data are updated on the site, and all system
operates as soft real-time process.

For the purpose of this paper, we use commercially available sensors to mea-
sure pH of lake water, to read the geographic position of the sensor by GPS, and
to transmit data via the ZigBee protocol. In our experiment we also use sensors
to measure water conductivity, dissolved oxygen, and dissolved ions, which we
leave out here for brevity. We show how to specify the impact of the environ-
ment on the working device, and how to quantitatively verify that impact. The
model in Fig. 1 has three concurrent states Device, Environmnet and Test. The
state Device has itself four concurrent composite states Board, pH, ZigBee, and
GPS. The state Device represents behaviour of the Waspmote [13] water mon-
itoring mote. State Environment represents the impact of the environment on
GPS communication. We add state Test to specify queries to be quantitatively
verified by the model checker.

Initially, the state Board is in DeepSleep, state pH is in pHOff, state ZigBee
in ZigBeeOff, and state GPS in the GPSOff. Every 10 s, Board wakes up, and
broadcasts the event pHOn. On this event pH state goes from pHOff to pHSen-
sorOn and executes the command pHTurnOn. This command is a separately
written external function. For model checking, it is ignored, but it is used for
executable code generation.

In the state pHSensorOn, pH stays only 5 ms, to measure water acidity,
and then goes back to pHOff state. During this process it broadcasts pHRead
event and call TurnpHOff command. On the event pHRead, Board goes from
pHWarmUp to GpsWarmUp, and broadcasts event GpsOn.

On the event GpsOn, state GPS goes from initial state GpsOff to GpsCheck
and broadcasts event Connect. On this event, Environment moves form GpsEn-
vIdle to InitialDelay. The GPS is used to read a position of the device. In normal
operation, based on our measurements, is takes between 1.8 s and 2.2 s for GPS
to get connected. No connection is possible in less than 1.8 s, in 50 % of the
time a connection is establishes between 1.8 s and 2 s, in 60 % of time between
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Fig. 1. Wireless sensor power model in pCharts

2 s and 2.1 s. By 2.2 s the connection is always established. This is modelled by
probabilistic transitions between GpsEvnIdle state and Connecting4. When the
connection is established, boolean variable rec is set to true. In our model GPS
tries to acquire signal for 4.8 s, or every 200 ms for 24 times. Once the connection
is established, GPS goes into GetPosition state. Consumption in GPS depends on
how fast the connection is established, and that is modelled by probabilistic tran-
sitions in the Environment state. From state GetPosition, GPS goes back into
GPSOff, broadcasts GpsRead event and executes the TurnGpsOff command. On
broadcasted event GpsRead, Board goes from GpsWarmUp to ZigBeeWarmUp
and broadcasts event ZigBeeOn.

ZigBee, a low-power secure networking protocol, is used to transmit the col-
lected readings to a base station, from where data is further transmitted by a 3G
connection to a database. We modelled the power consumption in the transmit-
ting and receiving states, for data transmission and acknowledge reception. Once
this process is finished ZigBee goes back to ZigBeeOff, broadcasts ZigBeeRead
event and executes command TurnZigBeeOff. On the event ZigBeeRead, Board
goes from ZigBeeWarmUp to DeepSleep, broadcast the event Done and exe-
cutes the command GoToDeepSleep. The broadcasted event Done moves Test
from Testing to Query state, where the queries

“?P.min” “?P.max” “?$cons.min” (1)
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for min and max probabilities (P ), and min costs of the consumption ($cons)
are specified 1. They are used for the calculation of the probability that the
Board will go from initial DeepSleep back to DeepSleep mode, and to calcu-
late the consumption in one cycle. Current consumption is specified in mA val-
ues according to the specification from Waspmote technical documentation [13].
From the pChart in Fig. 1, a PTA model is automatically generated by flattening
the hierarchical structure and creating PRISM input code in the form of guarded
commands.

The translation scheme of the pCharts model into input code for probabilistic
model checker can be found in [10,12].

Rewards. Properties based on costs are specified on states or transition. In our
example, for each state of Device, the cost of consumption cons is specified. That
is passed to PRISM in the module rewards ... endrewards; for instance when
the board is in DeepSleep, the current is only 0.062 mA.

Results. The verification is done by the PRISM Digital Clock engine. The cre-
ated model has 17221 states and 17232 transitions. The calculated minimal and
maximal probabilities (P.min and P.max) to reach Query are the same and
1, which means that the test always terminates. There are no nondeterministic
transitions, so the min and max probabilities are equal. The calculated expected
minimal consumption (cons.min) is 248581.78 mAms, and it took 126.65 s to do
calculation. The maximum time of one cycle is a simple sum of deep sleep time
(10000 ms) and the times to read pH (5 ms), get position of GPS (2210 ms),
and send data by ZigBee (600 ms) which is 12815 ms. So, the average current
consumption is 248581.78 mAms/12815 ms = 19.39 mA. Waspmote devices are
usually powered by the battery of 6600 mAh, so according to our calculation
the battery can last for approximately 340 h, or 14.1 days. Thus we are able to
predict automatically the battery life from the model. All properties are verified
on Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz, 12.0 GB of RAM and on 64-bit
Operating System.

4 Conclusions

This paper presents power consumption evaluation of motes used for water
quality monitoring in the MacWater project. We show that hierarchical state
machines modelling formalism pCharts is suitable for representing both the
device and environment impact. Since input from the environment is of random
nature, we use probabilistic transitions for environment specification. Assigned
probabilities are based on the experimental evaluation of device to GPS signal
connection probability. Analyzing together the device and environmental impact
on the same model, allows different scenarios of the environmental impact to be
validated. That can be used for optimization of the device’s hardware and com-
munication protocol used in a sensor network. Obtaining same measurement by
experiment may give more accurate results, but would take more time, which
makes modelling as a more convenient approach.
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The generated model has about 17000 states and transitions, but the ver-
ification performed by PRISM model checker is done reasonably fast. The
pState architecture allows in principle other probabilistic model checkers like
MRMC [14], or some tool from the MoDeSt [15] toolset to be added. For bigger
models, statistical model checkers like Ymer [16] or Vesta [17] can be used.

From the same pCharts model, it is possible to generate code for embedded
microprocessors. The goal is to have a seamless and automated approach from
modelling and analysis to code generation that can be used by engineers to
evaluate design alternatives and to generate trustworthy code.
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Abstract. In this paper, we present alpha-radiation monitoring system soft-
ware. Detector works in accounting mode that adds some extra features. Pos-
sible detector applications such as pedestrian radiation portal monitor or portable
alpha contamination dosimeter are presented. Detector is based on air ion
method. In view of detector works in accounting mode, it shows high selectivity
to alpha particles registration. Alpha selection principle is also shown. Control
system and software system are considered in detail.

Keywords: Alpha radiation � Control system � Data processing system

1 Introduction

There is an urgent need for searching for alpha contamination sources, for example, at
nuclear facilities. Well-known that alpha particle has a very short range in air. Air-ion
method for alpha particles registration has been extensively studied. Method allows
carrying out remote detecting alpha-particles on distance from a source of the radiation,
essentially exceeding run particles in the air. Air ions are transferred to a trace of a
particle in working volume of the detector with the help of a specially created air
stream (see Figs. 1a, c). A close attention was paid to measuring of the current carried
by the moving ions in the air-ion method by MacArthur et al. [1]. Whereas, in this
study, detector works in accounting mode that provides sharp selectivity and accuracy
of measurements [2, 5]. However, it has been found to be dependent on humidity [3].
Figures 1b, d provide experimental devices based on the detector.

For today, a lot of pedestrian portal monitors are commercially available. (com-
panies Canberra, Mirion etc.). However, they work directly with alpha particles.
Scheme of proposed pedestrian portal monitor (displayed in Fig. 1a) and its prototype
(see Fig. 1b). Where (1) is a system for airflow directing, (2) – source of an ionizing
radiation (α), (3) – doors, (4) – enlarged view of the detector, (5) – charge-sensitive
amplifier and pulse shaper, (6) – air ions, (7) – wire netting and filter, (8) – fan,
(9) – cathode, (10) – anode, (11) – data processing system, (12) – remote control
computer.
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Diagram chart of the portable alpha dosimeter with a tube nozzle and its prototype
can be found in Figs. 1c, d. Such nozzle is useful for monitoring places hard to reach.
Apart from that, proposed detector can be applied to a wide range of nozzles. As listed
in Fig. 1c, (1) – fan; (2) – handle; (3) – wire netting; (4) – amplifier and pulse shaper;
(5) – anode; (6) – cathode; (7) – tube nozzle; (8) – filter; (9) – air ions.

1.1 Alpha Particle’s Selection Principle

Figure 2 displays the principle of selecting alpha particles. This image suggests that
there is a direct relationship between the number of pulses and presence of alpha
particles.

Pulse shaper forms pulses acceptable for counter. Notwithstanding the control
board can be used as a counter, external counter PIC16F628A was chosen. Unfortu-
nately, the use of the user space counter and kernel module based counter was not
successful in this task: not all pulses were accounted. And this counter is connected
using serial interface to the control board.

Furthermore, when working in the Linux operating system at a frequency greater
than 1 kHz, the number of counted pulses is dependent on duty cycle pulse sequence.
At a certain value, it did not produce interrupts or they did not have time to be
processed.

Fig. 1. Potential applications of the detector. Both devices use gas discharge detector.
Description of numbered nodes is presented in the main text.
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1.2 Software and Hardware Scheme

In this section close attention is paid to the portal monitor control system and control
program (see Figs. 3 and 4).

The control system of the portal is built on Atmel ARM9 microcontroller. uLCD
panel of the 4D SYSTEMS company was used for data display (marked as “4” on
Fig. 4a). This allows to use LCD panel as keyboard. For this device special core
module, running under OS Linux, was written. That allows to operatively trigger events
from the keyboard (marked as “3” and “5” on Fig. 4a), detector (marked as “8” on
Fig. 4a) and counter (marked “9” on Fig. 4a). Using the control system of the portal
combination of external computer and web-server interfaces (marked as “7” and “15”
on Fig. 4a) is easy getting measurements dates, watching continuously current count
and changing settings. When you need to make a backup for the data and settings, you
just need to plug in the USB-flash drive (marked as “6” on Fig. 4a). All these options
are controlled by standard Linux core modules (marked as “10” on Fig. 4a). The core
of the control system program is the main control sub-program (marked as “1” on
Fig. 4a) responsible for quality of measurement. That sub-program allows to control
for the execution of main modes such as “Calibration” (in this mode device sets an
operating voltage).

Control program (can be seen from Fig. 4a, item 1 and Fig. 4b) was made using
Tcl/Expect [4]. Extension to the Tcl scripting language Expect, that is a program to
automate interactions with programs that expose a text terminal interface.

Fig. 3. External and internal views of the control device.

Fig. 2. The principle of alpha particles selecting. For the first stage there is a rejection of low
noise pulses (1 – voltage on the discharge wire, 2 – selected pulses); for the second stage there is
a detection of the time intervals with high pulse density.
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Keyboard software was made using 4DGL (high level graphic oriented language).
The screen uLCD acts as an independent system. Hence images are drawn and stored in
the display’s memory. And it uses serial communication and bus interruptions to
communicate to the control board. Little attention has been paid to it. To realize
the interruptions, kernel module and corresponding daemon were made (as detailed
in Fig. 5a). Figure 5b illustrates proposed transmission protocol for serial
communication.

Figure 6 demonstrates the work of the device in calibration (a) and in search
(b) modes. For a successful calibration, number of pulses should fall into the specified
range certain number of times. As can be seen in Fig. 6a, calibration was successful.
During the search mode, the Pu-239 source (760 Bq) was located on the chest. It is
evident that number of counts significantly decreases when man leaves portal (see
Fig. 6b).

Fig. 4. Block-diagram of the control system of the device (a) and block-diagram of the control
program (b). Description of numbered nodes is presented in the main text.

Fig. 5. The communication between control program and uLCD display connected to the
keyboard (b). Transmission protocol (b)
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2 Conclusion

This study provides insight into software architecture for remote monitoring systems of
surface contamination by alpha radioactive isotopes based on air ion method. In this
study, we present also different devices based on this principle. The detector works in
accounting mode that is promising because selectivity can be increased. But, on the
other hand, it depends on pulse shaper and counter characteristics.

As outlined in the introduction, it may be used at nuclear facilities. It also should be
noted that it is economically important due to its relative cheapness because of its
simplicity, while it gave satisfactory results.

Using alpha radiation monitoring device based on air ion method introduces some
features to hardware and software. For precise counting external counter was used and
connected via SPI interface.

Eventually, using multiple detectors and adjusting the fans’ position, number, and
strength, we can get rid of unwanted pedestrian portal monitor’s dead zones.
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Fig. 6. Real-time calibration (a) and search (b) (web browser view). It is possible to use it from
internet (using virtual private network).
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Abstract. Microprocessors operate most serial devices in the same way,
issuing commands and parsing corresponding responses. Writing the
device drivers for these peripherals is a repetitive task. Moreover, mea-
suring the response time of each command can be time-consuming and
error prone. In this paper, we present DriverGen, a configuration-based
tool developed to provide accurate response time measurement and auto-
mated serial device driver generation. DriverGen (i) simulates the com-
mand execution sequence of a microprocessor using a Java program run-
ning on a desktop, (ii) measures the response time of the target device to
each command, and (iii) generates a device driver based on the received
responses and measured response times. To evaluate DriverGen, three
case studies are considered.

1 Introduction

Our work is motivated by the recurrent structure of most serial device drivers
and the importance of accurate timing. The main contributions of our work are
as follows: (i) We present a serial device driver configuration language that gen-
eralizes the specification of a serial device driver. (ii) We present an approach
that measures response times with precision on the order of 10 s of microsec-
onds by monitoring data signals in the communication interface. (iii) We imple-
ment DriverGen, a configuration-based tool developed to accurately measure
response times, and to automatically generate the specified serial device driver.
(iv) Finally, we evaluate DriverGen, considering the performance of generated
drivers for three serial devices.

2 Related Work

Automated driver synthesis is discussed in [8]. Ratter proposes synthesis as a
method to ensure correct driver construction. A state machine is generated auto-
matically using specifications for both the device and the (desktop) operating
system, and ultimately supports the generation of a driver for the device in C.
We similarly provide the ability to generate a microprocessor driver for device
communication. When generating a driver for a microprocessor, we experience
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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the added challenges of memory and power constraints, timing precision, and a
single-threaded operating system. Our driver must be efficient with respect to
both memory usage and power consumption.

Another method for automating device driver generation is Termite [9]. Ter-
mite acts as an interface between the OS and a target device. It uses a formal
specification of the device to generate a set of OS-independent commands. It
allows the device creator to focus on the device, and the OS expert to focus on
the OS, and still create a communication link between the two. Similarly, we
create a method to automatically generate drivers for serial devices, eliminating
the need for developers to manually write the drivers.

In [6], O’Nils et al. show that by using synthesis, development time can
be reduced by as much as 98 %. Their method uses ProGram, a specification
language, to model the behavior of a device based on sequences of permissible
events. Three inputs are required to synthesize the device driver from its behav-
ior: architecture independent protocols, a specification of the processor and bus
interface, and a specification of the target operating system.

An important requirement of automatically generated code is that the quality
must be equal to or surpass that of hand-written code. In [7], O’Nils et al. argue
that their tool produces a quality driver (generated in C) that is comparable to
handwritten code. This tool requires a protocol specification for both the device
and the operating system.

3 System Design/Implementation

DriverGen is based on the observation that all serial device drivers work in almost
the same way. Our system simulates the execution of each command and generates
the target device driver based on the execution results. Each command sequence
is implemented as a function in the driver. To match the response pattern and
save the desired information, we implement regular expression libraries in Java
and C, used by DriverGen and the generated drivers, respectively. To determine
if the target device is responding, or the response is finished, timeouts are used,
making accurate timing important. DriverGen monitors the UART communica-
tion signals to measure the response time of a device to each command (response
time), and the time between bytes in the response (inter-byte times).

3.1 Hardware Setup

Fig. 1. Hardware setup

The DriverGen hardware,
shown in Fig. 1, consists of
a desktop running a Java
program, two FT232R chips,
and a MoteStack [3]. The
FT232R chips are used by
the desktop to communicate
with the target device and a
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MoteStack, respectively. The MoteStack is used to monitor the UART data sig-
nals to measure the response and inter-byte times.

3.2 Driver Configuration

DriverGen runs based on a driver configuration file that is used to configure
UART communication, control execution of each command, and generate the
target driver. The configuration parameters specify (i) basic driver information,
such as driver name, version; (ii) global definitions, such as response timeout,
which specifies the maximum time before the first response byte should be
received; and (iii) function details, such as function names, the commands to
be sent to the target device, the responses expected, and other information.

3.3 System Architecture

The DriverGen system consists of three modules. The Parser module is used to
read, parse, and validate a driver configuration. The Executor module is used to
execute the functions specified in the configuration, and to control the MoteStack
to measure response times and inter-byte times. The Generator module is used
to generate the driver source code based on the configuration parameters and
execution results.

4 Evaluation

We now present our evaluation of the driver generation approach. We introduce
three serial devices and corresponding applications previously developed to oper-
ate with functionally equivalent, time-tested, handwritten drivers. We validate
the correctness of each generated driver via substitution within the correspond-
ing application. Finally, we consider the relative performance of the drivers, both
in terms of space and execution speed.

In our experiments, the drivers and applications are implemented based on
the AVR platform. To evaluate the WiFi and cellular devices, a standard x86
server is used to collect data sent from the devices.

4.1 Test Devices and Applications

Three serial devices are used to evaluate our approach. The WH2004A is an
LCD device that executes commands to display characters. The RN131 is a
standalone embedded WiFi device with built-in TCP/IP support. The GM862
is a quad-band GSM/GPRS cellular modem with built-in TCP/IP, FTP, and
SMTP support.

To evaluate the generated driver for the WH2004A, an application which
detects a door trespassing event and displays the event counts on the LCD is
used. Since the WH2004A does not respond to incoming commands, the eval-
uation is focused on correctness only. The generated driver displayed the event
counts without any errors for 100 door trespassing events.
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To evaluate the generated drivers for the RN131 and GM862, two test appli-
cations were used. The applications sense data from a group of sensors every
10 and 120 s, respectively, and record the execution time of each function. Sen-
sor readings and execution times are then sent to a server. Each application is
configured to perform 1000 transmission rounds in each test, and the average is
used. Based on stored messages in the database, both drivers work as expected.

4.2 Performance Evaluation

We next evaluate the performance of the generated drivers relative to the hand-
written drivers, both in terms of space and execution speed. We focus on the
WiFi and cellular devices.

Execution Speed. We first evaluate the execution speed of the generated
drivers by sending 1000 850-byte messages to the server and tracking the exe-
cution time of each associated function. Figures 2a and b summarize the speed
of the generated driver functions for the RN131 and the GM862 compared to
the handwritten drivers. The x-axis represents the driver functions, and the y-
axis represents the average cumulative execution time, in seconds, in a single
transmission round. The functions are ordered by execution time, in decreasing
order from left to right. As the figures illustrate, the generated drivers run faster
than the handwritten drivers across all functions. The speed-up is achieved by
reducing the time spent waiting for each response. The cumulative speed-up
is proportional to the number of executions of each function in a transmission
round. For example, in each round, the gm862 gsm registered function executes
approximately 40 times before detecting a valid network registration. Therefore,
it shows a high speed-up in Fig. 2b. For the GM862, the overall execution time
in each round is 48.50 s for the generated driver, compared to 59.60 s for the
handwritten driver. For the RN131, the overall execution time in each round is
11.99 s for the generated driver, and 14.68 s for the handwritten driver.

Memory Usage. We next evaluate the memory overhead introduced by the
generated drivers. Avr-size is used to collect the memory data. Figure 3a sum-
marizes the drivers’ program memory (ROM) usage. The x-axis represents the
drivers, and the y-axis represents size, in bytes. The hashed area represents
ROM overhead introduced by the regular expression library. The ROM over-
head is approximately 3400 bytes for both drivers. Figure 3b summarizes the
drivers’ data memory (RAM) usage. Again, the x-axis represents the drivers, and
the y-axis represents size, in bytes. The hashed area represents RAM overhead
introduced by the regular expressions used in the generated driver. The RAM
overhead is closely related to the number of regular expressions used. Since the
GM862 requires more regular expressions, the overhead for the GM862 is slightly
larger than the WiFi chip, at 503 bytes.



DriverGen 329

E
x
e
c
u
ti
o
n
 T

im
e
 i
n
 S

e
c
o
n
d
s

0
0

.5
1

.0
1

.5
2

.0
2

.5
2.01

1.91

0.59
0.55 0.5

0.43
0.44

0.42
0.42

0.38
0.41

0.37
0.41

0.39
0.41

0.38
0.41

0.37
0.41

0.38
0.38

0.280.16
0.15

wifly
_obta

in_ip

wifly
_ente

r_
cm

d_m
ode

wifly
_se

t_
wke

y

wifly
_se

t_
re

m
ote

_host

wifly
_sa

ve

wifly
_se

t_
re

m
ote

_port

wifly
_se

t_
io_m

ask

wifly
_se

t_
io_fu

nc

wifly
_se

t_
ss

id

wifly
_se

t_
ip_m

ode

wifly
_se

t_
loca

l_port

wifly
_exit

_cm
d_m

ode

Handwritten Driver

Generated Driver

(a) RN131

E
x
e

c
u

ti
o

n
 T

im
e

 i
n

 S
e

c
o

n
d

s

0
2

4
6

8
1
0

1
2

1
4

12.95

4.61

9

7

3.29
2.89 2.98

0.96

2.03
1.45 1.67

0.38

1.31
0.93 0.71

0.57 0.31
0.09

0.3
0.07

gm
862_gsm

_re
gist

ere
d

gm
862_se

t_
defa

ult_
pro

file

gm
862_tcp

_disc
onnect

gm
862_ente

r_
co

m
m

and_m
ode

gm
862_tcp

_co
nnect

gm
862_gprs

_re
gist

ere
d

gm
862_acq

uire
_ip

gm
862_sle

ep

gm
862_cu

rre
nt_

tim
e

gm
862_rs

si

Handwritten Driver

Generated Driver

(b) GM862

Fig. 2. Driver function execution time

R
O

M
 M

e
m

o
ry

 U
s
a
g
e
 i
n
 B

y
te

s

0
5
0
0
0

1
5
0
0
0

2
5
0
0
0

7390

20838

10842

7032

24200

20360

RN131 GM862

Generated Driver

Regular Expressions

Handwritten Driver

Excluding Regular Expressions

(a) Driver ROM Usage

R
O

M
 M

e
m

o
ry

 U
s
a

g
e

 i
n

 B
y
te

s
0

5
0

0
1

5
0

0
2

5
0

0
3

5
0

0

565

2558

900

587

3061

2598

RN131 GM862

Generated Driver

Regular Expressions

Handwritten Driver

Excluding Regular Expressions

(b) Driver RAM Usage

Fig. 3. Memory usage

5 Conclusion

We described a configuration-based system to automatically generate serial
device drivers and accurately measure the timeout characteristics associated
with each driver command. Results show that the generated drivers perform as
expected, introducing modest memory overhead. Importantly, the execution time
of each command is reduced compared to the handwritten drivers. As a result,
driver performance is increased, and improved energy efficiency is achieved.
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Abstract. Today sensors and wearable technologies are gaining popularity,
with people increasingly surrounded by “smart” objects. Machine learning is
used with great success in wearable devices and sensors in several real-world
applications. In this paper we address the challenges of context recognition on
low energy and self-sustainable wearable devices. We present an energy efficient
multi-sensor context recognition system based on decision tree to classify 3
different indoor or outdoor contexts. An ultra-low power smart watch provided
with a micro-power camera, microphone, accelerometer, and temperature sen-
sors has been used to real field tests. Experimental results demonstrate both high
mean accuracy of 81.5 % (up to 89 % peak) and low energy consumption (only
2.2 mJ for single classification) of the solution, and the possibility to achieve a
self-sustainable system in combination with body worn energy harvesters.

Keywords: Ultra-low power � Smart watch � Context recognition � Machine
learning � Sensor fusion � Energy neutral � Feature selection

1 Introduction

Today sensors and embedded technologies are gaining popularity, with people
increasingly surrounded by embedded sensing devices. Smart, connected products are
made possible by vast improvements in processing power and device miniaturization,
and by the availability of ubiquitous wireless connectivity. Driven by Moore’s Law
these devices have become smaller and smaller and new applications are now possible.
A fast growing class of such devices is “smart wearables”, where electronics and
sensors are tightly coupled with the human body [1]. The largest hi-tech companies,
such as Google, Samsung, and Apple, have either already launched wearable consumer
products, or are in the process of creating prototypes in an effort to fuel the next wave
of exponential growth in the consumer market. Wearable technology is also very
important for healthcare where electronic smart devices can continuously monitor
patient health data and enable doctors to identify possible diseases earlier and to
provide optimal treatment [2, 3].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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The clear trend is that wearables are becoming ubiquitous in our lives replacing
classically non-electric items like shoes or clothes. Soon a trillion sensor-rich connected
devices are going to produce a mind-boggling quantity of data and potentially useful
information [4]. However, data alone do not provide value unless we can turn them into
actionable, contextualized information. Big data and data visualization techniques
allow us to gain new insights through batch-processing and off-line analysis. Real-time
sensor data analysis and decision-making is often done manually, but to make it
scalable, it should preferably be automated.

The major challenge for wearable systems is to be able to understand the world in a
similar way humans do [5]. Perceptive low-power sensor devices should be able to
interpret the context around their users and allow context-aware multi-agent interaction.
In fact, human activity and context recognition is the key technology for achieving
pervasive computing applications from home automation to healthcare, from sport and
fitness to augmented reality. Machine learning technologies are used with great success
in many application areas, solving real-world problems in entertainment systems,
robotics, health care, and surveillance [6–10] and are becoming essential also to
wearable applications [11, 12]. For example, helping athletes by providing motion
sequence analysis, or detecting abnormal situations for elderly or patient care.

More and more researchers are tackling action and classification problems with
algorithms which deal with feature extractors and classifiers with lots of parameters that
are optimized using the unprecedented wealth of data that has recently become
available. These techniques are achieving record-breaking results, and have started
outperforming humans on very challenging problems and datasets, and surpass more
mature ad-hoc approaches trying to model the specific problem at hand [7–17].
However, machine learning approaches are still a challenge for low power devices such
as wearables, because, in their current embodiments, they still require massive amounts
of computational power. Current wearable sensor technologies do not analyze data
on-board and usually leverage smart-phones for computationally intensive activity
(such as sitting, standing, walking, and running) monitoring. As opposed to conven-
tional monitoring systems that send the sensor data to a datacenter or mobile phones to
be stored and processed, embedded smart systems process the data partially, or fully,
in situ. This can significantly reduce the amount of data to be transmitted and the
required human intervention – the sources of the two most expensive aspects of dis-
tributed sensing.

A typical wearable device consists of a battery-powered computing unit, a wireless
communication interface, sensors, and power supply packaged in a small and unob-
trusive form factor suitable to be attached to the human body [12]. Thus, low power
design and software optimization is even more challenging in wearable systems due to
the limited energy availability of the battery and computational resources. In fact low
power design alone is not enough to make these devices with battery lifetimes of
months or years, instead of just mobile, with daily battery recharges, similar to today’s
smart phones. Power consumption reduction with power managed resources and low
power software improves and extends the lifetime of battery-operated devices. Another
method for re-charging the available energy stored in batteries or super capacitors is by
using energy harvesters that collect energy from the environment is the most adopted
technology. Researchers have been very active in this field and energy harvesting is
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today a well-understood technique. However most of the presented approaches usually
imply an outdoor setting, using solar panels, wind turbines or high-frequency vibration
as the energy source. Solar energy in particular has been demonstrated as optimal
solution for achieving self-sustainability in many outdoor applications when the entire
device is carefully dimensioned and designed. In the general case, where the device
cannot be assumed to be continuously operating in an outdoor environment, energy
harvesting still remains challenging. Energy harvesting for mobile/wearable devices is
even more challenging due to the more stringent size/weight constraints, which limits
the size of harvesters and energy storage devices [15].

This work focuses on low power smartwatch devices and on context recognition in
our daily lives. The main contributions of this work are as follows: design and opti-
mization of an energy efficient smart watch to perform context recognition with low
power heterogeneous sensors; using an ultra-low power camera and microphone
coupled with inertial and temperature sensors to improve the classification accuracy;
investigation of a low power on board feature extraction and classification with a low
power and limited computation resources microcontroller (MSP430 from Texas
Instruments); evaluation of the energy efficiency and self-sustainability of the context
recognition on a smart watch achieving an unobtrusive monitoring system. The key
feature of the system is its low power algorithm as well as the heterogeneous system
implemented allowing monitoring in diverse situations. The main goal is to explore the
feasibility of low power multi-sensors classification algorithms with data fusion, and
the benefits of a combination of hardware and software co-design to achieve a
self-sustainability when the system works with energy harvesters (i.e. solar cells). This
paper is organized as follows: Sect. 2 describes the existing work on using sound to
monitor beehives; Sect. 3 describes the system architecture Sect. 4 outlines the low
power context recognition; Sect. 5 shows experimental results of the in-field imple-
mentation of the demonstration system; and Sect. 6 concludes the paper.

2 Related Work

Research on mobile and wearable sensors systems has been very prolific in recent years
with a variety of solutions in a wide range of application scenarios [3, 5]. Between
them, there are many examples of implemented and deployed wearable devices that
attempt to exploit intelligent sensing, wireless communication and computing abilities
to monitor human activities [1]. Machine learning has been applied in a wide range of
applications [7, 8], and in the field of embedded sensor devices has been very active in
especially due to the Smartphone’s increased computational power and the availability
of on-board MEMS sensors (i.e. accelerometers, gyroscope) [9, 11, 12]. In fact, many
recent works use Smartphone’s and MEMS for activity recognition, crowd sensing, fall
detection among many others [6, 12, 20]. For this reason, there are a huge number of
classification algorithms from the machine learning area for smartphones, including
decision trees, k-nearest neighbors, support vector machines (SVMs), naïve Bayes and
more recently neural networks (NNs) [12–14]. A more detailed analysis is presented in
[15] with accelerometers on both wrists, shoulder, legs, hip, and both ankles and
different combinations of them. Accuracy with only one accelerometer on the left wrist
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was between 5 % and 95 % for 8 classes (sitting, standing, walking, upstairs, and
downstairs, handshake, whiteboard and keyboard). Better results were achieved with
accelerometer on the shoulder, wrist and elbow where accuracies between 40 % and
99 % has been achieved and 85 % in average when one sensor was placed on one leg.
Another interesting study was done by Porzi et al. [17], where a system was built on the
Sony ecosystem of Sony Xperia Z smartphone and Sony SmartWatch. The system was
implemented using a smartphone for gesture recognition for use by the visually
impaired. They presented an optimized kernel method (global alignment kernel) for
discrete-time warping in SVMs. Discrete time warping allows to map similar gestures
when moving at different speeds. Secondly, they implemented logo recognition like the
“wet floor sign” where the camera of the smartphone was used. A recognition rate of
95.8 % was achieved.

Our works focuses on machine learning optimized for low power microcontrollers
with limited resources, and on using sensor fusion, with camera and microphone,
instead of a single low power sensor, such as a motion sensor. In the proposed work we
investigate algorithms which can process the data close to the sensors instead of
sending the data to a remote host or smartphone. Recently, many approaches tried to
classify users’ activities by deploying several heterogeneous sensors on the human
body such as accelerometers, camera, acoustic, and temperature to capture character-
istic repetitive motions, postures, and sounds of activities [16, 18]. However, the main
challenges of wearable design are to prolong the operating lifetime and to enhance
usability, maintenance, and mobility, while keeping a small and unobtrusive form
factor. Low power embedded machine learning is still challenging due to the limited
computational resources, limited power budget and the high requirements of the
algorithms [21]. In this work we focus in low power heterogeneous sensors, optimizing
the hardware and energy-efficient high accuracy machine learning algorithms to
achieve a self-sustainable system.

3 System Architecture

Figure 1 shows the architectural overview of the smart watch whit different voltage
domains and power switches to achieve energy efficiency. The core of the proposed
hardware consists of the microcontroller TI MSP430FR5969. This 16-bit microcon-
troller has 2 kB of SRAM and 64 kB of non-volatile FRAM which uses less power
than other non-volatile memories and reduces the gap in speed with the SRAM. The
MSP430 also supports different low power modes which allows us to decide which
components of the microcontroller are supplied. In low power mode LP4.5 it is praised
to typically use 20 nA and in active mode 800 µA at a clock frequency of 8 MHz. The
proposed system is equipped with a camera, a microphone, an accelerometer, and a
temperature sensor. Furthermore the device can communicate using NFC and
optionally by Bluetooth when the layer 2 board of the smart watch containing a
Bluegiga WT12 module is attached. As an alternative, an external device can be
attached to the UART pins by the main pin socket. Figure 2 shows the developed smart
watch used to collect sensor data in real life indoor and outdoor scenarios. Additional
memory is provided by a micro SD card holder with which a micro SD card can be
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connected to the microcontroller using SPI. To minimize possible power consumption,
each sensor can be completely switched off by a low-leakage load-switch with a
quiescent current of 240 nA. The temperature sensor is directly supplied by an output
pin from the microcontroller such that power is only consumed when temperature is
measured and no additional load switch is needed. A load-switch for the accelerometer
was resigned because leakage current in standby mode is only 10 nA.

Energy Harvesting and Voltage Suppliers. The device supports a power harvester
chip TI BQ25570, which manages a LiPo rechargeable battery and solar cells. The
internal DC-DC converter of the harvester chip can be set to a variable output voltage.
This has been used to realize voltage scaling from 3.0 V down to 2.0 V, leading to
much lower power consumption because dynamic power is related to the voltage
squared:

Pdyn ¼ aCV2f ;

where a is the switching rate, C is the load capacitance, V is the supply voltage and f is
the operating frequency. The power harvester contains a highly efficient boost con-
verter and supports maximum power point tracking.

In order to optimize the power consumption there are three different power
domains. The peripherals are supplied with the buck converter TPS62740 from Texas
Instruments which has an operating quiescent current of 460 nA and typically 70 nA in
shutdown mode. The microphone is supplied separately with 1.2 V by the buck con-
verter LTC3406ES5-1.2.

Camera. The camera is the ultra-low power 112� 112 pixel gray-scale CMOS
camera Centeye Stonyman, which has a focal plane size of 2.8 mm × 2.8 mm and a
pixel pitch of 25 µm [22] that consumes only 2 mW@3.3 V. The camera comes on a
pre-soldered PCB containing the image sensor and an objective lens and is connected
to the smart watch by a socket connector. The camera provides an analog output which
is connected with the internal ADC of the MSP430 [19].

Fig. 1. Overview of the system architecture.
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Accelerometer. The accelerometer used is a ULP ADXL362 from Analog Devices
with high resolution down to 9:8 � 10�3m/s2. It needs 1.8 µA while sensing at 100 Hz
and only 10 nA in standby mode and provides a burst mode including a FIFO buffer.
This mode allows consecutive reading of the acquired sensor data. The microcontroller
can do other jobs in parallel or enter a low-power mode. The accelerometer is con-
nected to the microcontroller via the SPI interface and with two status signals. These
status signals can be used to interrupt or wake the microcontroller up, when a prede-
fined event happens like acceleration exceeds some threshold or the FIFO-buffer is full.

Microphone. The microphone which was used is the low-power microphone
INMP801 which was mainly designed for hearing aids and consumes 17 µA at a
supply voltage of 1.2 V and outputs a voltage of 570 ± 159 mV. The audio signal is
amplified by a TI LMV951. Also this sensor is connected to the internal ADC of the
MSP430.

Temperature Sensor. The temperature sensor is a Negative Temperature Coefficient
Thermistor (NTC) thermistor from Epcos/TDK which is used in a voltage divider
configuration and connected to the ADC.

4 Low-Power Context Recognition

Context awareness provides completely new use cases for a smart watch and makes it
much more user-friendly. Figure 3 shows the software stack of the smart watch, where
the close interaction between hardware and software directly on board can be seen. Our
context recognition tries to classify the context of the action that is being performed by
the wearer and the surroundings of the smart watch. It does so based on the data
available from the many different sensors.

In order to train a classifier we need to collect and label a dataset. We chose 3
classes: public transport, office, and cafeteria, and acquired data from the temperature
sensor, accelerometer, camera and microphone. Each data item lasts 5 s and contains
8 kHz audio data, 100 Hz 3-axis accelerometer measurements, one temperature read-
out and one image of 112 × 112 grayscale pixel. Each of the classes has several hours
of labeled data.

Fig. 2. Picture of the smart watch.

336 M. Magno et al.



4.1 Feature Extraction and Selection

Performing classification on the acquired raw sensors data directly yields very poor
results, because they usually represent the information in an unfavorable way, e.g. such
that very little noise or small variations of the environment yield orthogonal repre-
sentations. This is overcome by extracting features from this data. For the different
types of sensors, there are different suitable features. For the sensors hosted by
developed smart watch the possibility are as follow:

• For the audio data, we use the number of zero crossing with a 1 % hysteresis, the
average energy of the signal, the maximum absolute value and dispersion. We also
use features from the frequency domain, such as the spectral centroid, the band-
width, and the well-known Mel-frequency cepstral coefficients (MFCCs).

• For the accelerometer data, we compute mean, variance, energy, covariance
between the axes, the dynamic range and the frequency-domain entropy.

• For the temperature we calculate the average rate of change, mean, variance, and
dynamic range.

• For the camera data we computed the mean (avg. brightness), variance and contrast.

Many of these features have an intuitive meaning, like the energy of a segment of the
audio stream, which provides an indication of the loudness. In total we found 65
different features which are summarize in Table 1. There are 27 time domain feature, (4
for microphone, 16 for the accelerometer, 4 for the temperature sensor, 3 for the
camera) and 38 features in frequency domain for microphone and accelerometer.
Among the microphone feature there are 14 using Discrete Furier Transform (DFT) and
14 using Mel frequency.

Fig. 3. Software stack of the smart watch

Table 1. Total pool of features for different sensors.

Sensor Time Frequency Total

Microphone 4 4 + 14(DFT) + 14(Mel) 36
Accelerometer 16 6 21
Temperature 4 4
Camera 3 3
Total 27 38 65
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However, a large amount of features will increase the evaluation energy, and as our
first goal is to have an energy-efficient system, we chose to perform feature selection,
keeping only a fixed number of features.

Ideally we would choose a feature set Ŝ� �S of some fixed cardinality Ŝ
�

�

�

�

�

�
¼ N

among all features �S ¼ S

i F i, such that we maximize the mutual information between
the selected features and the set of target classes C, i.e.

Ŝ ¼ argmaxSD S; Cð Þ; D S; Cð Þ ¼ I F1; . . .;FN ;Cð Þ:

Solving this optimization problem is called max-dependency feature selection. How-
ever, with limited training data the estimated densities p x1; . . .; xNð Þ and p x1; . . .;ð xN ; cÞ,
where x1; . . .; xN are possible values for the various features and c 2 C is the target class,
are not very accurate. This makes it pointless to solve the above optimization problem,
since the mutual information cannot be calculated with reasonable precision.

A simple approximation of the above problem is looking for the most relevant
features, maximizing the mutual information individually with D S; Cð Þ ¼
1
Sj j
PN

i¼1 I Fi;Cð Þ. Among the best features according to the solution of the maximum

relevance problem, these are the mean of the temperature, the mean of the camera
image, the spectral energy and entropy of the accelerometer axes, followed by a long
list of audio features.

4.2 Classification
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There are many well-known classification algorithms and concepts, ranging from
simple decision trees to support-vector machines, nearest-neighbor algorithms and
boosting to random forests, neural networks, naïve Bayes and complex graphical
models, to name just a few. We perform the classification using a decision tree which is
constructed using the continuous C4.5 algorithm (cf. Algorithm 1). The individual
features of a data sample x are addressed by subscript, i.e. x1 denotes the first feature.
The decision tree was chosen because of its low computational complexity and con-
sequential high energy efficiency during classification (as opposed to during learning)
[1]. For performing the classification, there is only the decision tree, which has to be
descended doing the corresponding comparisons until arriving at a leaf.

Decision trees are very susceptible to overfitting, so particularly with our
continuous-valued and limited amount of training data this is an issue. It can be
approached using bottom-up pruning, where leaves with only few samples (below
some threshold) are combined to a single leaf of the most probable class. Pruning is
also done offline and can only improve the time required for classification.

5 Measurement Results

In a first step, we tune the feature selection to choose the optimal number of features.
The feature selection and construction of the decision tree were performed on the
training set. The training set has been acquired using 7 subjects wearing the smart
watch for 24 h and collecting data from all sensors. For each class a minimal number of
500 samples have been used for the training set. The results shown in Fig. 4 are the
classification accuracy of the test set. The mean accuracy was best when selecting the
21 features of maximal relevance and minimal redundancy. With the low-complexity
classification system presented here, we were able to achieve a mean accuracy of
81.5 % for all classes using 21 features.

Fig. 4. Class-wise 1-vs-all accuracy depending on the number of features selected using the
relevance evaluated with mutual information with data from all sensors.

Ultra-Low Power Context Recognition Fusing Sensor Data 339



To give more insight into the limitations, we present the confusion matrix in Fig. 5.
The classes are very well identified from 73.2 % to 89.5 %, and we are expected to
achieve even better performance when training the system with more subjects and data.

Energy vs. Accuracy. An important evaluation we measured is the link between
energy used by the combination of sensors and the accuracy achieved. As the various
sensors require a substantial amount of power, clearly, there is a trade-off between
which sensors are used and what accuracy can be achieved. We visualize this trade-off
in Fig. 6, considering only the data of some of the sensors mentioned. The energies
presented here are based on the measurements during sensor data acquisition and
estimates based on counts of the number of required operations for the feature
extraction. As expected, utilizing all sensors achieves the best accuracy but also has
high energy consumption. Another interesting result is the improved performance (in
energy and accuracy) of the ultra-low power camera against the accelerometer which
commonly is considered a low power high accuracy sensor. This demonstrates that the
accelerometer is an ideal sensor for detecting motions (i.e. walking, running, gesture,
etc.) but can be overcome in the context detection. In fact the camera needs less than
100 ms (so very small energy required) to acquire a frame but gives a lot of information
while the accelerometer needs seconds (at least 1 in our classificatory) to acquire
sufficient data for classification. Also it is interesting that the microphone over performs

Ø 81.5%
PT Office Cafetteria.

Publ. Transp. 81.8 13.6 4.6

Office 7.2 89.5 3.3

Cafeteria 17.2 9.6 73.2

Fig. 5. Confusion Matrix using 21 features.

Fig. 6. Achieved accuracy by used sensors with annotated pareto-optimal points.
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both the camera and accelerometer in accuracy but, of course, it is more expensive in
terms of energy, as more energy is required by the sensor and frequency domain feature
computation.

Lifetime Estimation. To evaluate the life time and self-sustainability of the proposed
solution, we measured the energy for the acquisition of all sensors and feature calcu-
lation. The evaluation setup was preformed acquiring 1 picture for the camera, 1 data
from the temperature sensor, 1 s of accelerometer data, and 1 s of microphone data,
and we compute all 65 features for the classification algorithm to have a worst case.
With this set up the energy needed for single classification is only 2.28 mJ. To evaluate
the lifetime we assume that we use a small Li-Ion battery with 150 mAh capacity and
4.2 V. For the power harvester which we used an average value of the calculations are
based on an average power generation of 40 µW. As we demonstrated in previous
work [19] this is a pessimistic value that can be easily harvested from a wrist band with
eight 1 × 4 cm solar cells. To evaluate the idle energy, when the smartwatch is not
performing any classification, we measured the quiescent power of the developed
version of smart watch (only 9 µW). Figure 7 shows the different lifetime according to
the classification duty cycle. It can be observed that when there is no acquisition and no
harvesting, the device can last for more than 661 days, which highlights the low
quiescent energy. When the features are calculated continuously for all sensors,
11 days are possible. If a sensor acquisition is taken every 10 s, the device could last
for more than 95 days. If this is further reduced to a periodicity of once per day,
660 days are possible. When considering the power harvester is plugged in, the device
can do classifications every 10 s for more than 113 days. Self-sustainability is reached
when a classification is performed every 745 s. But with a 5-min cycle more than
5,617.52 days are possible (15.5 years).

6 Conclusions and Future Work

We implemented a prototype of smart watch trained to recognize context directly on
board and achieve self-sustainability. The smartwatch hosts an ultra-low power gray-
scale camera, a MEMS microphone, a 3-axes accelerometer, and an analog temperature
sensor. Moreover the device is equipped with a solar harvester and rechargeable Li-Ion
battery to continuously recharge the battery even in indoor scenario. The implemented

Activity Run time [d] Activity Run time [d]
Idle 661.38 Every 745 sec.
Every day 660.92 Every 5 minutes 5617.52
Every hour 650.69 Every minute 729.89
Every 30 minutes 640.34 Every 10 seconds 113.37
Every minute 333.10 Permanent 11.20
Every 10 seconds 95.67
Permanent 11.00

Fig. 7. Life time and self-sustainability analysis. This figure shows the life time based on one
full battery charge without and with energy harvesting in the left and right table, respectively.
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classifier is suitable for ultra-low power microcontrollers and this system demonstrates
the recognition of various scenarios directly on board the existing smart watch, an
accelerometer alone cannot achieve this without a smart phone. The experimental
results confirmed both the benefits of the data fusion and the energy efficiency of the
solution. Even if the dataset used for the training was not huge the preliminary results
show a mean accuracy of 82.5 % when classifying 3 cases with peak of 89 %. In future
work we are planning to improve the training dataset to have more labelled classes and
that should increase the overall accuracy of the algorithm. Moreover, a full version of
the context recognition algorithm will be implemented on the smart watch and tested in
the field.

Acknowledgments. This work was supported by the SCOPES SNF project (IZ74Z0_160481).

References

1. Ghasemzadeh, H., Jafari, R.: Ultra low-power signal processing in wearable monitoring
systems: a tiered screening architecture with optimal bit resolution. ACM Trans. Embed.
Comput. Syst. (TECS) 13, 9 (2013)

2. Kahn, J., Yuce, M.R., Bulger, G., Harding, B.: Wireless Body Area Network (WBAN)
design techniques and performance evaluation. J. Med. Syst. 36(3), 1441–1457 (2012)

3. Hung, K., et al.: Ubiquitous health monitoring: integration of wearable sensors, novel
sensing techniques, and body sensor networks. In: Adibi, S. (ed.) Mobile Health, pp. 319–
342. Springer, Heidelberg (2015)

4. Pejovic, V., Musolesi, M.: Anticipatory mobile computing: a survey of the state of the art
and research challenges. ACM Comput. Surv. (CSUR) 47(3), 47 (2015)

5. Perera, C., et al.: Context aware computing for the Internet of Things: a survey. IEEE
Commun. Surv. Tutor. 16(1), 414–454 (2014)

6. Anjum, A., Ilyas, M.U.: Activity recognition using smartphone sensors. In: IEEE Consumer
Communications and Networking Conference (CCNC) (2013)

7. Sharma, S., et al.: Machine learning techniques for data mining: a survey. In: IEEE
International Conference on Computational Intelligence and Computing Research (ICCIC)
(2013)

8. Govindaraju, V., Rao, C.: Machine Learning: Theory and Applications. Elsevier, New York
(2013)

9. Azizyan, M., et al.: SurroundSense: mobile phone localization via ambience fingerprinting.
In: Mobicom, pp. 261–272 (2009)

10. Kerhet, A., et al.: Distributed video surveillance using hardware-friendly sparse large margin
classifiers. In: IEEE Conference on Advanced Video and Signal Based Surveillance (AVSS),
pp. 87–92 (2007)

11. Chon, Y., et al.: Mobility prediction-based smartphone energy optimization for everyday
location monitoring. In: SenSys 2011, pp. 82–95 (2011)

12. Lara, O.D., Labrador, M.A.: A survey on human activity recognition using wearable sensors.
IEEE Commun. Surv. Tutor. 15(3), 1192–1209 (2013)

13. Gokgoz, E., Subasi, A.: Comparison of decision tree algorithms for EMG signal
classification using DWT. Biomed. Signal Process. Control 18, 138–144 (2015)

342 M. Magno et al.



14. Silva, J., et al.: Human activity classification with inertial sensors. In: PHealth: International
Conference on Wearable Micro and Nano Technologies for Personalized Health, vol. 200,
p. 101 (2014)

15. Weddell, A.S., et al.: A survey of multi-source energy harvesting systems. In: Conference on
Design, Automation and Test in Europe (DATE), pp. 905–908 (2013)

16. Maurer, U., et al.: eWatch: a wearable sensor and notification platform. In: International
Workshop on Wearable and Implantable Body Sensor Networks (BSN), p. 145 (2006)

17. Porzi, L., et al.: A smart watch-based gesture recognition system for assisting people with
visual impairments. In: ACM International Workshop on Interactive Multimedia on Mobile
& Portable Devices (IMMPD), pp. 19–24 (2013)

18. Maekawa, T., Yanagisawa, Y., Kishino, Y., Ishiguro, K., Kamei, K., Sakurai, Y., Okadome,
T.: Object-based activity recognition with heterogeneous sensors on wrist. In: Kay, J.,
Lukowicz, P., Tokuda, H., Olivier, P., Krüger, A. (eds.) Pervasive 2012. LNCS, vol. 7319,
pp. 246–264. Springer, Heidelberg (2010). doi:10.1007/978-3-642-12654-3_15

19. Magno, M., et al.: InfiniTime: a multi-sensor energy neutral wearable bracelet. In:
International Green Computing Conference (IGCC) (2014)

20. Seong, K.E., et al.: Self M2M based wearable watch platform for collecting personal activity
in real-time. In: IEEE Conference on Big Data and Smart Computing (BIGCOMP), pp. 286–
290 (2014)

21. Zhu, Z., et al.: Fusing on-body sensing with local and temporal cues for daily activity
recognition. In: ICST International Conference on Body Area Networks, pp. 83–89 (2014)

22. Centeye, Inc., Centeye Stonyman/Haskbill silicon documentation (2013)

Ultra-Low Power Context Recognition Fusing Sensor Data 343

http://dx.doi.org/10.1007/978-3-642-12654-3_15


Adaptive Methods for Managing Heterogeneity
in Smart Spaces

Mikko Asikainen(&), Lauri Väätäinen, Aleksi Suomalainen,
Miika Toivanen, Keijo Haataja, and Pekka Toivanen

School of Computing Kuopio Campus, University of Eastern Finland,
P.O.Box 1627, 70211 Kuopio, Finland

{mikko.p.asikainen,lauri.vaatainen,

aleksi.suomalainen,miika.toivanen,keijo.haataja,

pekka.toivanen}@uef.fi

Abstract. In this paper we discuss our work to manage heterogeneity of
devices, protocols and software in smart spaces by using adaptive methods to
combat incompatibility issues. We present our experimental prototype which
combines a telehealth system with the assisted living functionalities of a smart
home, which we have developed to test our concepts. The result of this adap-
tivity study is a service repository which enables systems to match collections of
sensors and actuators to loosely coupled services which are downloaded and
activated in runtime without human interference.

Keywords: Adaptivity � Loose coupling � Middleware � Service repository �
Smart spaces

1 Introduction

The proliferation of wireless technologies over the past decade has renewed com-
mercial interest in all manner of applications for sensors and actuators for home
automation. However, the majority of vendors usually offer their home automation
solutions as closed, proprietary environments where the user must embrace a single
hardware and software ecosystem. The promise of the “Internet of Things” is to have
all devices within a ubiquitous computing environment connect and communicate with
each other, sharing useful information and functionalities from a purely Machine-To-
Machine standpoint. This promise is however far from reality as there are a lot of
competing wireless technologies and communication standards with little incentive for
industrial players to embrace a single suite of standards and technology. The success of
the Internet owes much to an infrastructure that is both open and open ended. The
communication interfaces that form the cornerstone technologies on the net such as
e-mail, are open for anyone to make their own compliant implementations, and the
layered model of TCP/IP allows for expanded services to be added on top of the stack
without the need to re-implement the whole. Without this openness and flexibility, it
would have been difficult for the Internet to grown from its humble beginnings into a
thing that has made such a huge impact on human civilization. These same ideas should
be adopted in home automation for the technology to become ubiquitous.
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In our study we asked ourselves, how can we enable meaningful interconnection of
heterogeneous devices in a manner which enables hardware and software components
to work together in a loosely coupled way? What are the aspects of building services in
a wireless sensor network environment where dynamic interconnection is difficult to
achieve? To answer these questions we have built an experimental prototype system to
try out different adaptation strategies. Our prototype enables software components to be
matched against the collection of sensors and actuators in the smart space, downloaded
from an open service repository of service components and loosely coupled into the
system. The use case for the system is to provide an assisted living environment for the
elderly together with a telehealth system for caregivers. Many existing approaches to
smart space adaptation focus more on runtime configuration of the system based on the
behavior of the occupants. Approaches in studies such as [1–3] use learning algorithms
to change the configuration of the smart home. Other approaches include ontology-
based approaches (for example [4]) or context aware approaches such as [5]. In [6] a
framework for a Java OSGi and middleware based approach using a different mid-
dleware layer. Our prime focus is on the establishment of services within the smart
space. We want to learn how services can be obtained, built and reconfigured
on-demand with minimal human interference.

2 System Overview

We have named our experimental prototype “Smart Environment for Assisted Living”,
henceforth “the SEAL system”, the work for which was begun in [7] and continues
here. The system consists of a top-level server, a smart home controller and the
associated collection of sensors, actuators and mobile devices. At the core of the SEAL
system is a smart home controller called the Local Reasoner, which is responsible for
operating actuators, gathering data from sensors and executing automation and assisted
living tasks ranging from simple HVAC control to intelligent activity monitoring and
analysis. The Local Reasoner of our prototype runs on a Convergens smart hub [8]
connected to the Internet. The Smart Hub is an embedded Linux computer with good
connectivity options. The software running on the Hub is developed with Java and built
on top of the DEMANES middleware [9]. It takes advantage of Java OSGi in handling
the software components during runtime operation. The SEAL Server is an off-site
server responsible for top-level administration and reasoning. Whereas the Local
Reasoner is responsible for oversight on local sensors and actuators, the SEAL Server’s
reasoner is responsible for a number of smart spaces. The SEAL Server provides tools
for caregivers to examine the occupants and to determine services and treatments to be
executed using a careplan, which includes daily routines, automated tasks, home
automation profiles and so on. The Local Reasoner polls changes in the careplan
periodically and adapts its operation to fulfill these requests. In our prototype the SEAL
Server runs on a Linux desktop computer connected to the Internet. The software is
running on Java and MySQL with a HTML5 web interface on an Apache server.
Android mobile phones and tablet computers are used to provide a user interface with
the SEAL system for occupants and caregivers alike. We also take advantage of the
onboard sensors on the Android devices as well as Bluetooth devices connected to it to
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gather data for analysis. To monitor the health status of the occupant, sensors that
gather biosignals are required. In our prototype, we are using a Mega Electronics
eMotion Faros sensor [10] for biosignal measurement and the Convergens Cognitive
Node [8] for fall detection. Alerts and worrisome developments are detected by the
Local Reasoner using these wireless nodes, relayed to the SEAL Server and relevant
personnel are alerted to the situation [11]. The smart space requires various sensors and
actuators to function such as light switches, temperature and lighting monitoring,
heating control, door sensors, movement detection and so on. For this we use Z-wave
devices [12] due to the easy off-the-shelf availability and the open source compatibility
of the technology.

3 Adaptation of Services and the Careplan

The adaptivity in our prototype stems from the dynamic creation and modification of
services. At the core of the system is a reasoner module running on the local controller
and on the main server. The Local Reasoner is a software component responsible of
data gathering and analysis within the scope of the smart space. Sensors and actuators
associated with it form a collection of basic tools at the disposal of the system and are
checked against a service directory to retrieve a higher level collection of services the
Local Reasoner can utilize. The Local Reasoner is subservient to the Top-Level
Reasoner on the SEAL Server, which is responsible for the top-level administration of
a number of smart spaces. As mentioned, this Top-Level Reasoner is responsible for
the maintenance of a “careplan” which acts as a stimulus to request new services and to
modify existing ones in the smart spaces.

To aid development of the system, we include the Reasoning Engine module of the
DEMANES Middleware [9]. This module is responsible for the inclusion/exclusion of
sensors and actuators and the maintenance of the Observer Registry and Actuator
Registry for access. It provides the Reasoner component (developed by the user) and
Java interfaces to access the registries, poll sensor data, actuate devices and so on. The
goal is to mask heterogeneity of hardware implementation from the designer of the
Reasoner. The middleware provides classes for observers and actuators. These classes
receive URN [13] requests from the middleware and it is up to the user (or hardware
vendor) to implement the code to realize the requests. As a new component to the
system, we must implement a Service Repository. This is a software component which
would ideally be a common repository for services in the Internet. The idea is that once
the Local Reasoner has a collection of sensors and actuators, it can when needed check
them against the Repository for services that can be implemented using the collection
of devices. This however is not the end of the story. Knowing which services you can
implement is not useful in itself and the Reasoner cannot activate these arbitrarily. The
Top-Level Reasoner is key in the management of services within the system. The
careplan dictates which services should be implemented. The Top-Level Reasoner
contacts the Local Reasoner and requests a certain service to be implemented. This
triggers the following chain of events:

First, the Local Reasoner queries the Service Repository for the requested service.
Then the Repository returns information on the sensors and actuators required for the
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implementation of the Service. The Local Reasoner checks its collection of sensors and
actuators whether all dependencies are met. If yes, the Local Reasoner downloads the
code of the service from the repository (much like installing software from a Linux
repository) and activates the code using Java Classloader. The Local Reasoner then
returns a successful activation response to the Top-Level Reasoner. If not, the Local
Reasoner returns a failure to the Top-Level Reasoner, stating the cause of the failure.
This can be used as a trigger on the system administrator to start a process to include
the missing devices in the local smart space and to try again.

4 Experiments and Conclusions

We deployed the prototype system in a typical home environment. A selected portion
of the house was instrumented with the smart home controller, fall detector, Android UI
device and Z-wave devices enabling lighting control, controllable power sockets and
sensors detecting movement, light levels and temperature.

The Service Repository was tested with two service cases. We implemented basic
fall detection using the Convergens Cognitive Node. We also tested adding a service
requiring controllable light switches and light level meters to activate a service which
switches lights on when light levels are low. Both of these services were found to work
using the Service Repository and calls based on URN words. With the Convergens
Cognitive Node, we had an opportunity to test a node which communicated the URN
associated with the functionality provided by the node directly. With the Z-wave light
switches, we experimented using an adapter to allow the data sent by the legacy devices
to be converted into URN’s.

Both of the services were activated in the way described in Sect. 3, with the service
requirement being added to the careplan, the Smart Home Controller checking the
service repository for hardware dependencies and downloading the associated software
package. The package was then activated and the services found working.

When it comes to singular devices which send their associated URN the hardware
independence from the point of view of the Service Repository is strong. As long as the
device driver works independently and the components using the DEMANES mid-
dleware can read the data the sensor is sending, a service such as the fall detection
service described does not care which individual sensor is responsible for sending the
alarm. A thorough dictionary for URN keywords must be maintained and the complete
pairing of the service to its platform observed however. For example, if the fall
detection service sends an alarm by passing an alarm URN to the middleware, the
middleware must be ready to handle such and URN because the service component has
no knowledge on the intended method of alarm delivery nor the destination.

With legacy devices, a platform agnostic service becomes more difficult to estab-
lish. A device specific adapter must be implemented to the system before it can interact
with the middleware. This adapter should ideally be also available at the Service
Repository, but implementing and testing that functionality is out of scope for this
research.

In conclusion, the concept works and is ripe for further development. The next steps
are develop this technology further and conduct more in-depth field research among the
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elderly who will be the users of the system. The research for this paper was made chiefly
with the EU Artemis DEMANES project (Artemis-JU - Grant Agreement no. 269334)
[12]. We use the middleware developed in the DEMANES project. Additional funding
was provided from the ALMARVI (Artemis-JU – Grant Agreement no. 641439) project
[14]. Our experimental prototype is a joint effort of the School of Computing of
University of Eastern Finland, Convergens [8] and Mega Electronics [10].
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Abstract. Link estimators are extremely important in dynamic wireless
sensor networks for obtaining a good network performance because they
drive the decisions made by the routing protocol. Many estimators exist
but the quality of their estimation depends on the scenario at hand. In
this paper, the impact of the estimator on the network performance is
investigated in different networking scenarios. Also the influence of the
underlying MAC protocol was evaluated. The evaluation was performed
both in simulation and on a real-life testbed.

The results clearly show that there is no link estimator that is best in
all scenario’s. Another major finding indicates that the results obtained
in simulator differ heavily from the testbed results. This illustrates that
research findings cannot be solely based on simulation results but also
requires real-world experiments. The influence off the underlying MAC
protocol is limited on the choice of estimator.

Keywords: WSN · RPL · Dynamic wireless sensor networks · Routing ·
IoT · Mobility

1 Introduction

Link estimation is extremely important in dynamic Wireless Sensor Networks
(WSN) since it drives the decisions made by the routing protocol. Selecting the
best path towards the destination is crucial for increasing the overall network
performance in terms of throughput, latency and reliability. Moreover, selecting
the best links reduces the number of retransmissions and, consequently, the
energy consumption.

For this reason, many link estimators for WSNs have been proposed [3]. While
complex algorithms, taking asymmetrical links into account, perform better com-
pared to simple estimators, they cause a higher overhead [10]. More intelligent
algorithms, such as Four-bit [7], seem to obtain higher Packet Delivery Ratio
(PDR) in networks with a high interference level [9]. In dense networks, how-
ever, these algorithms can encounter some scalability issues [5], due to variations
in different sources of information causing constantly changing metrics [10].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Given the numerous dynamic networking scenarios and applications envis-
aged for WSNs in the Internet-of-Things (IOT), it is to be expected that a single
link estimator will not be able to provide the best estimation in all situations.
Therefore it is important to know which link estimation algorithms delivers the
best results in various scenario’s.

To investigate this, several well-known link estimators were implemented for
the Routing Protocol for Low-Power and Lossy Networks (RPL) and evaluated
both in a simulator and on a real-life testbed, thereby also investigating if their
exists a difference between simulations and real-life testbed experiments.

The main contributions of this paper are: (a) extending RPL with state-of-
the art link estimators; (b) the analysis on the RPL network performance when
using different link estimators in realistic scenario’s; (c) a comparison between
the results obtained via simulation and via a real-life testbed and; (d) a study
on the influence of the underlying Medium Access Control (MAC) protocol and
its settings on the performance obtained by the different link estimators.

2 Related Work

In this section, an overview is given of different routing protocols that rely on
link estimation algorithms for making routing decisions. Next to this, different
link estimation algorithms are also discussed.

2.1 Routing Protocols for WSNs

In this work, several link estimation algorithms were implemented into the rout-
ing process of RPL. It is a proactive, distance-vector routing protocol specifi-
cally designed for WSNs [17]. RPL uses control packets (DIO, DAO and DIS)
for building a tree like topology, called a Destination-Oriented Directed Acyclic
Graph (DODAG). As RPL routes a packet via the path which minimizes the
sum of all link metrics, i.e. the path metric, it takes link quality into account
when routing. In contiki RPL [16] only the objective function 0 and Estimated
Transmission Count (ETX) methods were available.

Another well-known routing protocol for WSNs is the Collection Tree Pro-
tocol (CTP) [8]. CTP also is a pro-active distance-vector routing protocol. It
optimizes for data collection applications towards a special node, the data sink.
As its name suggests, CTP builds a tree topology with the sink as root using an
adaptive beaconing technique. For this it relies on the four-bit (4B) link quality
estimator [7] allowing each node to select the best parent.

In the broader field of wireless ad hoc networks, OLSR, BABEL and BAT-
MAN are popular routing protocols [12]. OLSR is a proactive link-state protocol
while BABEL and BATMAN are pro-active distance-vector protocols. They all
use a variant of the ETX method for estimating the quality of each link.
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2.2 Link Estimators

Link estimation algorithms take the lossy nature and time varying link quality of
WSNs into account when determining the best neighbour to forward data to. As
discussed in [3], link estimators can be classified in hardware- and software-based
algorithms. The hardware based link estimators use quality indicators (i.e. RSSI
and LQI) set by the radio driver after packet reception. Software based link esti-
mators such as Four bit [7] and Fuzzy LQE [4], combine information from multi-
ple network layers into a single metric. There are also very simple link estimators,
such as the objective function 0, that select neighbours based on hop count. In
this section a classification of the evaluated link estimators is given.

Hardware Based Link Estimation Algorithms. Hardware based link esti-
mation algorithms use information provided by the radio (e.g. Received Sig-
nal Strength Indicator (RSSI) and Link Quality Indicator (LQI)) to calculate
the link metric. Both link layer variables are highly correlated with the PDR
[13] and can be used to model link quality. Due to the unstable nature of
wireless communication, the raw values can be aggregated with an Exponen-
tial Weighted Moving Average (EWMA) filter [3] to improve the estimation.
Because LQI and RSSI are only calculated after packet reception, packet-loss is
not taken into account. For this reason the link quality of less reliable links can be
overestimated.

Software Based Link Estimation Algorithms. The objective function 0
[15], also referred to as hop count, is a very simple software based link estimator
that minimizes the number of hops from the source towards the destination
resulting in a route where the preferred parent is the furthest reachable node in
the direction of the sink. If the quality of the link with this node is poor, a lot
of retransmissions and extra packet loss or energy consumption can occur. On
the other hand, in stable networks the overhead is limited for maintaining link
information.

More complex software based link estimation algorithms will tackle the afore-
mentioned issue by using historical and/or cross-layer information to make more
intelligent decisions when selecting the best links. ETX [11] based algorithms
estimate the number of expected transmissions needed to successfully send a
packet to each destination by counting the number of attempts needed in pre-
vious transmissions. ETX based algorithms select the path with minimal ETX.
The Four bit algorithm [7] combines information from multiple OSI-layers to
calculate link metrics. It uses LQI and RSSI values to account link quality and
combines this with the ETX path metric. Fuzzy logic [4] combines multiple link
metrics in a less deterministic way by using membership functions which assign
a score in [0, 1] for every link metric. These individual scores are combined with
an aggregation function such as the Yagger operator. Multiple metrics are aggre-
gated by calculating a weighted mean (β is typical 0.6) of the worst and average
value of each metric. This results in a link score which can be inverted to obtain
a link metric for routing purposes.
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3 Evaluation Set-Up

The aforementioned link estimation algorithms have been implemented in Con-
tiki RPL [16]. They were evaluated using the Cooja simulator and, experimen-
tally, on the iMinds w-iLab.t office testbed [1]. Two metrics have been used to
determine the performance. First, the PDR is defined as the number of received
packets at the RPL sink to the total number of data packets sent in the net-
work. Second, the energy consumption is modelled by the percentage radio-on
time which dominates the power usage in sensor nodes.

The network stability was also determined by monitoring the control traf-
fic overhead generated by RPL, e.g. the number of DIO messages and parent
switches, and the required MAC retransmissions. These results show a clear cor-
relation with the radio-on time, i.e. unstable networks suffer from a high packet
loss and require regular DIO message exchanges and parent switches, resulting
in a higher energy consumption. They are therefore not included in this paper.

All simulations and testbed experiments ran twice to determine the variance
in results. The experiment and simulation settings can be found in Table 1.

Seven different real-life scenarios were investigated. First, a standard scenario
was used where nodes are distributed evenly. The send interval was set to 30 s.
The second scenario used a sparse topology where nodes are placed further
from each-other. The third scenario investigates a dense node topology. The
fourth scenario emphasizes the asymmetric behaviour of a real-life sensor node
by changing the transmission and interference ranges dependent to the direction.
In the fifth scenario, the influence of a bursty send pattern is investigated where
each node sends a burst of 3 packets every 90 s. The impact of interference was
analysed in the sixth scenario. The last scenario introduces mobility by adding
two mobile nodes to the standard scenario. In each of the scenario’s the sink is
placed at the edge of the network to enforce a multi-hop topology.

Table 1. Experiment and simulation settings

Setting Value

Contiki version 2.7

MAC protocol CSMA

Radio duty cycling ContikiMAC

Maximum number of retransmissions 5

Neighbor table size 16

Channel check rate (Hz) 16

CC2420 transmission power −15 dBm

Cooja simulation time 10 min

w-iLab.t testbed simulation time 30 min

Network stabilization time 1 min

Mobile node speed 2 m/s (7.2 km/h)
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3.1 Cooja Simulator

Cooja is a Java-based sensor network simulator for Contiki source code. Since
Cooja is a software-based simulator, it doesn’t take external interference into
account and uses default values for radio driver variables such as LQI and RSSI.
The Cooja Unit Disk Graph Medium (UDGM) channel model calculates the
RSSI value based on the distance between the nodes and uses 37 as default for
all LQI values [14]. The UDGM channel model degrades the signal quality based
on the distance between nodes. Cooja allows to determine the average radio-on
time with the Powertrace plug-in and to simulate mobile nodes with the Mobility
plug-in.

Table 2 gives an overview of the different settings used in Cooja to construct
the six scenario’s.

Table 2. Specifications of the different scenarios in Cooja.

Standard Mobility Asymmetric

Number of nodes 8x8 = 64 8x8 + 2 mobile = 66 8x8 = 64
Transmission range 45m 45m Variable
Interference range 60m 60m 60m
Model of degeneration UDGM UDGM DGRM
Send interval 1 packet/30s 1 packet/30s 1 packet/30s

Dense Sparse Interference Bursty

Number of nodes 12x12 = 144 8x8 = 64 8x8 = 64 8x8 = 64
Transmission range 45m 30m 45m 45m
Interference range 60m 40m 90m 60m
Model of degeneration UDGM UDGM UDGM UDGM
Send interval 1 packet/30s 1 packet/30s 1 packet/30s 3 packets/90s

The standard scenario uses an eight-by-eight grid with a transmission range
of 45 m and an interference range of 60 m. The default UDGM channel model
is used. Each node sends a packet every 30 s. The sparse scenario has the same
configuration but with a limited transmission (30 m) and interference (40 m)
range. To simulate a dense network, the standard scenario is extended to a
twelve-by-twelve grid.

To investigate link asymmetry, the UDGM model used in the standard sce-
nario is replaced with the Directed Graph Radio Medium (DGRM) channel
model which allows to specify different delivery ratios for each directional link
in the network. To determine the influence of the send pattern, the default send
interval is changed to 90 s but now a burst of three packets is transmitted. The
impact of interference was analysed by extending the interference range in the
standard scenario to 90 m. The mobility scenario has exactly the same configu-
ration as the standard scenario but with two additional mobile nodes.
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3.2 iMinds w-iLab.t Testbed

Due to limitations of the Cooja simulator, a real-life testbed is needed to reliably
evaluate all link estimation algorithms. The iMinds w-iLab.t [1] testbed contains
200 Tmote Sky sensor nodes in a real-life office environment (see Fig. 1). By
varying the amount of nodes in the experiment a standard, sparse and dense
networks can be created. Running these tests during daytime introduces extra
external interference and varying the transmit power of the Tmote Sky CC2420
radio [2] allows to increase the asymmetry in the network. The mobile scenario
could not be reproduced due to limitations of the iMinds w-iLab.t office testbed.
It is important to note that a real-life office testbed always has an inherent
level of asymmetry due to the use of real-life sensor nodes and the occurrence
of walls and other obstacles. Next to the asymmetry, an office testbed always
has a certain level of external interference from other wireless communication
technologies.

Fig. 1. iMinds w-iLab.t office testbed. Indicated nodes are used in the standard scenario
while the sparse scenario only uses 10 nodes and the dense scenario uses all available
nodes.

4 Evaluation Results

4.1 Cooja Simulator

Figure 2 illustrates the PDR obtained by the different link estimators in each
scenario. In the standard network, Four bit and Fuzzy LQE algorithms obtain a
20 % higher packet delivery ratio compared to the other estimators. The PDR in
the sparse scenario is nearly the same for all estimators but drops significantly
(12 %) for Four bit and Fuzzy LQE compared to the standard scenario. This is
because there are less paths towards the sink allowing less room for optimiza-
tions by the more complex algorithms. In dense networks lower PDR ratios are
achieved overall, but especially using the RSSI-based and Four bit algorithms
(a drop of 50 %). Algorithms based on ETX and Fuzzy LQE perform best in
dense networks. The interference scenario only results in a small drop in PDR
compared to the standard scenario except for the RSSI and Four bit estimators
that show a decrease of 10 %. The PDR of all link estimators degrade in the
asymmetric scenario and again the Four bit and Fuzzy LQE algorithms suffer
the most with a drop of 30 %. Now the objective function 0 obtains the best
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Fig. 2. Packet delivery ratio in the Cooja simulator.

results. The mobility scenario shows very low PDRs overall, especially the RSSI
algorithm cannot establish a stable network. Again, the objective function 0
obtains the best results. In the bursty scenario, also a significant drop in PDR
can be noted especially for the Four bit algorithm which is very sensitive for
changes in the send behaviour, showing a decrease of 30 %. Fuzzy LQE performs
best in this scenario.

The radio-on time, measured for the different link estimators in each scenario,
is shown in Fig. 3. The results demonstrate that overall the RSSI algorithm has
a much higher energy consumption. This is because the RSSI link estimation is
highly fluctuating, resulting in more RPL parent switches and, consequently, a
higher energy consumption. One exception is the sparse scenario where less par-
ent switches are possible. The radio-on time in the sparse and bursty scenarios
is nearly identical to the standard scenario. Dense networks on the other hand
show an increase in energy consumption, especially for the ETX, Four bit and
Fuzzy LQE algorithms. When considering asymmetric links, the results are again
nearly identical to the standard scenario except for the Fuzzy LQE which shows
a clear increase in radio-on time. In the interference scenario, each estimator
consumes slightly more energy, albeit that the differences between them remain
constant. In contrast, the scenario including mobility shows a lower energy con-
sumption, but again the differences remain stable.

Overall, the simulation results show that combining information from mul-
tiple network layers improves the performance of link estimation at the cost of

Fig. 3. Average radio-on time (in %) in the Cooja simulator.
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an increased RPL overhead and thus a higher energy consumption. Therefore
simple algorithms, such as hop count or LQI, are preferred in sparse or mobile
scenarios.

4.2 iMinds w-iLab.t Testbed

Compared to the simulations, the results show a higher variance in the testbed
experiments (see Figs. 4 and 5). In the standard scenario, the complex algorithms
confirm the simulation results, although Fuzzy LQE performs slightly better with
less energy consumption. The sparse scenario in the testbed also shows that the
objective function 0 obtains a high PDR with a lower radio-on time. This is
due to a low RPL-overhead and a small amount of retransmissions. In dense
networks, the objective function 0, ETX and Fuzzy LQE algorithms obtain the
best results. They even show an increase in PDR opposed to the decrease noticed
in the simulator. The testbed results confirm that the Four bit algorithm has a
degraded performance in dense networks.

Compared to the simulation results, the asymmetric scenario shows a
decrease in performance for most simple algorithms, but an increase for the
complex ones. This can be explained by the network configuration which gives
certain nodes higher transmit power to increase asymmetry. The complex algo-
rithms seem to benefit from this higher transmit power. The number of par-
ent switches also decreases, due to larger difference in route qualities less path

Fig. 4. Packet delivery ratio on the iMinds w-iLab.t testbed.

Fig. 5. Average radio-on time (in %) on the iMinds w-iLab.t testbed.
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switches occur. The Four bit algorithm performs a lot better in the interference
scenario compared to the simulation results, while ETX performs significantly
less. These results clearly show the limitations on the LQI and RSSI values used
in Cooja. The bursty scenario shows a performance increase compared to the
standard scenario, contradictory to the results in the Cooja simulator.

5 Influence of RDC/MAC Protocol

Since several link estimators utilize information from received packets, the MAC
protocol potentially has a significant influence on the choice of the optimal link
estimator. This section investigates the effect of the RDC/MAC protocol and
its settings on the PDR and radio-on time. In Contiki, the Radio Duty Cycling
(RDC) driver is responsible for reducing the energy consumption by turning
the radio on and off. The MAC driver is responsible for the CSMA/CA and
for packet retransmissions in case of collisions. Both have a major impact on
the PDR and radio-on time. ContikiMAC [6] and CSMA are the default RDC-
and MAC-driver respectively. Other implementations of the RDC driver include
X-MAC, CX-MAC and NullRDC. A dummy version of the MAC driver, i.e.
nullMac, is also available.

As illustrated in Figs. 6 and 7, ContikiMAC outperforms other drivers with
a higher PDR and low energy consumption. NullRDC obtains a slightly higher
PDR compared to X-MAC, CX-MAC and NullMac, at the cost of a much higher
energy consumption because NullRDC never turns the radio off. Despite this,
NullRdc has much lower PDR then contikiMAC because it does not include

Fig. 6. Packet delivery ratio with several radio duty cycling protocols in the Cooja
simulator.

Fig. 7. Radio-on time of several radio duty cycling protocols in the Cooja simulator.
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any retransmission. X-MAC and CX-MAC, have less strict timings to support
more radio’s and require 4 times more energy compared to ContikiMAC. They
obtain a PDR close to NullRDC. NullMAC has the lowest energy consumption
but also a very low PDR because no retransmission and CCA is performed. All
MAC- and RDC-drivers seem to have an equal impact on all link estimation
algorithms because the differences in performance between the estimators are
retained. Contiki also allows us to specify a Channel Check Rate (CCR), which
is the frequency the MAC- and RDC-driver use to turn on the radio and check
the channel for possible transmissions. A higher CCR results in higher PDR (see
Fig. 8), but requires more energy (see Fig. 9). Again, varying the CCR seems
to has no impact on the type of estimator. The maximum amount of retrans-
missions can be freely chosen in ContikiRPL, which allows to limit excessive
retransmissions and energy usage. The default value of 5 indicates there will be
6 attempts to send the packet before it gets dropped. Figure 10 indicates how
much packets needed multiple retransmissions while performing the standard
scenario on the w-iLab.t office testbed.

The results show that almost all packets that need two retransmissions, also
required three or more retransmissions. This indicates that using more then two
or three retransmission only has a minor impact on the packet delivery ratio,
but causes a much higher energy consumption.

Fig. 8. Packet delivery ratio with several channel check rates in the Cooja simulator

Fig. 9. Radio-on time of several channel check rates in the Cooja simulator.
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Fig. 10. Influence of maximum number of retransmissions in RPL.

6 Conclusions

Several link estimation algorithms were implemented for ContikiRPL. Next to
ContikiRPL’s standard objective function 0 and ETX algorithms two additional
estimators based on the data link layer RSSI and LQI values and two more
complex algorithms, i.e. Four bits and Fuzzy LQE, were added.

All link estimators were thoroughly evaluated in different dynamic network
scenario’s both in a simulation environment and in the real-life iMinds w-iLab.t
office testbed. After evaluation using PDR and radio-on percentage as perfor-
mance metrics, it can be concluded that there is no algorithm which performs
best in all scenarios. In Table 3 an overview is given of the best performing algo-
rithms for each scenario. Fuzzy LQE is the best choice in most scenario’s while
the Objective function 0 is better suited for the sparse and mobile scenarios.
ETX is also a good choice in the dense and mobility scenario. The complex Four
bit algorithm is only better in the asymmetric scenario at the cost of a higher
energy consumption.

Table 3. Overview of the conclusions of this research.

Scenario Best link estimation algorithm

Standard Fuzzy LQE

Sparse Objective function 0

Dense Fuzzy LQE or ETX

Asymmetric Four bit or Fuzzy LQE

Interference Fuzzy LQE

Bursty Fuzzy LQE

Mobility ETX or objective function 0

The results obtained in the simulation environment show a high discrepancy
with the results obtained in the iMinds w-iLab.t testbed. We can hence conclude
that simulators are decent tools for algorithm development but lack capabilities
to model real-life network characteristics and deliver reliable results.
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The impact of the choice of RDC- and MAC-protocol was also investigated.
The results show that there is no influence on the differences in performance
between multiple link estimation algorithms but there is a difference in the over-
all performance and energy consumption of the network. The CCR also has a
major impact on the PDR and energy consumption. It was also shown that
there should only be two retransmission because more retransmissions only has
a minor effect on the PDR at the cost of a much higher energy consumption.

Future work could investigate the influence of the transmit power, node dis-
tance or modulation scheme on the quality of a link. Moreover, since real-life
networks are often a combination of multiple scenarios it can be interesting to
combine different link estimation algorithms in a single network. The link esti-
mators can also be further optimized. For instance, the mapping of LQI and
RSSI values to a link metric can be varied, the thresholds in the Four bit algo-
rithm can be changed and different membership and aggregation functions can
be used in the Fuzzy LQE algorithm. An optimal link estimation algorithm
would be self-adapting, changing the link estimator algorithm (settings) based
on the observed network characteristics.
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Abstract. In order to support navigation, gesture detection, and aug-
mented reality, modern smartphones contain inertial measurement units
(IMU) consisting of accelerometers and gyroscopes. Although the accu-
racy of these sensors directly affects the soundness of mobile applications,
no standardized tests exist to verify the correctness of the retrieved sen-
sor data. For this purpose, we present a novel benchmark, which utilizes
the camera of the phone as a reference to estimate the quality of its sen-
sor data fusion. Our experiments do not require special equipment and
reveal significant discrepancies between different phone models.

1 Introduction

A large number of mobile and ubiquitous applications for smartphones rely
on a sound and stable orientation estimation. For example, a step counter [1]
can improve the accuracy of indoor localization when the GPS signal becomes
unavailable [2]. However, both the occurrence of a step and its direction must
be measured precisely to track the relative movement of the user. Similarly, aug-
mented reality applications [3] also require the exact orientation of the device to
display context-dependent information on the screen, which should match the
real environment as close as possible. For instance, the navigation application
presented by [4] shows the direction to the destination as a perspective arrow
within the camera image and counts the remaining number of steps. In addi-
tion, the detection of gestures for user authentication strongly depends on the
accuracy of the IMU [5].

Inertial sensors are often built as micro-electro-mechanical systems (MEMS)
to reduce size, power consumption, and production costs. According to [6], possi-
ble error sources are a constant bias, thermo-mechanical noise, bias instabilities
due to flicker noise, temperature effects, and calibrations errors. Due to the inte-
gration, even small deviations can lead to significant differences. For example, a
constant bias in the gyro causes a continuously growing angle error. As a result,
the soundness of the sensor data at the application-level, is directly affected by
the accuracy of the IMU.

As an introductory example for the relevance of an IMU benchmark, we show
the results of a pedestrian tracking application running on three different but
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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(a) Phone 1 (b) Phone 4 (c) Phone 5

Fig. 1. Rectangular path measured on different phones.

anonymized phones (Fig. 1). Only Phone 1 has correctly captured the rectan-
gular shape, while the path of Phone 5 is slightly deformed. On Phone 4, the
second half of the path is flawed due to the integration of erroneous directions.

Consequently, the development of sensor-based applications requires exten-
sive testing to deal with the large variations between different IMUs. As a pos-
sible solution, we present a benchmark for Android phones (Fig. 2), which mea-
sures both the static and dynamic accuracy of the sensor data fusion through
the usage of the built-in camera and a specially developed reference pattern. For
this purpose, the application simultaneously records sensor data and captures a
video stream, which is then used to reconstruct the 3D orientation of the phone.
Since the camera represents a potential error source, the latency between camera
and sensor is compensated through a calibration procedure.

In particular, the innovations of our benchmark can be summarized as follows:

1. The camera of the smartphone is used to estimate a reference orientation. If
the rotation vectors obtained from sensor and camera match, we can assume
the correctness of the IMU.

2. Our benchmark computes an error metric, which permits the quantitative
comparison of multiple test runs and different inertial sensors.

3. The test can be performed without additional equipment like an external
camera system and requires only a sheet of paper containing the pattern.

Fig. 2. Data flow model of our sensor benchmark.
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The rest of this paper is organized as follows: In Sect. 2, we present related
approaches for the evaluation of inertial sensors and techniques for optical track-
ing. The concept of our benchmark is specified in Sect. 3, Sect. 4 contains exper-
imental results, and Sect. 5 is reserved for conclusion.

2 Related Work

Several methods for the calibration of IMUs through image processing already
exist. For instance, the work presented in [7] utilizes an optical tracking system
(Optotrack) consisting of three IR cameras and three LEDs, which are attached
to the IMU in order to determine its absolute orientation. In addition, the relative
orientation between a camera and an IMU can be estimated by capturing several
images of a chessboard and correlating the vertical lines with the gravity vector
[8]. Further, also the mirrored image of the camera is suitable for self-calibration
of the sensor [9]. Our approach takes the opposite direction and assumes a fixed
orientation between camera and IMU to evaluate its accuracy.

Determining the orientation of the device from a single camera image requires
a set of feature points in screen space and their corresponding coordinates in
world space. For this purpose, iterative algorithms like [10] provide a robust
solution in case of inaccurate input data. Although four coplanar points are
sufficient to compute the relative camera orientation [11], a larger number of
features increase both the accuracy and the robustness of the result [12]. Our
benchmark utilizes the algorithm presented by [13], which accepts a variable
number of corresponding points for calculating the camera orientation and has
been implemented in the OpenCV library [14].

The detection of feature points usually depends on distinct markers, which
encode their world position in form of different shapes [15]. Alternatively, each
marker can be uniquely identified by patterns of black and white blocks [16]. In
comparison to a more regular chessboard [17], this technique permits extensive
rotations of the camera because only a sub-set of the markers must be visible
in each frame. However, for use cases like the video-based augmented reality
conferencing system [18], six markers are adequate to locate a virtual shared
whiteboard. Also, the VideoMouse supports six degrees of freedom [19] and
contains a camera to record a regular pattern of circular markers. Due to the
restricted viewing angle of the camera, only a small and quickly changing section
of the grid can be observed, so that additional codes within the markers are
necessary for global localization.

Since we are mainly interested in the relative rotation of the camera, we have
chosen a regular pattern of uniform squares. It resembles both [13,19] but can
be detected in a similar way to QR codes [20]. While one rectangle offers four
feature points and is therefore sufficient to estimate the camera rotation, each
additional marker further increases the accuracy.
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3 Benchmark

The test procedure (Fig. 2) consists of an image processing step, which deter-
mines the relative rotation of the phone, the recording of sensor data, and the
final evaluation. In particular, the reconstruction of the rotation and the analysis
of the results represent the main contributions of this paper, which are discussed
in the following sections.

3.1 Overview

In order to compute the rotation of the phone from a camera frame, a set of cor-
responding feature points must be found in the image. For this purpose, we have
designed a reference pattern (Fig. 3a), according to the following requirements:

– The benchmark is performed in office environments under different lighting
conditions and backgrounds.

– The benchmark runs on a mobile phone with memory restrictions and limited
computational power.

– Since the phone is rotated during the test, a small part of the pattern must
be sufficient to compute its orientation.

Our pattern contains a regular grid of uniforms squares, which are enclosed
by a thick border. All elements are either black or white to reduce memory
usage as well as the complexity of image processing. As a consequence, the
contrast is increased so that the quality of the camera becomes less important.
In addition, the thick border helps to distinguish the squares of the pattern from
the background. Since the rotation of a single square is ambiguous for steps of
90◦, we include an internal marker to determine its actual rotation. Further, the
edge length of each square is three times larger than the width of the border
and the padding, which is used for identification. As a result, the pattern can
be printed in any size and can contain an arbitrary number of squares as long
as its relative proportions remain constant.

Fig. 3. Reference pattern developed for the purpose of the tracking; it is used for
measuring the orientation of the camera. (Color figure online)
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The image processing algorithm first looks for the pattern and collects screen
space coordinates of each square. Although the four corners of a square are
sufficient to compute the rotation of the camera [21], a larger number of squares
significantly increases the accuracy. Due to the regularity of the pattern, already
detected squares are used as hints to guide the further search. In a second step,
the relation between squares is examined to assign world space coordinates,
which are then used for 3D reconstruction. In the next sections, these two steps
are described in more detail.

3.2 Detecting Possible Squares

The goal of this first step is to compute a list of possible squares from the 8-bit
greyscale image. We start by applying a binary threshold for simplification, so
that the resulting pixels are either set to 0 or 255. Experiments have shown
that a threshold of 128 is sufficient to highlight the pattern. Due to the white
balancing in the camera of modern phones, an adaptive filtering is not necessary.

The next step utilizes the unique proportion between squares and spacing
to separate the pattern from the background. For this purpose, we trace a set
of random lines through the image and look for alternating black and white
segments. According to the design of the pattern (Fig. 3b), the characteristic
ratio between these segments corresponds to ≈ 3 : 1 if the camera is aligned in
parallel to the raster. However, in order to improve the detected of squares at
steep angles, the ratio of ≈ 3 : 1 is automatically adapted by our algorithm.

If a run of at least four consecutive segments has been found, the current
position might be located at the border of square region (red). Hence, the center
of the square can be reached by stepping back half of the distance (blue).

Since only lines, which are more or less aligned to the pattern, satisfy these
conditions, we can speed up the search by creating more appropriate lines
(green). After a square has been found, additional search lines are constructed
through the midpoints of opposing sides. Consequently, they are automatically
aligned to the grid and intersect most likely several other squares. As a result, the
entire pattern can be retrieved from a single square in two iterations. Finally,
each region is flood-filled with a different color and passed to the next stage,
which extracts the contour and screen space coordinates of the square.

3.3 Extracting Valid Squares

Currently, each possible square corresponds to a set of pixels with a specific
color. In order to derive its screen space coordinates, we have to ensure that
the region is actually a valid square, discover its four corners and align its sides
according to the internal marker (Fig. 4). For this purpose, the contour of the
region is extracted (Fig. 4a) and iteratively simplified (Fig. 4b) until it consists
of exactly four points (Fig. 4c). Invalid regions either vanish during this process
or converge to a polygon with a different number of corners.

To compensate for inaccuracies during the simplification step, the corners of
the remaining squares are adapted to match the color gradient in the original
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Fig. 4. Extraction and alignment of a square.

image (cornerSubPix ). Since the 3D reconstruction requires consistent world
space coordinates, the squares must be also aligned, so that the internal marker is
located at the first point. Let p1, p2, p3, p4 ∈ R

2 be the screen space coordinates of
the square. Based on the construction of the pattern, the four possible locations
of the marker m1,m2,m3,m4 ∈ R

2 are given by the weighted sums:

m1 := 9
16 · p1 + 3

16 · p2 + 1
16 · p3 + 3

16 · p4

m2 := 3
16 · p1 + 9

16 · p2 + 3
16 · p3 + 1

16 · p4

m3 := 1
16 · p1 + 3

16 · p2 + 9
16 · p3 + 3

16 · p4

m4 := 3
16 · p1 + 1

16 · p2 + 3
16 · p3 + 9

16 · p4

Since the square is printed in black and the marker is printed in white, it can
be identified by choosing the brightest of all four possible locations. Finally, the
points of the square are rotated until p1 corresponds to the corner of the marker.

3.4 Collecting Squares

While the four screen space coordinates of each square are known at this point,
we also require corresponding world space coordinates to compute the orientation
of the camera. Actually, the square can be placed anywhere on a XY-plane in
world space because relative distances are sufficient to determine the current
rotation vector. Hence, the four coordinates w1, w2, w3, w4 ∈ R

3 of a single square
are defined as follows:

w1 := (0, 0, 0) w2 :=
(
3
4 , 0, 0

)
w3 :=

(
3
4 , 3

4 , 0
)

w4 :=
(
0, 3

4 , 0
)

The size of 3
4 is specified according to the ratio of (3 : 1) between squares and

spacing in the pattern, which becomes especially important when using multiple
squares. In this case, their relation must be considered as well to construct a
global coordinate system. In particular, two squares are either neighbours in
one of the four directions (left, right, up, down) or not directly connected. Each
direction is associated with an offset in world space, so that one of the two
squares can be placed at the origin, while the other is shifted accordingly.

By iteratively assigning coordinates of adjacent squares, we can successively
construct a world space coordinate system as shown in Fig. 5. In this example,
some of the squares are missing (dark) and the initial square (grey) is placed at
the origin (0, 0). The arrows (green) illustrate the incremental expansion, so that
the square at the right of (0, 0) gets an offset of (1, 0). In order to determine the
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Fig. 5. Building the coordinate system.
(Color figure online)

Fig. 6. Pinhole camera model.

relation of two arbitrary squares, the distances between the four pairs of opposing
edges (red) are calculated. Due to the layout of the pattern, two edges can be
considered as adjacent if their average distance is shorter than their length. At
the end of this iterative process, all squares either belong to the connected sub-
set containing the origin or correspond to separated isles, which are removed
from the set. Hence, in case of n valid squares, the result contains 4n pairs of
screen space and world space coordinates.

3.5 Camera Model

Our camera model describes the relation between a point in homogeneous coor-
dinates (x, y, z) and its projection (x′, y′, z′) on the screen using the equation:

(
x′
y′

z′

)
:= I · R ·

(
x
y
z

)
(1)

In particular, the rotation matrix R is the unknown variable to be determined,
while the intrinsic matrix I can be derived from the camera model (Fig. 6). We
utilize a pinhole camera, which is characterized by the focal length f and the
field-of-view α. According to the intercept theorem, the relation between the
width x of an object and its projection x′ is given by:

x
x′ = z

f ⇔ x′ = x·f
z

This relation can be also expressed in homogeneous coordinates using a projec-
tion matrix P : (

x′
y′

z′

)
:= P ·

(
x
y
z

)
width P :=

( f 0 0
0 f 0
0 0 1

)

The coordinates are scaled according to the size w × h (matrix S) of the image
sensor and its resolution u × v:

I := S · P =
(

u
w 0 u

2
0 v

h
v
2

0 0 1

)( f 0 0
0 f 0
0 0 1

)
=

( f·u
w 0 u

2

0 f·v
h

v
2

0 0 1

)



Camera-Based Evaluation of Inertial Measurement Units 369

The width w of the image sensor is derived via trigonometry,

tan
(

α
2

)
= w

2·f ⇔ w = 2 · f · tan
(

α
2

)
while the height h can be computed from the aspect ratio:

h = w · v
u

Therefore, the intrinsic matrix I of the camera is given by:

I :=
(

λ 0 u
2

0 λ v
2

0 0 1

)
with λ := f ·u

w

Beside the rotation matrix R, all variables of Eq. (1) are known. As a result, we
can insert the 4n pairs of world space and screen space coordinates to compute
an approximation of R via [11–13] or the OpenCV method solvePnP [14].

3.6 Evaluation

Since the reference pattern (Fig. 3) can be placed anywhere for testing, it is
impossible to determine the absolute orientation of the camera from the image.
As a consequence, our benchmark compares relative rotations of camera and
sensor with regard to a reference orientation, which is captured at the beginning
of a test run.

Optimally, the relative rotation angles match at all times but since camera
and sensor are usually implemented as separate hardware components, their time
stamps are not synchronized. We have examined a latency of approximately one
frame between camera and inertial sensor. Since the sensor usually produces a
significant higher number of samples, both curves must be adjusted and cross-
correlated to minimize this error.

For a test run of length l, the error e(t) at time t is defined as the shorted
rotation angle in degrees between camera and sensor. As a result, we can define
an error score E as the weighted mean error over the time t of the test.

E :=
1
t

∫ t

0

e(x)dx (2)

The unit of E is degrees and smaller values are better.

4 Results

Based on the concept of Sect. 3, we have developed a benchmarking application
for Android phones, which records the video sequence of a reference gesture
(Fig. 7) in order to compute the dynamic accuracy of the IMU. The error score
is calculated in a post-processing step and defined by the integral of the mean
deviation between camera and sensor angles (2). The application also shows a
detailed presentation in form of graphs and statistics for every test run.
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Fig. 7. Gestures performed for the rotation test.

Table 1. Results of the rotation test and the pedestrian tracker

Phone Rotation vector Game rotation vector Pedestrian tracker

x σ x σ Score s ∈ [−1, 1]

Phone 1 1.48 0.20 1.33 0.23 0.208

Phone 2 2.35 0.29 1.37 0.13 −0.278

Phone 3 4.67 3.89 1.75 0.61 0.083

Phone 4 6.79 3.58 7.89 0.96 −0.333

Phone 5 9.62 11.96 n/a n/a −0.125

Our benchmark has been evaluated using the LG G3, the Samsung S5, the
LG Nexus 5, the Moto G2, and the HTC One, which are anonymized in a dif-
ferent order as Phone 1 to Phone 5. During a test run, the phone is tilted
≈ 40◦ forwards, backwards, and to both sides, while the camera is pointed at
the pattern (Fig. 7). As a possible error source, blurring artefacts might prevent
the correct detection of the pattern, so that the speed of the gesture must be
adapted according to the quality and exposure time of the camera. Therefore,
smaller resolutions like 800 × 480 pixels usually provide more accurate results
than HD recordings due to higher frame rates.

The rotation gesture is performed manually but repeated ten times per phone
to improve the significance of the benchmark. Table 1 lists the mean error (x) as
well as the standard deviation (σ). We are using both the default rotation vector
and the game rotation vector, which are acquired using the SensorManager API
of Android. While the default rotation vector is automatically recalibrated by a
compass, the game rotation vector is better suited for fast movements and cannot
be disturbed by magnetic influences. The results show significant differences
between the evaluated phones. In particular, the average error is less than 3◦ for
Phone 1 and Phone 2 but reaches almost 10◦ for Phone 5. For the three best
phones, the game rotation vector (not available on Phone 5) offers even better
results with an error score of less than 2◦.

Our benchmark assumes that the reconstructed rotation vector from the cam-
era is more accurate than the rotation obtained directly from the IMU. Since
both rotations are computed using entirely different algorithms, a correlation
between camera and sensor is a strong indicator for the correctness of the mea-
surement. The reproducibility of our test is further emphasized by the fact that
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accurate results coincide with a small standard deviation of less than 1◦. How-
ever, in case of discrepancies like Phone 5, it remains ambiguous whether the
camera, the IMU, or both provide erroneous data.

For comparison, we have also evaluated the pedestrian tracker application
using various paths, which results in a score s ∈ [−1, 1] for each phone (Table 1).
Contrary to the rotation test, larger values are better in this case and we can
detect a coincidence between precise results. For instance, Phone 1 produces
sound results in both tests, while Phone 4 and Phone 5 are much less reliable
with x > 6 and σ > 3.

5 Conclusion

This paper describes the concept of a mobile and camera-based benchmarking
method for inertial sensors and sensor fusion on smartphones. As a result, we
can identify significant discrepancies between the accuracy of different IMUs,
which also affect their usability at the application-level. In contrast to existing
methods, our benchmark does not require an expensive test environment but can
be performed using a recent Android phone and the reference pattern printed
on a single sheet of paper. Future work includes improving the reproducibility
of the test, supporting a wider range of movements, and detecting external error
sources like magnetic fields.
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Abstract. Today continuous wave (CW) radar systems have been established
as a standard method to interrogate surface acoustic wave (SAW) delay line
sensors. They provide an ideal solution with high accuracy and reasonable
reading distances for low dynamic measured quantities, which do not change
fast in time. But their relatively long reading cycles [1] makes them unsuitable
for high dynamic measurements. This paper illustrates a concept of an inter-
rogation principle based on a pulse radar system which allows decreasing the
reading cycle of a SAW delay line to a minimum of about 3 µs given by the
physical dimension of the SAW delay line tag itself [2, 3].

Keywords: SAW � Surface Acoustic Wave Sensor � SAW sensor
interrogation � Pulse radar � I/Q-demodulation

1 Introduction

Today surface acoustic wave (SAW) sensor technology is a state of the art technology
to measure physical quantities like temperature, pressure and force. As a passive radio
sensor technology don’t need either any external power supply or additional electronic
circuitry to operate, which enables them to operate almost without any limitations in
their life time and makes them very robust against hazardous environmental conditions,
e.g. high temperatures up to 400°C, hard radiation and strong electromagnetic inter-
ference [3].

A sensor system based on SAWs consists of a SAW tag and a reader unit (Fig. 1)
which excites the sensor with a radio signal similar to the signals used in common radar
systems. State of the art reader units, utilize continuous wave CW radar to interrogate
the sensor. There are three different types of CW radars: Frequency modulated
(FMCW), frequency stepped (FSCW) and switched frequency stepped (S-FSCW)
continuous wave radar [4, 5]. All three radar types are using an RF ramp within the
ISM band of 2.4 GHz. The duration of one sweep reaches from 100 µs (FMCW) to
125 ms (FSCW) and is limited by the used technology [1]. This results in one mea-
surement per 100 µs (in FMCW), but usually, to improve the signal to noise ratio in
order to increase accuracy and reading distance, the mean of several sweeps is taken.
For measurements with low dynamic, i.e. which do not change fast in time, the used
method is sufficient, but for high dynamic applications such as vibrations, accelerations
or fast moving objects the applied method is not adequate and another interrogation
principle is needed. In this paper we will present an interrogation principle, which uses

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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short pulses to interrogate a SAW delay line sensor, which enables to reduce the
interrogation cycle to the limits of the sensor chip itself rather than to the limits of the
reader technology.

2 SAW Sensor Delay Line Principle

SAW sensors use the propagation speed of SAWs on a plain polished piezoelectric
substrate. The propagation speed depends on the material properties of the substrate
which on the other hand are sensitive to environmental influences, for instance
changing temperature of the substrate changes its elasticity constant which directly
effects the wave propagation. The SAW is about 10−5 slower as the propagation of
electromagnetic waves – therefore the name “SAW Delay Line Sensor”.

The excitation occurs by metallic structures, the so called interdigital transducers
(IDTs), arranged on the surface of the substrate. In the simplest case, the structure looks
like two interlocking combs as shown in Fig. 2. If an alternating electrical signal is
applied to the IDT, the piezoelectric substrate will expand and contract according to the
applied electric field which generates a mechanical wave – surface acoustic wave –

propagating across the substrate’s surface. Vice versa a SAW passing the IDT gen-
erates an electric signal which can be measured on the connections of the IDT.

Delay line sensors use the propagation delay τ between two points on the substrate.
Arranging two IDTs oppositely with a certain distance d according Fig. 3, a two port
SAW delay line has been created. Applying a signal on the input IDT results in a time
shifted and attenuated signal on the output IDT.

A big disadvantage of two port delay line SAW sensors is the fact that they have
two ports which makes them not very suitable for wireless applications because
additional radio frequency (RF) circuitry is needed directly on the SAW chip to sep-
arate the incoming and outgoing RF signals. Since SAW sensors are dealing with

Fig. 1. Wireless transmission between reader unit and passive SAW sensor.

Fig. 2. Top view of an interdigital transducer on the left side, and its AB-cross section in the
center. Propagating wave packages generated by an IDT on the left side [3].
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waves, it is possible to use reflection to overcome this problem. In the simplest case we
just take the second – or output – IDT and just let it open. The incoming wave front
will see a not suitably matched interface which results in a reflection – or partial
reflection – of the wave back to first – or input – IDT. This concept can be expanded to
a one port multi reflective SAW delay line by arranging multiple reflectors on the
substrate. Figure 4 illustrates a one port delay line sensor with three reflectors.

The reflectors are designed in a way that one portion of the SAW will be reflected
while the other portion of the SAW will pass the reflector and propagate towards the
next reflector where again a portion will be reflected and so on. Finally the received
signal of a SAW delay line sensor is a sum of time shifted sinusoids.

3 Time Delay Measurement

The measurement of time delay between the transmitted and received signals can be
done in different ways. One method is to measure the time duration of the envelope
between transmitted and received pulses by a counter. Another method is evaluating
the phase shift between the received pulses and a reference oscillation which is
in-phase with the transmitted pulse as shown in Fig. 5a. Evaluating the phase shift may

Fig. 3. IDT arrangement and input and output signals of a two port SAW delay line sensor.

Fig. 4. IDT arrangement and input and output signals of a two port SAW delay line sensor.
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increase the resolution significantly by a factor of 100. For large measurement ranges,
especially in the case of temperature measurement, the phase shift caused by the
measured value can be larger than 2π, or even several multiple of 2π, so that a phase
ambiguity, shown in Fig. 5b, occurs. To evaluate absolute values, at least three
reflectors are needed [3, 7, 8].

4 Sensor Interrogation Principle with Cosine Bursts

As already stated, the fundamental principle of SAW delay line sensors is using, the
variation of propagation speed of SAWs. Evaluating the signal delay allows to cal-
culate the desired measurement quantity. The Signal delay can either be determined in
the frequency domain, using CW radar, or in the time domain using pulse radar.

Instead of using a frequency modulated continuous wave, a sequence of pulsed
cosine bursts (Fig. 7a) in the ISM-band at 2.4 GHz will be sent to the SAW sensor.
Figure 6 shows an overview of the system with a minimal set of components to
describe the theoretical aspects of the principle.

The impulse response of the SAW-sensors hSAW(t) can be assumed as a sequence of
weighted Dirac impulses shown in Fig. 7b where each Dirac impulse corresponds to a
reflector of the SAW-Sensor. It is well known that in the time domain the output signal
of a system is the convolution of the input signal with the impulse response of the
system. Therefore the received signal is a repeating sequence of the transmitted signal
shown in Fig. 7c.

The transmitted signal st(t) can be described as a cosine function with amplitude A,
angular frequency ω and phase shift ϕ multiplied with a rectangular function:

st tð Þ ¼ A � cos xtþ/ð Þ � u tð Þ: ð1Þ

As mentioned above the received signal sr(t) is a sequence of delayed bursts. It can
be described as a sum of the transmitted signal shifted by τi and attenuated by αi and αp

Fig. 5. Evaluation of phase difference to increase measurement accuracy [3]
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where αi is characterized by the impulse response of the SAW-Sensor and αp is the
overall attenuation of the transmission path

sr tð Þ ¼
X

n

i¼1

Aaiap cos x t � sið Þþ/ð Þ � u t � sið Þ: ð2Þ

After receiving the signal, it will be demodulated by an in-phase quadrature
demodulator (I/Q-demodulator). In I/Q-demodulation the received signal sr(t) is split

Fig. 7. Pulse radar sensor interrogation signal.

Fig. 6. IDT arrangement and input and output signals of a two port SAW delay line sensor.
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into two branches, the in-phase branch and quadrature branch. In the in-phase branch
the received signal sr(t) will be mixed with the original oscillation generated by the
local oscillator,

sIm tð Þ ¼ A cos xtþ/ð Þ �
X

n

i¼1

Aaiap cos x t � sið Þþ/ð Þ � u t � sið Þ; ð3Þ

while in the quadrature branch, the received signal will be mixed with the local
oscillation shifted by −90° or -–π/2 respectively

sQm tð Þ ¼ A cos xtþ/� p
2

� �

�
X

n

i¼1

Aaiap cos x t � sið Þþ/ð Þ � u t � sið Þ: ð4Þ

For further considerations we will neglect that the received signal is a sum of bursts
and look at each element of the sum separately. This is permitted because the single
bursts are isolated in time and do not interfere with each other. This results for the
in-phase sequence into

sImi tð Þ ¼ Acos xtþ/ð Þ � Aaiapcos x t � sið Þþ/ð Þ
sImi tð Þ ¼ A2aiapcos xtþ/ð Þcos x t � sið Þþ/ð Þ ð5Þ

And for the quadrature sequence into

sQmi tð Þ ¼ Acos xtþ/� p
2

� �

� Aaiapcos x t � sið Þþ/ð Þ

sQmi tð Þ ¼ A2aiapcos xtþ/� p
2

� �

cos x t � sið Þþ/ð Þ
ð6Þ

From the trigonometric product-to-sum identity [6] it is known that a product of
two cosines can be expressed as a sum of two cosines where the argument of the two
summands is the sum and the difference respectively, of the arguments of the two
factors, divided by 2.

cos xð Þ � cos yð Þ ¼ 1
2
cos x� yð Þþ cosðxþ yÞ½ � ð7Þ

Applying the trigonometric identity to the two signals sImi(t) and sQmi(t) results into

sImi tð Þ ¼ A2aiap
1
2
cos xsið Þþ cos 2xt � xsi þ 2uð Þ½ � ð8Þ

and

sQmi tð Þ ¼ A2aiap
1
2
sin xsið Þþ sin 2xt � xsi þ 2uð Þ½ � ð9Þ
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Because the frequencies of both signals are equal, the time dependent component in
the argument of the left cosine function vanishes and results in a DC-component. Due
to the addition of the arguments in the right cosine function, a harmonic oscillation with
twice the frequency of the original carrier signal is being obtained. In practice this term
usually has no relevance and will be filtered out by a low pass filter. This finally results
in the two expressions

sIi sið Þ ¼ A2aiap
2

cos xsið Þ ð10Þ

and

sQi sið Þ ¼ A2aiap
2

sin xsið Þ ð11Þ

Now there are the two signals sIi and sQi, both have the same amplitudes. By
dividing them they will be canceled out which results in

sQi
sIi

¼ sin xsið Þ
cos xsið Þ ð12Þ

Since the tangent of an angle φi is the ratio of the sine to the cosine, one can
calculate the angle by taking the inverse tangent:

tan uið Þ ¼ sin uið Þ
cos uið Þ ¼

sQi
sIi

) ui ¼ tan�1 sQi
sIi

� �

ð13Þ

The result represents a direct determination of the phase shift between reference
oscillation and received bursts from the delay line by computing the inverse tangent of
the quotient of the sampled and A/D-converted quadrature and in-phase signal levels.

5 Matlab/Simulink Simulation

The previously discussed interrogation concept has been verified by simulation in
Matlab/Simulink. Since signal paths in Simulink are only unidirectional, i.e. signals can
only propagate in one direction, the Simulink model differs slightly from the discussed
model in Fig. 6. Especially a one port SAW delay line sensors is not able to model with
only one port, so it has been realized as two port system but with the same behavior,
Fig. 8 shows the modeling of the SAW delay line. Due to the fact that there transmitted
and received signals do not share the same transmission paths, the TRx switch in Fig. 6
is obsolete as well and is therefore not modeled in the Simulink simulation. Figure 9
shows the simulation model, with burst generation, SAW delay line modeling, in-phase
and quadrature mixing and low-pass filtering.

Running the simulation results in the following signals: The local oscillator gen-
erates a continuous cosine signal which is split into two branches. The first one feeds
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the switch, which generates the cosine bursts (yellow signal in Fig. 10a) sent to the
SAW delay line. The output of the SAW delay line is a sequence of attenuated and
delayed copy of the input signal (magenta signal in Fig. 10a). The output of the SAW
delay line is then fed to the I/Q-demodulator where on one hand it is directly mixed
with the signal of the local oscillator and on the other hand with the 90° phase shifted
signal of the local oscillator which results in the two signals shown in Fig. 10b. After
low pass filtering we get the DC-like signals in Fig. 10d and e, where the phase shift
can be calculated by sampling the signal levels of the in-phase and quadrature
channels.

Fig. 9. Simulink model of the analog interrogation system.

Fig. 8. Simulink sub system block.
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Fig. 10. Signal processing chain of transmitting and receiving signals in the Matlab/Simulink
simulation. (Color figure online)
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Abstract. The Internet of Things (IoT) represents a vision in which
the Internet extends into the real world embracing everyday objects
[9]. Billions of objects are already connected to the Internet. These
objects would intercommunicate without any human intervention and
they would have different operating systems. Enterprises and developers
should produce different versions of each application (same function-
ality) for each operating systems. For testing and evaluating all these
versions, developers and testers should develop/redevelop the same sce-
nario for all versions of this application. Cross-Platform Scenario Mod-
ule is designed to solve this problem by separating the testing scenario
(events and actions) from the application that will execute these events
and actions on the object. Same scenario might be written using data
serialization formats (such as, Extensible Markup Language (XML),
JavaScript Object Notation (JSON) or Concise Binary Object Repre-
sentation (CBOR)) for all versions of the application. As an example,
the format used in this research is the XML.

Keywords: Internet of things · Testing IoT · Evaluating · Scenario
module · IoTaaS

1 Introduction

According to Cisco Internet Business Solutions Group (IBSG), IoT is simply
the point in time when more “things or objects” were connected to the Internet
than people. Cisco projects that by 2020 there will be nearly 50 billion devices
on the IoT [4]. Physical items are no longer disconnected from the virtual world.
They can be controlled remotely and can act as physical access points to Internet
services [6]. Within the IoT literally anything can be connected to a computer
network, via an IP address like the one in your computer, and allowed to transfer
data without the need for human-to-human or human-to-computer interaction.
A “Thing” could be a car, an animal with a bio-chip transponder, a fitness band
on your wrist, a refrigerator, the jet engine of an airplane, or your cat’s collar.
These objects, in addition to billions of others, could become connected to the
Internet with the help of sensors and actuators [7].
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Designing an architecture for testing and evaluating IoT systems requires
more than providing a server and several devices. It requires the ability to
build/rebuild all the details of a real environment where the system will be
deployed/run. Such environment could be built using a mix of the following
items: real things (devices), simulators and emulators. One of the most impor-
tant aspects in any testing environment is the ability to generate and regenerate
several scenarios in order to test an application. Nowadays, each application has
different versions, each of them works on different operating system or on dif-
ferent releases of the same operating system. In this paper, we will present a
Cross-platform Scenario Module. This module is one of the components of our
proposed architecture for building a cloud environment for offering IoT testing
as a service. The remainder of this paper is organized as follows: Sect. 2 presents
the state of the art of this work and we survey related work. Section 3 presents
(briefly) the main architecture used to build an IoTaaS. Sections 4 elaborates
designing our cross-platform scenario module for IoT testing architecture. The
implementation and the results are discussed in Sect. 5. And finally, some con-
cluding remarks and future work are mentioned in Sect. 6.

2 State of the Art

Many researches have been conducted in order to simplify application testing
and evaluation. Most of these researches were targeting the desktop, web and
mobile applications. One of the main differences between these applications and
IoT applications is the human intervention. In IoT, a lot of objects and devices
will be able to communicate directly without any human intervention. So any
testing tools for the IoT should be able to automate testing scenarios in order to
be executed without human intervention. To the best of our knowledge, cross-
platform scenarios for testing IoT applications and devices yet to be introduced
in the literature. Mobile application testing is the closest domain to the IoT
testing. In mobile application testing, many companies have developed frame-
works in order to help developers and testers to automate application testing.
One of these projects is Appium [2]. Appium is an open-source tool for automat-
ing native, mobile web, and hybrid applications on iOS and Android platforms.
It is based on Client/Server architecture. It allows tester to write tests against
multiple platforms (iOS, Android), using the same API. This enables code reuse
between iOS and Android test suites. There are client libraries (in Java, Ruby,
Python, PHP, JavaScript, and C#) which support Appium’s extensions to the
WebDriver protocol. Robotium [8] is an open-source test framework for writing
automatic gray box testing cases for Android applications. Each scenario needs
new app to be generated. The new app can only send events to the application
that has the same signature.

Our Cross-platform Scenario module depends on XML files, so testers don’t
have to write a new application for each scenario. It can work in both modes
(client-server and standalone). It can be used in any operating system if it allows
injecting event. The module is designed to permit the mix between static and
dynamic scenarios.
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3 IoTaaS Architecture

An IoT environment would consist of any device might be able to exchange data
directly/indirectly with Internet/Intranet. In general, a simple IoT environment
is formed of:

– Sensor: It is a device which can detect a physical state and convert it into
data (readable by computer).

– Actuator: It is a device which can change a physical state.
– Gateway: It is a dedicated device or an application to read data from sensors,

send data to actuators.
– Network: Many types of networks would exist in an IoT environment. Some

networks would be traditional ones, such as Wi-Fi, while others would use
technologies which have been developed for IoT.

– Application: It is the software which processes data. It could be hosted on
any type of devices, such as: server, personal computer (PC), mobile, tablet,
etc.

Fig. 1. IoTaaS architecture
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The existence of these components could be realized by providing the devices
(ex. sensors), or by using emulators. An IoTaaS might be used to test and eval-
uate any component of an IoT. For example, new sensors should be tested with
certain IoT frameworks or with certain gateways, an updated IoT frameworks
should be tested in order to test their compatibility with the old actuators, etc.
The proposed IoTaaS architecture consists of 7 modules (components) (Fig. 1).
These components are the following: Things, Gateways, Emulators, Network
Emulation Protocol (NEP), Scenarios, Cloud and the Server.

4 Scenarios

A scenario is an outline or model of an expected or supposed sequence of events.
For any application, there is a certain number of sequences of actions and events.
This number varies depending on the application itself. For some applications,
it could be infinite number of scenarios.

For standalone applications, it is possible to prepare a testing scenario in
order to test some (or all) sequences of events. The same application could have
different versions for same operating systems, or different versions for different
operating systems. In this case, each version should have its own scenario.

It is getting much more complicated when talking about testing network-
based applications, where events depend on results or actions from other appli-
cations on same device or different device. In nowadays applications, most of
testing scenarios depend on user input. In IoT applications, the majority of
events and actions take place between devices and applications directly (user
input isn’t needed). A standalone-based testing wouldn’t be sufficient to cover
all possible scenarios for a system, nor for an application.

The proposed solution is client-server-based scenario module (Fig. 2). The
module consists of three main components: Scenario Files, Scenario Manager
(Server) and Scenario Launcher (Client). The main idea of this module is to
separate the actions on a given framework from the sequence of events (scenario)
for an application. In other words, the same scenario file (XML file in this design)
could be sent to different systems in order to run the same sequence of events.
In the following subsections, we discuss in details these three components.

4.1 Scenario Files

Scenarios should be written and described using a cross-platform machine-
readable language, such as XML. The following attributes define a general Trig-
ger used in this file (repeatedly):

– Type: In general, there are 5 different actions which could be used as a trigger:
1. counter: a counter is set to 0. The countdown will be initialized starting

from the integer value in the Value attribute.
2. time: reaching the time specified in the Value attribute. Time format

is YYYY-MM-DDThh:mm:ss.sTZD (ISO 8601). Time attributes will be
ignored on devices which have no internal clocks.
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Fig. 2. IoTaaS - Scenario’s general architecture

3. action: an action is triggered. The Value attribute should contain this
action name or ID.

4. delay: a countdown timer has reached zero. The Value would have this
time in the format PnYnMnDTnHnMnS (ISO 8601).

5. never: infinity.
– Value: This attribute could have different type of values depending on Type ’s

attribute.

In the following, we list the main tags and attributes in this file (Code 5.8.1):

– Scenario: It consists of the attributes which define the scenario in general.
This is a mandatory tag. It has 5 main attributes:
– ID: It is the scenario identifier. Each scenario should have a unique iden-

tifier. This identifier is used to collect the results and to prepare the
statistics.

– Name: It is human-readable name, it could be used to distinguish different
scenarios.

– Type: In case of having different categories of scenarios, this attribute
could be used to indicate the type.
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– Start: This is an optional tag. By default, the scenario will be executed
directly unless of using this tag in order to fix a condition. It has a trig-
ger StartTrigger (Type/Value) which is used to define when the scenario
should be started.

– Loop: A scenario could be executed more than once. This is an optional tag
(in case of its absence, scenario will be executed only once). The following
attributes define loop settings:
– Enabled: This is a boolean attribute determining whether the scenario

will be applied once (=0), or it would be repeated (=1).
– StopLoopTrigger (Type/Value): It is a trigger used to define when the

scenario should be stopped.
– End: This is an optional tag. By default, the scenario will be stopped directly

after the last action is applied (loop isn’t defined). It has a trigger Stop-
Trigger (Type/Value) which is used to define when the scenario should be
stopped. In case of using this tag, the scenario will be stopped as soon as the
trigger is hit, even in the middle of execution of the scenario. This tag should
have a priority over all other events.

– action: Each scenario consists of a sequence of actions. Each action has 4
main attributes
– ID: A unique identifier for each action is required. This ID is usually given

by the framework.
– Name: It could be the same as the ID. It could be a human-readable name.
– Command: In case that the action isn’t predefined, a command could be

provided in order to be executed.
An action could have parameter(s). Each parameter has the following
attributes:
– ID: This is a local identifier. Each parameter of the same action should

have its own ID.
– Name: It is a human-readable name. It can have the same value of ID.
– Type: It defines the type of the parameter. The type could be any simple

type, such as: integer, short, float, string, etc. The complex types could
be: file or server, which means that it should read the parameter from a
file, or it should contact an external server.

– Value: In case of simple types, this attribute contains the value of this
parameter. Otherwise, this attribute will have file path or server URL.
This attribute could be omitted in case of having an array of values.

A parameter could have an array of values. Each value is defined as follows:
– ID: A unique identifier for each value is required.
– Name: It is a human-readable name. It can have the same value of ID.
– Value: In case of simple types, this attribute contains the value of this

parameter. Otherwise, this attribute will have file path or server URL.

Other tags and attributes could be defined. It is important to mention that
the same file should be used for all platforms.
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4.2 Scenario Manager

This component preforms all functions on server side. Scenario Manager could
be written in any programing language and it can run on any operating system.
There are four main subcomponents which are responsible of performing server’s
functions (Fig. 3):

– Dispatcher: The principal function of this subcomponent is to maintain con-
nections with scenario launchers (clients) in order to exchange data. The data
exchanged is divided into four types:
– Scenario Files: Dispatcher sends to launcher a scenario file (if exists).

Scenario files could be stored directly on the server, separated database
or on external storage server. Each scenario file should be categorized
according to: the application, the scenario and the client.

– Parameters: Scenario Launchers would need certain parameters from the
scenario manager. Scenario Launchers send a request, the dispatcher send
back the requested parameter.

– Dynamic Actions: Dispatcher can send certain actions to certain clients.
These actions would be obtained from the application analyzer.

– Results: A Scenario Launcher sends the results of executing certain sce-
nario (or certain dynamic actions) as soon as it has a connection with its
own scenario manager. The results should be categorized according to:
the application, the scenario and the client.
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Fig. 3. IoTaaS - Scenario manager

Dispatcher and Scenario Launchers can communicate using a cross-platform
distributed application protocol, such as: Web Services.

– Results: Results are all data received from Scenario Launchers as a result
of executing a scenario or a dynamic action. Dispatcher receives these results
and store them directly on the server, dedicated database or on an external
server.

– Analyzers: Scenario Manager could have analyzers for certain application.
An analyzer would analyze the results received from the Scenario Launch-
ers. Depending on this analyze, it could send direct actions to certain clients
through the Dispatcher. Analyzers can be a good tool in order to give dynam-
icity to a testing scenario. Analyzer output could be added as results.

Several Scenario Managers could be used in a given environment. Scenario
Launchers could be configured to have a backup Scenario Manager. Other solu-
tions could be provided using load-balancers techniques.

4.3 Scenario Launcher

Scenario Launcher is the component on the client device that perform test-
ing end evaluating functions. This component varies depending on the device’s
framework. Each framework (or each version of framework) should have its own
version of Scenario Launcher, it should be developed using a programing lan-
guage supported by the framework, such as Java for Android and Objective C
for OSX and iOS, etc.

There are four main subcomponents in any Scenario Launcher. In the follow-
ing, we present these subcomponents (Fig. 4):
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Fig. 4. IoTaaS - Scenario launcher

– Connector: This subcomponent is responsible of maintaining the connec-
tion with a Scenario Manager. This connection is used in order to exchange
following types of data:
– Scenario Files: Scenario Launcher receives the scenario file(s) from a

Scenario Dispatcher. It stores Scenario File(s) locally. Each scenario file
should be categorized according to: the application and the scenario.

– Parameters: When Scenario Launcher needs certain parameters from the
scenario manager. Scenario Launcher sends a request, the dispatcher sends
back the requested parameter.

– Dynamic Actions: When the Scenario Launcher receives a dynamic
action from the Scenario Manager, this action will have a priority over all
other actions.

– Results: The results of scenario executed (or dynamic actions), they will
be sent directly or from the local storage.

Connector could be considered as the bridge that connects between the Sce-
nario Manager and the other subcomponents in the Scenario Launcher.

– Tester: It is responsible of executing the scenarios which have been received
from the Scenario Manager. The tester should have the permissions to:
– inject events into other applications on the same device.
– listen to events dispatched by other applications or by the operating system

itself.
– read/write files from/to the local storage.
– set/get operating system parameters.

Tester should be multi-threaded application in order to execute multiple sce-
narios at the same time.

– Results: In case of having a connection with the Scenario Manager, the
Scenario Launcher sends the results of executing certain scenario (or certain
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dynamic actions) directly, otherwise the results would be stored locally await-
ing for a connection with a Scenario Manager. The results should be catego-
rized according to the application and the scenario.

– Applications (Apps): On the same device, one application at least should be
the target of testing and evaluating. The same application would have differ-
ent versions depending on the device’s framework. The testing application(s)
should permit other applications to inject events.

For security reasons, and since the Scenario Launcher would have access to all
the functions on the device, Scenario Launcher applications should run only in
special mode (ex. debugging mode). This mode should be turned on/off manually
by the user or the tester. This could protect normal devices from being hacked
by using these privileges an permissions.

5 Implementation

Our experiments and scenarios aim at demonstrating the possibility to imple-
ment the cross-platform scenario module. We selected the following parameters
for our testing environment:

– Client: The client used is a mobile phone working prepared with Android
operating system.

– Server: The server’s operating system is linux Ubuntu 14.04 server 64 bits.
– application: Notepad application.

This version consists of Java application (server) and an Android service (Sce-
nario Launcher) on the client. The Android service has been developed in order
to keep working in the background. As soon as it receives a scenario file from
the server, it launches the target application on the mobile and start injecting
the events into this application. The target application should have inject events
permission. Inject events allows an application to inject user events (keys, touch,
trackball) into the event stream and deliver them to ANY window [3]. The sce-
nario launcher has to be signed with the system signature in order to be able
to use this privilege. The Android service could read any scenario and inject
its events into any application on the mobile phone. The performed experiment
campaigns demonstrated the feasibility of this new testing and evaluation con-
cept, and they showed, besides, that it is possible to change the scenario file in
order to run the new scenario directly without changing the Android service.

6 Conclusion

The result of the implementation proves the possibility of separating the scenario
files and the scenario application. Instead of wasting the time of testers and devel-
opers in developing different testing application for each scenario. The scenario
launcher would be a general application capable of executing any scenario file by
injecting the events into any application on the mobile phone. Our future work
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consists of developing the other functions, porting the application to the other
operating systems used in IoT frameworks and building the client-server mod-
ule using RESTful API [5] and representing scenarios using different languages
(XML, JSON, CBOR) in order to handle implementation on constrained devices.
Future work will focus on studying the impact of our design on performance of
constrained devices. We are planning to exchange messages between the server
and the clients using our protocol Connectionless Data Exchange (COLDE).
COLDE utilizes Wi-Fi Management Frames to exchange data between devices
without being connected to any network [1]. This will permit the clients to
exchange data with the server as part of the management frames which keeps
the primary network of the device available for the testing tasks.
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Abstract. Interoperability within the Internet of Things is mired in entrenched
incompatible specifications, backed by industry giants and consortiums seem-
ingly hoping to “win the stack”. There is little hope that a common set of
standards will be universally adopted that will allow all our Things to work
together. However, by applying some of the core lessons of the Internet - use
URIs for IDs, manipulate documents using the REST Model, and that docu-
ments should be “JSON-like” dictionary - we can create near seamless inter-
operability between Things independent of their standards stack.

Keywords: REST � Internet of Things � Interoperability � Semantics �
Semantic web � Linked data � API � Semantic Metastandards � Standards

1 Introduction

1.1 The State of Play

The window of opportunity for a common, widely adopted TCP/HTTP/HTML-type
stack of Internet of Things standards has passed. We now live in a world with a
plethora of manufacturer and consortium based specifications, full of magic numbers,
ID strings, and ad-hoc architectures. Like with Internet video in the 1990s, deliberate
incompatibility is “baked in”. Common amongst these specifications show little evi-
dence of learning anything from the phenomenally successful Internet architectures of
the last 25 years.

1.2 IOTDB/HomeStar

We have an Open Source reference implementation1 which can be freely used to
experiment with the ideas expressed in this paper.

1 https://github.com/dpjanes/node-iotdb.
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2 Semantic Metastandards

2.1 Our Proposal

We propose a new approach for creating interoperability amongst Things, by
describing what they do (or report) and providing a simple, well-understood method for
relaying (or retrieving) these instructions to/from the Things. We call this approach
“Semantic Metastandards”.

The beauty of this approach is it’s inherently independent of vendors and con-
sortiums. A TV can be on or off, a lock can be open or closed, a stove burner can be set
to a particular temperature: how this is done is out of our control, but the fact that they
do it is not.

The trick is to discover this vocabulary and provide a programming model that
developers can used to apply it to Things. Of course, something actually has to do the
work, but this will be all invisible to end users.

2.2 Not in Our Proposal

Discovery, Security, Authentication, Authorization, …. Interoperability for the IoT is
still a huge space with a lot of work to be done. This paper covers “once you connect,
how do you talk?”.

2.3 Architecture

Our Semantic Metastandard is built on top of the architecture that should be familiar to
every Internet developer today:

• use dereferenceable URIs2 as IDs;
• use the REST Model, that is, we manipulate and understand the state of Things by

doing simple Atomic operations against documents found at URIs; and
• use JSON-like dictionary, that is, data hierarchically composed of a few simple

types, arrays and dictionaries with strings for keys.

The first point is simply Linked Data3, as outlined by Tim Berners-Lee. The second
and third points are the architectural basis of most web APIs today.

Components. The core components of this system are as follows:

• ID: a unique identifier for a Thing
• Bands: JSON-like dictionaries of data associated with a Thing
• Vocabulary: URIs describing what are in bands.

2 https://en.wikipedia.org/wiki/Dereferenceable_Uniform_Resource_Identifier.
3 https://en.wikipedia.org/wiki/Linked_data.
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The relationship between these points are simple:

• A Thing’s ID will let you access it’s Bands
• We change a Thing’s state by writing to Bands
• We get a Thing’s state by read and observing changes to its Bands
• We understand what the state means via its semantic description, also stored in a

Band.

ID. An ID is a persistent unique identifier for a Thing. IDs are not usually assigned so
much as systematically created. Ideally, this would be universally unique but unique
within a given environment seems to work “good enough”.

Our reference implementation creates IDs using a variety of methods, most notably
by using unique identifiers expressed by the Things themselves.

Bands. The core insight here is that a “Thing” is not a single object that we manipulate.
Instead we should view a Thing (as identified by some Thing ID) as a jumping off point
to a cloud of related but independent bands of data.

These are, at a minimum:

• istate - the Input State: the actual state of thing
• ostate - the Output State: the state we want the thing to become. When this state

is achieved, the corresponding values within the ostate are returned to null
• meta - the Thing’s metadata (for example, it’s name)
• model - the Thing’s Model, which describes what it does

What we’re proposing is that Interoperability can be achieved in the IoT by reading
and manipulating the data in these bands. This will be demonstrated further in this
paper.

Vocabulary. Note that this entire vocabulary could potentially be swapped out and
replaced with another vocabulary though more realistically, the vocabulary can be
augmented as needed for certain specific applications. However, we think the current
version of this covers certainly most home and small-business related IoT applications.

• schema: - the schema.org vocabulary, especially for things like name and
description4

• iot: - core definitions, such as basic types, relationships, IDs etc.
• iot-purpose: - descriptions of manipulations, such as “turn this on”, “set the

color”, “this is the sensor temperature”, etc.

For completeness, we will mention two other sets of definitions:

• iot-unit: - weights and measures
• iot-facet: - the “purpose” of Things themselves, for example “Climate Con-

trol”, “Lighting”, “Security”, etc.

4 http://schema.org/Thing - not to be confused with a “Thing” in the IoT sense.
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All the iot-*: types can be browsed at iotdb.org/pub. Forkable versions are also
available on GitHub.

We use JSON-LD5 to store the semantic descriptions in the model band.

3 Examples

3.1 Arduino Light

We will work through one of the simplest examples possible to demonstrate this idea.
Consider an Arduino with an LED light connected to Digital Pin 13. Turning the

light on looks something like this in code:

digitalWrite(13, TRUE)

This clearly lends itself to a neater description as the manipulation of a JSON
document.

Because we’re “reading the docs” we clearly know what this means, but it is hardly
a scalable model for the IoT.

The “Model”. What we need to do is describe what that JSON dictionary means.
Here’s one possibility (simplified for readability).

There’s a lot going on there, but most importantly, note that there’s an attribute that:

• refers to “D13” in the dictionary
• has the purpose of iot-purpose:on, which is defined to mean “this turns

something on and off”6

5 http://json-ld.org/.
6 https://iotdb.org/pub/iot-purpose.html#on.
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Usage. How do we use this Model to turn on the light?

• we look for an attribute that has iot:purpose of iot-purpose:on
• when found, we look up the @id. This tells us what to manipulate in the JSON

dictionary - D13
• we create the appropriate update dictionary ostate: {D13: true } and send it

to thing’s Bridge
• the Bridge does the actual work of turning the light on

Or to summarize, we say state:on = true but behind the scenes on the Arduino
the code does digitalWrite(13, TRUE). On a (e.g.) Philips Hue, an entirely
different code path is executed, but both the initial command and the final result (the
light turning on) are the same.

Programming. In our JavaScript reference implementation, this looks like:

thing.set(“:on”, true)

In IoTQL, this is done by

SET state:on = true;

Note. We will briefly note here that in a “real” Model, the pin number would be
parameterized - otherwise we’d have to make a new Model for each different pin!

3.2 Interstitial State

The “interstitial state” of a Thing is the time period between when we ask a Thing to do
a task to when it actually accomplishes that state. With traditional non-connected
Things, when tend not to notice this: we flick a light switch and the light comes on. In a
similar fashion, we do not see the concept with traditional APIs because we expect
things to work or fail: we write to a database and it updates (or not). In the IoT, this is
not tenable: we (e.g.) send a request to a WeMo Socket, and then 400 ms (or so) it
changes state. This amount of lag is clearly noticeable to users and must be modeled
correctly.

The solution we have come up with is to split the state into two parallel bands: an
“istate” (input) for modeling the actual state of a Thing, and “ostate” (output) for
modeling requests to change the Thing’s state. The ostate transitions always its value to
null once a command is executed.

Why do we not have one state, with different terms for input and output? As you
start modeling ‘real world’ things is there’s a lot of ‘near duplication’ of semantic
terms.

For example, modeling Lights you might end up with something like this:

• on: turn the light on/off - {write: true }
• is_on: is this on or off - {read: true }

These have identically semantic definitions excepting that one is a command and
one is reading. With more complicated Things you end up with large sets of near
duplicate terms, which furthermore have to be correlate with each other to show
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interstitial state. Splitting the state into istate band and ostate band provides an elegant
simplification.

Bands. Note in this case, the model indicates that we can both read and write to the
“on” attribute.

The istate band is the current state of the Thing. In this case, the WeMo Socket is
“off”:

istate: {“powered”: false }

(Note that we understand what powered means by looking at the model).
The ostate band only has data when it is actively doing an action. Thus initially, it

has only null data.

ostate: {“powered”: null }

We then send a request to turn the WeMo on by changing the ostate band

ostate: {“powered”: true }
istate: {“powered”: false }

Notice how we are now in the interstitial state - the ostate band has a value, and it
differs from the istate. Finally, the command is executed, the WeMo turns on.

ostate: {“powered”: null }
istate: {“powered”: true}

One alternative is to keep the command value in the ostate band rather than tran-
sitioning to null; however we believe this makes what is happening more clear.

3.3 Type Units, Ranges, and More

This section is to illustrate that attributes can express more information than the “pur-
pose”; they can also store the type of data expected (e.g. an integer, a Boolean), the units
that the value is measured, ranges, enumerations, and so forth. Again, because we are
using Semantic Web and Linked Data standards, what can be achieved is open-ended.
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3.4 Type and Units Example

A WeMo Insight provides (amongst other things) a measurement of how much power
is consumed in a day. This can be modeled as follows:

“iot:type”: “iot:type.integer”,
“iot:unit”: “iot-unit:energy.si.joule”

3.5 Ranges

Here’s how we would model a hypothetical light that has only ten levels of brightness
(and off):

“iot:type”: “iot:type.integer”,
“iot:minumum”: 0,
“iot:maximum”: 10,

3.6 Enumerations

Here’s an example of a TV band selector

4 Conclusions

This paper outlines a powerful, easily implemented method for creating interoperability
amongst Things. The method is based on well-understood Internet technologies in use
today. It has no dependency on the cooperation of Thing vendors and consortiums.

The method uses Semantic Web and Linked Data to describe how Things can be
manipulated and what their state is. All data related to Things are stored in “bands”,
which are JSON-like dictionaries of data. The “model” is the Semantic Model of a
Thing, the “meta” is Metadata associated with a Thing, this “istate” is the current state
of a Thing, and the “ostate” describes changes we would like to make to its state. The
“model” describes the data in the “ostate” and “istate”, allowing users to understand
what the data means. The “ostate” and “istate” are bridged to the actual Things to
transfer actions and data; this bridging is essentially invisible to the end user, hence
achieving Interoperability using Semantic Metastandards.
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Abstract. This article presents an initial set of results from the IoT Lab
European research project on crowdsourcing and Internet of Things (IoT). It
presents the interoperability challenges faced by the project and how it solved
them, in order to provide a fully integrated experimental platform for multi-
disciplinary research combining the potential of the Internet of Things deploy-
ment together with richer end-user interactions. It gives an overview of its
multiple integrations model, including with heterogeneous IoT, heterogeneous
testbeds, crowdsourcing, virtual nodes, and other testbeds federations. It high-
lights the use of IPv6 as a global and strategic integration enabler.

Keywords: Internet of Things � Crowdsourcing � Interoperability �
Crowd-sensing � Experiment � Testbed as a service � Pervasiveness � IPv6 �
Interoperability �Multidisciplinary research � Virtual nodes � Testbed federation

1 Introduction and Project Presentation

There is a consensus on the fact that the Internet of Things will be massive and
pervasive. It will play a growing role in many application domains, such as: envi-
ronmental monitoring, transportation and mobility, waste management, energy effi-
ciency and smart grid, water management, security, safety, assisted living, eHealth, etc.

Of course, developing and researching new IoT-related solutions requires
addressing the usual technical requirements such as: scalability, reliability, Quality of
Service, security, interoperability, portability, etc. Such requirements can be tested and
validated in conventional research labs. However, an approach purely focused on
technical requirements may lead to a missed target if the end-user perspective is not
properly taken into account. In the IoT domain, end-user requirements are probably as
much important as technical ones. Hence, understanding the end-user acceptance and
satisfaction is critical.

IoT Lab (www.iotlab.eu) [1] is a European research project addressing this chal-
lenge, by developing a platform enabling researchers to work on both dimensions. It
enables them to use IoT testbeds, including in public spaces, while collecting inputs
from end-users through crowdsourcing and crowd-sensing.

IoT Lab is a 3 years FP7 European research project on the Internet of Things and
crowdsourcing supported by the European Commission. IoT Lab is developing a
research platform that combines Internet of Things (IoT) testbeds together with
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crowdsourcing and crowd-sensing capabilities. It enables researchers to exploit the
potential of crowdsourcing and Internet of Things testbeds for multidisciplinary
research with more end-user interactions.

On one side, IoT Lab approach puts the end-users at the centre of the research and
innovation process. The crowd is at the core of the research cycle with an active role in
research from its inception to the results’ evaluation. It enables a better alignment of the
research with the society and end-users needs and requirements. On the other side, IoT
Lab aims at enhancing existing IoT testbeds, by integrating them together into a testbed
as a service and by extending the platform with crowdsourcing and crowd-sensing
capacities.

To achieve such aims, the IoT Lab focuses its research and development of the
following objectives:

• Crowdsourcing and crowd-sensing mechanisms and tools;
• Integration of heterogeneous testbeds together;
• Virtualization of testbed components and integration into a Testbed as a Service;
• Testing and validating the platform with multidisciplinary experiments;
• Research end-user and societal value creation through crowdsourcing;
• “Crowd-driven research”.

The project also follows a multidisciplinary approach and addresses issues such as
privacy and personal data protection through ‘Privacy by Design’ approach and built-in
anonymity.

The consortium is aiming at maintaining the platform beyond the duration of the
project in order to serve the research community. A non-for-profit association has been
established to jointly maintain the platform and make it available to the research
community.

2 Interoperability Challenges

In order to build an integrated experimental platform, IoT Lab has to overcome several
interoperability barriers. These various barriers can be summarized and categorized as
follow:

A. Intra-tesbed Heterogeneity

Many IoT testbeds are combining and using more than one IoT technology. This
heterogeneity needs to be resolved in order to enable the testbed to be integrated into a
common experimental platform. Any IoT testbed can be split into three fundamental
levels with their corresponding building blocks:

• The Southbound composed of physical IoT devices: sensors, actuators, etc. It
gathers the end-nodes of the IoT deployment.

• The Middleware composed of gateways and a network infrastructure enabling the
various end-nodes to be centrally connected and integrated. In the smallest config-
uration, the middleware function will be provided by a simple gateway. In more
complex cases, it can encompass hundreds of interconnected devices and equipment.
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• The Northbound provides the API and interface enabling the applications and
services to interact with the IoT testbed, including in our case the IoT Lab Testbed
as a Service (TBaaS).

From the Northbound perspective, part of the communication protocol hetero-
geneity on the Southbound is usually hidden and ignored when the heterogeneity is
limited to the lower layers of the protocol deicepile: when different physical layers are
integrated into a common protocol stack, from the network layer upward. This is the
case when combining wireless and wired technologies using a common protocol stack
on top of the Internet Protocol network layer.

On the Southbound side, the issue emerges when the heterogeneity impacts the
network layer and/or its upper layers. When it is the case, the heterogeneity may cause
problem for the testbed integration. This heterogeneity can appear at various levels of
the Open System Interconnection (OSI) model [2] and can be classified into three main
categories:

• Superficial heterogeneity: The heterogeneity is limited to the application layer.
Different systems are using the same protocol stacks up to the OSI presentation
layer, but with distinct application layers and ontologies. In this case, the interop-
erability issue is often limited to data parsing on the gateway or server side.

• IP-based heterogeneity: The heterogeneity appears at a deeper level by combining
different protocol stacks on a common IP layer. By impacting the session, transport
and presentation layers, the interoperability becomes more complex than the
Superficial heterogeneity.

• Deep multi-protocol heterogeneity: The heterogeneity impacts the complete
protocol pile, including the network layer, by using and combining non-IP based
standards and communication protocols such as EnOcean, X10, ZigBee or Z-Wave.

B. Inter-Testbed Heterogeneity

IoT Lab gathers several existing IoT testbeds, including:

• The smart campus of the University of Surrey, in the United Kingdom [3];
• A smart building and a smart office testbed run by Mandat International in Geneva,

in Switzerland [4];
• A sensor network testbed from the University of Geneva, in Switzerland [5];
• A sensor and actuator testbed from the CTI in Patras, in Greece [6].

Moreover, Mandat International is interconnected with several distant testbeds,
including the smart city of Santander in Spain [7].

Each testbed has its own genesis and will select a certain number of options in
terms of architecture and configuration which will be specific and contextual. The
natural consequence is a high heterogeneity in terms of architecture and technology
deployment. One of the first challenges for IoT Lab has been to overcome this frag-
mentation by integrating the various resources together into a homogeneous and
consistent addressing scheme and data plane.

Internet of Things and Crowdsourcing 405



Additionally, IoT testbeds being located in diverse regions may face diverse net-
work connectivity profiles in terms of Quality of Service as well as in terms of Internet
connectivity, including Internet Protocol version 6 (IPv6) availability from the Internet
Service Providers (ISP).

C. Crowdsourcing-IoT Integration

Another axis of interoperability is related to the integration of IoT deployments with
end-users interactions through their smart phones. In IoT Lab, the smartphone is used
both as a source of human inputs (crowdsourcing) and embedded sensor data
(crowd-sensing). Integrating both sources of data with IoT to enable direct interactions
is another challenge.

D. Testbed Federation Interoperability

Finally, IoT Lab is designed to serve a research community, with a focus on the
European FIRE research program [8]. In this context, it has to anticipate integration and
interoperability requirements with other testbed federations, such as Fed4FIRE [9] and
OneLab [10].

3 Technical Approach

IoT Lab has combined several approaches to overcome its multi cleaved environment.

A. Leveraging on IPv6 as an Integration Enabler

Since 1982, the Internet has benefited from the stable Internet Protocol version 4 (IPv4)
[11]. Unfortunately, IPv4 only has a limited addressing capacity of about 4 billion
theoretical public addresses (and fewer in practice). This corresponds to less than one
public IP address per living adult on Earth, and less than one IP address per set of 10
IoT devices by 2020. The growing allocation of public Internet addresses started to
cause concerns, leading to restricted public allocation policies and the introduction of
Network Address Translation (NAT) mechanisms to provide end-users with private
(and sometimes volatile) addresses. As a consequence, most users effectively became
“Internet homeless”, unaware that they were sharing potentially volatile public Internet
addresses with others (Fig. 1).

The continuous growth of the Internet convinced the IETF to design a .new pro-
tocol with a larger addressing scheme, standardized in 1998 as the Internet Protocol
version 6 (IPv6) [12]. IPv6 is based on an addressing scheme of 2128 addresses, split by
default in two parts: 64 bits for the network address and 64 bits for the host ID. IPv6 is
now globally deployed and a growing number of Internet Service Providers (ISP) is
offering IPv6 connectivity.

Enabling an IoT mote to access the Internet through a NAT and a shared public
addresses is still doable, but enabling the reverse connection where a service wants to
access an IoT mote from the Internet is quite less efficient if the mote doesn’t benefit
from a unique public address. There is a rather large consensus in the IoT industry that
we will reach over 50 Billion interconnected IoT devices by 2020 [13]. The exponential
number of IoT devices to be connected highlights the inherent scalability limits of IPv4
as a global IoT addressing protocol.
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UDG project [14] already demonstrated the ability to integrate all sorts of
heterogeneous IoT protocols into an IPv6 addressing scheme. Online applications such
as Turn It IPv6 enable IPv6-based control and addressing of non-IP devices [15].

Based on UDG results, the European research project IoT6 [16] designed a com-
mon IoT protocol stack based on IPv6 and 6LoWPAN for heterogeneous IoT inte-
gration [17–19]. In [20], the authors applied IoT6 model to testbeds and demonstrated
multiple testbeds integration through IPv6. This integration was based on testbeds
using similar technologies and directly integrated through IPv6.

In the case of IoT Lab, the problematic was more complex. The various testbeds
were based on distinct technologies, with different levels of compliance with IPv6.
Being distributed cross various countries, the corresponding ISP services offer was
uneven too. We ended up with four distinct testbed profiles in terms of network
configurations and connectivity,- all to be integrated together:

Case A - Local IPv6 integration, including with non-IP IoT devices:
In this case, the ISP constraints were avoided through a direct integration. However, the
testbed included both IPv6 and non-IP IoT devices, using communication protocols
such as KNX, ZigBee, EnOcean, BACnet and others. In order to integrate these
heterogeneous devices, a UDG proxy has been used to generate consistent and scalable
IPv6 addresses to the legacy devices.

Case B - Remote full end-to-end IPv6 compliance:
In this case (TB-B), the testbed integration was achieved through end-to-end IPv6
integration, including 6LoWPAN end nodes directly parsed into IPv6 addresses.

Case C - Remote IPv6 testbed through IPv4 ISP access:
In this case (TB-C), in order to overcome the lack of IPv6 connection at the ISP level,
the testbed integration has been performed through v6 in v4 end-to-end tunneling, with
a very limited latency impact.

Fig. 1. IPv4 scalability challenge: highlighting the IPv4 addressing capacity gap.
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Case D - Remote IPv4 testbed:
Finally, one of the testbed was fully and exclusively IPv4 based (TB-D). In this
context, we decided to use a UDG proxy on the server side to map IPv6 addresses on
top of the local IPv4 addresses.

The address definitions across the testbeds were maintained consistent by clearly
separating the management of the Host ID on one side (IoT address) from the Net-
work ID (Testbed address). This simple approach resulted in a consistent and highly
scalable model, enabling the Testbed as a Service (TBaaS) to use a fully integrated and
homogenized addressing scheme, including with mobile devices.

B. Multi-protocol Interoperability

In order to overcome the heterogeneity of communication protocols used in some of
the testbeds, IoT Lab used the Universal Device Gateway (UDG) [21], a multi-protocol
control and monitoring system developed by a research project initiated in Switzerland.
It aimed at integrating heterogeneous communication protocols into IPv6. The UDG
control and monitoring system enables cross protocol interoperability. It demonstrated
the potential of IPv6 to support the integration among various communication protocols
and devices, such as KNX, X10, ZigBee, GSM/GPRS, Bluetooth, and RFID tags. It
provides connected device with a unique IPv6 address that serves as unique identifier
for that object, regardless its native communication protocol. It has been used in several
research projects, including by IoT6, where it has been used as an IPv6 and CoAP
proxy for all kinds of devices.

In IoT Lab, the UDG platform has been used as a locally deployed proxy in the
local testbed (TB-A in the Fig. 2) and as a cloud- based proxy in some other cases
(TB-C and TB-D in the Fig. 2). However, for communication protocols which are
non-compliant with the Internet Protocol, a local deployment was required.

Fig. 2. IoT Lab IPv6-based network integration representing the four main testbed profiles.
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C. Crowdsourcing and Crowd-sensing Tool

In the context of IoT Lab, the term “crowdsourcing” refers to direct interaction with
participants from the crowd through surveys and other forms of interactions; “crowd-
sensing” is understood as the interaction with the embedded sensors of the smart
phones. In order to enable direct interactions with end-users, IoT Lab developed a
dedicated smartphone application for crowdsourcing and crowd-sensing. This appli-
cation enables end-users to share inputs and sensing data with researchers on a vol-
untary basis. The current version of the app is designed for Android environment and
will be later extended to other smartphones. A public version of the application will be
released in the last quarter of 2015 [22]. The question of IoT Lab application portability
on other smart phone platforms is technically trivial and will be considered at a later
stage.

D. Virtualizing Resources with a Testbed as a Service

In order to ease access and manageability, the IoT Lab resources are fully virtualized
and integrated into a Testbed as a Service (TBaaS) represented in Fig. 3. This approach
enables researchers to reserve resources for specific timeslots in order to perform their
experiment. Beyond the conventional MySlice capacities, IoT Lab enables to select
participants according to all sorts of criteria, including socio-economic profiles, ages
and location.

The TBaaS is largely aligned with the Fed4FIRE architecture, including in terms of
OML and Rspec specifications. This approach has been adopted for increased inter-
operability and for easier integration with other European testbeds in the future.

Fig. 3. IoT Lab ‘testbed as a service’ model combining crowdsourcing and IoT deployments
into an online application enabling researchers to perform remote experiments.
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E. Aligning on a de facto European Testbed Federation Standard

IoT Lab is closely linked to the FIRE programme of research supported by the
European Commission aiming at supporting the research community with experimental
infrastructure. In the context of the FIRE programme, several testbeds have been
developed. One of the objectives of the European Commission is to interconnect and
brings these various testbeds together. The lead project to support such federation is
Fed4FIRE, which relied itself on previous research projects. Fed4FIRE has progres-
sively selected and specified several open interfaces to enable such federations. In order
to ease the integration with other testbeds, IoT Lab has decided to implement and
provide Fed4FIRE compliant APIs.

F. Enabling Virtual and Physical Device Integration

One of the objectives of the IoT Lab project was to explore the potential of combining
physical and virtual devices within the same platform. This objective has been
implemented in the context of the project and enables researchers to emulate all sorts of
nodes and to make them interact with real ones.

G. Privacy by Design Approach

Another key dimension of IoT Lab as a research project is its commitment to develop a
fully privacy by design platform. It must find the right balance between the need for the
researchers to access reliable and characterized resources, including socio economic
profiles,- while ensuring a complete compliance with the European standards in terms
of personal data protection. By following a holistic approach, this effort has enabled the
consortium to develop a fully privacy-compliant platform by combining various
methods, strategies and technology enablers.

4 Triple Paradigm Shift

A. Extending IoT Research to End-Users

Traditional IoT-related experiments are usually focused on the technical features and
dimensions of IoT deployment. However, due to its ubiquitous and pervasive dimen-
sion, the IoT will require more and more end-user perspective to be taken into account.
IoT Lab enables researchers to extend their experiments to this fundamental dimension:
how are solutions accepted by end-users, where and what value they perceive in a
given deployment, etc.

B. Pervasive Experiments

IoT Lab enables the researchers to perform experiments in all sorts of environments,
including among others smart buildings and smart cities. A set of initial experiment has
started to assess the potential of IoT and crowdsourcing to assess the level of smartness
and sustainability of any city. This work is a direct contribution to the ITU Focus
Group on Smart Sustainable Cities [23]. In other words, IoT Lab enables research to
leak outside of traditional labs by exploring IoT deployments in real environment with
real end-users providing real time feedbacks.
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C. Crowd-Driven Research Model

Finally, IoT Lab is enabling and testing a new model of crowd-driven experiments. The
key concept is to enable anonymous participants (the crowd) to suggest research topics
and to rank them. According to the results, the favorite ideas will be proposed to
researchers for selecting and implementing some of them. The results are expected to
be shared with the participants (the crowd) in order to get their inputs and their
assessment of the generated results. The idea is to explore the potential of a bottom-up
research model on the IoT based on crowdsourcing and closer interactions between the
researchers and potential end-users as illustrated in Fig. 4.

Fig. 4. Crowd-driven research model enabling anonymous end-users to trigger and drive
experimentation process in cooperation with researchers.

5 Ongoing Experiments and Open Invitation

IoT Lab expects to support experimentally driven research, including multidisciplinary
experiments. The initial version of the IoT Lab experimental platform is working and
has been demonstrated at the World Summit on the Information Society (WSIS) [24].

At the present time, several experiments are in progress with targeted groups of
end-users, including an experiment on energy efficiency in building, another one on a
smart city deployment and the third one on the ITU Smart Sustainable Cities Key
Performance Indicators (SSC KPI). Following an agile methodology, the first set of
experiments enables the project to fine tune and to improve the designed tools.

In September 2015, the IoT Lab smart phone application will be released to the
public. The objective will be twofold:

• Engaging the public (crowd) to join our community of participants to take art in
experiments.

• Inviting researchers to use the IoT Lab platform for their own experiments. Any
interested research team is welcome to contact us.

6 Conclusions – Towards a Quintuple Integration Model

In order to provide a completely integrated experimental platform combining IoT
deployments with end-user interactions through crowdsourcing and crowd-sensing, IoT
Lab had to overcome several interoperability barriers. Several IoT testbeds and a
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potentially unlimited number of end-users are integrated together into a centralized and
ubiquitously accessible Testbed as a Service (TBaaS).

As illustrated in Fig. 5, IoT Lab has applied and is further researching a six fold
integration model by:

• Integrating heterogeneous IoT devices and communication protocols (including
non-IP based protocols) integrated through the UDG technology;

• Integrating heterogeneous testbeds through IPv6 interconnection, proxy and
aggregation;

• Integrating end-users through crowdsourcing and crowd-sensing capabilities
enabled by the IoT Lab smart phone application;

• Integrating virtual IoT nodes with the physical ones for richer experiments;
• Integrating the IoT resources and testbeds into a Testbed as a Service in the Cloud,

enabling all IoT Lab resources to be virtualized and to be accessible to researchers
through remote access and control from anywhere.

• Integrating the platform with other testbed federations, such as Fed4FIRE, by using
emerging de facto technologies for testbeds federation.

Fig. 5. IoT Lab six fold integration model represented by the blue arrows from the bottom and
from left to right: heterogeneous IoT integration; heterogeneous testbeds integration through
IPv6; crowdsourcing and crowd-sensing integration into the TBaaS; physical IoT testbeds
integration into the TBaaS; virtual nodes integration; multiple testbed federations integration.
(Color figure online)

412 S. Ziegler



The IoT Lab platform is still in its improvement and fine tuning phase. It is open to
partnerships with third parties research projects interested to test it and to join our effort
for building a new experimental platform for the research community.
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Abstract. The principal barrier to massive IoT technology adoption is
the lack of interoperability and the resulting segmented nature of the
IoT market. To cope with that the European Research Cluster on the
Internet of Things (IERC), the International Telecommunication Union
(ITU) and the European Telecommunication Standards Institute (ETSI)
promote the development of interoperability events to enforce real stan-
dard compliance and interoperability between vendors. In this paper, we
summarize the lessons learned during the first ETSI Plugtests event on
the technology developed by the IETF 6TiSCH working group. 6TiSCH
technology is cornerstone to the Industrial Internet of Things, enabling
operational technologies to converge to the Internet by providing seam-
less IP connectivity and standardized management. The event clearly
demonstrated the importance of such interoperability testing early on in
the standards development. Interoperability was tested between imple-
mentations of 6TiSCH technology from multiple vendors. A total of 221
tests were performed, with a 93.7% success rate.

Keywords: Interoperability · 6TiSCH · Plugtests · OpenWSN

1 Introduction

The Internet of Things (IoT) allows a large number of heterogeneous devices
to interconnect, bringing new market opportunities and opening new technical
challenges. The Internet is expected to grow to up to 50 billion “things” by 2020,
according to a 2011 Cisco-IBSG prediction. The amount of data traffic they will
be injecting into the network will increase, up to an annual rate of 84 % for
machine-to-machine (M2M) communication, by 2018 [1]. Technology is develop-
ing on how to deal with huge numbers of smart things, how to make sense out

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

B. Mandler et al. (Eds.): IoT 360◦ 2015, Part II, LNICST 170, pp. 415–426, 2016.

DOI: 10.1007/978-3-319-47075-7 46



416 M.R. Palattella et al.

of the amount of data they generate (“big data”), and how to efficiently use net-
work resources to avoid the collapse of the network, and to allow the coexistence
of flows with different Quality of Service (QoS) requirements. The first barrier
to adoption is the lack of interoperability and the resulting segmented nature
of the market. According to the European Research Cluster on the Internet of
Things (IERC) and the International Telecommunication Union (ITU), lack of
interoperability is one of the biggest obstacles to IoT market development [2].

The term “interoperability” was initially defined for Information Technology
(IT) as “the ability of exchange data” [3]. A broader definition was proposed
by the Network Centric Operations Industry Consortium (NCOIC), to take into
account social, political and organizational factors that affect systems and system
performance, when integrating them all together [4]. Interoperability issues arise
when devices from different manufacturers interconnect.

Early IoT adoption was delayed because of the development of incompatible
proprietary solutions that maintain the cost of goods and operations high. As
is often the case, standardization bodies and industry consortia agreed on the
need to develop standards that would guarantee inter-operation between devices
from different vendors [5]. The Internet Engineering Task Force (IETF) is the
body behind most standards used in today Internet. Various IETF Working
Groups, such as 6lo1, ROLL2 and 6TiSCH3 develop standards to allow seamless
integration of low-power wireless networks into the Internet.

Standardization is only the first step to allow widespread adoption of a
new technology. Once the standard is written, one has to make sure the dif-
ferent products that claim to implement it really work together. This is done
by defining a set of “interop tests”. Well-established test methodologies such as
ETSI EG 202 237 [6] and ETSI EG 202 568 [7] distinguish two classes of tests:
Conformance and Interoperability.

Conformance testing aims at checking whether a product correctly imple-
ments a particular standardized protocol. It determines whether or not the
Implementation Under Test (IUT) meets the requirements specified for the pro-
tocol itself. This includes message format and message sequence. Conformance
testing is done on a single device.

Interoperability testing is done between multiple devices from different ven-
dors. Interoperability testing aims at verifying end-to-end functionality between
at least two devices from different vendors. Conformance testing in conjunc-
tion with interoperability testing provide both the proof of conformance and the
guarantee of inter-operation. ETSI EG 202 237 [6] and ETSI EG 202 568 [7]
describe several approaches on how to combine these two methods. The most
common approach consists in Interoperability Testing with Conformance Checks,
where reference points between the devices under test are monitored to verify the
appropriate sequence and contents of protocol messages, such as API calls and

1 http://tools.ietf.org/wg/6lo/charters.
2 http://tools.ietf.org/wg/roll/charters.
3 http://tools.ietf.org/wg/6tisch/charters.
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interface operations. Interoperability events are branded as “PlugtestsTM” when
organized by the European Telecommunications Standards Institute (ETSI)4.

The first ETSI “Plugtests” event took place in 1999. Since then, ETSI orga-
nizes an average of 12 Plugtests per year, covering diverse technologies. Such
events provide essential feedback to technical committees, and help them improve
standards and accelerate the standards-making process. They also enable engi-
neers to get together and test the interoperability of their implementations,
which reduces a product’s time-to-market. ETSI organized the first Plugtests
on the technology developed by the IETF 6TiSCH working group. 6TiSCH is
emerging as a key enabler of industrial IoT (iIoT) [8].

6TiSCH aims at “gluing” together an IP-enabled upper stack developed by
IETF (6LoWPAN, RPL, CoAP) with the IEEE802.15.4e Timeslotted Channel
Hopping (TSCH) MAC protocol [9]. TSCH inherits from well-established indus-
trial standards such as WirelessHART. The 6TiSCH protocol stack results in an
IP-enabled and low-power protocol stack for Industrial applications, able to fulfill
their stringent requirements in terms of reliability, latency, and power consump-
tion [10,11]. Because 6TiSCH federates different IoT standards developed by the
IETF and the IEEE, testing interoperability between 6TiSCH implementations
is challenging.

The first 6TiSCH Interop Plugtests event was organized by ETSI in Prague,
Czech Republic on 17–19 July 2015. It was co-located with the IETF93 stan-
dardization meeting. The event was supported by OpenMote5 and sponsored
by the European Commission and Inria. 15 organizations – companies, open-
source projects and academic partners – took part in the event. During the
Plugtests, different vendors assessed the level of interoperability of their own
implementation against others. They also checked whether their understanding
of the implemented IEEE and IETF protocol specifications was correct. The
scope of the event was on the “Minimal 6TiSCH Configuration” [12]. Interoper-
ability tests included fundamental protocol operations such as synchronization
and link-layer security.

The remainder of this paper is organized as follows. Section 2 summarizes the
6TiSCH minimal implementation, together with the configuration of parameters
which were used during the Plugtests. Section 3 describes the golden device and
the Wireshark dissector, two supporting tools developed for the event. Section 4
presents the detailed list of tests which were performed. Section 5 summarizes
the lessons learned from the event. Section 6 concludes the paper.

2 Minimal 6TiSCH Configuration

The 6TiSCH “minimal” configuration [12] defines the basic set of rules for a
6TiSCH network to operate. Due to the wide and extensive configuration set
enabled by the IEEE802.15.4e specification [9], it becomes mandatory to define
a set of rules and requirements for vendors to inter-operate. The purpose of
4 http://www.etsi.org/about/what-we-do/plugtests.
5 http://www.openmote.com/.

http://www.etsi.org/about/what-we-do/plugtests
http://www.openmote.com/
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the “minimal” document is twofold. First, include a fallback mode of opera-
tion, enabling all minimal-compliant networks to run using a common and basic
configuration set and enabling it in case of network failure or lost of configura-
tion. Second, support early interoperability events and guide early technology
adopters to the integration of IETF standards on top of the TSCH MAC layer.

During the preparation of the Plugtests, and especially the writing of the
Test Description, the minimal draft represented the main reference document,
providing guidelines on how to make implementations compliant to the standard,
from basic functionality, such as IEEE802.15.4e TSCH header configuration, use
of Information Elements, to most advanced security settings (e.g. generation of
the nonce, authentication and authorization keys).

The minimal specification also defines the network formation process, by indi-
cating what is the period of the Enhanced Beacons and the specific Information
Elements sent during the joining process. The layer 2 synchronization structure
is defined as being the same as the routing topology, which is created by the
RPL routing protocol [13].

All communication in a TSCH networks is orchestrated by a schedule. Time
is sliced in timeslots, and timeslots are grouped in a slotframe which continuously
repeats over time. The communication schedule indicates the use of each slot.
In a minimal network, this schedule is the same for all nodes, and does not
change over time. The schedule to use is announced by nodes already part of
the network through Enhanced Beacons (EBs), a type of link-layer frames (see
Fig. 1). In a minimal network, one active time slot is used in an “slotted Aloha”
fashion, i.e. it is shared by all nodes. The IEEE802.15.4e TSCH default channel
hopping template and timeslot timings are announced in the EBs, and time
source neighbor selection is determined by the smallest join priority received by
the node.

The minimal 6TiSCH configuration also defines how the Routing Protocol for
Low Power and Lossy networks (RPL) [13] is configured to operate on top of a
TSCH MAC Layer, and what the operation modes are. The Objective Function

Fig. 1. The minimal schedule used during the interop event. We use a single 11-slot
slotframe. The first slot in the slotframe is configured as an slotted Aloha slot, shared
by all nodes in the network. Enhanced Beacons are also sent in that slot.
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Zero (OF0) [14] is used to ensure the optimization of RPL routes within a RPL
instance. According to the minimal draft, any compliant implementation must
implement RPL and use the non-storing mode of operation when possible, and
be able to use the storing mode of RPL when device characteristics permit.
A policy to avoid parent selection hysteresis is used to avoid frequent parent
changes due to slight rank differences.

Table 1 summarizes the configuration parameters as defined by the 6TiSCH
minimal configuration, which were used during the plugtest event.

Table 1. 6TiSCH Plugtest minimal configuration.

Field Value Description

Slotframe length 11 11 slots per slotframe

Slotframe and link 1 active slot Marked as shared,
timekeeping, TX and RX

Timeslot template Default IEEE802.15.4e TSCH default
slot template

Channel hopping template Default IEEE802.15.4e TSCH default
channel hopping template

Security key K1 Well-known, as per [12] Set to 6TiSCH minimal15

Security key K2 Randomly generated Set to deadbeeffacecafe

RPL objective function OF0 [14] With Rf=1, Sr= 0 and
Sp=2 *ETX [15]

3 Golden Device

To allow participants to do pre-testing, and get ready for the 6TiSCH Plugtests
event, a Golden Device (GD) was developed. The Golden Device is pre-
programmed with firmware that passed conformance tests, and is known to
implement the 6TiSCH protocol stack correctly. Each vendor received a GD
before the event, allowing them to test their implementation against it, and
verify inter-operability by going through the test description (see Sect. 4).

The golden device uses an OpenMote-CC2538 [16], which features a Texas
Instruments CC2538 micro-controller and radio. The CC2538xFnn is a wireless
micro-controller System-on-Chip (SoC) for high-performance IoT applications. It
combines an ARM Cortex-M3 micro-controller with an IEEE802.15.4 radio [17].
The OpenMote-CC2538 also features a serial port, which is used for outputting
help information and verify interoperability.

Two different images were implemented on the GD, one acting as DAGroot
(GD/root), and the other as packet sniffer (GD/sniffer).The source code of both
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golden images is based on the OpenWSN project6. In detail, the images contain
the 6TiSCH configuration defined in the minimal draft [12]. On the GD/root,
security can be enabled/disabled, through switches activated during compilation
of the source code. In addition, both images have several configurable interfaces
serving for the interoperability test during the Plugtests.

By interacting with a Python script over the serial interface, the vendor
can configure the device, set the value of different parameters (e.g. frequency,
slotframe size), or trigger the transmission of a given type of packet. Table 2
summarizes the different configuration which can be enabled on a device using
that script.

Table 2. Golden device commands [18]

Command scope Command ID Length Parameter Range Unit

Configure frequency 0 1 byte Frequency number 0, 11∼ 26

Send EB 1 2 bytes Sending period 0∼ 65535 s

Send KA 2 2 bytes Sending period 0∼ 65535 ms

Send DIO 3 2 bytes Sending period 0∼ 65535 ms

Send DAO 4 2bytes Sending period 0∼ 65535 ms

Set slotframe size 5 2 bytes Slotframe length 0∼ 65535

Set rank value 6 2 bytes Rank 0∼ 65535

Enable/disable
ACK reply

6 1 byte Option True (enable)
False (disable)

The configuring commands, listed in Table 2, can be applied to GD/root. The
configure frequency command is the only one which applies to the GD/sniffer, for
activating it on a specific channel. By setting the frequency value to 0, channel
hopping is enabled, and all the 16 available channels defined in [17] are used.
Otherwise, the device can be forced to operate on a single channel (through 11
to 26).

The script also responds to output to assist in the tests. For example, by
interacting with GD/root, the script shows the Absolutely Slot Number (ASN)
and the time correction every time the golden device receives a packet from a
different device. This is useful for tracking the clock drift between devices.

To help verify the format of packets during the interoperability test, the
GD/sniffer listens on a specific frequency and injects the received packets into
Wireshark. Wireshark is the de-facto tool for network protocol analysis. During
the Plugtests, a Wireshark version with the dissector of IEEE802.15.4e/6TiSCH
(Fig. 2), developed by Orange Labs, was used [19].

6 http://www.openwsn.org/.

http://www.openwsn.org/
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Fig. 2. Wireshark running the IEEE802.15.4e TSCH/6TiSCH dissector.

4 Tests Description

Prior to the Plugtests event, a group of four experts, together with ETSI support,
prepared the 6TiSCH Plugtests Test Description (TD) [18]. The latter contains
a set of test scenarios to be executed by vendors. The TD was distributed to
participants some weeks before the event, allowing for comments and fine-tuning
of the document itself. The TD document will be published in the future as an
ETSI ISG IP6 group specification so maintenance and revisions can easily be
performed for further 6TiSCH Plugtests.

The TD includes 18 tests, performed in two different configuration: Single
Hop, with 1 DAGroot (DG) and 1 mote (6N), and Multi Hop with 1 DAGroot,
and two motes, connected in a linear topology.

The tests are classified in four different groups, based on the type of features
they aim to verify: Synchronization (SYNCH), Packet Format (FORMAT), RPL fea-
tures (RPL), and Security (SEC). Each group contains several tests, summarized
in Table 3.

4.1 SYNCH Tests

Synchronization is fundamental in TSCH-based networks, given the slotted
nature of the communication. Devices must keep tight synchronization. Devices
are equipped with clocks for keeping track of time. But, clocks in different devices
drift with respect to one another. Therefore, they need to periodically resynchro-
nize. The aim of the SYNCH tests is to check whether a device can synchronize
with the DAGroot parent, by exchanging EB frames; keep synchronization by
sending Keep Alive (KA) messages; and recover synchronization, after clocks
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Table 3. List of 6TiSCH Tests performed during the Plugtests [18].

# ID Description

1 SYNCH-01 Check that a 6N can synchronize to the EB sent by the DR

2 SYNCH-02 Check that a 6N can synchronize to DR using KA messages

3 SYNCH-03 Check that a 6N’s clock drifts if there is no re-synchronization

4 SYNCH-04 Check that the 6N can recover synchronization after
de-synchronization

5 FORMAT-01 Check the format of the IEEE802.15.4e EB packet

6 FORMAT-02 Check the timing template of TSCH time slot defined in [12] is
correctly implemented

7 FORMAT-03 Check channel hopping is correctly implemented according to [12]

8 FORMAT-04 Check the number of retransmissions is implemented following [12]

9 FORMAT-05 Check the minimal schedule is implemented according to [12]

10 FORMAT-06 Check the 6N sets its slotframe size correctly when joining the
network

11 SEC-01 Check the 6N is correctly authenticated with K1, when it
synchronizes to DR with EB

12 SEC-02 Check the data packet sent by 6N is correctly encrypted with K2

13 RPL-01 Check the value of EB join priority of a child 6N and a parent DR

14 RPL-02 Check the rank of 6N is computed correctly according to [12]

15 RPL-03 Check a 6N child changes its time source neighbor (parent) correctly

16 RPL-04 Check the format of RPL DIO message

17 RPL-05 Check the format of RPL DAO message

18 RPL-06 Check IP extension header in 6LoWPAN

drifts, applying the time correction specified in the ACK, sent after successful
reception of the KA message.

4.2 FORMAT Tests

The set of FORMAT tests are mainly interoperability tests with conformance
checks, aiming to check appropriate sequence and content of protocol messages.
For instance, the format of the EB frame, and a set of Information Elements
(IEs) is verified by printing out the different fields of the EB, with the Wire-
shark dissector. In detail, the format of the following IEs is verified: (i) the
synchronization IE which contains the ASN and the Join Priority field, used to
initially synchronize the nodes and establish the layer 2 topology; (ii) the timeslot
template IE which announces the timeslot timing for nodes joining the network;
(iii) the channel hopping IE which announces the channel sequence used to hop
in frequencies; and finally (iv) the frame and link IE which advertises the initial
network schedule used by joining nodes to communicate.
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Some of the FORMAT tests checked conformance with IEEE802.15.4e [17]
(related to EBs format and slotframe size), while others checked conformance
with the minimal draft [12], for the implementation of timeslot template, chan-
nel hopping template, number of retransmissions, and minimal schedule. In test
FORMAT-03, channel hopping is enabled. For all tests, the use of a packet sniffer
and the Wireshark dissector were instrumental for checking the final outcomes
of the tests.

4.3 SEC Tests

6TiSCH networks adopt link-layer security mechanisms, as defined by [17]. In
the minimal draft, two security mechanisms are considered: authentication and
encryption. Authentication applies to all packet content, while encryption applies
to header IEs and MAC payload.

The minimal draft assumes the existence of two cryptographic keys, which
can be pre-configured. One of the keys, K1, is used to authenticate EBs. For
early interoperability tests, as the one performed during the Plugtests event,
K1 is set to 36 54 69 53 43 48 20 6D 69 6E 69 6D 61 6C 31 35 (“6TiSCH
minimal15”). To facilitate logical segregation of distinct networks, EBs are
authenticated, with no payload encryption.

A second key, K2, is used to authenticate DATA, ACK, MAC COM-
MAND frame types and respective header IEs, with payload encryption. For
the Plugtests event only, K2 is set to “deadbeeffacecafe”.

The SEC tests aimed at checking both authentication of EBs (which are
exchanged between the DAGroot and the device, only if they are shar-
ing the same key K1), and encryption/decryption of DATA packets (Echo
Request/Reply) with K2. The Key Index, advertised in the auxiliary security
header of the packets allowed nodes to look up the right key (K1 or K2) before
decrypting, during the SEC tests.

4.4 RPL Tests

Devices in a 6TiSCH network use the RPL routing protocol [13] and implement
the RPL Objective Function Zero (OF0) [14]. Therefore, beyond checking fea-
tures which are mainly related to the IEEE802.15.4 TSCH MAC [17], during
the Plugtests event, other tests were performed for checking the RPL imple-
mentation into vendor devices was correctly done, according to the minimal
specification [12]. In detail, tests RPL-01 and RPL-02 checks the value of the EB
join priority of child and parent devices, and the value of the rank, which
should be computed according to the RPL OF0 function [14]. The rank compu-
tation uses a rank increment that is added to the parents announced rank upon
reception of a DIO. The rank increment is computed as a function of a metric:
in the interop event 2 * ETX [15] was used.

The RPL tests group also includes conformance tests, to check the format
of DIO and DAO messages is according to [13]. Finally, the use of extension
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headers was verified specially for the cases where IP tunneling (IP-in-IP encap-
sulation) was required. Mainly, when an IP packet needs to carry hop-by-hop
extension headers, these headers are appended to an IP outer header avoiding
the modification of the end-to-end scope of the inner header at each hop. The
outer header is removed when crossing a border router leaving the inner header
untouched. During the tests, IP tunneling was verified using the appropriate
Wireshark dissector.

5 Lessons Learned

The overarching goal of the Plugtests event is to create better standards, result-
ing in better and interoperable products, larger and faster adoption of the tech-
nology, and a better end-user experience. This section summarizes the outcomes
of the event in term of feedback to the standardization bodies, and lessons
learned.

A first and important aspect to note is the importance of a close relationship
between the interoperability event participants and the team of experts preparing
the test specification. During that phase, the interaction and discussion between
experts and participants accelerated the development and correction of standards
under test as well as identified open issues in current standard implementations.

During the 6TiSCH Plugtests event, several issues arose from IEEE802.15.4e
implementations brought by different participants. Those issues have been noti-
fied to the IEEE 802.15.4 task group. The main concern was related to Table 2a
from IEEE802.15.4e-2012 [17] which contains inconsistencies. Table 2a specifies
how the IEEE802.15.4 header bits in the Frame Control field are compressed
(source and destination PANID compression, source and destination address
compression). These inconsistencies have been discussed with the IEEE802.15.4
TG, who agreed that a problem exists. But it has been corrected by the IEEE,
as indicated by internal IEEE documents. For the Plugtests event, however, only
the published text from IEEE802.15.4e-2012 was used for implementations. We
foresee that future Plugtests events, which will be based on future revisions of
IEEE802.15.4, will hence fix the issue.

Regarding the minimal draft and it latest published version [12], several
concerns arose.

One was related to RPL Mode of Operation (MOP). Some vendors imple-
mented the RPL routing protocol in storing mode, others in non-storing
mode. These modes are not interoperable, so these vendors could not build an
interoperable multi-hop network during the event. Currently, the minimal draft
does not specify the mode to implement. As follow up of the Plugtests, the issue
was discussed during the IETF93 6TiSCH WG meeting. The WG agreed that
there was a problem, and is discussing internally how to resolve this in a future
revision of [12].

Analogously, some implementations were not using an IPv6 prefix informa-
tion object in the RPL DIO messages to propagate the prefix of the network.
Rather, they were using the prefix derived from the DODAGID. Based on this,
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in future revision of the 6TiSCH TD it would be recommendable to indicate the
need of having this option in the DIO packets.

Finally, multihop tests required to filter packets or force the topology. The
use of cables was problematic for MMCX and uFL antenna connectors while for
SMA connectors it worked well. Therefore, it might be desirable to avoid forcing
multihop topologies with coaxial cables and attenuators. We recommend for the
next events one of the following approaches: (1) build/buy shield boxes to put
nodes in or (2) ask vendors to add a functionality in their code that filters frames
based on their source MAC address.

6 Conclusion

221 tests were performed during the 6TiSCH Pugtests event, and from these, 207
were PASS, resulting in a 93.7 % success rate. This high level of interoperability
at the first 6TiSCH Plugtests event shows that 6TiSCH industrial IoT deploy-
ments will not run into big interoperability issues. The successful outcome can
be attributed to the fact that each participant received a Golden Device prior
to the event and could test their implementation against it before coming to
the Plugtests event. Other 6TiSCH Plugtests will be organized in the future, to
allow other vendors to take part, and perform new tests, checking more advanced
features of the 6TiSCH technology.
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Abstract. As the Internet of Things is gaining momentum, low-power
communication technologies proliferate. In this paper, we focus on Blue-
tooth Low Energy (BLE) and IEEE 802.15.4 (CSMA, Low-power lis-
tening, and TSCH), and advocate low-power IPv6 for interoperability
between the two. We perform a thorough experimental comparison of
their link-layer performance, both in idle radio environment and when
facing heavy (controlled) external interference. Our results suggest that
both technologies can achieve interesting and complementary latency-
energy trade-offs. Based on our results, we discuss possible interoper-
ability between BLE and IEEE 802.15.4 and present related open issues.

Keywords: Interoperability · IoT · Link-layer · BLE · IEEE 802154 ·
IPv6

1 Introduction

Over the past few years, Internet of Things (IoT) applications have flourished,
where everyday objects are made ‘smart’ by including sensors, processing units
and low-power wireless communication means. Current applications, ranging
from e-health, entertainment to smart buildings and energy, however, work in
isolation. To enable them to interoperate and reach the full potential of the IoT,
a practical approach is to run a low-power IPv6 stack in these devices. With
this approach, the devices can access the Internet and benefit from network-
layer compatibility. This enables interaction between devices running various
applications and relying on heterogeneous technologies.

In this paper, we focus on two of the currently dominating technologies:
Bluetooth Low Energy (BLE) and IEEE 802.15.41. We review both technolo-
gies, evaluate their performance, and discuss their interoperability. An example
application of BLE – 802.15.4 interoperability a smart health/fitness tracking
band (BLE) that can communicate via IPv6 to the home thermostat (802.15.4)
to regulate the temperature/humidity based on multiple users’ pulse and body
temperature. Because the application builds upon standards, it can be extended

1 In this paper we use ‘IEEE 802.15.4’ and ‘802.15.4’ interchangeably.
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easily, for example, with a cloud server used to store/process sensor data and
make more complex decisions based on user preferences etc. The devices can also
be accessed directly by the user via a smartphone or other means.

We port Contiki, a leading operating system for the IoT, to the nrf51822
System on Chip (SoC), a BLE platform. As our prototype does not support
IPv6 yet, we focus our evaluation on the link-layer. We conduct an extensive
experimental comparison of the BLE and IEEE 802.15.4 link layers (CSMA,
Low-power listening and TSCH), and we challenge both technologies by exposing
them to controlled external WiFi interference. We look at both request-response
and bulk transmission schemes. Our focus is on reliability, energy consumption,
latency and data rate. Overall, we find that both technologies are able to make
different latency-energy trade-offs, which makes them suitable for a variety of
applications. We believe there is room for both technologies in the IoT, which
makes interoperability an even more important concern. We discuss practical
issues and open research questions in making this interoperability happen.

The paper is organized as follows: Sect. 2 gives necessary background on BLE
and 802.15.4. Sect. 3 describes the hardware platforms used for experimentation.
Sect. 4 presents an experimental comparison of the BLE and 802.15.4 link layers.
Sect. 5 discusses current trends and open issues in achieving full BLE-802.15.4
interoperability. We finally review related work in Sect. 6 and conclude in Sect. 7.

2 Background: BLE and 802.15.4

This section reviews BLE [5] and IEEE 802.15.4 [3] with a focus on the link
layer, as this is the layer we evaluate experimentally. As illustrated in Fig. 1, both
technologies share the 2.4 GHz ISM spectrum, but have their own modulation
scheme, bit rate, channel map and channel spacing, and upper layers.

Fig. 1. The BLE and 802.15.4 channel maps share the 2.4 GHz ISM spectrum.
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Fig. 2. Illustration of a connection event and connection interval (inspired from [14]).
SN: Sequence Number. NESN: Next Expected Sequence Number. MD: More Data bit.

2.1 Bluetooth Low Energy (BLE)

BLE employs frequency hopping over 37 channels for (bidirectional) commu-
nication and 3 for (unidirectional) advertising, with a bitrate of 1 Mbps. In
Bluetooth 4.0, the link-layer MTU is 27 bytes2, protected with a 24-bit CRC.

At the link layer, BLE forms a star network, with a master orchestrating
bidirectional communication with one or several slaves. Nodes have different
link-layer states including advertising, scanning and connection. An advertising
device (typically a low-power node) periodically broadcasts packets over channels
37, 38, 39 which are spread over the 2.4 GHz ISM spectrum such that they do
not overlap the most common WiFi channels 1, 6 and 11. A scanning device (e.g.
a smartphone) listens on these advertising channels, waiting for advertisement
packets. Upon receiving an advertisement, the scanning device may initiate a
connection with a ‘connection request’ packet. The advertising device becomes
the slave and the scanning device the master.

After the connection is established, communication takes place in ‘connection
events’, which occur at a period called ‘connection interval’. At every connec-
tion event, the master transmits a packet to the slave, which may or may not
respond. Several master-slave transmissions can occur in the same connection
event, as driven by the ‘More Data’ bit (as illustrated by Fig. 2). Sequence num-
bers and acknowledgments ensure reliable, in-order delivery. We review a number
of relevant connection parameters (set by the master during establishment).

Connection Interval. Interval between connection events. Can range from
7.5 ms to 4 s, and can be changed even after a connection is established.

Slave Latency. Slave devices can save further energy by skipping connection
events. The slave latency tells how many such events can be skipped in a row.
2 This has been increased to 251 bytes in Bluetooth 4.2 [6].
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Channel Map. Specifies the channels used for channel hopping. Can be all
37 channels of BLE, or any subset.

Hop Increment. Every connection event BLE employs a frequency hopping
mechanism to hop to a different frequency in the 2.4 GHz band. The hopping of
the master is synchronized with the slave with the following equation: fn+1 =
(fn + hop) mod 37. Where fn+1 is the next channel, fn the current channel used
and hop is the hop increment connection parameter. The process is iterated until
reaching a channel that is part of the connection’s channel map.

Above the link layer the BLE stack consists of the Logical Link Con-
trol and Adaptation Protocol (L2CAP), the Attribute Protocol (ATT), the
Generic Attribute Profile (GATT), the Security Manager Protocol (SMP) and
the Generic Access Profile (GAP) [12]. On top of them there are standardized
profiles for various use cases that the application layer can use. Unlike 802.15.4,
which is restricted to the physical and MAC layers, BLE is a full protocol stack.
The adoption of 6LoWPAN, IPv6 and higher layers on top of BLE’s L2CAP
layers has been proposed in a currently active IETF Internet-Draft [19]. Hence,
the lower layers are important indicator of the performance of a protocol.

2.2 IEEE 802.15.4

802.15.4 features a total of 27 non-overlapping channels, including 16 in the
2.4 GHz and 11 in the sub-GHz bands. We focus on the 2.4 GHz band, which has
a bitrate of 250 kbps. The maximum transmission unit is 127 bytes, and frames
are protected with a 16-bit CRC.

Unlike BLE, IEEE 802.15.4 can form various topologies, such as star network,
cluster tree or mesh. 802.15.4 is widely used as a research platform and features
many different MAC layers. Some of the latter are part of the standard, others
research prototypes. In this paper, we focus on the three MAC protocols we
selected for evaluation: CSMA, ContikiMAC and TSCH.

802.15.4 + CSMA. CSMA (non-persistent CSMA-CA) is one of the MAC
layers defined in 802.15.4-2011 [3]. We use the Contiki implementation, which
departs slightly from the standard configuration (non-standard back-off proce-
dure) but follows the same overall operation.

With CSMA, nodes keep their radio always on, operate on a single chan-
nel, and access the medium through contention. Link-layer acknowledgments
are used to confirm reception and enable retransmissions at the sender. Using
the ‘frame pending’ bit of the 802.15.4 header, nodes can tell the receiver that
they have more packets in their send queue. With this feature, nodes can send
many consecutive packets, which is useful in high bandwidth applications.

802.15.4 + ContikiMAC. ContikiMAC is Contiki’s default power-saving
MAC layer [10]. It is an asynchronous low-power listening MAC, similar to
BoX-MAC [18]. In ContikiMAC, nodes sleep most of the time, and wake up
periodically (e.g., every 125 ms) to sense the medium. Whenever detecting a
signal, a node keeps the radio on for a few milliseconds, attempting a recep-
tion. At the sender side, the node transmits the data packet repeatedly until
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it receives an ACK from the receiver. ContikiMAC optimizes unicast using a
so-called ‘phase-lock’ mechanism, where nodes stay loosely synchronized to min-
imize strobing time. ContikiMAC also supports the ‘frame pending’ bit for burst
transmissions, but at a rate lower than with CSMA.

802.15.4 + TSCH. Time Slotted Channel Hopping (TSCH) is a MAC layer
defined in the IEEE 802.15.4e [4] amendment. TSCH forms a mesh network
where all nodes are globally synchronized. Communication is organizes in slots,
with a typical duration of 10 or 15 ms (we use 15 ms in this paper). Every slot
is long enough to accommodate the transmission of a frame and its acknowledg-
ment. Slots are grouped in one or several slotframes, which repeat over time and
form a schedule. At every slot, nodes know exactly whether they are supposed
to sleep, transmit or receive. TSCH combats interference and link dynamics
through channel hopping: at every slot, a channel is selected deterministically
from a pseudo-random hopping sequence.

802.15.4: Upper Layers. There are many possible upper layers for 802.15.4,
including ZigBee, 6LoWPAN, or custom network stacks. In interoperable low-
power IP networks, the network stack is IPv6 along with the 6LoWPAN [17]
adaptation layer. For mesh networking, a routing protocol such as RPL can be
used, allowing low-power IPv6 nodes to be addressed over multiple hops. Upper
layers typically employ UDP and CoAP. The IETF Working Group 6TiSCH [22]
is currently proposing an architecture for 6LoWPAN/TSCH networks.

3 Platforms and Implementations

For this study, we work with two platforms: the nrf51822-based PCA10000 for
BLE and the Tmote-Sky for 802.15.4. We ported the Contiki OS [1] to nrf51822
in order to use the same OS in both cases. Note that although Contiki supports
a full-fledged low-power IPv6 stack, we run our experiments without it and focus
on the performance at the link-layer, in part because we do not have yet all the
mechanisms required to run IPv6 over BLE.

3.1 BLE: Contiki over nrf51822

As a BLE platform, we use the PCA1000 board, containing the nrf51822 SoC
by Nordic Semiconductor. The nrf51822 SoC has a ARM Cortex M0 processor,
BLE compliant radio and various on-chip peripherals. The BLE stack used is a
precompiled and linked binary file called SoftDevice, S110 v6.0.0 for the slave role
and S120 v1.0.0 for the master role. This stack provides an implementation of
Bluetooth 4.0 specification. We perform all communication at the GATT layer
because the binary from Nordic Semiconductor used in this project does not
provide an API to access the lower layers in both master and slave devices. We
enable the radio state change notification in the SoftDevice to enable logging
the radio on-time, which we use for energy estimation.
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3.2 IEEE 802.15.4: Contiki over Tmote-Sky

For 802.15.4, we use the Tmote-Sky platform, a widely used research platform
that supports all Contiki features. The Tmote-Sky features an MSP430-F1611
MCU and CC2420 2.4 GHz transceiver. We use the Contiki energest module to
log the radio on-time for energy estimation. Note that the CSMA experiments
use the Contiki CSMA+NullRDC layers (i.e., CSMA with no additional radio
duty cycling protocol). As our experiments are without IPv6, we run Contiki
with the Rime stack (a simple ad-hoc network layer).

4 Performance Comparison

This section compares the performance of BLE vs. 802.15.4 in terms of latency,
data rate, reliability, and energy consumption. The goal is to gain a better under-
standing of the properties and trade-offs of each technology.

4.1 Setup

In order to assess both technologies in different scenarios, have run two differ-
ent series of experiments: Request-Response (RR) and Bulk-Transmission (BT).
Both experiments involve communication between two nodes: a master and a
slave for BLE, a coordinator and simple node for 802.15.4. In all cases we use a
transmission power of 0 dBm (the default of both the nrf51822 and Tmote Sky’s
cc2420 radios). We focus on the following metrics:

Latency. The latency is the time it takes to poll data in a request-response
process. It is measured at the application layer as illustrated in Fig. 3.

Data Rate. The data rate is measured at the link-layer, i.e. the amount of
link-layer payload (excluding link-layer header) per unit of time.

Energy. As a metric of energy, we measure the portion of time spent with the
radio turned on, referred to as Radio Duty Cycle (RDC). The RDC is a com-
monly used metric which does not allow to derive exact consumption numbers,

Fig. 3. Timeline of one request-response cycle. With both BLE and 802.15.4, we mea-
sure latency at the application layer.
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but has the advantage of being completely platform-independent. RDC numbers
can be fairly compared across protocols and platforms. We measure the RDC by
logging, from the firmware, the total time spent with the radio turned on.

Reliability. We measure reliability at the link-layer as Packet Reception Ratio
(PRR), i.e. the portion of packets received over sent. This does not account for
retransmissions, i.e. the reception ratio at higher layers is typically higher than
the PRR thanks to repeated attempts.

4.2 Request-Response (RR)

The RR experiment aims at determining the latency for reading data from
another node. In the RR experiments we keep the nodes close to each other
(10 cm) to reflect an almost error-free environment. We repeat the request-
response cycle 1000 times for test case. The goal is to find the relation between
energy consumption and latency based on different link layer configurations.
Thus, the metrics evaluated in this experiment are latency and energy.

We run 802.15.4 with ContikiMAC, CSMA and TSCH. For TSCH, we use
a slotframe of length 17 (repeats every 17 × 15 ms), with two dedicated unicast
slots: one for the request and one for the response. We run BLE with a connection
interval of 7.5 ms (denoted BLE 7.5) or 125 ms (BLE 125). We also evaluate the
BLE slave latency mechanism, which allows the slave to skip a given number of
connection intervals. With a 7.5 ms interval we use a slave latency of 65 (denoted
BLE 7.5-65), while with a 125 ms we set the slave latency to 3 (BLE 125-3). This
results in a maximum sleep time of 495 ms resp. 500 ms.

Figure 4 shows our results in latency and energy. The lowest latency is
achieved with BLE with a short connection interval (BLE 7.5), but this leads
to a high duty cycle of above 20 %. Next comes CSMA, with a duty cycle that
is even higher (100 %). TSCH, ContikiMAC and BLE 125 strike an interesting

Fig. 4. Request-Response (RR) experiment. The various configurations of BLE and
802.15.4 offer complementary energy-latency trade-offs. ‘BLE-x-y’ denotes a connection
interval ‘x’, and a slave latency ‘y’.
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latency-energy balance, with a duty cycle between 0.6 and 1.3 %, and a latency
below 200 ms. Finally, BLE, using slave latency, achieves the lowest duty cycle, at
the price of much a higher latency, in the 750 ms range. Overall, both 802.15.4
and BLE are able to achieve interesting latency-energy trade-offs, allowing to
prioritize responsiveness and lifetime depending on application requirements.

4.3 Bulk Transmission (BT)

The BT experiment aims at measuring the maximum data rate of BLE and
802.15.4 CSMA and TSCH at the link layer with and without WiFi interfer-
ence. In all cases, the link layer contains the maximum payload allowed, namely
27 bytes for BLE and 110 bytes for 802.15.4. For 802.15.4 TSCH, we run a simple
schedule with a single unicast slot from source to destination, repeating every
15 ms. The nodes are kept 1 m apart and in case of environment with interfer-
ence, a WiFi router is placed 2.5 m away from the two nodes. Each run of the
experiment lasts one minute in order to measure a stable mean data rate. The
metrics measured in this experiment are data rate, energy, and reliability.

To introduce external WiFi interference, we use the tool iperf running on a
ThinkPad T420 to transmit UDP traffic at 3 MB/s to a WiFi router (Netgear
N300). The WiFi devices use the 802.11b/g/n standard over channel 5. We run
TSCH and BLE either over all channels, or the subset of channels that are
WiFi-free. For CSMA we select channel 15 (overlapping WiFi channel 5) or 26
(not affected by WiFi). With CSMA we rely on the burst transmission mode and
disable link-layer acknowledgments to reach the highest throughput. We evaluate
CSMA both with and without CCA (test cases without CCA are denoted ‘nC’).

Figures 5a, 6a and 7a show the results without interference. 802.15.4 + CSMA
achieves the highest data rate with 155 kbps, but with a higher energy consump-
tion as it keeps the radio turned on nearly all the time. BLE is the most reliable,
with 99.9 % PRR, which we attribute to channel hopping and short packet air
time (high data rate, short frames).

Fig. 5. Bulk Transmission (BT) experiment. 802.15.4 CSMA reaches higher throughput
than BLE. BLE is less affected by interference thanks to channel hopping.
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Fig. 6. BT experiment. Both protocols achieve similar link-layer reception ratios.

Fig. 7. BT experiment. BLE keeps saving energy during bulk transmission.

We show the results with external WiFi interference in Figs. 5b, 6b and 7b.
Overall, we see the same trends as without WiFi, i.e. 802.15.4 has a higher
data rate and consumes more energy. Disabling CCA helps CSMA to achieve
a higher data rate, at the price of a PRR reduction from 80 to 70 %. TSCH
and BLE, through channel hopping, are less affected by interference than the
single-channel CSMA. With the help of link-layer retransmissions, both BLE
and TSCH achieved 100 % reliability.

5 Discussion

5.1 IPv6 over BLE

The Internet Protocol Support Profile (IPSP) [7] defines how BLE devices run-
ning IPv6 discover each other and communicate at the L2CAP layer. With a
focus on the layers above L2CAP, the IETF Working Group ‘6lo’ is currently
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defining how to transmit IPv6 datagrams over BLE (Bluetooth version 4.1 or
greater) using adapted 6LoWPAN [19]. A number of mechanisms already defined
in 6LoWPAN are applied to BLE, among which: address auto-configuration,
neighbor discovery (star network case) and header compression. 6LoWPAN frag-
mentation is not used, as the L2CAP layer can take care of segmentation and
reassembly in case the payload exceeds the link layer MTU.

In a 6LoWPAN over BLE network, the master is a 6LoWPAN Border Routers
(6LBR), while the slaves are 6LoWPAN nodes (6LN). This provides Internet con-
nectivity to the nodes, and enables 6LN-to-6LN communication via the 6LBR.
Multicast is implemented as individual unicast by the 6LBR to target 6LNs.
Even though the specification is still in a draft state, Nordic Semiconductor has
already released an IoT SDK based on it [2].

5.2 Dual-Protocol Devices

In the past years quite a few platforms have been released that can support
both BLE and 802.15.4. As a module, Redpine Signal’s RS9113 also supports
2.4 GHz/5 GHz 802.11b/g/n WiFi in addition to a dual mode Bluetooth 4.0 and
802.15.4-based ZigBee. CC2650, a SoC released by TI in 2015 has a low power
2.4 GHz radio compatible with both 802.15.4 and BLE. This SoC consists of an
ARM Cortex-M3 for main application, ARM Cortex-M0 for radio operation and
a low power 16 bit processor for simple periodic routines. Similarly KW40Z, a
new SoC based on ARM Cortex M0+ also has a low power radio compatible
with these two protocols. With the radio capable of changing its operation on
the fly between the two protocols and availability of low level radio commands
these SoCs can be good candidates in both commercial and research scenarios.

Since we foresee that both the protocols will have their role to play in the
IoT, these platforms would be ideal as a bridge between the two technologies at
a hardware level, similar to IPv6 at the network level. Since both these protocols
need border routers to connect to the Internet, these platforms can provide a
solution for both, while also enabling direct inter-technology communication.

5.3 BLE – 802.15.4 Co-existence

In joint BLE – 802.15.4 networks, spectrum sharing might become challenging.
How to best handle co-existence between cross-technology (e.g., BLE and TSCH)
channel hopping networks is an open issue. Assuming coordination is possible
through e.g. a home gateway, one could easily allocate disjoint parts of the
spectrum to each network. In uncoordinated cases, possible directions include
detecting external interference and restricting BLE to the subset of channels
that does not overlap 802.15.4, or devising mechanisms for adaptive blacklisting
in low-power channel hopping networks.

6 Related Work

We review previous work on comparing BLE vs. 802.15.4, and on IPv6 for both.
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BLE – 802.15.4 Comparison. Several studies [9,11,15,21] compared BLE
with 802.15.4 in simulation or experimentally, and under various application
assumptions and protocol configurations. Siekkinen et al. [21] focused on the
relation between throughput and energy, and found that BLE had a constant
energy utility, while 802.15.4 got more energy-efficient as throughput increases.
The paper also characterizes the overhead of both protocols at different pay-
load sizes and runs experiment with external WiFi interference, but with BLE
running in non-connected mode only. Other works [9,11,15] explored the energy-
performance trade-off of both stacks for different configurations, and the found
results aligned with ours in particular for BLE with 7.5 ms connection interval,
and for 802.15.4 CSMA. To the best of our knowledge our paper is the first
to explore 802.15.4 with low-power listening (ContikiMAC) in comparison with
BLE at different connection intervals and under controlled interference.

Low-Power IPv6 for BLE and 802.15.4. IPv6 in low-power wireless is gain-
ing more and more academic and industrial attention. While 6LoWPAN is being
adapted to BLE by the IETF [19], there are already several implementations of
IPv6 or 6LoWPAN stacks for BLE [13,20,23]. For instance, the Contiki low-
power IPv6 stack was ported to CC2541 for BLE communication with a Linux
system as a master [13]. Extending BLE to multi-hop, which could be useful in
IPv6 IoT networks, is also currently under consideration [8,16]. As for 802.15.4,
6LoWPAN [17] was defined in 2007 and soon found its way to IoT OSes such
as Contiki, TinyOS, OpenWSN, or RIOT. Several recent standardization efforts
such as ZigBee IP, the Thread Group, and the IETF Working Groups Roll, 6lo,
6tisch (among others) demonstrate the rising interest in IPv6-based 802.15.4 and
IPv6 in the IoT at large.

7 Conclusion

BLE and IEEE 802.15.4 have their own set of properties and performance, which
makes them suitable to different applications. As a result, both technologies will
likely continue to co-exist, making interoperability a central concern. This paper
sheds the light on open interoperability issues, and presents experimental results
on how each technology performs in a challenging environment.
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Abstract. This paper presents an IoT architecture for the semantic interoper-
ability of diverse IoT systems and applications in smart cities. The architecture
virtualizes diverse IoT systems and ensures their modelling and representation
according to common standards-based IoT ontologies. Furthermore, based on
this architecture, the paper introduces a first-of-a-kind visual development
environment which eases the development of semantically interoperable appli-
cations in smart citites. The development environment comes with a range of
visual tools, which enable the assembly of non-trivial data-driven applications in
smart cities, including applications that leverage data streams from diverse IoT
systems. Moreover, these tools allow developers to leverage the functionalities
and building blocks of the presented architecture. Overall, the introduced visual
environment advances the state of the art in IoT developments for smart cities
towards the direction of semantic interoperability for data driven applications.
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Development tools

1 Introduction

1.1 IoT Application Silos in Smart Cities

The Internet-of-Things (IoT) [1] is a key enabler of software applications for smart
cities, given that it deals with several integral elements of smart city applications such
as the communication across heterogeneous devices, the dynamic discovery of sensors
and data streams, the collection and filtering of information from multiple data streams,
as well as the analysis of data stemming from multiple data sources within the city. As
a result of the proliferating IoT deployments in smart cities in different sectors (such as
energy, transport, e-government), most cities have nowadays to manage multiple smart
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city deployments and applications. In most cases these applications have been designed
and developed independently from each other, even when they have been deployed as
part of a unified strategic plan. Furthermore, the various applications tend to evolve
independently of each other, given that updates and enhancements to existing smart
city applications rely on heterogeneous platforms and architectures. Also, in most cases
the various applications have been designed and purchased by different departments of
the cities. Therefore, the interconnection of different smart city systems and applica-
tions is very difficult, which is a set-back to the integration of these applications
towards pursuing city-wide (instead of application-specific) goals. Hence, smart cities
are nowadays characterized by the presence of a set of disaggregated heterogeneous
application silos [2].

Recent advances in IoT architectures and semantic web technologies enable the
convergence of these silos and facilitate the development of added-value integrated
cross-context applications. In particular, the advent of IoT ontologies that can represent
IoT data streams and services in a semantically interoperable way provides the means
for integrated semantically unified IoT applications. The later integrated applications
refer typically to applications that combine data and/or services from different legacy
deployments within the smart city. Along with IoT ontologies, platforms supporting
IoT ontologies for semantically interoperable modelling data/services have emerged.
Such platforms provide a foundation for the implementation and operation of seman-
tically interoperable IoT applications in the smart cities. In this paper, we present an
IoT architecture for semantically unified applications in smart cities, which leverages
existing ontologies (such as W3C SSN ontology [3]) and middleware platforms that
support them (such as OpenIoT) [10].

1.2 Development Environment and Tools

Based on the close affiliation of IoT with smart cities, tools and techniques for devel-
oping IoT applications can act as a catalyst for the development of smart cities appli-
cations. Early frameworks for programming IoT applications have focused on the areas
of WSN (Wireless Sensor Networks) [4] and RFID applications [5]. Most of these
frameworks provide the means for virtualizing sensors and actuators, thereby alleviating
the heterogeneity of the various devices [6]. Recently, we have also witnessed the
emergence of software engineering solutions for the integrated development of more
general IoT applications (e.g., [7–9]). These solutions leverage semantic models that
capture the main elements of IoT applications, including standard semantic models and
ontologies, such as the W3C Semantic Sensor Networks (SSN) [11], which provides the
means for abstracting/virtualising sensors. Such software engineering solutions are
appropriate for supporting the development of applications that rely on the semantic
unifications of the legacy disaggregated silos, which comprise the digital mature
smart cities.

In addition to introducing an IoT architecture for semantic interoperability, the
present paper presents also a development environments for integrated cross-silo
applications in smart cities. This environment leverages the IoT architectures and its
common IoT semantic models (ontologies) in order to provide the means for combining,
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aggregating and processing (in a unified way) data streams stemming from diverse IoT
systems and application silos within a smart city. The environment comes with a range
of visual drag-and-drop tools, which boosts developers’ productivity. It also takes
advantage of the IoT architecture towards providing added-value data processing
functionalities such as data analytics.

1.3 Structure of the Paper

Following this introductory section, Sect. 2 introduces an IoT architecture for semantic
interoperability, which provides a wide range of added-value data processing func-
tionalities. The latter operates over multiple semantically unified systems, rather than
over a single legacy IoT system. Section 3 is devoted to the presentation of the
development environment and of the visual tools that it comprises. Section 4 illustrates
a range of sample data processing applications, which demonstrated the added-value of
the development tools. Finally, Sect. 5 concludes the paper.

2 IoT Architecture for Semantic Interoperability

An overview of the IoT architecture for semantic interoperability is provided in Fig. 1.
It is structured according to the following layers:

• IoT Systems/Platforms and Data Sources Layer: This is the lowest layer of the
architecture, where various IoT systems (including IoT platforms, applications and
data sources) reside. The architecture integrates and processes information from

Fig. 1. Overview of IoT architecture for semantic interoperability
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multiple IoT systems. Therefore, this layer comprises the various IoT systems that
are virtualized and integrated as part of the architecture. In order to validate the
architectural concept, we have integrated and processed data from several IoT
platforms. However, the architecture is flexible in the integration of additional
platforms and/or applications, as soon as these platforms (or applications) expose a
well defined PPI (Platform Provider Interface).

• Platforms Access and Data Acquisition Layer: This layer enables access to data
and services of the underlying platforms/systems in a secure and authenticated way.
Its role is to access the low-level capabilities of the IoT systems (through the PPI)
and accordingly to transform the acquired data and metadata into a common data
model (i.e. expressed based on an IoT ontology comprising sensors, IoT and smart
cities concept). Hence, the functionality of the layer involves translating the
low-level semantics of the individual platforms to the high-level and richer
semantics of the presented platform. At this layer we also specify the notion of the
adapter module, which undertakes the transformation of the lower-level PPI
semantics to the high-level ontology.

• Platform Agnostic Data Management Layer: This layer provides cloud-based
functionalities for managing data and metadata that comply with the VITAL
ontology. At this layer, the various data streams (and their metadata) are modelled
and formatted according to the common ontology. The offered services include data
and metadata persistence, creation of new data, discovery of data subject to various
criteria and more. Access to the data of the platform will be based on semantic web
technologies and techniques, given the modelling of the data according to the
ontology. The platform agnostic data management layer offers a wide range of
services to higher level applications, which reside in the added-value functionalities
layer. These services will be accessible in a virtualized platform and location
agnostic manner, through VUAIs (Virtualized Unified Access Interfaces). VUAIs
are abstract interfaces residing at the top layer of the architecture, thereby enabling
access to added-value data processing and process management functionalities,
including CEP, service discovery, filtering, and other functionalities. The platform
agnostic data management layer includes also a Service Discovery (SD) module,
which enables the look-up and resolution of IoT resources.

• Added Value Functionalities Layer: This layer comprises a set of complete ser-
vices and tools, which leverage data and services from the platform agnostic
management layer. The virtualized services of this layer will be provided by the
following modules (depicted in Fig. 1): (A) Filtering Module: The filtering module
of the architecture provides the means for reducing the information associated with
individual data streams persisted in the platform agnostic data management layer. It
therefore reduces unwanted information, thereby optimizing processing perfor-
mance and economizing on network bandwidth; (B) Complex Event Processing
(CEP) Module: This module enables the processing of data streams for multiple
sources in order to identify patterns and/or infer events; (C) Orchestration Mod-
ule: This module combines and manages multiple services from the above-listed
modules, in order to deliver new added-value services. The combination of the
various services is based on a workflow of service oriented components and
interactions, which may be specified on the basis of rules.
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• Smart City Applications and Tools Layer: The architecture supports the devel-
opment, integration, deployment and operation of smart city applications, notably
applications leveraging data from multiple IoT platforms and applications (in-
cluding legacy IoT applications in urban environments). All smart city applications
are (during their operation) accessing data and services of the platform agnostic data
management layer, including the discovery, filtering and CEP services. This layer
includes management tools that enable the monitoring and configuration of IoT
platforms, applications and services at various granularities. It also includes
development tools enabling the development of smart city applications and services.
The various applications and tools will be able to access data from the platform
agnostic data management layer, as well as services offered from this layer.

In the scope of the FP7 VITAL project (www.vital-iot.eu) a prototype imple-
mentation of the presented architecture is provided. This prototype implementation
constitutes a middleware platform (i.e. the VITAL platform) that enables the devel-
opment, deployment and operation of semantically interoperable applications in smart
cities. Due to the implementation of the VITAL platform in-line with the above-
presented architecture, we also conveniently refer to the architecture as the VITAL
project architecture.

3 Development and Deployment Environment

Based on the architecture described above we have implemented an environment
enabling the assembly of IoT applications that take advantage of the functionalities of
the architecture. The environment exploits the semantic modelling and added-value
functionalities of the architecture towards enabling the development of semantically
interoperable applications. It is built over the popular Node-RED open-source tool for
wiring the Internet of Things [12]. Nodes and flows are the two fundamental concepts
in Node-RED. A node is a well-defined piece of functionality. Based on the number of
its input and output ports, a node can be of one of the following types: (A) An input
node, which is a node that has one or more output ports; (B) An output node, which is a
node that has one input port; (C) A function node, which is a node that has one input
port and one or more output ports. Nodes can be wired together into what is called a
flow. Input nodes sit at the start of a flow, output nodes sit at the end of a flow, and
finally function nodes sit in the middle of a flow. Flows can be considered as programs,
and nodes as the blocks that can be used to build them. The Node-RED platform
comprises two components: (1) a browser-based editor that allows us to design flows
(i.e. programs), and (2) a light-weight runtime where we can deploy and execute our
flows. The browser-based flow editor is used for creating flows and deploying them on
the Node-RED runtime. It comprises a palette, which can be extended with new nodes.

3.1 Development and Deployment Environment Overview

The development and deployment environment allows developers to access and
compose the various capabilities offered by the architecture, in order to implement
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smart city applications. Part of the development and deployment environment is the
VITAL development tool that serves as a single entry point to developers that want to
build and deploy IoT applications that transcend multiple IoT platforms, architectures
and business contexts by leveraging the capabilities provided by the VITAL frame-
work. All these capabilities are exposed through VUAIs. All mechanisms to be inte-
grated into that tool are exposed through VUAIs, which are implemented as RESTful
web services, thus rendering Node-RED ideal as the basis for the implementation of the
VITAL development tool.

The development tool has been also enhanced with a number of nodes relating to
the architecture, as well as with functionalities provided by the R project [13], a
programming language and an environment for statistical computing and graphics. The
result is an easy-to-use tool that also enables its users to perform a number of task (e.g.
retrieval of IoT system metadata) relating to the semantic interoperability architecture,
along with data analysis (e.g. data value prediction or clustering) tasks.

Based on the above-mentioned nodes and extensions, the palette of the develop-
ment tool, offers, apart from the nodes already present in Node-RED, one node for each
piece of functionality offered by a VITAL component. For example, Fig. 2 depicts the
node that corresponds to the sensor-resource discovery functionality. In a similar way
developers can exploit any VITAL functionality by just adding the corresponding node
in their flow and setting its properties. While the flow is running, the node interacts
with the appropriate components of the VITAL platform in order to perform its tasks.
Thus, VITAL nodes facilitate the use of VITAL capabilities by hiding (from the
developers) low level implementation and formatting details.

3.2 Authentication and Multi-user Environment

In order to be able to direct each user to a dedicated Node-RED instance that has been
created for him/her, a router component has been developed. The router component is a
web application that is responsible for the user authentication, as well as for
re-directing an authenticated user to the Node-RED instance that is associated with

Fig. 2. Concept of VITAL resource discovery node within the development tool
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them. Hence, the VITAL platform users register to the router. Whenever a registered
user wants to manage their workflows, they log into the router. Once the user has been
successfully authenticated, the router looks up into its local repository (1) the host
where the Node-RED instance that is dedicated to the user is running and (2) the port
where the Node-RED editor of that instance can be accessed. In case there is no
running instance for the user, the router creates one. This effectively means that the
router creates a clone of the Node-RED codebase, sets all necessary settings (see
below), and starts it. Once the new Node-RED instance has been successfully created,
the router saves the new mapping into its local repository for future reference.

In order to allow only to the user that owns the Node-RED instance to access it, but
without having to log in again (after they have been successfully authenticated by the
router), we must (1) enable user authentication in all Node-RED instances and
(2) define a user in each Node-RED instance that has the same username and password
with the corresponding VITAL user, to whom this Node-RED instance belongs. Both
these requirements can be satisfied by setting the appropriate values in the settings file
of each Node-RED instance that the router creates.

Based on the above, before the router re-directs an authenticated user to the
appropriate Node-RED editor, it needs to contact the Node-RED instance (i.e. perform
an HTTP POST to/auth/token), and exchange the credentials of the user with an access
token. Once the router has obtained the access token, it can finally re-direct the user to
the Node-RED editor with the access token set in the Authorization header. The
authentication process is depicted in Fig. 3. It is a process that overall alleviates the
single-user nature of the Node-RED environment, thus enabling the VITAL platform to
operate as a multi-user platform.

Fig. 3. User authentication in the scope of the VITAL multi-user Node-RED environment
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3.3 VITAL Nodes

In following paragraphs we illustrate two of the new nodes that the VITAL platform
has added to the core palette of Node-RED, notably nodes corresponding to PPI
implementations and Resource Discovery.

3.3.1 Platform Provider Interface Implementation
The Platform Provider Interface (PPI) is defined as a set of primitives, marked as either
mandatory or optional. All IoT systems that are compliant to the VITAL platform are
expected to implement and expose (as RESTful web services) at least those primitives
that are designated as mandatory. The following nodes have been specified and
implemented:

• PPI Nodes: These are configuration nodes that store information about how to
access the PPI implementation of a VITAL compliant IoT system (e.g. its base
URL). Configuration nodes are a special category of nodes in Node-RED that can
be used for sharing configuration among nodes. For example, PPI nodes can be used
by system and services nodes (see below) in order to select the PPI implementation
they want to access, without having to specify more than once details on how to
access it. The properties of these nodes include the base URL of the PPI imple-
mentation, as well as whether basic authentication is required.

• System Node: System nodes can be used to retrieve metadata about a PPI com-
pliant IoT system. When a system node receives a message, the node makes an
HTTP POST request to BASE_URL/metadata, and then sends out a message that
contains the response to that request. The properties of these nodes include the PPI
implementation to retrieve metadata about.

• Sensor Nodes: Sensors nodes are function nodes that retrieve metadata about sen-
sors that a VITAL compliant IoT system manages. The messages sent to these nodes
can be used to filter the sensors to retrieve metadata for (based on their ID and type),
whereas the messages sent by these nodes contain the retrieved sensor metadata.

• Service Nodes: Services nodes can be used to retrieve metadata about IoT services
that a PPI compliant IoT system provides. The message that a services node
receives may contain information, which can be used to filter the services to retrieve
metadata for (based on their ID and type), whereas the message that a services node
sends contains the retrieved service metadata. The services node is responsible for
making an HTTP POST request to BASE_URL/sensor/metadata, in order to fetch
the requested metadata

• Data Nodes: Data nodes are function nodes that pull observations made by sensors
managed by a PPI compliant IoT system. Input messages may contain information,
which can be used to filter the observations to fetch (based on the corresponding
sensor, property and time), whereas output messages contain the retrieved obser-
vations in JSON-LD format.

3.3.2 Resource Discovery
The following extra nodes have been added to the node palette in order to enable access
to Resource Discovery functionalities:
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• Resource Discovery: Resource discovery nodes are configuration nodes that store
information about how to access the Resource Discovery component of an instance
of the VITAL platform. The properties of these nodes include the base URL of the
component, as well as whether basic authentication is required (in which case a
username and a password can also be provided).

• Discover Sensors: These are function nodes that can be used to discover sensors
that reside within a certain radius from a certain point (latitude-longitude).The
messages received by these nodes contain the radius, the latitude and the longitude.
The messages sent by these nodes include metadata about the discovered sensors.

4 Sample Validating Applications

In this section we present a set of sample workflows which have been implemented
using the VITAL development tool.

4.1 Sample Workflow #1: Find the Last Observation Made by a Specific
Traffic Sensor

We have used the development tool to implement a web service that accepts HTTP GET
requests, which contain the URI of a traffic sensor in a sensor parameter in the query
string, and responds with the last observation made by that sensor. For the implemen-
tation of the web service, we make use of an implementation of the PPI specification
provided for the traffic sensors in Istanbul. The flow consists of the following nodes:
(A) An http in node that accepts HTTP GET requests at/last-observation; (B) A function
node that extracts the sensor URI from the query string of the request, and uses http://
vital-iot.eu/ontology/ns/Speed as the property URI; (C) A data node that retrieves the
last observation made by that sensor for that property; (D) An http response node that
responds to the initial HTTP request with the observation value.

4.2 Sample Workflow #2: Show the Location of a Specific Traffic Sensor

This workflow implements a web service that accepts HTTP GET requests, which
contain the URI of a traffic sensor in a sensor parameter in the query string, and
responds with a static HTML page that contains a map with a marker set on the location
of that sensor. For the purposes of this web service, we use again the PPI imple-
mentation for Istanbul traffic sensors. The result of using that flow is depicted in Fig. 4.
The flow comprises six nodes: (A) An http in node that accepts HTTP GET requests
at/locate-sensor; (B) A function node that extracts the sensor URI from the query string
of the request; (C) A sensors node that retrieves metadata about the sensor with that
URI; (D) A function node that extracts the name, the longitude and the latitude of the
sensor from the retrieved metadata; (E) A template node that creates an HTML page
with the name of the sensor in the title, and a map with a marker at the location of the
sensor; (F) An http response node that responds to the initial HTTP request with the
that HTML page.
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4.3 Sample Workflow #3: Predict the Next Observation that a Specific
Traffic Sensor Will Make

The implementation of this workflow is based on the rstats which is an interface to R
project. In particular, the development tool and rstats are used in order to implement a
web service that accepts HTTP GET requests, which contain the URI of a traffic sensor
in a sensor parameter in the query string, and responds with a prediction for the next
observation that that sensor will make. The flow contains five nodes: (A) An http in
node that accepts HTTP GET requests at/predict-next-observation; (B) A function node
that that extracts the sensor URI from the query string of the request, and uses http://
vital-iot.eu/ontology/ns/Speed as the property URI; (C) A data node that retrieves all
observations made by that sensor for that property since a given (earlier) time instant;
(C) A function node that retrieves the values from the returned observations, and uses R
to predict the value of the next observation according to the best ARIMA model (using
the forecast R package); (D) An http response node that responds to the initial HTTP
request with that value.

5 Conclusions

Existing IoT ontologies and semantic models can serve as a basis for semantically
unifying data sources and data streams from a variety of legacy IoT systems within a
smart city. This paper has introduced an IoT architecture which collects and processes
information from multiple IoT systems in a smart city environment. Based on this
architecture it has also introduced a toolset for IoT application developers that:
(A) Ensures virtualized access to diverse IoT systems, including the sensors they
manage and the services they provide; and (B) Supports the functionalities provided by
the VITAL platform as the latter are specified in the above-mentioned architecture. The
toolset has been implemented on the basis of extensions to the popular Node-RED visual

Fig. 4. Screenshot for sample workflow #2 - Show the location of a specific traffic sensor
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environment for IoT. The resulting tools provide the means for implementing seman-
tically interoperable data driven applications in smart cities environment with only
minimal programming effort, thus boosting IoT application developers’ productivity.

Acknowledgements. This work was funded in part by the European Community in the frame-
work of the VITAL FP7 project (Virtualized programmable InTerfAces for smart, secure and
cost-effective IoT depLoyments in smart cities) under contract number FP7-SMARTCITIES-
608662. The authors acknowledge help from all partners of the project.

References

1. Atzori, L., Iera, A., Morabito, G.: The internet of things: a survey. Comput. Netw. 54(15),
2787–2805 (2010)

2. Schiele, G., Soldatos, J., Mitton, N.: Moving towards interoperable internet-of-things
deployments in smart cities. ERCIM News, Special Theme: Smart Cities, 98 (2014)

3. Taylor, K.: Semantic sensor networks: the W3C SSN-XG ontology and how to semantically
enable real time sensor feeds. In: Semantic Technology Conference, 5–9 June, San
Francisco CA, USA (2011)

4. Chatzigiannakis, I., Mylonas, G., Nikoletseas, S.: 50 ways to build your application: a survey
of middleware and systems for wireless sensor networks. In: ETFA, pp. 466–473 (2007)

5. Anagnostopoulos, A., Soldatos, J., Michalakos, S.: REFiLL: a lightweight programmable
middleware platform for cost effective RFID application development. Pervasive Mob.
Comput. 5(1), 49–63 (2009)

6. Aberer, K., Hauswirth, M., Salehi, A.: Infrastructure for data processing in large-scale
interconnected sensor networks. In: MDM, pp. 198–205 (2007)

7. Dimakis, N., Soldatos, J., Polymenakos, L., Fleury, P., Curín, J., Kleindienst, J.: Integrated
development of context-aware applications in smart spaces. IEEE Pervasive Comput. 7(4),
71–79 (2008)

8. Patel, P., Pathak, A., Cassou, D., Issarny, V.: Enabling high-level application development
in the internet of things. Sens. Syst. Softw. 122, 111–126 (2013). Lecture Notes of the
Institute for Computer Sciences, Social Informatics and Telecommunications Engineering

9. Cassou, D., Bruneau, J., Mercadal, J., Enard, Q., Balland, E., Loriant, N., Consel, C.:
Towards a tool-based development methodology for sense/compute/control applications. In:
ACM International Conference Companion on Object Oriented Programming Systems
Languages and Applications Companion, pp. 247–248 (2010)

10. Serrano, M., Quoc, H., Le Phuoc, D., Hauswirth, M., Soldatos, J., Kefalakis, N.,
Jayaraman, P., Zaslavsky, A.: Defining the stack for service delivery models and
interoperability in the internet of things: a practical case with OpenIoT-VDK. IEEE J. Sel.
Areas Commun. 33(4), 676–689 (2015)

11. Compton, M., Barnaghi, P., Bermudez, L., Castro, R.G., Corcho, O., Cox, S., et al.:
The SSN ontology of the semantic sensor networks incubator group. J. Web Semant. Sci.
Serv. Agents World Wide Web 17, 25–32 (2012)

12. Node-RED: A visual tool for wiring the Internet-of-Things. http://nodered.org/
13. R: The R Project for Statistical Computing. http://www.r-project.org/

Visual Development Environment 449

http://nodered.org/
http://www.r-project.org/


Remote Management of a Large Set
of Heterogeneous Devices Using Existing IoT

Interoperability Platforms

Heleen Vandaele, Jelle Nelis(B), Tim Verbelen, and Chris Develder

Department of Information Technology, Ghent University – iMinds,
Technologiepark 15, 9052 Ghent, Belgium

heleen.vandaele@ae.be,

{jelle.nelis,tim.verbelen,chris.develder}@ugent.be

Abstract. With the evolution of the Internet of Things, devices of many
different technologies and manufacturers are being developed (e.g. for use
cases ranging from home automation to smart cities). This creates chal-
lenges regarding interoperability between these heterogeneous devices,
as well as integrating them to enable innovative applications. Currently,
several integration platforms already exist to integrate technologies in a
local gateway (e.g. OpenHAB, Zodianet, etc.). Yet, the local set-up and
configuration still is overly complex, especially for non-technical users.
In this paper, we present a remote management platform that focuses
on ease of configuration and installation. It allows monitoring, configu-
ration, diagnostics and service provisioning without manual intervention
of a technical person. The platform reacts on local changes such as the
installation of a new device or state changes of discovered services. This
information can then be used to install required plugins, generate alarms
or take problem-solving actions.

Keywords: Internet of Things · Integration · Remote management ·
DYAMAND · Interoperability

1 Introduction

Today, many devices in our environment are connected, and communicate with
other entities to deliver a service to the user. The amount of connected devices
will continue to grow over the next years [17]. At the same time the amount of
technologies and standards interconnecting these devices is growing. Due to this
rapid growth, the landscape of technologies is very scattered, making it difficult
for end users and application developers to decide which technology to use or
support. Also for non-technical users it becomes more difficult to choose one
or more products, without getting locked in by a vendor. If the market does
not converge to one single standard, which is unlikely to happen in the near
future [7], interoperability platforms are required to overcome this problem.

While some technologies, like Qeo [19], LooCI [6], AllJoyn [1] or CoAP [18]
push new standards for constrained device communication, attempting to
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Fig. 1. Gateway centric integration

become the de facto standard in the future, other efforts are concentrating on
integrating the huge amount of different technologies. These efforts result mostly
in a gateway-centric approach, where an interoperability platform is located at
the edge of the local network, providing the necessary abstraction for applica-
tions to communicate with devices, regardless of their technology.

The most used technology for implementing these gateway integration plat-
forms is the Open Service Gateway Initiative (OSGi) because of its platform and
application independence, service collaboration, security, support for multiple
network technologies and its simplicity [11]. OSGi is chosen by [2,4,8,10,20,21]
and many others to be the basis of their gateway implementation. There are
alternative efforts as well, including HomeGate [20], Multimedia Home Plat-
form (MHP) [4,10,21] or the Home Gateway Initiative [4]. However, many of
these platforms are an installation and configuration nightmare. These plat-
forms also tend to become very bloated in terms of storage and memory usage
as they often try to support every technology out-of-the-box. Furthermore, a lot
of manual configuration is required, and to manage all these platforms physical
access to the device is needed. Especially in situations where multiple platforms
are distributed across multiple locations, for example in home care or building
management, the need for interventions needs to be kept to a minimum.

In this paper, we present a scalable architecture for a remote management
platform that monitors and configures IoT gateways. This includes monitoring
of information about the devices and services discovered by the gateway, data
about their state and actuation of devices locally managed by the gateway as
well as management of the local gateway itself. On the gateway, we also provide a
technology discovery component, which enables to only install technology plugins
that are present, resulting in a more lightweight gateway.

In the remainder of this paper, the existing solutions for local integration
are discussed in Sect. 2. Based on the installation and configuration issues, the
requirements for a remote management system are identified in Sect. 3. Based
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on these requirements, an architecture is proposed in Sect. 4. A proof-of-concept
implementation is described in Sect. 5, and its scalability evaluated in Sect. 6.
Section 7 concludes this paper with some pointers for future work.

2 Existing Integration Platforms

Today, quite a few integration platforms are available, both open source and
commercial. To evaluate the state of the art, we have chosen five platforms for
comparison, based on their availability to be used (free of charge), their support-
ing communication technologies and their underlying software platform. First,
openHAB [15] is an OSGi based platform hosted by the Eclipse Foundation.
Second we compared HomeOS [3], a Microsoft project to provide centralized
control of devices in the home. A third platform is the ZiBase gateway for home
control, manufactured by Zodianet [22]. Next we have OpenRemote [16], a soft-
ware integration platform for residential and commercial building automation
from OpenRemote Inc. Finally, DYAMAND [14] is a lightweight plugin based
interoperability framework developed at Ghent University - iMinds.

We evaluated the procedure to integrate a new technology they all claim
to support (i.e. EnOcean), by checking the steps required to plug in an EnO-
cean USB receiver to the gateway and connect a new EnOcean device. Table 1
gives the summarized results of this platform comparison. The most important
conclusion is that most platforms require manual configuration, either using
configuration files, or using a graphical user interface. Only DYAMAND and
Zodianet automatically detect the EnOcean USB and DYAMAND is the only
one to identify the EnOcean device automatically without any manual configu-
ration. As DYAMAND is an academic project, it only has a developer API for
supporting 3rd party applications, while the commercial products offer an App
store to install new applications on the gateway.

Table 1. Existing integration platforms: conclusion

Platform Platform instal-
lation

Add new technol-
ogy

Detect new device Install app

openHAB Command line Config Files +
OSGi bundles

Config files Config files

Open remote Command line Manual config in
GUI

Manual in GUI Manual config
in GUI

Zodianet App store, Sync
with web server

Automated Config via GUI, Par-
tially automated

App store

HomeOS Build from
source

Manual config in
GUI

Our device not
detected

App store

DYAMAND Start script Automatic, at run-
time

Automatic detection Developer
API
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3 Requirements

Based on the results of the comparison of different integration platforms, we
identified the main functional requirements for usable and configuration friendly
interoperability platforms. One important aspect is the ability to remotely man-
age the integration platform, automating the configuration for the end user as
much as possible.

This remote management entails that it should be possible to:

Monitor the interoperability platform and its environment: externalizing the
local information so that it can be used for further analysis or improved
diagnostics.

Configure the local interoperability platform.
Automatically install new software to support additional technologies (for

example install a new driver on the platform) or additional applications with-
out any physical interaction with the local gateway. This allows to ship a
lightweight gateway platform and only install the required drivers.

Diagnose the system based on the externalized monitoring information: detect
and solve problems without user intervention.

As interoperability platforms are meant to be used over a timespan of multiple
years, and will change as the technologies evolve, modifiability is an important
quality attribute for the remote management system. In addition to this, when
the remote management system is responsible for managing multiple local gate-
ways, the information externalized will require the application to be scalable.
Furthermore, since the goal of this remote management is to take away much of
the installation and configuration burden, usability is of key importance.

Fig. 2. Functional requirements and quality attributes
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4 Architecture

The general decomposition of the system is shown in Fig. 3. We can make a
distinction between the gateway plugin, located on the local interoperability
gateway, and the remote management system. The gateway plugin is responsible
for interacting with the interoperability platform installed on the gateway, for
externalizing the information that is available on the gateway and executing
commands that it receives from the remote management system. The remote
management system (called Remote Manager in the figure), is responsible for
analysing and acting upon the information it receives through both the plugin
and the web client which provides a view on the monitored data for the end
user, and can also be used by an administrator to manually trigger actions on
the connected gateways.

4.1 Monitoring Information Generated by the Gateway Plugin

The gateway plugin is tightly coupled with the integration platform running on
the gateway. Choosing a different integration platform (e.g. one from Table 1),
will require changing the gateway plugin implementation. The plugin collects
information about the status of the platform (whether it is still online, or for
example how much of the gateway system resources are used), the devices in the
environment of the gateway, installed software, or errors that occur. This infor-
mation is sent to the remote management system over the public Internet. Based
on the commands that are included in the response received from the remote
management server, the plugin can execute appropriate actions, including con-
trol of local devices. For example, when an EnOcean USB dongle is plugged in
at the local gateway, the gateway plugin will detect this device via the plat-
form and notify the remote management system. In the response of the remote
management system, an installation command for the EnOcean driver will be
included. The plugin subsequently can execute the necessary steps to install that
driver. The integration platform will be able to support EnOcean from then on.

Fig. 3. High level deployment overview.
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4.2 Scalability Through RESTful Design

The gateway plugin and the remote management system exchange REST mes-
sages. REST, which stands for Representational State Transfer [5], is a client-
server model where the client and server are separated by a uniform interface
and the messages are stateless. Each message should contain all the information
that is needed by the remote management system to understand the request. To
make this REST interface suitable for dynamic load balancing, when the amount
of local gateways becomes larger than the amount of manageable gateways for
one remote manager, the HATEOAS (hypermedia as the engine of application
state [9]) principle is used. These principles state that the client must interact
with the application entirely through the content provided by the server. This
means that, for example when the local gateway is started and sends its first
message to the remote management system, the response of the remote man-
ager will contain the possible actions the client needs to proceed, as well as the
web links to execute these actions. In further communication, the client will use
the links that were provided in the previously received responses. This makes
the client independent of where the server is located, and allows the server to
dynamically redirect a client (based on e.g. the load of a particular instance
of the remote management system, the profile assigned to a gateway, or even
the type of request) or even migrate the remote management system to another
location.

4.3 Decomposition of the Remote Management System

A more detailed decomposition of the Remote Management System is displayed
in Fig. 4. A REST request arrives from the gateway plugin at the Remote Man-
agement System, in the Communicator module. To analyse the different messages
that are received, various Management components can subscribe to receive the
information they are interested in. However, to ensure that the response time
remains acceptable (within 2 s, according to the study performed in [12]), the
Communicator starts a coordination session to verify that the Management Plu-
gins provide a response well within time. All Management components process
the information asynchronously, log everything into the knowledge repository,
and provide a response in the form of Commands that have to be executed at
the gateway. When all subscribed Management components have their response
ready, or when the maximum time-out has elapsed, the coordination ends and the
Communicator will send a response containing all available Commands. When
a management component fails to provide a Command on time, this Command
will be included in the next response.

The Gateway Plugin is responsible to translate all information generated by
the local gateway to the concepts understood by the Remote Management Sys-
tem. The Remote Management System can process information about the local
gateway, e.g. resources used, plugins loaded and errors that occurred. Apart from
that, information about devices and included services that are discovered by the
local gateway can be sent. A technology-agnostic model is used to be able to
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Fig. 4. Architectural decomposition of the remote management system.

represent all information about the discovered devices and services. This model
is based on work done at Ghent University on the DYAMAND platform [14].
This model includes among others the concept of state variables that model the
state of services in a generic way. Every time a state change is generated by a
local device, the local gateway receives and translates it to the model used by
the Remote Management System. Furthermore, services can contain Commands
that can be executed locally. The Remote Management System will piggyback
these commands using the next response sent to the gateway. This means that
commands that are triggered by a local event can be executed immediately (given
that the responsible Management component is loaded). In contrast, commands
that are not the direct consequence of a local trigger must wait until the Gateway
Plugin contacts the Remote Management System. Since the information men-
tioned before are sporadic events, a heartbeat is sent every 30 s. This enables
monitoring of the local gateway in absence of other local events and ensures that
commands will be executed within the heartbeat interval (as long as the gateway
is online).

This architecture is extensible, as new Management components can be added
to the system. Due to the asynchronous behaviour of these Management compo-
nents, they can not only react quickly to incoming messages, but can also per-
form long-running analysis of data in the Knowledge Repository, which contains
all information collected about the gateways that are managed by the remote
management system. The Web component provides a view on the Knowledge
Repository for making monitoring information available to the end user. An
administrative user can also issue new Commands that will be sent to the gate-
way once the next coordination session ends, using the Web component.
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5 Proof of Concept

As a proof of concept, we have built a prototype implementation of our archi-
tecture using the DYAMAND interoperability framework as local integration
platform. DYAMAND enables flexible protocol support with zero user interac-
tion, as mentioned in a case study in a professional environment in [13] in which
the requirements for a remote management system are expressed based on real-
life experiences. All concepts understood by the Remote Management System
are supported by DYAMAND. However, in this prototype only a limited subset
is used:

– Heartbeat request - periodically sent to indicate that the installation is
online

– Plugin request - sent when a new DYAMAND plugin is installed (e.g. a
device driver for a certain technology)

– Device request - sent when the DYAMAND framework had detected a new
device

Using a different local gateway involves translating the concepts used by
the local gateway implementation to the concepts of the Remote Management
System. Depending on the different concepts supported by the local gateway,
some functionality may not be available.

The REST interface is implemented using Jersey1 and runs on a Glassfish2

server. The Knowledge Repository uses JPA with a Hibernate3 backend to access
the database.

At the remote manager side, several management components wait to react
to REST requests arriving at the interface: for each type of request a specific
analyser is implemented. The Heartbeat Analyser checks whether the heart-
beat it received originated from a new or existing installation and updates the
Knowledge Repository with the timestamp of the last received heartbeat. The
path through the architecture is displayed by the yellow line in Fig. 5. The Device
Analyser handles information received with a device online request, adding new
device information to the Knowledge Repository. The Plugin Analyser adds a
new installed plugin to the list of plugins that are installed at the local gateway.
This is the blue path displayed in Fig. 5.

We also implemented two Management components that analyse the Knowl-
edge repository. The New Technology Analyser is responsible for checking
whether newly detected devices, added to the Knowledge Repository by the
Device Analyser, are indicators for unsupported technologies in the local gateway
environment. For example, when plugging in an EnOcean USB, this is detected
by the gateway plugin, which sends a device online request, resulting in the
device being added to the Knowledge Repository by the Device Analyser. This
is picked up by the New Technology Analyser that decides the EnOcean support

1 https://jersey.java.net/.
2 https://glassfish.java.net/.
3 http://hibernate.org/.

https://jersey.java.net/
https://glassfish.java.net/
http://hibernate.org/
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Fig. 5. Control flow path through the remote manager for the heartbeat, plugin and
device requests. Each color represents a different scenario. (Color figure online)

plugin must be installed. This adds an installation command to the response
that is sent back to the gateway. The red path in Fig. 5 displays this scenario.
The New Plugin Analyser listens for new plugins that are added to the Knowl-
edge Repository from the web user interface, and puts an installation command
in the waiting line to be added to a response, as soon as the user adds a new
(to be installed) plugin via the web interface. This is displayed in Fig. 5 by the
green path.

6 Evaluation

Revisiting the scenario to compare the interoperability platforms in Sect. 2, we
now have a complete automatic system for detecting and installing a new EnO-
cean device. Initially the gateway will only have a basic USB device driver
installed. Once the EnOcean USB stick is plugged in, the EnOcean driver is
automatically downloaded and installed, and new EnOcean devices are auto-
matically detected and monitored. Using the web interface, one can also install
additional application plugins on the local gateway.

The implemented prototype focused on installing support for a new technol-
ogy. Other use cases include, but are not limited to, generating alarms when-
ever always-on devices are no longer discovered or when the state of a particu-
lar device is erroneous, executing commands on local devices based on state of
devices located in the same or other installation sites, etc.

To evaluate the scalability of the system, we measured the response times for
requests coming from multiple gateways sending various requests. Each simu-
lated gateway sends a heartbeat every 30 s, a device online request every minute
and one plugin request in a 3 min timespan as depicted on Fig. 6. When a new
plugin is installed, this is followed by 10 new devices that come online, simulating
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Fig. 6. Visualisation of the test scenario: each active gateway sends a heartbeat every
30 s, a device online request every minute and one plugin installed request.

Fig. 7. Aggregated results for the test scenario, using JMeter to send data according
to the scheme from Fig. 6

freshly installing support for a new technology. We use JMeter to send simulta-
neous requests for n gateways, n increasing from 1 to 1700.

We repeated the experiment 10 times and visualized the results in Fig. 7. The
experiments were conducted on a server equipped with an Intel Xeon E5-2650
CPU clocked at 2.6 GHz and 48 GiB of RAM.

The left Y-axis shows the response time in milliseconds on a logarithmic scale
for all graphs except Error, while the right axis’ unit is the relative amount of
lost requests in percentage for the Error graph. Up until 950 gateways using
the same instance of the Remote Management System, the performance is up to



460 H. Vandaele et al.

par. When additional gateways are added, the maximum amount of parallel
requests that can be handled within performance bounds by that instance is
reached, which results in a rapid decrease of the performance of some requests.
Although the median stays more or less the same, the average response time
flirts with the 2-s threshold and the maximum response time skyrockets which
implies that most requests still get processed fast enough, but that a percentage
of requests have to wait for as long as 10 s. Although performance was not the
main focus of the prototype (technology choices like JPA and Hibernate were
inherited from a predecessor project), this evaluation learns that it is possible
to implement the presented functionality in a scalable way if you leverage the
benefits of HATEOAS.

7 Conclusion

The interoperability platforms providing a solution for the interoperability issues
between heterogeneous devices, often are not designed for ease of installation and
configuration that is important for the usability of these platforms. Key require-
ments therefore include monitoring, diagnostics, automated configuration and
automatic software installation. For such usability, it is critical to avoid manual
intervention and allow technically trained supervision of geographically distrib-
uted integration gateways. In this paper we have presented a scalable architecture
for a remote management platform, aiming to reduce the configuration burden
for the end user. New technologies are automatically detected at the local gate-
way, and the required drivers are automatically fetched and installed, resulting
in a lightweight gateway installation. We built a proof of concept of our system,
showing it can easily manage hundreds of installations on a single server. As
future work, we aim to look into more complex management components, i.e.,
for automatic fault detection or other data analysis. We will also investigate how
to better handle technologies that require manual configuration, such as device
pairing in ZigBee, or cross-technology discovery, e.g. the Philips Hue bridge that
can be discovered locally using UPnP.

Acknowledgements. Part of the work was supported by the iMinds IoT research
program.
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Abstract. In order to present and communicate the condition of mon-
itored environments to supervising experts, a dashboard is needed to
present the status of all sensors. The heterogeneity and vast amount of
sensors, as well as the difficulty of creating interesting sensor data combi-
nations, hinder the deployment of fixed structure dashboards as they are
unable to cope with the accordingly vast amount of required mappings.
Therefore, in this paper, the development of a dynamic dashboard is pre-
sented, able to visualize any particular and user defined data and sensor
composition. By implementing the heterogeneous sensors as semantically
annotated Web apis, a dynamic sensor composition and visualization is
enabled. The resulting condition monitoring dashboard provides a clear
overview of the system kpis in acceptable timing and provides helpful
tools to detect anomalies in system behaviour.

Keywords: Web apis · Semantic annotation · Monitoring environ-
ments · Dynamic composition and visualization · Dashboards

1 Introduction

Multi-sensor architectures, consisting of heterogeneous sensors, are becoming
increasingly popular, despite the many challenges they face in terms of data
heterogeneity and proprietary data representation standards and communication
protocols. The sensors communicate their results through different protocols
and represent their data in different formats, resulting in a huge heterogeneity
in terms of sensor data representation. Nevertheless, monitoring applications
expect a near real-time flow of up-to-date sensor data.

By adopting the Internet of Things vision and implementing the sensors as
web-connected devices, sensors have a uniform Web api [1], solving most of the
challenges listed above. By using RESTdesc to semantically describe the sensors,
advanced sensor compositions and mash-ups can be dynamically generated with
existing Semantic Web reasoners [1], enabling the detection of complex events
that previously would have remained undetected.

In order to visualize the condition of monitored environments to supervising
experts, a monitoring dashboard is needed to present the status of all sensors.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Both the heterogeneity and amount of sensors, as well as the difficulty of creat-
ing interesting sensor data combinations, hinder the deployment of fixed struc-
ture dashboards as they are unable to cope with the accordingly vast amount
of required mappings. Therefore, the development of a dynamic dashboard is
required, able to visualize any particular and user defined data composition.

This paper introduces a system architecture in which dynamic sensor com-
positions and dynamic visualizations of these compositions are supported. The
resulting visualization instantiation can be rendered in a widget on the dash-
board. Both composition and visualization processes are feasible by semantically
annotating the data and visualization services, and by providing these descrip-
tions together with additional logic to a semantic reasoner.

The platform for dynamic visualization of multi-sensor architectures is imple-
mented within an offshore wind farm use case where each of the wind turbines
has several sensors by which the current condition of the turbine can be observed.

The remainder of this paper is as follows. Section 2 provides an overview on
the current state-of-the-art of dynamic visualization techniques. Next, Sect. 3
describes the proposed platform architecture. In Sect. 4, an accompanying case
study is performed, i.e. the monitoring of a (virtual) offshore wind farm. After
presenting screenshots of the resulting dynamic dashboard, Sect. 5 evaluates the
proposed platform in terms of usability, reliability and general performance.
Finally, Sect. 6 formulates the major conclusions.

2 Related Work

Hoang et al. [3] propose a hypergraph-based Query-by-Example approach for
developing a dashboard that satisfies a user query according to the current
user requirements. Using this hypergraph, knowledge is mapped from hetero-
geneous and disparate data sources onto homogeneous ontological clusters. The
hypergraph-guided data linkage supports interactive exploration, contextualiza-
tion and aggregation of the data. Gitanjali et al. [2] adopt this Dashboard-by-
Example framework to develop a dynamic dashboard that allows to identify
semantically equivalent data in warehouses by modeling complex data as com-
ponents and permitting users to link this data to detect structural dependencies.

Leida et al. [4] annotate both the data and the visualization services using a
label and chart ontology using owl dl and swrl. The visualization process is
initialized by a sparql query and generic types (labels) are assigned to each of its
variables. A third ontology holds the instantiations of concepts that were defined
in the two former ontologies. The semantic Pellet reasoner [5] is responsible for
the actual creation of the visualizations.

In order to optimize and integrate global production processes, Mazumdar
et al. [6] adopt Semantic Web and information extraction mechanisms to col-
lect, structure and visualize document collections. The proposed methodology is
domain independent, abstract and based on ontologies. The actual visualization
process occurs in a similar way as the Dashboard-by-Example approach.
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3 Dynamic Visualization of Multi-sensor Architectures

The vast amount and heterogeneity of data sources are two major obstacles for the
dynamic and efficient composition of this data. In monitoring environments the
data sources are sensors, having limited resources and storage. The automatic –
and meaningful – composing of sensor data is essential in order to detect more
complex events. It allows an early intervention and prevents permanent compo-
nent damage. Furthermore, by linking sensor data with relevant ad hoc mash-up
data, nontrivial associations can be exposed. From an analytical point of view,
it is also crucial to have access to the evolution and history of the sensor data,
enabling future failure detection and prevention. Sensors are typically not able to
keep track of their previous values, so external storage is required.

Sensor and data compositions need to be dynamically visualized, hereby
limiting the user input to selecting the preferred visualization method from a
system-generated list of meaningful options, taking into account the preferences
and characteristics of the current user profile. This results in a personalized
and dynamically built monitoring dashboard that allows to correctly analyse
and interpret the most critical functions of the monitored environment. Figure 1
presents the proposed system architecture, in which four major components can
be distinguished. The central broker component contains the core functional-
ity and connects (compositions of) data streams to an appropriate visualization
service, enabling meaningful real-time visualization instantiations to be created
and displayed on the dashboard widgets. The components are described below.

3.1 Data Services

Sensors can be implemented as Web apis to cope with the heterogeneous (and
possibly proprietary) data representation standards and communication pro-
tocols. By semantically annotating the obtained Web services and means of
inference, a higher level coupling can be achieved without any additional con-
figuration required. By considering each individual sensor as an abstract rest
resource, the system will be less application specific. A resource requesting com-
ponent needs to have access to the included semantic description, so (by means
of content negotiation) sensor data can be correctly interpreted.

3.2 Visualization Services

The main responsibility of the visualization services is to visualize the submit-
ted sensor data. Many satisfying and well performing visualization libraries exist,
and it suffices to enclose one of them in a Web service, making it accessible by
means of an api. This way, application specific functionality can be inserted.
Data is submitted using query string parameters. The actual mapping of sen-
sor data to these parameters is carried out in the central broker component,
provided that data and visualization services are consistently and compatibly
annotated. The visualization service interprets the submitted data using the
query parameters, and subsequently processes it. Source code that visualizes the
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Fig. 1. Platform for dynamic visualization of multi-sensor architectures

data is generated, as well as an update function to which real-time data can be
provided. This update function is called periodically, with a frequency specified
by the current user. The ad hoc connection between visualization services and
Web apis allows the creation of a personalized monitoring dashboard, exposing
formerly unknown relations between events and/or component behaviour.

3.3 Broker Component

Among the main tasks of the central broker component are (i) the discovery
and management of data and visualization services, (ii) the execution of the
three-phased reasoning process, (iii) the periodic retrieval and storage of up-
to-date sensor data, and (iv) the presentation and updating of visualization
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instantiations on the dashboard. The broker component needs to have access
to the data and visualization service uris in order to involve the services in
the reasoning process. Hard-coding these locations is not flexible. Therefore, the
central component obtains the uris autonomously using a discovery mechanism.
This mechanism also actively monitors the statuses of discovered sensors by
the use of pinging. Alternatively, sensor discovery can also be done passively
by listening to a sensor’s heartbeat. A sudden disconnection may indicate a
component failure, so in this case all dashboard users are notified.

The semantic reasoner within the central broker component is responsible
for, given a sensor combination, (i) suggesting appropriate visualization services,
(ii) binding the sensor data with the selected visualization service (i.e. define a
mapping between the sensor data and the query parameters) and (iii) propos-
ing relevant sensors or sensor types that could be added to the composition.
The execution times of each of these reasoning phases needs to be reasonable.
The knowledge base (kb) contains the central logic that – along with seman-
tic descriptions of the data and visualization services – is indispensable for the
reasoning processes as it is the link between both service types.

The central component also maintains a historical database (hdb) that is
responsible for the storage of historical data, as sensors generally have no or lim-
ited storage. The Semantic Web data model is closely connected to the relational
database (rdb) model [7]. When the current visualization service is able to dis-
play historical data, the hdb has to be considered as a primary (pseudo) api. The
10min mean norm is a commonly applied measure for the frequency by which
up-to-date data is fetched. When the historical data is extended with recent
data that is collected with a higher frequency, the system allows the detection
of particular patterns in the evolution. Moreover, by providing the evolution of
the sensor values, future events can be predicted. The visualization service may
assist the user by e.g. actively comparing data ranges and marking similarities
or unexpected inconsistencies, hereby enabling anomaly detection.

Once the reasoner connects a given sensor (composition) with a selected
visualization service, the composer fills in the data in the created http get
request, along with historical data (if requested) and an identifier, by which
the resulting visualization instantiation can be recognized. The flow executor
executes this request, upon which the visualizer service generates the desired
source code. This subcomponent also deals with potential visualization errors.

Once the connection between data and visualization services is established, it
can be exploited unaltered in order to facilitate the stream of up-to-date sensor
data. Accordingly, no reasoning is required for the update process.

As sensors and visualization services are already implemented as Web apis
and a platform independent – divergent user profiles usually come with divergent
devices – application is desired, a web application implementation as dashboard
is preferred. The dashboard in its most elementary shape has a search bar,
allowing the user to browse the available entities and select the required sensors.
Requested visualization instantiations are allocated to widgets on the dashboard.
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4 Case Study: An Offshore Wind Farm

The monitoring of offshore wind farms is a complex task. Each of the turbines
has multiple sensors by which the condition of the turbine can be observed.
In order to correctly and promptly detect (partial) failures, the communicated
data within this monitoring environment has to be reliable (i.e. both correct
and timely). The main focus of this proof of concept case study is on composing
meaningful sensor compositions, connecting them with a suited visualization
service and identifying inconsistencies by exploiting the knowledge provided in
the kb and acquired in the hdb.

All components are implemented using the Ruby on Rails (ror) mvc frame-
work. A ror application offers a full web application stack, and follows a restful,
resource-oriented approach. A proper web server is embedded, so apart from a
working Ruby installation, no extra software is required. ror provides a data-
base by default and encourages the use of web standards (such as json) for data
transfer and html, css and JavaScript for user interfacing.

4.1 Data Services

Because of the sensitivity of data from existing wind farms, a virtual offshore
wind farm with 15 turbines (each turbine containing 9 sensors) is simulated.
Three major sensor categories are created, each but one producing fictitious
sensor values. In order to truthfully simulate the wind farm, the values are
restricted and depend on the values of related sensors.

By semantically annotating the data these sensors produce, a machine is
able to interpret it, hereby enabling spontaneous connections on a higher level,
without requiring any additional configuration. json-ld semantically annotates
the sensor data and offers mappings from json to the rdf model using the
context concept, linking json object properties with ontology concepts [8].

4.2 Visualization Services

All visualization services employ the enclosed HighCharts js library to visualize
the submitted data. When required, additional parameters (restrictions) can
be included to mark e.g. extreme values. The proof of concept contains eight
different visualization services.

4.3 Broker Component

The reasoning phases are the most complex subtasks of the central broker compo-
nent. Rather than a traditional service description, restdesc is used to describe
the service functionality, enabling automated users and machines to use the ser-
vice. restdesc is designed for compactness and elegance with modern Semantic
Web technologies and tools, so existing vocabularies can be reused.

The kb contains all required logics (described in either restdesc or n3)
to perform a successful sensor composition and visualization. In order to avoid



Dynamic Monitoring Dashboards 471

duplicated source code and centralize knowledge, a hierarchy of data and visual-
ization services is constructed. Using this kb and the annotated sensor data, the
semantic eye reasoner is able to perform the three-phased reasoning process.

As the hdb can expand very quickly, in future work, it can be advantageous
to construct multiple databases, per sensor type, to reduce the search space
reasonably without causing much overhead. The active monitoring of the statuses
of the sensors is integrated in the periodic (10min mean) data updating process –
the sensors are approached by the latter process anyway. This way, the sensors
are implicitly pinged when requesting their current value. Appropriate actions
are taken according to the delivered http status codes. The possible applications
of the hdb are diverse and broader than covered. The hdb is the tool of choice
when performing trend analysis and trend (or value) prediction.

The composer and flow executor interact with the visualization services and
bundle, execute and process the composed requests. The resulting visualization
instantiation is visualized on a dashboard widget.

As stated above, no reasoning is required when updating existing visualiza-
tion instantiations. To update these instantiations, new data objects in which
newly retrieved values are encapsulated, can be passed to their respective update
function. The update frequency can be set for each widget individually. Users
are often interested in some specific aspects of the monitored wind farm, requir-
ing several minutes to build the corresponding dashboard. To solve this, the
system provides profiles – predefined widget clusters that swiftly make specific
functionality accessible – that can be instantiated in several seconds.

The connecting logic in the kb is located at the central broker component.
In order to achieve a completely loosely coupled system, data and visualization
services may only depend on their individual descriptions, which can also be
stored in the kb. The location of the kb and whether or not it should be distrib-
uted is worth a discussion, and has to aim for maximized usability, maximized
decoupling and knowledge centralization.

4.4 Resulting Dynamic Dashboard

Figure 2 presents a possible dashboard configuration for monitoring offshore wind
farms. Widgets can be easily added and/or removed. Every widget holds the
descriptions of the containing sensors and has a menu to adjust the visualisation
and according options. Thanks to the semantic descriptions of all sensors and
visualization services, related sensor data can also be easily selected from these
widgets and added to the visualization.

5 Evaluation

The limited adaptability and static nature of traditional dashboards, as well as
the automated detection of complex events and creation of advanced composi-
tions, are the driving forces behind the design of the proposed platform. There
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Fig. 2. Dynamic dashboard for monitoring offshore wind farms

Fig. 3. Sensor data retrieval times

is a need for dashboards that satisfy current user needs, in a user-friendly way
and with minimal configuration required.

New widgets are added in a straightforward way and the profile concept offers
quick and easy access to vital system aspects. The interactive HighCharts library
offers neat, accurate, well performing and user-friendly data charts.

Data needs to be fetched and visualized in soft real-time, so users can get no
false sense of security. The reliable http protocol transfers sensor data to the
central component. Note that individual sensor requests are independent, and
therefore are able to be executed in parallel. The prototype however executes
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Table 1. Execution times of the three-phased reasoning process (ms)

Reasoning Number of visualization Number of sensors involved

services involved 1 5 10 20 30 40 50 75 100 125

Phase 1 1 1 2 5 8 14 20 26 49 70 106

2 2 3 6 14 17 22 32 54 81 114

3 3 5 8 14 22 33 40 74 105 147

4 3 4 8 17 24 34 43 69 105 150

5 3 6 11 18 30 36 46 81 116 161

6 3 6 11 19 27 41 54 88 132 186

7 3 6 12 19 29 43 53 91 128 166

8 3 6 9 17 28 41 60 86 126 170

Phase 2 1 26 962 3.719 13.263 27.269

Phase 3 1 2 2 6 10 14 12 18 24 30

the update requests sequentially as the overhead would be too large considering
the initial intention of the prototype (i.e. proving the concept). In this sequen-
tial case, retrieval times grow linearly with the number of sensors, but remain
acceptable even for a larger number of sensors (see Fig. 3). As long as the total
retrieval time does not exceed the user defined update interval, the user will not
experience noticeable delays.

The three-phased reasoning process is the most time consuming. There is an
acceptable initialization and networking overhead (in which the required seman-
tic descriptions are collected), but the actual reasoning process, of which the
execution times are presented in Table 1, is the most time-intensive. Although
the reasoning procedures in the first and third phase generally have acceptable
execution times, the second phase (in which the sensor data is mapped onto
query parameters) is much more time consuming. Because of the (combinator-
ial) increasing number of possible mappings in this phase, the eye reasoner may
have a hard time connecting a visualizer service with multiple sensors.

Execution times could be reduced by providing the reasoner with additional
directives and less generic linking logic. However, this undermines the dynamic
nature of the system, which of course is its absolute strength. The creation times
of average widget configurations are nevertheless acceptable, and creating new
widgets only happens occasionally.

6 Conclusion

Dashboards present and communicate the condition of monitored environments
to supervising experts. Contrary to current static solutions for monitoring dash-
boards, the proposed platform enables dynamic data visualization.

By adopting the Internet of Things vision and implementing sensors as Web
connected devices, semantically annotated using restdesc, the presented plat-
form allows to precisely visualize the data produced by sensors in multi-sensor
environments by dynamically generating meaningful service compositions. Such
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a dynamic dashboard application, combined with advanced failure detection
mechanisms – the hdb and reasoning component are excellent tools for this –
proves to be a very powerful monitoring tool for complex, hardly accessible
and/or critical environments. It enables its users to correctly monitor the con-
dition of the environment and moreover, as a result of the meaningful sensor
composition process, to detect complex events that used to remain undetected.

The platform only consists of existing technologies and Semantic Web con-
cepts. Both the composition and visualization processes are fully dynamic,
application independent and complete within acceptable time. Up-to-date data
values – crucial for a monitoring application – are delivered in soft real-time.
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project, and performed in the framework of Offshore Wind Infrastructure Application
Lab.
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Abstract. Over the latest years many commercial Real-Time Tracking man-
agement systems (RTMS) were introduced into the market. The solutions started
to be designed for single tracking purposes, but vendors soon realized that
valuable tracking benefits would result by the appropriate design of a service
layer. From the many RTMS solutions currently on market, it was not found a
specific or suitable solution for general Law Enforcement Agencies (LEAs).
A list of requirements was gathered from one of the Portuguese LEAs, GNR
(Guarda Nacional Republicana) to fully understand the generic daily challenges.
Main requirements raised by GNR strive with that address issues like cost, data
exchange security, bi-directional communication services, performance, net-
work fault tolerance and user-friendly interfaces. This paper presents a RTMS
solution and a service layer specifically conceived for LEAs. It will be shown
that learning over risk assessment mappings may bring additional benefits to
LEAs. Experimental tests were performed to quantitatively measure the solution
behavior.

Keywords: Real-Time tracking management system � Law enforcement
agencies � Location based services � Security � Mobile

1 Introduction

Law enforcement agencies (LEAs) have primary responsibility for the maintenance of
public order, prevention and detection of crimes. They fight on a daily basis for the
indispensable order of society, but incidents are becoming day-after-day more com-
plex, and LEAs human resources are limited. Therefore, it is required to maximize the
efficiency of these organizations. Good coordination and support levels requires high
availability of information on a real-time basis, not only directly to the field workforce
but also for the ones in charge of the corresponding decision support. Furthermore, it is
necessary to provide services to the workforce, such as monitoring agents’ health status
and providing them rapid support in medical urgencies.

Informal meetings with a Portuguese LEA’ officers were held to understand the
operational and management challenges of an LEA. The most relevant challenge is the
use of radio (voice) as single tool of communication between agents. Despite radio
network coverage and voice quality have been improved over the last 5 years, it was
concluded that the single use of radio is far to fulfill the level of information on
real-time basis nowadays required. From a management perspective, there is a sig-
nificant lack of efficiency to get a clear (mind) picture of the fleet location using a single
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voice channel (radio). This issue leads to the adoption of a Real-Time Tracking
Management System (RTMS), a system that provides the location of the fleet against a
geographical map on a real time basis. The inefficient process of enquiry the fleet
location, vehicle by vehicle, using voice, would in contrast be replaced by a system that
provides instantaneously a clear picture of the fleet location. However, the location
information is not the only issue raised.

The adoption of an RTMS opens the doors for delivery of a new level of services.
This service layer enables for instance a fleet to receive a job/mission with specific
geographic coordinates and respective navigation support to easily and time efficiently
get on site, or the issuing of an SOS signal with respective coordinates requesting
assistance from nearby agents or for medical support. Furthermore, it enables learning
common patterns of risks by geographical areas according to past history.

Many RTMS solutions were designed to meet large market segments like transport
of goods, public transportation, or utilities (e.g. big fleet workforce spread by the
territory) [1]. This paper proposes a simple, efficient, secure, low cost solution. It is
open to the integration of new specific LEA services and features, which can dis-
tinctively enhance the LEAs activity management and consequent citizen’s safety.

2 State of the Art

A RTMS is a system capable to monitor in real-time an asset motion and corresponding
valuable data (e.g. temperature, average speed, fuel consumption, etc.) This system is
fed by a timely ordered sequence of data, fetched from many possible data sources (e.g.
GPS receiver for geospatial information purposes). RTMSs can have a bi-directional
communication, enabling the transmission of data/control commands from/to data
sources, respectively. RTMSs manage multiple streams of data originated by those
sources, and display it to the end-user using a suitable representational model (e.g.
geospatial data against a geographical map). Despite the wide usage scenarios for
RTMSs, they are mainly composed by 3 major components:

(a) Tracking unit (data source), which captures the location information at specific
time intervals, and reports (push/pull) it to a tracking server. Location information
may be coupled with data from other sensors/modules. In case of bi-directional
communication, the tracking unit has the (additional) responsibility of receiving
data/control commands from the tracking server. Smartphones, as well as other
daily-life gadgets (e.g. tablets with GPS built-in), can be easily turned into a
tracking unit device, simply running a GPS tracking software. This is suitable for
human related tracking applications [2].

(b) Tracking server: It has 3 responsibilities: receive data from the tracking unit,
securely store it, and serve this information on demand to the user front-end. In
case of bi-directional communication, tracking server has the (additional)
responsibility to transmit data/control commands to tracking units.

(c) RTMS Front-end: The user interface determines how to access information, or
view asset valuable information such as location. In case of bi-directional com-
munication, end-user might use front-end interface to transmit data/control
commands to tracking units (through tracking server).
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Communication between tracking units and tracking server is critical: the lost or
even delay of data over the network might turn impossible to use an RTMS. For
instance, the use of LEA RTMS on a criminal car chase requires an efficient com-
munication system to provide details of the fleet location (along with other information)
in near real time. Otherwise, LEA criminal intersection plan implementation might not
succeed due to the latency/disparity of the fleet location on the RTMS (LEA decision
point) and real location on the field.

Since LEAs exchanged data may contain valuable information to criminals, such as
the real-time location of LEA workforce, data encryption plays an important role. The
power consumption of encryption operations (computationally expensive) must be
taken into account, since tracking units have a limited energy source.

Muruganandham [3] proposed Real Time Web based Vehicle Tracking using GPS.
Tracking units report over GSM the vehicle information to a tracking server, storing
reports in a database. They followed the classic (most used) approach of design/build a
customized unit, in contrast to our approach of using a Mobile market device (Tablet or
Smartphone) with all built-in. The design of a customized unit allows for better per-
formance and efficiency. However it has disadvantages such as the effort/time cost to
prototype a hardware solution, and the final price. Some requirements identified by the
authors, such as the information of the vehicle ignition (on/off) and door status
(open/closed), adds additional complexity to the Mobile device solution. Nevertheless,
it could be solved with a simple CAN-BUS to Bluetooth device, assuming CAN-BUS
is deployed in the vehicle.

Hasan et al. [4] have proposed a cost effective method of object tracking using GPS
and GPRS technology. The user can view the present location of the object as well as
the past history of its movement using Google Map and Internet. They take advantage
of the IMEI number uniqueness to be used on the authentication of the device. Hence,
the Tracking server drops all the messages that do not have a valid IMEI stored in the
database. This is a simple security approach that resides in the secrecy of the IMEI,
which can be easily exploited by man in the middle attacks and spoofing. Another
important characteristic of this work is the use of HTTP POST method to transmit data
between the tracking units and server. In that way, the implementation (e.g. validation,
data manipulation, etc.) of the tracking server is developed in PHP, which is not the
best solution in terms of performance. This choice represents a high cost of CPU and
memory per vehicle. A shared tracking service business model shall be definitively
more cost-efficient than the tricky shared web hosting proposed. Shared tracking ser-
vices follow the growth of cloud computing usage and optimized elasticity of resources
(e.g. GPSgate and GPS-Trace).

3 Solution

The overall solution is composed by a mobile app running on a tablet in each vehicle,
and a tracking server along with a database and web server. The vehicles share a secret
key with the tracking server, and exchange data securely through mobile operator
network and (eventual) third party networks. The Central station(s) manage the fleet
through a web based solution, as shown in Fig. 1.
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Our solution strive to enhance the LEAs daily operational requirements through
offering the following features:

• Real-Time Monitoring: Central Station can monitor fleet status (e.g. location) in
real time (up to the second).

• Alarm: Vehicles can trigger an SOS alarm in Central Station. Central Station can
send multiple POI to Vehicles.

• Job Dispatcher: Central Station can dispatch a job containing specific location to
vehicles.

• File exchange: File transmission between vehicles and Central-Station.
• Report: Vehicles can report geo-referenced events.
• Photo: Vehicles can take photo directly to Central Station.
• LEA data: Vehicle terminal have local access to synchronized list of Person

(suspects and lost) and Vehicles (suspects and robbed).
• Risk Map: Vehicles can easily see a risk representation over the map (layer). The

layer is dynamic; it changes accordingly to the date and time of the day.
• History: All information is stored on the database, so the LEA is capable of

representing previous fleet locations, and corresponding events, on map.
• Security: All data exchanged is confidential, authenticated and incorruptible.
• Network: Tolerant to networks faults through retransmission of data lost.

3.1 Central Station (Tracking Server)

The tracking server is coded in Java for high code portability, since existing techno-
logical infrastructures may widely differ between LEAs. The server architecture
solution is designed according to Fig. 2-a.

DB Manager: Module responsible for all operations in the server database.

File Manager: Module responsible for all the local file system operations. In addition,
features a simple versioning of files, enabling proper file synchronization.

Fig. 1. High-level solution architecture.
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Operation Handler: Module responsible to perform operations requested by the
vehicles applications.

Application Manager: First module loaded by the server. It is responsible to load all
the required data at start (e.g. server configuration). User credentials are also loaded,
and it is kept on memory, since it will be accessed very often (e.g. anytime a message
arrives). Once all data required by the server is loaded, Application Manager loads the
Operation Handler module. Nevertheless, Application Manager remains on active cycle
collecting and storing (via DB Manager) periodically all RTMS relevant data. The data
storage is prioritized by the period of verification and thread priority. For instance,
real-time status messages are updated on database with minimum delay comparing to
the status history update (checked every second, and only stores 1 value every 10 s,
using the minimum priority thread). It is responsible for management of allocated
resources that each vehicle app demands from server.

Security: Module responsible for the encryption, decryption and validation of data
(e.g. anytime a message arrives) using the open-source “Bouncy Castle” lightweight
cryptography library on Android OS.

Message Handler: Module responsible to receive live status messages from vehicles
apps, and to send control messages to the corresponding vehicle app (e.g. Dispatch a
job). The communication is preferably done through UDP, but TCP is also supported.
Both work in concurrency on the server and the logic of decision is implemented on the
client side (mobile app).

The Database (depicted on Fig. 2-b) was designed for easy management. No
security measures are applied by the tracking server solution to the database content,
since database encryption is a feature supported natively by most popular DBMSs.

3.2 Vehicle

The mobile app is coded in Java for Android (API 17) and can also run on other OS
through an emulator (e.g. Bluestacks). The overall design is shown in Fig. 3-a.

Fig. 2. (a) High-level architecture of tracking server. (b) UML Database model.
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Operation Handler: Module responsible to perform operations. All the operations
start with a TCP socket connection originated by the mobile app to the tracking server
(e.g. File transmission).

Application Manager: Module responsible for all the user interface of the mobile
app. It enables the user to trigger events through the mobile app (e.g. SOS alarm,
Report), visualize current location and LAE data (e.g. missing persons). The first
operation performed by this module is the subscription.

Message Handler: Module responsible to fetch data from devices modules (e.g. GPS),
and send it as status messages updates to the tracking server (each second). The module
also receives control messages, which are commands originated by the tracking server
(e.g. Job dispatch). The communication is preferably done through UDP, but TCP is
also supported (when the device is behind a NAT/firewall [5]). The detection of
NAT/Firewall happens when a local IP is assigned to the network device. If the
assigned IP is no longer local, the system automatically switches to UDP.

The mobile app user interface was designed to be simple and intuitive: contains
only 3 buttons on the dashboard. An “Auto View” automatically centers the vehicle
position in the screen. A high accessible SOS button triggers an immediate support
request at the Central Station. A Risk Map feature (implemented on Google Maps
Android APIv26) provides an over-layer (the risk) on the map, as shown in Fig. 3-b.

3.3 Machine Learning

Events reported by the vehicles, with their correspondent localization, were employed
to build a dynamic risk map layer, which changes accordingly to the date and time of
the day. Appropriate learning of criminal patterns may allow the exploitation of this
feature with important data, from criminal investigation analysis perspective to crime
prevention. Indeed, current work is exploiting two learning techniques to gather more
information from risk maps: back-propagation neural networks, a supervised learning
approach, and an unsupervised learning technique, k-means clustering. The inputs for
training such networks are the time of the day, month of the year, location, and the type
of criminal report. The goal is to allow LEAs to predict where, and at what time, a
specific criminal activity has high probability of occurring.

Fig. 3. (a) High-level architecture of mobile app; (b) Representation of risk map feature.
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4 Experimental Evaluation

Experimental tests were realized to measure and quantify the solution according to
specific metrics. For each experiment 5 tests were executed for statistical analysis. The
following metrics were chosen:

• CPUconsumption (Percentage): Percentage of CPU used by the overall tracking
server solution.

• Memory consumption (Kilobytes): Numeric value of computer memory used by
the overall tracking server.

• Message lost rate (Percentage): Percentage of messages not acknowledged (lost)
by tracking server.

• Maximum status delay measured (Milliseconds): Maximum measured time a
status message takes, from the mobile app status fetching process, to the successful
introduction of data into the tracking server database. It is measured using the status
message timestamp against the current database timestamp.

• Network Traffic (Kilobytes): Total sum of Bytes in and out of tracking server
network interface.

4.1 Testbed

Mobile Network coverage and GPS signal strength are two uncontrollable variables
with critical impact on testing. In order to eliminate these dependencies, the tests are
run in a controllable local area network (LAN), and the GPS coordinates are generated
internally by the App code. The mobile device app core (without user interface) was
migrated to a single application that can manage multiple instances of mobile apps. The
tracking server machine CPU has 2 cores at 2.0 GHz and 4 GB of RAM. It is con-
nected to tracking units machine by a 100Mbps Ethernet link, with a measured latency
lower than 1 ms. Enabling the clock synch (through Network Time Protocol, NTP)
between machines with a much higher accuracy [6], measured offset is lower than
50 ms.

Every test starts by rebooting the tracking server machine, following a clock synch.
A script that measures all metrics, launched on background, writes periodically (5 s)
the corresponding values. The same script is also responsible to create the database
table to store values, along with the generation of 100 users. Once the tracking server
solution is launched, a new client is created and consequently connected to tracking
server every 30 s. The evaluation is performed over the following scenarios: (1) TCP,
no security; (2) UDP, no security; (3) UDP, with encryption (DES); (4) UDP,
Encryption (DES) and MAC.

4.2 Experimental Results

The results are organized by metric. As shown in Fig. 4-a, not only the average CPU
usage increases with the number of clients, but also the value of the CPU spikes. As
expected, the addition of security functions originates additional CPU consumption.
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CPU average use increases 4.7 % whenever encryption (DES) is added to UDP, and
6.9 % with the addition of encryption along with MAC. Memory usage (Fig. 4-b)
increases with the number of clients. The addition of security functions corresponds to
additional memory consumption. Average memory in use increases 54 % when
encryption (DES) is added to UDP, and 75 % with the addition of encryption along
with MAC. Nevertheless, these values do not represent real memory in use, but
memory allocated to the server application. The release of memory allocated but not in
use, is managed by JVM (garbage collector) and machine OS.

Maximum status delay, as shown in Fig. 4-c, has similar values for all the tests
(assuming a minimum of 50 ms offset). The values converge into 250 ms, which is the
tracking server storage frequency of the received live status messages.

As shown in Fig. 4-d, TCP is the top traffic generator. This is mostly justified by
the additional header size comparing to the UDP, since the combination of the test bed
network and tracking server overload is relatively low turning the probability of a
network segment to be retransmitted very low. Another fact that pushes TCP to gen-
erate more traffic is the overhead introduced by a connection oriented protocol. All
together, makes TCP generate more 36 % traffic than UDP. Single encryption, and
encryption with MAC, have similar values.

5 Conclusions and Future Work

The adoption of a RTMS specifically designed for LEAs has impact on daily perfor-
mance of the organizations. However, it represents a large investment in tailor-made
solutions, and eventual dedicated communication infrastructures (e.g. TETRA) for that
purposes. This is an unfeasible alternative for a majority of countries with tight bud-
gets. This work proposes a cost-effective RTMS that meets LEAs daily requirements
with an extremely low budget, constituting an affordable solution that benefits from the

Fig. 4. (a) CPU consumption; (b) Memory consumption; (c) Maximum status delay;
(d) Network traffic.
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higher trend for the improvement of the existing mobile network coverage and cor-
responding terminal devices (e.g. Tablets). Our solution shows that it is feasible to trade
computational resources for enhanced security on third-party networks such as mobile
operators, in contrast to the creation of dedicated secure communication infra-structures
such as TETRA, which come out to be too expensive and inadequate to meet the LEAs
requirements pace (e.g. data throughput).

The proposed solution allows for the integration of more disruptive LEAs services
and features on top of it. The embracement of specific LAE accessories, such as
automatic license plate recognition, unmanned aerial vehicles, or even wearables like
augmented reality glasses and smart wristbands, is also very promising for the evo-
lution of the solution.

Machine learning services have shown to provide many benefits for adding intel-
ligence to the Internet of Things [7]. These services, on top of the risk map feature, will
enable vehicles to perform an optimized patrol, with better coverage of critical zones at
the right time and weekday.
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Abstract. Nowadays deep neural networks are widely used to accu-
rately classify input data. An interesting application area is the Inter-
net of Things (IoT), where a massive amount of sensor data has to be
classified. The processing power of the cloud is attractive, however the
variable latency imposes a major drawback in situations where near real-
time classification is required. In order to exploit the apparent trade-off
between utilizing the stable but limited embedded computing power of
IoT devices and the seemingly unlimited computing power of Cloud com-
puting at the cost of higher and variable latency, we propose a Big-Little
architecture for deep neural networks. A small neural network trained to
a subset of prioritized output classes is running on the embedded device,
while a more specific classification is calculated when required by a large
neural network in the cloud. We show the applicability of this concept
in the IoT domain by evaluating our approach for state of the art neural
network classification problems on popular embedded devices such as the
Raspberry Pi and Intel Edison.

Keywords: Deep neural networks · Distributed intelligence · Internet
of things

1 Introduction

Currently, the Internet of Things (IoT) is a popular paradigm that envisions
a world in which all kinds of physical objects or “things” are connected to the
Internet, interact with each other and cooperate to reach common goals [1]. This
idea goes beyond machine-to-machine communications (M2M), as it covers not
only communication protocols, but also the application domains and the services
running on top of these connected things. By providing easy access to a myriad
of devices such as sensors, surveillance cameras, home appliances, cars, actuators
etc., the IoT will enable a new range of applications and use cases in the field
of domotics, assisted living, logistics, smart environments, manufacturing, and
many more.
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In order to create truly smart applications for the IoT, massive amounts of
data coming from all connected things will have to be processed and analysed
into actionable and contextualized information [8]. Currently, the Cloud is most
often the natural choice to perform this data processing, benefiting from the huge
computing power and scalability [15]. However, the Cloud is not a silver bullet
solution, as a network connection to a Cloud datacenter often suffers from high
and variable latency, as well as limited upload bandwidth [2]. Moreover, extensive
Cloud processing incurs considerable cost for renting infrastructure. Therefore,
our goal is to first use local computing power in the various embedded devices
and gateways for data processing, before turning to the Cloud. This addresses
the problem associated with network connectivity (latency and bandwidth) while
also reducing operation cost.

A very important processing step in IoT applications is classification, i.e.,
determining the system “state” and its subsequent actions based on (sequences
of) sensory data. A promising state-of-the-art technique in this field is the use
of a Deep Neural Network (DNN), which offers a biologically inspired trainable
architecture that can learn various invariant features [18]. As a neural network is
trained by iteratively evaluating input samples and updating the neural network
weights, one often relies on efficient GPU implementations that can exploit the
parallelism and speedup neural network evaluation. However, the CPU power
and internal memory available on an embedded IoT device imposes an upper
limit on the size of neural networks that can be evaluated with sufficiently high
throughput.

The contributions presented in the current paper is a Big-Little architec-
ture for neural networks, that is tailored to the specific characteristics of IoT
environments. The idea is to take a large trained neural network for a certain
classification problem, and from that distil a smaller neural network that only
classifies a well chosen subset of the output space. The little neural network is
suited to be executed locally on the embedded devices, whether the input is
also sent to the Cloud, for evaluation with the big neural network, is upto the
application specific demands.

The rationale for this idea is the following. Consider a smart home environ-
ment that is monitored by a large number of sensors and some actuators to
trigger an alarm, start the heating system, detect fire or leaks, etc. Some situa-
tions are critical to detect fast while others need a reliable response before taking
a direct action. For example stop the robot before bumping into a domestic cat
that popped up before it, or close off the water supply when a leak is detected.
One can clearly distinguish between critical situations, in which you want a fast
or a reliable response, versus non-critical ones, as well as the granularity of the
response (a person versus which specific person). By carefully selecting the crit-
ical outputs and the granularity of the outputs, we can craft a little local neural
network that offers fast response. This local neural network also acts as a filter
to limit the number of inputs sent to the big neural network in the cloud. For
example, only when a person is detected and one requires a more fine grained
classification of the person, the input is evaluated in the Cloud.
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The remainder of this paper is organized as follows. Section 2 presents related
work in scope of distributed neural networks. Section 3 explains the proposed
Big-Little architecture for neural networks in the scope of IoT. In Sect. 4 we
show some preliminary results that validate our idea using a frequently used
neural network evaluation dataset. Section 5 summarizes our conclusions and
presents plans for future work.

2 Related Work

In a highly distributed IoT environment one could try to speed up neural net-
work evaluation by distributing parts of the neural network among all the avail-
able devices. However, related work in distributing neural networks shows that
the communication overhead quickly becomes the limiting factor [7], hence this
approach is mainly used to speed up the training phase on a cluster of nodes
connected through a high speed network. Krizhevsky et al. [12] showed how a
larger neural network can be trained by spreading the net across two GPUs.
This way the communication overhead remains limited, as the GPUs are able
to read and write to each other’s memory directly. In [10], the authors show
that scaling up further to 8 GPUs can lead to a speed up factor of 6.16. Dean
et al. [9] presented the DistBelief framework for parallel distributed training of
deep neural networks. By adopting new training algorithms they can distribute
the training procedure on a large number of CPU nodes, for example achieving
a speed up of more than 12x using 81 machines.

As these methods all focus on the training phase and require high end server
infrastructure, these are not applicable for speeding up small neural networks in
an IoT use case. One approach to optimize distributed neural network execution
with parts distributed across embedded devices is simplifying multi-class clas-
sification problems to one-vs-all (OVA) or one-vs-one classifiers (OVO). These
methods are straightforward and often used to construct a multi-class classifier
using binary-class classification [16]. One multi-class classification is split into a
set of binary-class classifications for each class and later combine them to the
original multi-class classifier.

Another optimization approach in which one part is deployed on an embed-
ded device, and a second part is running in the Cloud, uses a cascade of neural
network layers as depicted in [14]. The presented solution exists in augmenting
the structure of the neural network to obtain intermediate evaluation output.
Then, the evaluation with the remaining neural network layers is pre-empted if
the quality of the intermediate output exceeds a given threshold. By deploying
only first layers of the net on an embedded device, calls to the Cloud can be
limited to the input samples that do not yet result in a good output after these
first layers. Our paper proposes a similar approach, but instead of training inter-
mediate layers that classify all outputs with a lower accuracy, we introduce a
smaller neural network that is trained to only a subset of the outputs.
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3 Big-Little Neural Network Architecture

A typical feed-forward neural network is composed of an input layer, one or more
hidden layers and one output layer. The output layer has one output for each
classification class, resulting in a value between 0 and 1, depicting the probability
that the input can be classified as such. In order to process as much as possible
locally on embedded IoT devices, and limiting communication to the Cloud, we
designed a little neural network that can be processed with limited CPU power,
which classifies only a subset of the output classes. This results in a Big-Little
neural network architecture as depicted in Fig. 1.

Fig. 1. Architecture of Big-Little feed-forward neural network: In this example, the
little neural network only classifies a subset (2) of the N output classes, and can be
executed locally with limited CPU power. When the little neural network cannot clas-
sify the input sample, a big neural network running in the Cloud can be queried.

The hypothesis of this paper is that by limiting the number of output classes,
we can also limit the size and amount of hidden layers of the neural network,
while maintaining the desired classification accuracy. By crafting the little neural
network to classify high priority classes only, a local response is obtained very
fast in these critical cases, while retaining the availability of the complete classi-
fication set by relaying to the cloud, that executes the big neural network. The
application developer may decide to directly send the raw input data to the large
neural network in the cloud, or only send the input after evaluation by the little
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network. Directly sending it to the cloud allows for a better classification but
consumes more bandwidth, while waiting for completion of the little network
takes some time.

Because the big and little neural network only share the input layer, these
two networks can be trained independently from each other using state-of-the-art
training techniques in an offline training phase.

4 Evaluation

To train and execute our neural networks, we used Theano [3,4], a Python
module compatible with GPU/CPU and many computer architectures. In our
experiments we use multilayer perceptrons (MLP) with one or more hidden layers
to easily increase the number of calculations by increasing the number of neurons
in each hidden layer.

4.1 Neural Network Evaluation Time

To assess how the evaluation throughput of a neural network varies with the size
of the network, we created fully connected multilayer perceptron (MLP)s with
an increasing number of hidden layers. Each hidden layer introduces additional
weighted links and thus increase the number of calculations needed to evaluate
a single input sample. We then measured the wall clock time needed to evaluate
a randomly generated input sample on various types of hardware, as listed in
Table 1.

Table 1. Hardware specifications.

Name Architecture CPU RAM

Raspberry Pi 2 ARM Cortex-A7 (quad-core @ 900 MHz) 1GB

Intel Edison x86 Intel Atom (dual-core @ 500 MHz) 1GB

iLab.t server [5] x86 2x Intel Xeon E5-2650v2 (8-core @ 2.60 GHz) 48GB

Figure 2 shows how the execution time linearly scales with the number of
weights in the neural network. In Fig. 2, we also included experimental results on
server-grade hardware from our testbet iLab.t [5] (Table 1). Given a maximum
response time of 40 ms, on a Raspberry Pi 2 we can run neural networks of
sizes below 2 × 106 weights. The size of the large network in the cloud depends
on the link delay between the nodes. With a link delay of for example 15 ms,
the large neural network evaluated on our server hardware can spend at most
40ms− 2 ∗ 15ms = 10ms on neural network processing, which corresponds with
up to 6.5 × 106 weights.
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Fig. 2. Evaluation time of a single input sample for fully connected neural networks of
different sizes. Extra cores do not improve performance.

4.2 Classification Accuracy vs. Network Size

In our second set of experiments, we want to measure the inevitable loss of
accuracy when evaluating a little one-vs-all neural network compared to a big
multi-class neural network. By increasing the number of weights in the hidden
layer of both networks we can evaluate the difference in reliability. To fairly
compare these networks we use the F1-score of one priority class:

F1-score =
2 ∗ true positives

2 ∗ true positives + false positives + false negatives

This F1-score is the harmonic mean of precision and recall and is independent
of the total number of samples. Using the error rate as measure of comparison
would yield misleading results because the one-vs-all classifier was trained with
an unbalanced set, containing fewer samples for the ‘one’ class than for the ‘all’
class. The F1-score of a multi-class neural network can be calculated for each
class, but here we only look at the priority class of the little network.

To validate our neural networks, the popular MNIST dataset [13] was used.
This dataset consists of a training, validation and test set of handwritten digits
with a total of 70000 examples evenly distributed over the classification classes.
Starting with the state of the art neural network of Ciresan et al. [6] as the
big network that is executed on the cloud, we have distilled a small network by
prioritizing some output classes and aggregating the others into one category,
thus limiting the number of output classes. For this latter situation, a neural
network structure was created that achieves the same accuracy for the prioritized
output classes with a much lower neural network size.

Figure 3 shows a comparison between a big and a little fully connected neural
network. A more detailed output is given in Tables 2 and 3. Neural networks with
more output layers need more weights to reach the same accuracy. Our one-vs-all
network outperforms the big neural network for a low number of neural network
connections and more or less reaches the same quality of larger networks.
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Fig. 3. F1-score of big and little fully connected neural networks for MNIST classifica-
tion. The graph shows the F1-scores for classifying a ‘5’ character on the big network
(ID 3 - Table 2) and the little network (ID 1 - Table 2).

Table 2. Execution time of big and little neural networks on the server from Table 1.
Each number in the architecture represents the number of neurons in that layer, starting
with an input layer of 28 ∗ 28 neurons for MNIST. The last layer represents a binary
or multi-class classifier layer.

ID Architecture (number of neurons in each layer) Weights Process time for

one sample [ms]

1 784, 1 000, 500, 2 1 250 502 0.98

2 784, 1 000, 500, 10 1 254 510 1.00

3 784, 2 500, 2 000, 1 500, 1 000, 500, 10 [6] 11 972 510 16.42

Table 3. F1-score comparison of a big (ID 3) and a little (ID 1) neural network for
two classification classes (1 and 8) of MNIST. Structure of these networks are shown in
Table 2. The test error is not applicable for little networks with a unbalanced validation
sample set.

ID Priority class Test error for best
validation [%]

Priority class [%]

Recall Specificity Precision F1-score

1 1 NA 98.94 99.92 99.38 99.16

8 NA 96.41 99.76 97.71 97.05

3 1 2.11 99.12 99.90 99.21 99.16

8 2.11 96.82 99.70 97.22 97.02

Deploying the little network (ID 1 from Table 2) with 1 250 502 weights on
a Raspberry Pi 2 roughly gives an execution time of 30 ms (from Fig. 2). This
little network trained for classifying the priority class ‘8’ has a F1-score of 97.05%
which is 0.03% better than the remote big neural network (ID 3). The overall
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performance of this little network is better for this specific class. Other classes
yield similar results.

Forwarding the same sample input to the big network gives an execution
time of 16.42 ms (from Table 2). From the moment the response time is more
than 46.42 ms (sum of execution time of big and little neural network) we can
get a faster and equivalent response from the little neural network executed on
a Raspberry Pi 2. In most cases this will not make a big difference but in highly
critical situations a fast response makes all the difference.

5 Conclusion and Future Work

In this paper we investigated the potential of Big-Little neural network architec-
tures, to reduce response time of the overall network, maintaining a comparable
accuracy. The results show that prioritizing one class can lower the calculations
required to reach the same classification performance for that class. This can
benefit use cases where reliability and response time are preferred.

Important points for future work are to deduce little networks and their
weights from a pretrained big network and to test the same hypothesis for con-
volutional neural networks on Cifar [11] and/or ImageNet [17]. In the future we
will distribute neural networks on multiple IoT devices in an environment to
decrease the cloud usage and increase the independence of this environment.
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Abstract. Things are increasingly getting connected. Emerging with the
Internet of Things, new applications are requiring more intelligence on these
things, for them to be able to learn about their environment or other connected
objects. One such domain of application is for livestock monitoring, in which
farmers need to learn about animals, such as percentage of time they spend
feeding, the occurrence of diseases, or the percentage of fat on their milk.
Furthermore, it is also important to learn about group patterns, such as flocking
behaviors, and individual deviations to group dynamics. This paper addresses
this problem, by collection and processing each animal location and selecting
appropriate metrics on the data, so that behaviors can be learned afterwards
using machine learning techniques running on the cloud.

Keywords: Cloud computing � Learning � Internet of intelligent things � Smart
livestock management � Social behaviors � Wireless sensor networks

1 Introduction

In the past, Livestock Management (LM) was based on farmer’s observation, judgment
and experience. Indeed, farms usually had people watching animals, which is a time
consuming and expensive approach. However, due to the increasing scale of farms and
the high number of animals that compose it, it is infeasible to continuously monitor the
animals through visual observation during twenty four hours a day [1]. Furthermore,
empirical evaluation from historical data is purely based on a human observer’s
experience, who cannot continuously track a single sheep 24 h a day, much less all
animals on a flock of sheep.

Precision Livestock Farming (PLF) addresses such challenge, by continuously and
remotely capturing measurements (e.g. position, head movement, bio-signals of ani-
mal) related with the condition of individual or groups of animals, as well as reporting
this extracted data to a farm manager [2]. This paper proposes adding learning on top of
it, so that livestock monitoring can be more effective than using human observation
alone. Smart Livestock Monitoring (SLM) adds an extra dimension to the problem,
enabling a LM system to learn from the history of such acquired data to provide added
value information to a farmer.
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Animal’s collars have been employed for real-time tracking of free-grazing ani-
mals’ location, useful for various applications. For instance, it could be possible to
deduce automatically the grazing habits of free ranging animals, which can be very
useful to the farmer for making better decisions on the efficient usage of land. Addi-
tionally, it allows determining the path of the animals in a certain time, and conse-
quently the utilized grazing area.

The real-time location of each animal may also be very useful whenever the farmer
wants to fetch free-grazing animals at the end of a season, avoiding searching for them
in a certain region. This is also true for animals’ carcasses, since insurance companies
in some countries reimburse the farmer for animal death if its body is found. Addi-
tionally, the cost of building and maintaining fences is one of the most expensive costs
associated with Livestock grazing [3]. Geo-fences can be used to minimize these costs,
since they do not rely on a physical fence. Furthermore, machine learning approaches
can be employed to learn the geographic areas preferred by animals along different
dimensions, such as weather, day time, month of the year, etc. Collecting the location
of each animal can be also very interesting for detecting animals’ diseases (which may
affect the animals’ walking pattern or behavior) employing learning strategies. This is
especially important for infectious diseases, since it also enables the isolation of only
those animals that had direct or indirect contact with the affected animal, avoiding the
slaughtering of healthy animals.

1.1 Farm Producers: Motivation and Requirements

A requirement analysis included surveying several cattle producers, involving inter-
views with various experts at each location, working directly with the animals (dairy
sheep) or who are directly involved on the business’ management activities. Hence,
requirements were gathered from three different producers:

• Queijaria Ribeira de Alpreade’s offices, under the scope of Fundão’s Terras do
Xisto LivingLab

• Quinta do Pisão, Cascais City Council
• One of the largest farms in Portugal, with cattle and sheep, near the city of Setubal

In these farms, the dairy sheep graze freely in a large dimension pasture (tens of
hectares) partially or totally covered by cellular mobile communications. They spend
most of their time alternating between grazing and resting/ruminating, presenting slow
movements (except during short stress periods). Sheep graze in cohesive groups and
isolation is a source of stress to them. They are social animals and create strong social
hierarchies between them. Typically, at the top of the hierarchy there are some leading
sheep that influence the other animals, particularly their grazing movements. Therefore
the other sheep tend to follow the leaders. Farmers usually tag these leading sheep with
a bell on their collars to easily locate them.

Staff interviews revealed the need for learning different pieces of information based
on sheep motion, behavior, or other features, according to priority requirements to be
complied by the system prototype, which are illustrated in Fig. 1:
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1. Alterations in the normal bustle of an animal may indicate to the farmer valuable
information, therefore the farmers want to be informed when an individual animal
presents movement values that are significantly different than the average, taking
into account the history of that specific animal (based on distance travelled,
velocities, erratic behavior, or any other relevant feature;

2. Whenever an animal picks an infectious disease, it is often necessary to slaughter
the whole flock of sheep. Therefore it is crucial to infer the direct or indirect
interactions between the various animals, based on the historical contact distances
between them, to isolate solely the infected sheep, thereby avoiding slaughtering
healthy ones that were not in danger of contagious;

3. Learning geographic patterns from sheep locomotion (e.g. relative to weather, hour
of the day, month of the year, etc.). Learning common routes taken by a sheep or
flock of sheep, to clearly identify sheep grazing habits, the used pastures, as well as
the ones with better quality. Because sheep freely grazing sometimes surpass the
farm limits, need also to implement a geo-fencing functionality that sends an alarm
to the farmer staff indicating such occurrence;

4. Learn to detect a collar cut, indicating a possible theft;
5. Learning the percentage of fat on a sheep’s milk based on previous history, such as

the sheep grazing times and regions, weather conditions, time of the year, as well as
using history data from other sheep.

Although these functionalities are specific to this pilot farm, some of them are
transversal to the branch of the farm animals monitoring and even common to other
sectors of our society. This paper will address mainly requirement 1, although com-
pliance with some other requirements, such as 2 and 3, are also briefly discussed).
Several metrics are considered aiming at the identification of the most relevant ones.

2 Related Work

Hereafter it is reviewed the most relevant previous work in the application of learning
techniques for smart livestock monitoring using WSNs systems. A more extensive
survey was presented by Sheikh [4], which reviewed machine learning techniques for
WSN based livestock monitoring.

Fig. 1. Learning requirements for smart livestock management.
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Nadimi et al. [5] propose a system to monitor the behavior of a herd in Denmark,
capable of monitoring behavioral parameters of individual animals and transforming
them into the corresponding behavioral mode, using for that an Artificial Neural
Network (ANN). Farm animal’s behavior and physiological responses provide
important information about their health status and welfare. The behavior mode varies
within five types: grazing, lying down, standing, walking and other modes. This animal
behavior classification can be very useful to the farm’s management.

Sikka et al. [6] deployed a large WSAN on a farm (a cattle breeding station at
Belmont, in Australia) to understand the animals’ behavior, improve the farms man-
agement as well as to maximize the farm production. Besides tracking animals, they
also considered haptic and audio feedback to the animals. Based on the animal position,
the system applies various stimuli (such as sound, vibration as well as low-level
controllable electric shock) to the animal in order to change his behavior. This
autonomous farm management system will automatically determine the areas more
suitable for grazing based on soil moisture sensors. Such information is used to build
accordingly the virtual fences, which will contain the animals that are automatically
guided to these locations through stimuli.

In a related field, namely forest fire detection, Yu et al. [7] proposed a WSN
solution employing a neural network for data processing. System evaluation was
however through simulations.

3 Smart Livestock Management

The proposed architecture was developed for learning useful information for farm
management, based on collected data from monitoring livestock animals (e.g., horses,
cows, sheep, etc.), especially when they are freely grazing. Low energy consumption,
storage and processing resources scalability is achieved using the cloud. Intelligent data
processing makes use of machine learning and statistical methods for inferring addi-
tional valuable information. The monitoring is centered in the collection of the animal’s
geographical information through WSN nodes, to be fed into the learning services.
Using this information, the system should make relevant deductions about the actual
status of each animal, and of the entire flock, based on historical data.

This architecture is divided into three relevant components (see Fig. 2): the WSN
infrastructure, the Cloud Computing platform responsible for event detection and data
processing (including animal tracking, geofence and the learning services), and a Web
application for the farmer to visualize the status of the system as well as to interact with
it. This way, the heavy processing occurs on the Cloud Computing platform where
learning should take place.

The leader sheep will correspond to the sink nodes of the WSN as they tend to have
more sheep close to them. The other sheep will correspond to mesh nodes that will send
its data through multi-hop to the sink nodes, using for that a short-range radio.
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3.1 WSN Infrastructure

Each node of the WSN infrastructure corresponds to an animal that is equipped with a
device providing sensing, computation as well as communication capabilities. There-
fore, each animal will correspond to a mobile node that communicates wirelessly with
the other system nodes.

Sensor Nodes. Sensor nodes are based on the eZ430-RF2500 module from Texas
Instruments combined with Sensefinity’s Butterfinger. The Butterfinger combines the
MSP430F5419A MCU with a SIM908 module from SIMCom Wireless Solutions. It
includes a GPS unit for collecting location data and a GPRS module for data trans-
mission. In addition, it is possible to acquire as well its current battery status. As the
Butterfinger has not a short-range radio (for communications within the WSN), it was
necessary to combine it with an eZ430-RF2500 module, which provides the CC2500
transceiver. The sensor node (Fig. 3) is attached on the animals’ collars.

Fig. 2. System’s architecture.

Fig. 3. The final version of the hardware, its protective case, and installation on a sheep collar.
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Network Protocol. A gradient-based routing protocol was implemented, appropriate
for convergent traffic in mobile large-scale networks where the data packets flow to
sink nodes, which aggregate all the information collected by the network. It was chosen
a single-path routing approach in order to forward the data packets to the sink nodes,
sending them through the most adequate neighbor (the one-hop neighbor that is closer
in hops to a sink node, i.e. the neighbor with lower height). It was also used a
point-to-point message delivery confirmation. Each network node adjusts its radio
communication signal strength according with the targeted neighbor for communica-
tion, allowing to saving energy and reducing the network interference.

Routing. The monitored animals form a Mobile Ad-Hoc Network (MANET), pro-
viding high scalability and robustness to the network. For instance, in the cows’
monitoring field, some authors [6] support this model by showing evidence that the
animals on a cattle remain close to each other (typically herd together), so that overall
connectivity between them was maintained using a multi-hop approach.

It is used a convergent protocol to route the data to the back-end infrastructure
using a multi-hop approach. All system nodes use the short-range radio with low power
consumption to communicate with the other animals inside the WSN. Due to this
system’s natural mobility constraints, some nodes eventually may become discon-
nected from each other, therefore forming independent and isolated ad hoc networks
[8]. Our SML solution addresses this challenge by following a modified Full Cloud
Connectivity model, employing data buffering and opportunistic routing of information
in cases whether cellular coverage is inexistent.

3.2 Cloud Platform Services

The Machinates Cloud Computing platform provides the back-end infrastructure that
supports the WSN, offering: data processing, data storage, event detection as well as
alarm reporting. The Cloud Computing resources can be easily and automatically
adjusted according to new application’s demands, or as the application’s requirements
grow, without the farmer having to invest more in back-end infrastructure. The Cloud
Computing platform is also in charge of sending digests to the end-user (via email)
containing a monitoring summary during a period of analysis (day, week, month, etc.)

Location Tracking. A sensor node acquires its current geographic location, through
GPS or other localization method, following a time-driven data reporting model. All
this sensed information is aggregated in a sink node and then uploaded to a back-end
infrastructure to be later processed. To accomplish these functionalities, each animal
uses a technological device robust to the surrounding environmental conditions.

Geofence. Each time a position message is delivered to the Machinates® back-end, the
geo-fencing algorithm will compare the new received animal’s location with the
existing virtual fence coordinates. Therefore, it is possible to determine if an animal is
inside or outside the virtual fence, and erase or trigger accordingly an alarm. A simple
geo-fencing algorithm was therefore implemented based on the Jordan Curve Theorem,
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as follows. It is first necessary to draw a straight line from a given point (i.e., the
sheep’s location) to the outside of the whole drawing (i.e., outside the virtual fence). If
the line meets the curve (i.e., the virtual fence) an odd number of times, that point (i.e.,
the sheep) is on the interior, otherwise if the line meets the curve an even number of
times, that point is on the exterior. Figure 4a illustrates the application of the Jordan
Curve Theorem. The line that intersects sheep a meets the virtual fence line 3 times
(i.e., an odd number of times), therefore this sheep is on the interior of the virtual fence.
The line that intersects sheep b meets the virtual fence line 2 times (i.e., an even
number of times), therefore this sheep is on the exterior of the virtual fence.

Alarm Reporting, Storage and Event Detection. The farmer can use a Web app to
visualize the last reported system (and its nodes) states, consult historical information
that have been saved, access the events detected by the platform (see Fig. 4b), as well
as interact with the system.

3.3 Pattern Learning Services

Machine learning approaches can be employed to add intelligence to the Internet of
Things [9]. Running on the cloud, pattern learning aims at identifying healthy from
non-healthy animals based on individual and group metrics (see Fig. 5a).

It was considered statistical and machine learning functionalities given by
MATLAB tool (and libraries) in order to implement the two components of this
module. The first component consists of feature extraction from geo-location data. It
comprises, for each day of data, the extraction of statistical features, such as average
and standard deviation values, and signal entropy, to feed such data into a learning
algorithm (also employing matlab toolboxes). According to Fig. 5b, it was initially
considered both supervised and non-supervised learning, namely clustering and neural
networks, respectively. For supervised learning, the learning algorithm is first trained
with inputs, for which the desired outputs for such data are known in advance (e.g.
using data from known healthy and non-healthy animals). After the training process,
and once the algorithm were fed with the inputs, it estimates the appropriate output. For
unsupervised approaches, only the classification process takes place.

Fig. 4. (a) Example of the Jordan Curve Theorem; (b) Geo-fencing alarm on the Web
application.
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4 Pattern Learning Experiments

Experimental evaluation was performed at a large farm on the city of Setubal. Data
concerning locations for two sheep is available for a two day period. A similar pair of
sheep used collars, but one of them was injured. The results hereafter discussed are on
(latitude, longitude) coordinates (see Fig. 6), distances and total velocities in degrees,
over an equal period of nearly 6 h during daytime. Although different sheep were
tracked during different day time periods, this 6 h period correspond to identical
monitoring time intervals.

For each experiment, in each day and for each sheep, it was determined the velocity
between two consecutive measured points. Thereafter, several features were extracted,
namely average and standard deviation values, total sum of velocities (represented as d
total on Table 1), and two entropy measures (corresponds to the two entropy values
determined for the maximum scale according to Costa et al. [10]). In Table 1, velocities
are given by (Δx2 + Δy2)1/2, where Δxi = (Latitudei−Latitudei−1)/ΔTi and Δyi = (Lon-
gitude i− Longitudei−1)/ΔTi, and ΔTi = timestampi − timestampi−1.

The results are shown in Fig. 7. Notice that the entropy value is smaller for the limp
sheep during the two days of experiments. This may give some initial hint for a
mechanism (e.g. clustering) to identify healthy from non-healthy sheep.

Fig. 5. (a) Metrics acquisition over acquired data for machine learning services; (b) Pattern
learning strategies.

Fig. 6. Experiments in Setubal farm - Latitude/Longitude of limp sheep, day 2.
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The hypothesis concerning learning animal’s health remains however to be tested
upon the future availability of more training data to infer statistically relevant metrics
(just two collars were available for experimental evaluation). It concerns the variation
of the entropy value over several days, namely if for non-healthy individuals the
entropy value over several days gets consistently lower than for healthy individuals. On
a neural network, the inputs could be the entropy values of an animal over several days,
and the output a value giving the probability of an animal being healthy, or not.

However, given the extremely small dataset available, no meaningful conclusions
can yet be extracted concerning (i) the best features to extract from the data in order to
feed a learning mechanism, either for clustering of a neural network approach; and
(ii) the capability, or not, of identifying healthy animals from non-healthy ones using
their patterns of motion. Concerning this last point, Costa et al. [10] have shown that
the fractal property of organisms, such as given by a multi-scale entropy measure, gives
a measure of an organism healthy, and have shown this strategy applied to ECG
signals, as well as motion data. However, on their experiments the sampling frequency
is significantly higher than 5,55 MHz (corresponding to 3 min in our system), and
windows of analysis contain thousands of points (compared to nearly 100–200 data
points for 6–8 h collection of sheep location data). Hence it is arguable if such
approach could contribute in the future for the problem at hand.

Table 1. Statistical measures for both normal and limp sheep during each day of experiments.

Sheep Day 1 Day 2

avg vel std vel d total Entropy 1 Entropy 2 avg vel std vel d total Entropy 1 Entropy 2

Normal 0,211 0,149 23,9 1,56 1,63 0,221 0,157 22,3 2,44 1,87

Limp 0,176 0,168 19,9 1,42 1,12 0,213 0,241 21,6 1,8 1,34

Fig. 7. Empirical results for the two monitored sheep at Setubal, for each of the two days of
experiment. Several statistics are shown: average velocity and its standard deviation, two entropy
values according to Costa et al. [10], and total distance during one day (scaled by 0.01).
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5 Conclusions and Future Work

This paper proposed a learning architecture for a WSN system based on a Cloud
Computing platform specifically designed for Livestock monitoring and management,
centered on the periodical reporting of the animals’ geographical location, and corre-
spondent extraction of useful information for farm management from statistics and
patterns detected on historical data.

A prototype was elaborated based on interviews with farm experts, and tested in a
real scenario application, in particular for the monitoring of free-ranging dairy
sheep. Although experimental evaluation evidenced the usefulness of this solution to a
producer, further improvements will be pursued since real data statistical relevance is
still rather weak, due to the small number of collars available for the experiments. We
are however evaluating the learning system with sheep at two other farms.

Future work will continue to address the identification of the relevant features for
each learning problem and algorithm. Moreover, features that were not completed in
this first prototype system should be implemented (such as detect and report cuts in the
sheep’s collars). According to requests by experts at Queijaria Ribeira de Alpreade, the
system should be upgraded in the future for monitoring other components of the
business, namely predicting the percentage of fat on a sheep’s milk, for aiding the
farm’s milking system.

Finally, experiments should be made with a higher number of monitored animals in
different health conditions for a longer period of time in order to test the solution’s
effectiveness in detecting and distinguishing between healthy and non-healthy
sheep. We are currently working on applying machine learning strategies to detect
certain abnormal behavioral patterns that may suggest possible animal diseases.
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Abstract. Internet of Things (IoT), smart objects, are today part of our life and
used in almost every industry and human activity: from e-health to e-learning
not forgetting home automation and wearable technology. IoT promises to
change our lives to make them easier, more efficient and “smart”, however, we
are now facing major challenges: security, data protection and privacy.
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1 Introduction

The market of IoT is exploding and many studies have deeply analyzed and defined the
IoT architecture [1–3]. IoT promises to change our lives to make them easier, more
efficient and “smart”, however, we are now facing major challenges: security, data
protection and privacy.

Article 29 of Directive 95/46/EC set up a Working Party (WP), an independent
European advisory body on data protection and privacy. Its tasks are described in
Article 30 of Directive 95/46/EC and Article 15 of Directive 2002/58/EC. In September
2014, the WP has issued the present opinion: “Opinion 8/2014 on the Recent Devel-
opments on the IoT” (WP223, adopted on 16 September, 2014) which focuses on three
IoT developments: wearable technology, quantified self and home automation. This
because, as stated by the WP in the Scope of the opinion, at the present time it is
impossible to predict “with certainty” the extent of future IoT development due to fact
that it is still an open question how all the data collected with IoT could be transformed.
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WP223 [4] should be read in connection with previous opinions adopted by the
Working Party “on the application of the concepts of necessity and proportionality and
data protection in law enforcement” (WP211) and “on surveillance” (WP 215), as well
as “on apps on smart devices” (WP202, 2013), Opinion 4/2007 “on the concept of
personal data” (WP 136, 2007) [5] Opinion 01/2010 “on the concepts of controller and
processor” adopted on 16 February 2010 (WP 169) [6], Opinion 05/2014 “on
Anonymisation Techniques” adopted on 10 April 2014 (WP 216) [7], Opinion 5/2009
“on online social networking” adopted on 12 June 2009 (WP 163) [8], Opinion
13/2011 “on Geolocation services on smart mobile devices” adopted on 16 May 2011
(WP185) [9], Opinion 15/2011 “on the definition of consent” adopted on 3 July 2011
(WP187) [10].

The first sentence of the WP223Summary states: “The Internet of Things (IoT) is on
the threshold of integration into the lives of European citizens. The viability of many
projects in the IoT still remains to be confirmed but “smart things” are being made
available which monitor and communicate with our homes, cars, work environment
and physical activities.”

A succeeding statement stresses a crucial point: “Many questions arise around the
vulnerability of these devices, often deployed outside a traditional IT structure and
lacking sufficient security built into them. Data losses, infection by malware, but also
unauthorized access to personal data, intrusive use of wearable devices, or unlawful
surveillance are as many risks that stakeholders in the IoT must address to attract
prospective end-users of their products or services.”

The WP highlights that “users must remain in complete control of their personal
data throughout the product lifecycle, and when organizations rely on consent as a
basis for processing, the consent should be fully informed, freely given and specific”
and continues stating that “Indeed, empowering individuals by keeping them informed,
free and safe is the key to support trust and innovation, hence to success on these
markets.”

The WP has identified six “significant privacy and data protection challenges
related to the Internet of Things: Lack of control and information asymmetry; Low-
quality consent; Extrapolation of inferences from data and repurposing of original
processing; Intrusive identification of behavior patterns and user profiling; Limitations
on the possibility of remaining anonymous whilst using services; Security risks”.

Data exchanged through the IoT infrastructures could be private. For this reason, it
is mandatory the platform must ensure privacy and security. It is important to note that
privacy is not only a technical property but is an aggregation of a legal, socio-ethical
and technical viewpoints. The legal regulation on privacy, especially when dealing with
relevant health data (as in e-health), presupposes the application and respect not only of
the legislation that is the main reference “Directive 95/46/EC” of the European Par-
liament and of the Council of 24 October 1995 “on the protection of individuals with
regard to the processing of personal data and on the free movement of such data” (also
called “Data Protection Directive (95/46/EEC)”, but also a series of specific measures
and guidelines (all linked together, due to the often absence of specific legislation)
issued by the Authority for the protection of personal data.

Moreover, we should also consider the “European Parliament legislative resolution
of 12 March 2014, on the proposal for a regulation of the European Parliament and of
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the Council on the protection of individuals with regard to the processing of personal
data and on the free movement of such data (General Data Protection Regulation)
(COM (2012)0011–C7-0025/2012–2012/0011(COD)-(Ordinary legislative procedure:
first reading). This new European legislative resolution contains some important
principles and rules of proper treatment and will replace all the individual national
legislations of the EU member countries. A consolidated version of the first reading of
this new European regulation can be found linking to [11]. At the time of this paper
edition, the European Parliament is proposing 207 amendments, some of them crucial
for IoT projects (e.g., amendment #95).

Although some security [12] and privacy [13] approaches have been proposed, IoT
still raises several security and privacy challenges that must be addressed. In this paper
we will analyze some critical issues related to privacy aspects in IoT architecture and
consequent main legal requirements considering as a paradigmatic example the Italian
Privacy Code.

2 Legal Scenario

Due to the sensitivity of data that may be processed, the regulatory perimeter within
which it is possible to proceed with the development of IoT systems and the classifi-
cation of information and documents that can be treated in different contexts (e-health,
cloud, etc.) should be defined, through a phase of analysis of the main legal require-
ments concerning privacy. Preliminarily, therefore, it is necessary to evaluate:

– the requirements and the stakes imposed by the regulations;
– the compliance with the general principles and organizational measures and safety

(according to the principles of privacy by design and privacy by default, further
specified);

– the conformity of the treatment performed with new tools compared to current
regulation;

– the severity of any discrepancies and the consequent urgent resolution,
– the possible sanctions in case of non-compliance with the requirements of legis-

lation and with the measures of the Data Protection Authority (DPA).

The legal regulation on privacy, especially when dealing with relevant health data
(as in e-health), presupposes the application and respect not only of the legislation that
is the main Italian reference, Legislative Decree no. 196, 30 June 2003, “Code
regarding the protection of personal data” (so-called Privacy Law) and its Annex B
(Technical regulations regarding minimum security), but also a series of specific
measures and guidelines (all linked together, due to the often absence of specific
legislation) issued by the Authority for the protection of personal data.

In fact, the special attention given by the Lawmaker to the proper handling of
personal data, especially sensitive ones, necessarily implies the performance of a whole
series of requirements both organizational and technical security measures. From this
legislation comes down a series of requirements, all of which occur in the management
and treatment of personal data and that can be divided into:

506 F. Guadagni et al.



– General requirements (disclosure ex Art. 13, right of access ex Art. 7 and eventual
acquisition of consent to data processing in accordance with art. 23);

– Special requirements (notification to the DPA in cases specifically indicated in art.
37 and questioning or preliminary verification pursuant to Article 17, if the pro-
cessing of some data might represent a specific risk for the person concerned);

– Organizational requirements (minimum security measures, necessary and
appropriate, regulated by Articles 31 and the following, and by specific provisions
of the DPA, especially with regard to the processing of data in health setting).

Compliance with these requirements is considered necessary in the development of
a IoT architecture and in subsequent use in reference to identified or identifiable
individuals. Nevertheless, privacy protection should not disregard defense instruments
that not only prevent accidental loss of data, or the external non-authorized access, but
also preserve the digital memory in time of the scanned documents.

In general, there are four main requirements that must be put in place in order to
properly proceed with the processing of personal data: (i) notification to the DPA (if
necessary); (ii) communication of the information to the individual; (iii) acquisition of
the consent to treatment; (iv) establishment of minimum, necessary and appropriate
security measures for the processing of personal data.

These concern, in particular, technological and organizational measures aimed at
avoiding a treatment of data by unauthorized persons and the loss, destruction or
dispersion of data stored in their databases. For this reasons, privacy protections in IoT
devices “should be built-in from the very outset, in application of the “Privacy by
Design” principle” (WP223) and before they are released in the market, a Privacy
Impact Assessment should be performed, as detailed in Sect. 2.3.

2.1 Principle of Necessity

The main principle of the entire Italian Privacy Code (Legislative Decree no.
196/2003), which should inspire all treatments within the IoT (and, therefore, also
regarding the processing of data concerning health) and must be kept in mind in the
implementation of technology solutions in these areas, it is the “principle of necessity”
(art. 3), which is considered an extension of the old principles of relevance and of no
data surplus, compared to the treatment aim and certainly plays the role of general
interpretative key for all items of the Italian Privacy Code. Under this principle, anyone
dealing with personal data will have to do so to ensure that the personal data them-
selves can only be used and to the extent that is strictly necessary for the achievement
of specific objectives, which in turn will have to be identified and disclosed to the
person (disclosure ex Art. 13 Legislative Decree no. 196/2003). As repeatedly stated by
the DPA, in the treatment of medical data, for example, all medical devices should be
developed and programmed in such a way that this principle is respected from the
beginning, also in accordance with the Community framework which sees the appli-
cation the so called principle of “privacy by design” (i.e., the provision of measures to
protect the data already at the design stage of a product or software).
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Closely linked to the principle of necessity is the art. 11 of the Code, which
develops the basic guidelines to follow during any processing of personal data.
According to this article, the basic personal data undergoing processing shall be:

(a) processed lawfully and fairly;
(b) collected and recorded for specific, explicit and legitimate purposes and used in

other processing operations in terms compatible with those purposes;
(c) accurate and, where necessary, updated;
(d) adequate, relevant and not excessive in relation to the purposes for which they

were collected or subsequently processed;
(e) kept in a form which permits identification of data for a period of time not

exceeding that necessary for the purposes for which they were collected or sub-
sequently processed.

2.2 New Principles: Privacy by Design and Privacy by Default

In order to protect individuals, therefore, it is necessary to operate in accordance with
the new principles of “Privacy by Design” and “Privacy by default”, even considering
to make a real “Privacy Impact Assessment” in relation to each instrument used. This
means that:

– privacy must be incorporated in the design and architecture of IoT systems (“Pri-
vacy by design”);

– there must be attention to the centrality of the interests of individuals (treat only the
necessary data);

– the amount of data collected and the duration of their conservation should not go
beyond the minimum necessary to achieve the aims pursued (principle of relevance
and limits);

– these mechanisms must ensure that - by default - no personal data are made
accessible to an indefinite number of people;

– personal data must be automatically protected in any IT system (taking account of
technological and implementation costs);

– if the treatment has risks (by nature, scope or their purposes) the administrator must
perform an impact assessment (Privacy Impact Assessment).

2.2.1 Privacy by Design
Because privacy must be incorporated in the design and architecture of IT systems,
already in the design phase of an information management system, solutions ensuring
that they are treated only the personal information necessary for each specific purpose
of the treatment, must be provided. Privacy, therefore, becomes an essential and
integrated component of the system (without reducing its functionality). To achieve
this, the designers and operators should be asked to consider the priority interests of
individuals by providing effective privacy default interventions, appropriate informa-
tion and enhanced user-friendly options to the user.
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2.2.2 Privacy by Default
Every IT system should ensure that only the personal information necessary for each
specific purpose of the processing are treated, by default, and that the amount of data
collected and the duration of their preservation does not go beyond the minimum
necessary for the purposes sought. In particular, personal data should not be accessible
to an indefinite number of people and those involved must be able to control the
distribution of their personal data.

2.3 Privacy Impact Assessment (PIA)

This activity postulates a series of operations which identifies treatments presenting
specific risks (e.g. profiling, special categories of data, data accessible to a vast number
of people, large amounts of data or data combined with other data). In this case, the PIA
must consider:

– the confidentiality of the individual data;
– the confidentiality of the person (physical integrity, biometrics, body checks, etc.);
– the confidentiality of personal behavior (video surveillance, sexual preference,

political, etc.);
– the confidentiality of personal communications (interception, monitoring, email);
– identify the impacts that the project has on an individual privacy and identify less

intrusive alternatives;
– assess the impact from the point of view of all stakeholders;
– understand the level of acceptance of the project and its characteristics;
– clarify the needs of the project that have negative effects on privacy and are not

avoidable (acceptance of residual risk);
– document and publish results (PIA reports).

PIA, therefore, involves:

– a systematic description of the proposed treatment, its necessity and proportionality
in relation to the objective pursued;

– an assessment of the risks to the rights and freedoms of data subjects;
– measures to address the risks and minimize the volume of personal data;
– safeguards, security measures to ensure the protection of personal data and

demonstrate compliance with current legislation, taking into account the rights and
legitimate interests of the data subjects.

All this can be also realized by means of a Privacy Impact Assessment, which
focusing on risk management and securing compliance with the requirements of the
legislation on data protection and privacy, will give us back a specific assessment of the
privacy implications of developed programs or new activities to be undertaken.
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2.4 Data Subject’s Consent

The data subject’s consent is one of the legal basis for the processing of personal/
sensitive data. This aspect is becoming more and more relevant considering that in a few
years, IoT devices will be a major generator of “big data” at a very high velocity. We are
at a stage where data generated by IoT meet the 5 V’s: Volume, Variety, Velocity,
Variability and Value [14]. In this perspective, data subject should be aware of it and
should be able to completely control the all lifecycle processing of her/his personal data.

The definition of Consent was set by the Council Common Position10 in 1995, as
“any freely given specific and informed indication of his wishes by which the data
subject signifies his agreement to personal data relating to him being processed”.

When consent is requested to processing personal data health-related in electronic
health records (EHR) a specific consent must be obtained, as stated in WP131 -
Working Document on the processing of personal data relating to EHR: “Specific”
consent must relate to a well-defined, concrete situation in which the processing of
medical data is envisaged. Therefore a “general agreement” of the data subject - e.g.
to the collection of his medical data for an EHR and to any future transfers of these
medical data to health professionals involved in treatment - would not constitute
consent in the terms of Article 2(h) of the Directive.

Moreover, WP 131 highlights that “consent by the data subject (must be) based upon
an appreciation and understanding of the facts and implications of an action. The
individual concerned must be given, in a clear and understandable manner, accurate
and full information of all relevant issues, in particular those specified in Articles 10 and
11 of the Directive, such as the nature of the data processed, purposes of the processing,
the recipients of possible transfers, and the rights of the data subject. This includes also
an awareness of the consequences of not consenting to the processing in question”.

The WP 187 “Opinion 15/2011 on the definition of consent”, Adopted on 13 July
2011, reports that “The more complex data processing is, the more can be expected
from the data controller. The more difficult it becomes for an average citizen to oversee
and understand all the elements of the data processing, the larger the efforts should
become for the data controller to demonstrate that consent was obtained based on
specific, understandable information.”

The Working Party stated that “This Opinion is partly issued in response to a
request from the Commission in the context of the ongoing review of the Data Pro-
tection Directive. It therefore contains recommendations for consideration in the
review. Those recommendations include:”

(i) clarifying the meaning of “unambiguous” consent and explaining that only
consent that is based on statements or actions to signify agreement constitutes
valid consent;

(ii) requiring data controllers to put in place mechanisms to demonstrate consent
(within a general accountability obligation);

(iii) adding an explicit requirement regarding the quality and accessibility of the
information forming the basis for consent, and

(iv) a number of suggestions regarding minors and others lacking legal capacity
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Furthermore, WP 223, states that “users must remain in complete control of their
personal data throughout the product lifecycle, and when organisations rely on con-
sent as a basis for processing, the consent should be fully informed, freely given and
specific” and continues stating that “Indeed, empowering individuals by keeping them
informed, free and safe is the key to support trust and innovation, hence to success on
these markets.”

An example cited by WP on WP223 is the following:
“A health-related device uses a small light to monitor how blood flows in veins, and

to derive heartbeat information. The device includes another sensor that measures
blood oxygen level but no information is available on this collection of data neither on
the device nor on the user interface. Even if the blood oxygen sensor is fully functional,
it should not be enabled without first informing the user. Explicit consent will be
required to enable this sensor.”

Taken into account all the considerations above reported, it is understandable the
need of requirements clearly defined that will support data subjects and e-health
professionals.

2.4.1 Issues Related to the “Consent”
Consent to process personal/sensitive data should be informed. However, this is
sometimes very difficult because many IoT devices are not designed to facilitate
information to interested users. There is therefore:

– The need to obtain prior and informed consent, unless the treatment is objectively
necessary, i.e., for the execution of a contract to which the data subject is party. The
notice must state the identity of all those involved in various ways in the processing
of personal data and specify that “data subjects must have a possibility to revoke
any prior consent given to a specific data processing and to object to the processing
of data relating to them” (WP223) at any time.

– The need to store and process only data collected on the data subject “strictly
necessary for the specific purpose previously determined by the data controller (the
“data minimisation” principle)” (WP223).

2.5 Jurisdiction

The exclusive problem with Internet jurisdiction in IoT might be the presence of
numerous parties in several parts of the world. Then, if one party wants to sue the other,
where can he sue? Traditional requirements generally comprise two areas:

1. the Place where the defendant resides, or
2. where the cause of action arises.

At large, in the context of the Internet, considering the lack of physical boundaries,
both these are difficult to establish with any certainty. For example, a single transaction
(e.g. data processing) can involve the laws of three jurisdictions:
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1. the laws of the state/nation in which the user resides,
2. the laws of the state/nation that apply where the server hosting the transaction (e.g.

data processing) is located, and
3. the laws of the state/nation which apply to the person or business with whom the

transaction (e.g. data processing) takes place.

So, a user in one of the Indian States conducting a transaction (e.g. data processing)
with another user in Britain through a server in Canada could theoretically be subject to
the laws of all three countries as they relate to the transaction at hand.

In any case, in the privacy context it’s necessary to refer to the European regulation
(Directive 95/46/CE) to find out which is the correct regulation to apply to the specific
case.

3 Security and Privacy in a Real Scenario

Medical devices connected to the network may be beneficial in many ways (time and
money saving, rapidity of intervention), but may also be over shadowed by several
critical issues: the theft of personal information, intentional and malicious tampering
devices, deterioration and accidental failures. Medical devices in the network, there-
fore, are vulnerable as any other related technology. When, through a device connected
and plugged into a person, a computer crime is committed, it is not always easy to
identify the person held responsible for the custody and preservation of data staff
treated (also in terms of omission in the adoption of security measures and/or orga-
nizational measures for the protection of personal data).

Moreover, we should also consider attacks aimed at people with the intent to cause
physical harm. This is the case of, for instance, implantable cardioverter defibrillators
(ICD), pacemakers or even insulin pumps. The first two devices, so important to the
health of millions of people suffering from heart disease, are not designed to withstand
attacks. Indeed, both defibrillators and pacemakers can be reprogrammed, forcing them
to shut down or send a potentially fatal electric shock, or even infect other pacemaker
or ICD. Moreover, the use of wireless control systems, in fact, exposes at least a
theoretical risk of intrusion, sabotage and even theft of sensitive information. The
researchers have succeeded to collect personal data of some patients by capturing
signals emitted by radio systems implanted.

It is essential, therefore, that the safety of these medical devices is integrated from
the moment of their design, and not reconsidered at a later time, thus ensuring an
approach secure by design (and, therefore, also privacy by design). The IoT, in fact,
allows the creation of tools to detect and continuously monitor parameters essential to
health, to be included in the “wearable technology”: bracelets, clothing, sensors with
functions related to health that operate even through smart phones. This allows a great
development of telemedicine and home care, which are becoming increasingly inno-
vative fields.
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4 Conclusions

One of the main issues relating to security and privacy is the analysis of the data flow in
a IoT architecture that should be designed in accordance with the new principles of
“Privacy by Design” and “Privacy by default”, and verified by PIA. Although the IoT
implementation of security mechanisms and privacy has been widely debated [15],
there is still the open question of who should be in charge of informing users about the
management of their personal/sensitive data and to collect and store all consents. In
particular, the “lack of control” on the data is one of the main issues to wonder about.
In fact, the sharing of personal data among physicians, device manufacturers, software
developers, suppliers of computing power, clouds providers and analysts, entails for the
people whose data are processed, extremely difficult to exercise proper control over
these data, the method of their transmission by IoT devices, shared between third
parties and, above all, on the objectives pursued different from those associated with
the device (so-called “secondary use”). As above reported, WP 223 states that “users
must remain in complete control of their personal data throughout the product life-
cycle”. Thus, it remains to be clearly identified the role of all the actors in IoT (e.g.
physicians, developers, IoT producers, etc.) in the management and storage of the
collected data.

At the end of this analysis, we cannot provide a final answer to all poised questions,
however, we may suggest technological and procedural efforts.

Standardizing requirements represent a mandatory issue that should ensure both
uniformity in design research protocols and in strengthening digital privacy and
security. This will be ensured one the one hand by providing the constructor with
definite rules as to how to “maximize” the efforts to ensure adequate data protection
and privacy (“Privacy by Design”) and on the other by refining and reinforcing the
regulations governing privacy and security. This point is of outmost interest when
considering the perception that a general IT tool end-user has of the technology he/she
is facing. Indeed, most people consider information stored on their mobile phones to be
as or more protected than that stored in their personal computers (Urban et al. 2012),
although it is virtually impossible to keep track of where data are being held, by whom,
and for which purpose. Similarly, people consider data stored in institutions (such as
online banks) to be safe and no one describes the potential dangers related to data
breaches. This altered perception of privacy should hint new efforts at enhancing
technological literacy of the population and at increasing public’s knowledge of pri-
vacy and security in order to exercise a proper control over their data.

Likewise, in health research data protection depends on institutions, investigators
and sponsors, although it appears unrealistic to think that ethical obligations can be
fully met without guidance and resources. Also in this case, the governments should
promote the development of education, certification, and accreditation systems that
apply to all researchers, rather than mandating that privacy and confidentiality be
“maximized” [The National Institutes of Health Guidelines for the Conduct of Research
Involving Human Subjects (2004)]. In this way, the ethical obligation to protect par-
ticipants, which lies first with researchers, can be more easily met, as requested by
National Bioethics Advisory Commission (NBAC) (2001).
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Abstract. Spontaneous wireless networks enabled by mobile end-user
devices (e.g. smartphones) are receiving considerable interest due the
possibility to offer a wide range of novel, highly pervasive and user-
centric network services and applications. Novel and extremely flexible
network deployment strategies are required in order to cope with the
user mobility, the limited communication capabilities of wireless devices,
and the intrinsic dynamism of traffic loads and QoS requirements. In
this paper, we want to trace the path, and related challenges, that lead
toward a Community Owned Wireless Access Network (COWAN) to pro-
vide Internet and Cloud-based services through the sharing of resources
owned by the end-user devices. In such way, Software-Defined Network-
ing (SDN) solutions could play a central role in order to make easier the
network creation and management and to deliver performance guaran-
tees to end users. However, the extension of the SDN paradigm to mobile
devices requires facing the challenge of moving some network control on
end-user devices to support network interaction capabilities and services.

Keywords: Wireless access networks · Software defined networks ·
Self-organizing and spontaneous networks

1 Introduction

Recent advances in telecommunications have led to the proliferations of wireless
devices able to access the Internet through a multitude of wireless technologies.
At the same time, we register an increasing research interest towards sponta-
neous networks composed by mobile end-user devices which share their network
resources in order to extend Internet coverage and services availability.

The interest is encouraged by the availability of several wireless interfaces
(e.g. WiFi, Bluetooth, LTE) through which spontaneous networks can be dynam-
ically established. A new communication paradigm, characterized by the fact
that the access network has a strong spontaneous nature and is primarily made
up of users owned devices, is emerging.

Several authors conducted previous works in such direction. In [1] a new
generation of network nodes able to provide intelligent and city-wide services
for citizens, city authorities and utilities was proposed. The proposed STEM-
Net was conceived as an evolutionary solution for deployment, extension and
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management of the network infrastructure in a smart city. The proposed solution
was capable to face the heterogeneity of devices and network technologies and
the fragmentation of coverage and connectivity in urban areas. The STEM-
Net paradigm foresees the realization of a new generation of wireless devices,
called Stem Nodes (SNs), that are able to self-configure at multiple layers of the
stack on the basis of their hardware configurations, and thus to assume multiple
network roles (i.e. gateway, relays, etc.). Such a multi-purpose nature justifies
the parallelism with the biological counterpart. Similar with a stem cell, a stem
node can undergo mutation in order to fulfil a given task. Mutation is driven by
both built-in node capabilities and additional capabilities that are dynamically
learnt by cooperating with other nodes.

In [2] authors focused their attention on emergency-related scenarios and
investigated the potential of spontaneous networks for providing connectivity
over the emergency area through the sharing of resources owned by the end-user
devices. A novel approach toward the deployment of spontaneous networks com-
posed by wireless SNs was proposed to emphasize their ability to cover multiple
network roles (e.g. gateway, router). The self-organization of the spontaneous
network was achieved through the local reconfiguration of each SN.

In [3], a special case of User-Centric Networks (UCNs) named Spontaneous
Smartphones-based Networks (SSNs), has been treated where the role of the end-
user devices is played by smartphones that are, “evolutionary” and more active
in supporting communication services. SSNs present key features like spontaneity
in the creation of the network and redefinition of the device role in order to make
them continuously adaptive to both network and users requirements. The work
was devoted to identify the potential advantages of SSNs, by also providing a
clear definition of the challenges and the issues that need to be faced in order to
make this emerging paradigm effective and practically deployable.

As a natural evolution of these previous works, in this paper, we want to
trace the path that leads toward a Community Owned Wireless Access Network
(COWAN) to provide Internet and Cloud-based services through the sharing of
resources owned by the end-user devices. This new approach offers great advan-
tages in terms of (i) lower costs required to set up the network access, (ii)
reduced or no maintenance at all for network management, and (iii) possibility
to set-up a network even on scenarios where the infrastructure is poorly available
(i.e., disaster scenarios, rural areas, least developed countries, etc.).

Despite the enormous potentials, a COWAN based on smartphones or similar
devices (e.g., phablet, tablet), is still a challenge [3]. Usually, the network creation
and management requires a massive intervention from the users that, however,
would prefer being agnostic about technological issues. This requirement con-
stitutes a unique challenge of COWAN compared to traditional self-organizing
systems and generic multi-hop ad hoc networks [4,5]. Hence, a framework able to
limit the human intervention, with the aim of making the network management
as much spontaneous as possible, is mandatory for the success of the COWAN
approach. In such way, Software-Defined Networking (SDN) contribution could
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play a central role in order to make easier the network creation and management
and to deliver performance QoS guarantees to end users.

The rest of the paper is organized as follows. In Sect. 2 we introduce the
concept of Community Owned Wireless Access Network. In Sect. 3 we motivate
the benefits of a SDN contribution introducing open issues and challenges and
then conclusions follow in Sect. 4.

2 Community Owned Wireless Access Network Scheme

Community Owned Wireless Access Network (COWAN) are based on smart-
phones or similar devices. The deployment of such kind of network is partic-
ularly suited on scenarios where the infrastructure is poorly available (Fig. 1).
An extended pervasive wireless Internet access can be obtained by naturally
extending the coverage of wide areas using the huge density of smartphones
located in all daily life environments. When natural catastrophes disrupt tradi-
tional network infrastructures, a COWAN can support communications between
survivals and rescue teams. Moreover, when special events (e.g., concerts, trade
fairs, Olympic games) involve huge numbers of people with risks of overloading
the communication infrastructure, COWAN can be used to offload mobile data
traffic from cellular networks.

The logical architecture of a generic end-user smartphone is illustrated in
Fig. 2. In our design, a network node is defined as a special case of Stem Node
[2] and, in particular, we use the term Community Smart Node (CSN) to indicate
novel family of software enhanced smartphones. We further note that in our view,
a CSN may be like a simplified variant of Stem Phones (SPs) defined in [3], so a

b) - Emergency and post-disaster recovery c) - Crowd gathering places

a) - Wireless Internet access extension

Fig. 1. COWAN communication scenarios.
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Fig. 2. Community Smart Node architecture.

limited fraction of the existing smartphones that can still provide useful services
to the neighboring legacy phones.

Each CSN, participating to the COWAN setup, can play a given set of
roles according to the network capabilities/functionalities supported by the spe-
cific device. The basic set of roles of each CSN include the ability (i) to pro-
duce/receive data (i.e. End Node role), (ii) to forward the traffic of other termi-
nals (i.e. Relay role) and (iii) to act as a gateway (i.e. Gateway role) providing
access to global network resources to other terminals.

The set of roles played by each CSN can vary in accordance of its own built-
in characteristics (i.e., hardware features or user preferences). For example, the
gateway role could require the simultaneous use of different communication tech-
nologies to connect other nodes (e.g., Wi-Fi, Bluetooth, IEEE 802.15.4) and to
access to global network resources (e.g., LTE). Moreover, each role is mapped
to a stack configuration and it is foreseen the possibility, for a CSN, to change
its configuration over time for self-optimization purposes.

3 SDN Contribution to COWAN Scheme: Open Issues
and Challenges

To make really feasible a COWAN solution the big challenge is to limit, or
reduce to zero, the user intervention in the network creation and management.
Such processes should be as much spontaneous and transparent as possible. In
such way, Software-Defined Networking (SDN) contribution could play a central
role in order to make easier the network creation and management and to deliver
performance QoS guarantees to end users [6,7].

The main benefit of SDN is the separation of the data and the control plane
to provide a global view of network and allow an easier way to configure and
manage it. In SDN, user devices are substantially responsible only for packet
forwarding. Existing mobile phones are generally equipped with multiple net-
work interfaces, complicating the process of selecting the best access technol-
ogy at each moment (e.g. WiFi hotspots, WiFi access to fixed residential home



A SDN Solution for Spontaneous Wireless Access Extension 519

gateways, LTE cells). A generic mobile node may decide to use the available
access network options sequentially (i.e., move all traffic from one technology to
another) or simultaneously (i.e., move selected flows from one access to another).

In our vision, we suppose that telecom operators, which already offer both
residential fixed and mobile connectivity services, can also offer to external par-
ties (e.g., service providers) a set of SDN API to make available SDN services
at the edge of the network. This particular condition influence the decision of
which access technology should be used to deliver a certain type of traffic to a
specific mobile terminal or group of users. In such a context, it can be assumed
that each mobile node can easily join to a Software Defined Wireless Network
(SDWN) [8].

These strong assumptions are away from the scope of our proposal and we
are aware of the presence of several challenges, not yet overcome, which make
such scenario extremely difficult to achieve. However, the main contribution that
we want to provide is another step forward, the creation of a multi-hop extension
of a SDWN, namely the COWAN.

To meet this challenge, we propose to export SDN software modules in the
architecture of a Community Smart Node (CSN). The design of SDN is based
on centralized control functionality for simplicity and flexibility (i.e. OpenFlow,
NOX). However, they did not adequately address scalability and reliability
requirements of a COWAN architecture. Some alternative distributed and/or
hierarchical solution could be compliant with our purposes [9–11].

The Kandoo scheme [10] appears to be the most suitable because it is a
hierarchical implementation of SDN controller for OpenFlow. Kandoo creates a
two-level hierarchical SDN controlling system that distinguishes local controllers
and management applications from global ones. The local controllers manage a
subset of nodes and execute applications which do not need network-wide views,
whereas the global controller is responsible for managing all the local controllers
and implementing global policies. In such a way, the SDN integration is provided
introducing a hierarchical implementation in CSNs architecture. The consequent
introduction of a SDN Local Controller block allows each node to be able to select
the most appropriate protocol stack, SDN compliant, related to the specific role
to play.

4 Conclusions

In this work we have presented the potential of COWAN, motivating the need
to integrate the functionalities of SDWN to minimize users’ involvements in
network set-up and maintenance. We believe that the implementation of SDN
modules in each smartphone architecture, could favor the diffusion of research
activities focused on Community Owned Wireless Access Network.
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Abstract. The flexibility of future wireless network architectures is
aimed at allowing more innovation, reducing complexity and improving
service offerings. Software Defined Networking (SDN) has been identi-
fied as an enabler for this adoption. From an implementation perspective,
we provide a description of use cases and a framework overview for its
implementation. This framework and the future work identified serve as
pointers for further research projects in Software Defined Wireless Net-
work (SDWN).
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Auto-configuration

1 Introduction

Immersed in various marketing and research activities on breakthrough data
download speeds as the basis of the Future Internet and 5th Generation (5G)
wireless networks, the real game changers will be technologies that focus on
being enablers to ensure future networks are self organised, flexible and program-
mable. Vertical system architectures where a single manufacturer is responsible
for developing the hardware, software and applications will gradually be phased
out by a separation of the application layer, control layer and the data layer.
One of the main drivers for this new phase in communication networks is SDN.

Network operators are eager to embrace new services and revenue opportuni-
ties, but not necessarily new technologies that require overhauling their physical
network. It is thus pertinent to give operators the freedom and flexibility to
innovate and create new service offerings by providing them with a more flexible
network architecture. This is the main driver for the evolution of today’s com-
munication networks towards being software based. With the introduction of
OpenFlow in [1], and collaboration between all major stakeholders at the Open
Networking Foundation (ONF), SDN has witnessed wide scale adoption.

This paper highlights three use cases and a corresponding architectural
framework that can be adopted for implementing SDWN. The final section fur-
ther highlights three areas which must be considered in future implementation
projects.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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2 Use Cases and Applications

The possible benefits that the introduction of programmable, flexible software
defined networking will have across all types of wireless networks is varied. The
authors in [2] present a comprehensive survey on SDWN and virtualization. We
discuss only three use cases and applications in which the introduction of SDWN
will lead developers to rethink the design of future wireless network architectures.

2.1 Flexible Wireless Backhaul

One of the candidate technologies for meeting 5G cellular network performance
targets is improving interference coordination schemes in very large scale Coordi-
nated Multipoint (CoMP) transmission. Combining signals from multiple anten-
nas requires creating a single logical cell with multiple low cost radio nodes
(forwarding devices). Furthermore, the mass deployment of small cells and use
of millimeter wave (with its inherent high speed but short distance) results in
the necessity for flexible wireless backhaul. Implementing flexible wireless back-
haul via conventional traffic engineering schemes will not suffice due to current
protocol specific implementations. However, SDWN can introduce a separation
of data plane from the control plane allowing compatibility with multiple traf-
fic forwarding protocols in the control plane with MAC adaptors for simplified
forwarding on the data plane.

2.2 Flexible Traffic Steering via Heterogeneous Radios

SDWN enables the possibility for smarter load balancing and flexible wireless
backhauls with QoS based routing. This is achieved due to the support for media
independent handover and protocol independent forwarding. Using information
of location specific capacity requirements, flexible traffic steering schemes can be
implemented to achieve various operator objectives. Having the knowledge of the
network state, the controller can steer the traffic and thus optimize bandwidth
utilization taking radio resources into account. Flow optimization within the
backhaul can also be implemented with the flexibility SDWN provides. It also
enables differentiated processing of flows based on the flow information (type of
service, src port, dst port, etc.) for different service types. The network PHY
and MAC can thus adapt its resources based on the class of service and QoS
requirements of flows. This results in more flexibility and options to meet users
QoS requirements by provisioning. This application is key as validity of Selected
IP Traffic Offload (SIPTO) in cellular networks becomes established.

2.3 Integrating Heterogeneous Wireless Networks

SDWN defines open interfaces to manage and configure heterogeneous access
networks, through coordinated efforts between ONF, OpenDaylight and the
IEEE 802 OmniRAN groups. Furthermore, by abstracting multiple heteroge-
neous access technologies into a single access infrastructure, it is irrelevant which
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actual RAN technology the end user is connected to as this remains transpar-
ent. SDWN based architectures enable infrastructure sharing among multiple
service providers. The end user is also able to utilize multiple radio interfaces
for mobile traffic offload, where data originally targeted for cellular networks are
offloaded to Wi-Fi or other complementary technologies but abstracted as a sin-
gle network and technology to the user. This use case when applied to roaming
scenarios between WiFi hotspots and eNodeB drastically ensures service conti-
nuity for critical applications envisaged in next generation wireless networks.

In spite of the aforementioned use cases, it must be understood that SDWN is
not the magic wand that will provide solutions to all challenges in wireless com-
munications. SDWN should be viewed as a tool that empowers us with the much
needed flexibility as well as removing constraints in todays network architectures
in order to innovate new solutions for existing problems and future challenges in
wireless networks. Furthermore, we have encountered multiple implementation
challenges which include:

1. Meeting strict QoS requirements to support provisioning of triple-play ser-
vices over multi-hop, sometimes heterogeneous links

2. design tradeoff between architecture flexibility and optimal performance
3. support for heterogeneous networks with a set of technology agnostic, ven-

dor independent primitives which are required for managing the forwarding
devices

3 Unified Software Defined Wireless Networking
Framework

During the course of the FP7 CARMEN project on carrier-grade wireless mesh
networks’, we began to investigate the programmability of simple, but heteroge-
neous wireless nodes and studied decentralized and centralized approaches [3].
We concluded that only a centralized controller would be able to make coherent
spectrum allocation and traffic forwarding decisions in an environment poten-
tially as volatile as the unlicensed U-NII band. Next, a technology independent
messaging and addressing service was required. Extending the concept behind
IEEE 8021.21 was found to be a viable solution, while the data plane required
a means to enforce centrally computed data path across a multi-hop network.
Multiprotocol Label Switching (MPLS) was considered a suitable and technol-
ogy independent solution, among others. During the course of the SolarMesh
projects [4] we developed this concept further with a strong focus on energy-
efficient wireless back-hauling and arrived at a generic architecture with support
for programming heterogeneous wireless interfaces. These architectures serve as
the basis for what is explained in the following sections.

Figure 1 shows our proposed SDWN logical framework directly inspired from
the framework used in SDN. A description of the key modules is provided as
follows:



524 O.G. Aliu et al.

Fig. 1. SDWN logical framework

3.1 Control Plane

In wireless networks, the control plane consists of more than just a single physical
controller or network entity. This is the core of the network architecture that
serves as a platform for the network operating system. It orchestrates the traffic
forwarding and signalling behavior of the network via its interface to the lower
layers. Provisioning of network services, defining forwarding rules, traffic routes
and radio resource management is enforced on the network at this layer. The
control plane is responsible for enforcing polices defined in the service plane. As
regards topology of the underlying infrastructure, this plane also incorporates
functionalities for load balancing and Network Function Virtualization (NFV).
In wireless networks, topology management is key due to new nodes joining and
leaving the network on varying time scales. In addition, mobility management
is required especially for infrastructure-less wireless networks.

Depending on the type of technology used in the wireless network, the con-
trol plane would consist of different network elements. For example in cellular
networks its main network elements will be located in the core network, in IEEE
802 wireless1 networks as a master node or controller managing a set of wire-
less access points. The framework shown in Fig. 1 is a logical representation. In
practice, it is expected to utilize physically distributed instances of controllers
managing different slices of the network while synchronization of all function-
alities remains at a centralized point in this plane. The key modules which are
technology agnostic which should be implemented on this plane include network
selection, network configuration for managing forwarding devices on the data
plane, and traffic routing for path computation and enforcing routing policies.

1 WiFi, WLAN, WiMAX, etc.
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3.2 Technology Abstraction Layer

An important module of the control plane is the technology abstraction layer as
shown in Fig. 1. Abstraction helps reduce complexity in network design, imple-
mentation and supports interoperability. We strongly believe future wireless net-
works will be flexible to deliver services whereby the underlying technology (e.g.
LTE, WiFi, etc.) remains transparent to the end user. This ensures support for
operation over heterogeneous technologies and is achieved by having a common
set of message primitives in which the control layer can seamlessly configure and
manage the underlying network. Since multiple protocols can be used to imple-
ment this, an open southbound interface is defined between this layer and forward-
ing devices in the data plane. More information about the technology abstraction
layer and device abstraction layer simply a generic abstract interface in [5] and
further developed as a single universal technology interface in [6].

3.3 Southbound Interface

To ensure interoperability between vendors as well as to support heteroge-
neous networks, a standardized interface is specified to describe communica-
tion between devices on the data plane and network elements in the control
plane. This communication is done over a secure channel and the main objective
is to manage the forwarding devices or nodes, including device configuration.
Various protocols can be used to achieve this, such as Forwarding and Control
Element Separation (ForCES), Network Configuration Protocol (NETCONF),
SNMP4SDN (an extension of SNMP), Interface to Routing System (I2RS) and
Path Computation Element Communication Protocol (PCEP). Protocols used
for secure control-data plane communications vary based on the type of network
and use case being considered. OpenFlow is currently the most widely adopted
but as it is just one protocol on the southbound interface, it is important to
ensure the southbound interface remains “Open” for other protocols (existing
and new) in a non-proprietary way.

3.4 Device Abstraction Layer

This layer is responsible for providing information on the type of device and
capabilities of its forwarding interfaces to the control layer. A Universal Tech-
nology Interface (UTI) can be implemented both in the control and data planes
as a technology abstraction layer and/or device abstraction layer, respectively as
shown in Fig. 1. Depending on the type of technology and use case considered,
implementation of this abstraction layer can be done in the physical controller or
in the forwarding devices. One of the major proponents for its implementation
in the controller is to ensure compatibility with generic forwarding devices for
easier adoption. Similarly, implementation in the forwarding devices would help
equipment vendors make device specific translations based on device agnostic,
generic message primitives in order to improve device performance.
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3.5 Data Plane

The final layer responsible for data forwarding and connecting to the end user
device is the data plane. SDN concept advocates for devices that are simplified,
low cost, minimal processing but specialized for forwarding packets. In essence,
the devices here should primarily receive forwarding rules from the control plane
and take actions based on a set of preconfigured traffic routes stored in its flow
tables. Statistics of the network are periodically sent back to the control plane
for optimising forwarding rules.

The peculiarity of the data plane in wireless networks requires configuration
of the wireless links between forwarding devices, as well as the wireless link to
their controller. It is thus pertinent to include a link configuration module in for-
warding devices specifically for link monitoring and configuration. This includes
simple localized functions, particularly for modules that cannot be performed
efficiently from a physically centralized point. In essence, a boot strap phase will
be used for initial setup connection and configuration of the device. An example
is channel scan for outdoor Wireless Local Area Network (WLAN) to deter-
mine interference free channels, determining active links to neighbouring nodes,
channel state information, etc.

Consider an example when a wireless node with plug and play functionality
tries to connect to an already live network. The messaging flows indicated in
Fig. 1 are described as follows:

1. At Bootstrap phase, the forwarding device does a self-discovery process to
identify its interfaces and capabilities. A power-spectrum scan is initiated to
identify free channels on its interfaces. This is done along with a network
search. The scan results are encoded in a messaging format and sent out to
the controller or master.

2. When the controller receives this encoded messages, it executes a security
check for authentication and authorization.

3. Network selection module is responsible for selecting the type of physical
network (assuming a heterogeneous network) and to which network slices
this new node will be associated to.

4. Radio Resource Management (RRM) will aid in spectrum allocation based
on a global view of the network, neighboring nodes and determine channel to
be used on other interfaces (excluding the joined interface). This module is
also responsible for DFS in networks operating on the UN-II bands, TVWS
external database or licensing policies in event of operation on a licensed band
as in mobile cellular networks.

5. Optimum allocations are signalled to the Remote Device Configuration
(RDC) module. Simultaneously, network policies and virtualisation instances
from the service provider platform aid the network configuration module to
signal the RDC.

6. The RDC which translates the information via the Technology abstrac-
tion layer as simple machine language commands/instruction set to the for-
warding device. Examples of 6 message primitives and their description are
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summarized in Fig. 1. We have implemented these primitives and used to
control the wireless nodes (see [5,6] for more details).

7. Based on statistical analysis on the types of applications and QoS require-
ments, the capacity management updates the data path optimisation.
Updated flow tables and channel assignments for all interfaces are thus sig-
nalled to the RDC and sent as multicast.

There exists a fundamental tradeoff between achieving flexibility in the net-
work and optimum performance, which leads to the consideration of different
architectures. The key design principle however is choosing the right level of
abstraction in separation of the control plane form the dataplane. The choice of
these primitives highlighted in Fig. 1 was in no way trivial but based on ongoing
in house development and testing which started in 2008 [3], feedback from ser-
vice providers and performance benchmarking. A subset of the modules, required
messaging primitives and the flow sequence have been made public in [5,7,8] by
the same authors. Nevertheless, a full listing of all the primitives required, their
descriptions and effect when generated will be provided in the SDN4wireless
project [9]. Details of this framework for third party validation will also be made
available in the project [9].

4 Future Research Directions

We present existing challenges in the form of questions that need to be addressed
in order for full adoption of SDWN paradigms in the wireless domain.

Definition of Interfaces. Wireless heterogeneous networks deal with more
compatibility issues from multiple technology specific protocols as compared to
wired networks. The choice of a common descriptive language and command
primitives set for all ‘event-action’. By further defining specifications for open
generic interfaces, what specialized networks functionalities may be lost? Do
such heterogenous networks with common set of primitives have higher perfor-
mance than existing proprietary implementations? To address these questions,
more activity is expected to focus on interface description and published set
of command primitives for network interface cards and to ensure protocols on
these interfaces remain open and not closed to members of consortiums. There
are also concerns on the level of information in the APIs provided by hardware
manufacturers for third party developers.

Software Defined MACs. In order to achieve a general purpose but con-
text aware MAC protocol, programmability of the network interface cards is
required. Motivated by the attempt to program abstractions for wireless termi-
nals, some research directions suggest MAC be made context-dependent, yield-
ing simple programming models yet providing enough flexibility to support most
customization needs. As wireless card manufacturers gradually make available
their wireless MAC processor architecture to developers, more research activity
and new innovations are expected on software defined MAC.
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What Is the Role of Data Analytics? With the huge benefits SON had on
mobile networks [10], future wireless networks in general are envisaged to incor-
porate more intelligence to ensure programmability from a logical central point,
utilize real-time data analytics as well as incorporating Artificial Intelligence
(AI) schemes. Such schemes will enable smart cities utilizing infrastructure from
wireless networks. However, a lot of data will be required and statistics gath-
ered from the forwarding layer in order to be analyzed at the service layer. This
feedback enables the network to constantly self-optimize its performance, also
creating personalized services for users. Further work should focus on stability
of AI schemes, data analytic tools to serve as input for rule creation as well as
legal issues surrounding user profiling and data gathering.

Our future work will include evaluation results which provides a comparison
of our software defined wireless backhaul network with existing wireless backhaul
networks. This will follow a 3 step approach listing functional module description
to hardware implementation and quantitative performance evaluation.

5 Conclusion

In this paper, we have presented a logical framework for software defined wireless
networks. The main impact is addressing the general question of how central-
ized decision making modules have to be for wireless networks. We realized that
certain controller functions have to remain at the forwarding devices, i.e. initial
channel scan, link status neighbor sensing. This is especially important dur-
ing the bootstrap phase. Further description of a technology abstraction layer
and device abstraction layer were described with references for more detailed
technical description. This technology abstraction is pertinent for future hetero-
geneous networks, including satellite networks for ubiquitous backhaul connec-
tivity in remote and rural areas. To support technology agnostic data forwarding
devices, multilink CPE prototypes are also being investigated in [11].

We believe that the open issues, solutions and framework that have been
identified and summarized in this paper, will trigger new ideas and further act as
pointers to developing solutions. Software defined wireless networks will certainly
create the required enablers for the next generation of wireless networks.
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Abstract. This paper introduces USD, a novel User-centric Software
Defined platform for 5G mobile devices, which supports a wide range
of users with the diversity of technical experience. Respecting user pref-
erences, USD is able to exploit multiple wireless networks, as well as,
to differentiate application traffic. The advantages of USD are realized
by using a set of network virtualization (NW) and Software Defined
Networking (SDN) technologies. Similar to the state-of-the-art works,
USD leverages SDN in the exploitation of multiple networks. However,
USD uniquely uses network namespace to isolate an application traffic
at a granularity as fine as a process (i.e., each process’s traffic belong to
one networking stack). Moreover, USD relaxes the dependence on radio
hardware by using wireless virtualization. The relaxation aims not only
to efficiently utilize 5G networking resources but also to add an user-
centric interface. As a proof of concept, we implement a prototype of
USD using the Wi-Fi, Open vSwitch, and the network virtualization
technologies. We evaluate the performance of USD in a comparison with
a legacy platform in an assuming 5G scenario. The evaluation results
show that the USD prototype achieves comparable performances to the
legacy platform while it introduces the advanced user-centric features.

Keywords: 5G · User-centric · Device · NW · SDN

1 Introduction

It is widely recognized that the functional 5G system will be available by the year
2020. Generally, the 5G system has been designed toward the technical key per-
formance indicators (KPIs) such as peak data rate > 1 Gbps, end-to-end latency
< 1 ms, etc. [1]. The 5G infrastructure is expected to provide extremely high
bandwidth, low latency, reliable connection, which aims to significantly enhance
the quality of user experience (i.e., the final goal). Therefore, among the most
important issues, the 5G design is shifted from system-centric to user-centric
[2]. That means the users will play an active role in networking functions in the
5G era. The users, who have different technical backgrounds, experience many
evolving and novel applications (e.g., Big Data applications). The applications,
each of which has different KPI requirements, should satisfy user expectation.
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The 5G device hence should well support the traffic differentiation and user
diversity.

The 5G device is commonly envisioned to have multiple wireless technologies,
which operate under the dense deployments of multiple types of cells (e.g., small
cell, micro cell, pico cell, etc.) [3]. The first important function on a 5G device is
concurrent exploiting multiple wireless networks (same or different technologies)
for applications. The benefit of exploitation is intuitive since a 5G application
could aggregate different network’s bandwidth or achieve seamless handover. On
the other hand, many 5G wireless technologies promisingly provide sufficient 5G
KPIs as shown in the standard committees’ goals for releasing the 5G versions
(e.g., Wi-Fi in [4]). Moreover, the switching cost between different technolo-
gies on device is not negligible (e.g., energy consumption, reconfiguration, etc.).
Therefore, the 5G devices should avoid the switching as much as possible.

Addressing the aforementioned issues, this paper proposes a novel User-
centric Software Defined platform (namely USD) for 5G mobile devices. USD
leverages the advantages of network virtualization (NW) and software defined
networking (SDN) technologies in the user-centric 5G design. Specifically, the
NW in a form of wireless virtualization relaxes the dependent of hardware radio
for the aims of enhancing resource utilization and creating an user-centric inter-
face. The interface, which is SDN-based and open, allows the USD device to
interact with a SDN control component through a well-defined API (i.e., Open-
Flow). Hence, USD supports a wide range of users, who determines policies
provided from a control component located on a device, from an operator, or a
third party partner. Another advantage of USD is that it utilizes the NW in the
form of network namespace in creating multiple networking stacks for applica-
tion process isolation. As a result, a USD user is able to select networks for an
application at the granularity as fine as a process. Similar to the state-of-the-
art works, a SDN switch that attaches multiple radio interfaces is also used to
exploit multiple networks in USD.

As a proof-of-concept, we build a prototype of USD with the Wi-Fi, Open
vSwitch, and the network virtualization technologies. The wireless virtualization
is adopted to create virtual Wi-Fi interfaces, which assumingly exploit the huge
capability of 5G Wi-Fi links. Open vSwitch [5] attaches one or several wireless
interfaces, each of which is programmed to direct the application flows to a
different network. Open vSwitch could be programmed by a local controller
or a remote controller (i.e., via the user-centric interface). Moreover, the USD
prototype uses two network namespaces, which create independent networking
stacks for determined application processes. We evaluate the USD prototype in
an assuming 5G scenario in a comparison with a legacy platform (i.e., Ubuntu
networking stack). The results show that the USD prototype effectively exploits
nearby Wi-Fi networks, introduces the user-centric feature while it still achieves
a comparable performance to the legacy one.

The rest of paper is organized as follow. In Sect. 2, we describe the design of
USD. Then, Sect. 3 includes USD evaluation results. In Sect. 4, we present the
related works. Finally, we conclude the paper in Sect. 5.
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2 USD Design and Implementation

2.1 Problem Description

In the 5G era, the advanced technologies on both the 5G infrastructures and
devices are capable of providing sufficient capacity in terms of bandwidth,
latency, reliability. The 5G users will experience a plethora of applications, which
are evolved from the existing applications and totally novel ones (e.g., Internet
of Things (IoT) and Big Data applications). Generally, the 5G applications will
have various requirements and generate a diversity of traffic types and traffic
load. However, they should satisfy, or at least, avoid to degrade the quality of
user experience. Many existing problems on the current legacy devices should be
also solved in 5G. For example, network selection is following the user’s criteria.
That requires an important demand from the 5G user, that is controlling the
application traffic with a fine granularity through user-expected networks.

On the other hand, the 5G network supports various types of users, who
have different experience and technical levels. Therefore, the supported control-
ling level should be wide enough in order to support all of them. In this work,
we consider an example of user classification, in which the 5G users are divided
into expert, normal, novice categories. The expert user, who has good techni-
cal knowledge, should be able to build her/his own traffic control policies. The
policy assigns a fine granularity of application to a network following her/his
expectation. On the other end of controlling spectrum, the novice user with the
limited technical experience simply relies on service providers (i.e., similar to in
the current network). The normal 5G user, who has an average experience and
technical knowledge, could define some simple policies his/herself. However, the
normal user may refer for advanced policies from a third party (e.g., via a down-
loadable application). In order to support the users, it is highly required that a
5G mobile device should have an open interface to interact with the controlling
components.

2.2 USD Design

In the user-centric software defined (USD) platform, we mainly leverage the
power of software in controlling application traffic and radio access in a device
(i.e., so-called software defined). The conceptual design of USD is presented in
Fig. 1. In USD, an application process interacts with the module named user
preference, which determines the process’s destination networks. After assigning
a user preference value, the process may directly follow either a private net-
working stack or an SDN-based one, which exploits one or several networks. In
the case of using the private stack, the application works in a similar way as in
the legacy one (i.e., Linux stack). Otherwise, it traverses through an SDN-based
switch, which attaches one or several radios. The switch is controlled by a local
or remote controller depending on the user expectation.

The advantage of using multiple networking stacks is that the service differen-
tiation on the 5G device significantly improved. It allows the user to personalize
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Fig. 1. User-centric Software Defined (USD) platform on a 5G device with two net-
working stacks and three networks (nw1, nw2, nw3)

the traffic flows with a fine granularity (i.e., the process level). For example, two
identical traffic flows, which belong to different processes, could travel through
different networks. Moreover, the stacks are created and controlled by software,
hence they are efficient and flexible. In the SDN-based stack, USD also pro-
vides other SDN-based methods of traffic differentiation. The methods follow
matching and forwarding based on various header fields of incoming packets
(i.e., defined by the SDN/OpenFlow standard). The flexibility of SDN matching
and forwarding is also inherited to handle the coexistence of multiple wireless
networks. USD allows the SDN switch to associate both the virtual and physical
wireless interface. The usage of virtual interface is two-fold: efficiently exploit the
surrounding networks (e.g., several Wi-Fi APs) and to adding the user-centric
interface. USD features the additional importance of the single networking stack
since it is necessary in bypassing the limitations of the state-of-the-art SDN
technology when the controller is remotely located from the devices. In the such
scenario, the control traffic will be conveyed via that networking stack.

2.3 User-Centric Function

In USD, the user preference is one of the most important modules, which requires
interactions from users. The module could be configured proactively or reactively
depending the user experience. For example, the novice user may prefer to use
the proactive configuration provided by an expert (i.e., operators or third party)
hence the technical task is transparent to the user. On the other hand, the expert
user may require a reactive action per one application process. In USD, the sim-
plest form of the user preference module is a user’s decision (e.g., from an expert
user). However, it is commonly expected that the user is suggested the required
KPIs of application. Moreover, the networks information such as bandwidth,
cost, end-to-end delay, or another context-aware values are available for the user
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before making the decision. The technical and context-aware information could
be provided either by several daemons running on the device or by suggestions
from a controlling point in the networks.

2.4 Implementation Challenges

We implement USD on the open operating system Linux. One of the major chal-
lenges is isolating different application processes. We solve that challenge by the
network namespace, which is one form of NW. When a network namespace is cre-
ated, it includes a networking stack that could directly interacts with the appli-
cation layer on a Linux host. The networking stack in each network namespace
operates as a normal networking stack and provides sufficient functions for appli-
cations (such as routing tables, association, ARP caches, etc.). A different net-
work namespace has a distinct set of kernel structures for networking, hence
the two processes in two different network namespaces could be isolated. The
network namespace is well-known for creating the widely-used emulator mininet
[6]. In this work we introduce a novel use case in wireless environments.

Another challenge in USD is how to exploit multiple wireless networks effi-
ciently. Besides the network namespace’s isolation, the multiple networks should
benefit the application on 5G devices. We follow the state-of-the-art approach in
SDN, which bridges several wireless interfaces in a programmable switch. There
are several options for the implementation of the switch such as Linux bridge,
Open vSwitch, etc. However, we select Open vSwitch USD since it well supports
design features. First, Open vSwitch not only can attach wireless interfaces but
also provides open APIs for implementing controlling policies (i.e., OpenFlow).
Second, the Open vSwitch’s new versions have been proven to provide high per-
formance. Note that, we don’t attach all the wireless interfaces on a devices to
Open vSwitch since it will isolate the switch with the network infrastructure. In
order to interact with Open vSwitch, we use virtual Ethernet (veth) interfaces.
The virtual Ethernets are special interfaces that always appear in pairs. They
work like a tube, in which the traffic is in at one side and out in other side. We
attach one side of the tube to the Open vSwitch while the other behaves as a
normal network interface in the Linux networking stack.

3 Evaluation

This section presents evaluations of a USD prototype in an assuming 5G scenario,
where the link capacity is sufficient. We built the USD prototype on Ubuntu
13.10, which includes Open vSwitch version 2.3.1, wireless virtualization, net-
work namespace, and Wi-Fi technologies. The USD interfaces with the user
preference module via a virtual Ethernet interface. Note that, the virtual Eth-
ernet includes a pair of interfaces (i.e., veth0 and veth1). Moreover, the traffic,
which is an input of veth0, will be output of veth1 and vice versa. To efficiently
utilize the 5G wireless link capacity, the wireless virtualization creates the two
virtual wireless interfaces (i.e., vwlan1 and vwlan2) on the Wi-Fi card. The card
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Fig. 2. Evaluation scenario

is Intel wireless card named Centrino Advanced-N 6250 (supporting IEEE 802.11
abgn) with the iwilwifi driver. We attach vwlan1 and veth0 to the Open vSwitch
(OVS) with appropriate forwarding rules. In the evaluation, vwlan1 operates
as one port of OVS, which routes the traffic via network one (NW1). vwlan2
is associated with the access point 2; then it forms a path to the network two
(NW2). The connection diagram is shown in Fig. 2. The USD prototype is able
to concurrently exploit the two Wi-Fi networks, to isolate application process,
and to provide an user-centric interface. All the listed features are not supported
on the legacy networking stack on Ubuntu. We then investigate the performance
in order to evaluate the USD efficiency. In the evaluations, we use the simplest
form of user preference; and compare the USD to the legacy networking stack
(LEG). LEG includes the physical Wi-Fi card and the default network manager.
The considered performance metrics include bandwidth, round trip time (RTT),
and jitter. We use the distributed Internet traffic generator (DITG) [7] in this
work. DITG is the traffic generator that accurately provides many traffic pat-
terns such as the inter departure time between packets (IDT) and the packet
size (PS) stochastic processes. In the operation, the ITGSend module of DITG
is activated on the traffic generation machine, while the ITGRecv module is
listening on the destination of the packets.

In the first evaluation, the ITGSend on the device sends UDP flows to a
ITGRecv server (i.e., another Ubuntu 13.10). We assume that the user selects
NW1 for the traffic flows. As a result, the UDP flows follows a network
namespace’s communication stack. We vary the sending rate from 8 Mbps to
12 Mbps with the step of 0.5 Mbps. With each value of sending rate, the con-
stant rate remains in a period of 30 s. Moreover, each experiment at a rate step
is repeated 10 times. The same process is experimented with LEG. We collect
all the values of throughput, round trip time (RTT), and jitter and show them
in Fig. 3. Note that, the RTT option of DITG is used to avoid the errors caused
by clock synchronization between the machines of ITGSend and ITGRecv. In
Fig. 3a, we plot the average, max, min values of throughput. We can observe
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Fig. 3. Performance comparison between USD and LEG using NW1

Fig. 4. Performance comparison between USD and LEG using NW2

that similar to LEG, USD intuitively increases the throughput when the rate
increases. However, the USD throughput is slightly better than the other. In
Fig. 3b, the cumulative distribution functions (CDFs) of all the RTT values are
plotted. Most of the values of USD’s RTT are better than the ones of LEG.
However, there are several exceptional. The same observation could be drawn
from the jitter value’s figure (i.e., Fig. 3c). Therefore, we conclude that USD
and LEG has the comparable performances in the case of using network one.
In the second evaluation, we aim to use NW2. The USD machine is configured
to send the UDP flows through the virtual Ethernet interface. The flows will
be processed by the Open vSwitch, which is necessarily preconfigured a set of
appropriate rules. In this work, the rules are local but they could be installed by
a remote controller. We also compare the performance of USD with LEG using
NW2. We plot the performance values of throughput, RTT, and jitter in Fig. 4a,
b, and c, respectively. Even getting additional processing steps, USD still keeps
comparable performances in all metrics with LEG.

4 Related Work

The researchers have thoroughly investigated potential technologies for 5G sys-
tems such as mmWave, massive MIMO, full-duplex communication, SDN, cloud
RAN, [8], etc. The recent results show that the technologies promisingly reach
the PKIs in the next few years. Since the major final goal of 5G is satisfying
the user expectation, the 5G design should be shifted from system-centric (as
in the existing networks) to user-centric. In the scope of this work, we focus
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on the user-centric issue on the 5G mobile device. We begin with the common
agreement of the 5G device, in which there is a coexistence of multiple wireless
on a mobile device [9]. The user-centric 5G device should effectively exploit its
surrounding wireless networks for the quality of user experience.

In the mobile network research, there are several works related to exploiting
multiple networks. In [10], the Delphi framework lets the application interface
with the transport layer, which is specially designed for network selection (i.e.,
based on predetermined policies). The Delphi design is application-driven, which
is different to the user-driven approach in our work. However, we can inherit
the Delphi’s advanced features to enrich the USD platform. Another approach is
applying multipath transport control protocol in wireless networks [11,12]. How-
ever, it also shares the listed characteristic with Delphi. Regard using SDN for
user-centric features, the work in [13] provides an interesting analysis although it
is lack of implementations or evaluations. The real SDN-based implementation
[14], in which the SDN technology is used to provide flexible ways for conveying
application flows, inspires us to design USD. In that work, the rewriting header
technique (i.e., address translation) is used to stitch bandwidths or to achieve
handover between different networks. However, the technique causes overhead
(e.g., lowering throughput); and its operation has to rely on a local controller.
In our USD design, we inherit the method of exploiting multiple networks from
[14]. However, USD can avoid the complicated network translation mechanisms
(using single stack). Besides that, USD introduces an open, user-centric inter-
face, which supports a wide range of user and controlling locations. Additionally,
USD is able to route application flows at the process granularity.

5 Conclusion

This paper introduces the User-centric Software Defined (USD) platform, which
is designed towards the service personalization demand of 5G users. USD relies
on several software-based technologies (i.e., SDN and NW) in order to provide
a rich set of networking policy. USD supports a wide range of users, who could
determine the network policies generated by themselves, network providers, or
even third party vendors. Additionally, USD is able to differentiate the applica-
tion traffic at a process level, as well as, to concurrently exploit multiple wire-
less networks. To show the effectiveness of USD, we first build a USD proto-
type using the Open vSwitch, network virtualization, network namespace, and
Wi-Fi technologies. We then evaluate the USD prototype in an assuming 5G sce-
nario in a comparison with the Linux’s legacy networking stack. The evaluation
results show that USD achieves comparable performances with the legacy stack
including the physical Wi-Fi card. However, USD introduces the user-centric and
several advanced features, which could not be supported on the legacy stack.
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Abstract. Software-Defined Networking (SDN) is an emerging new norm for
networks which deals heavily on dynamic nature of higher bandwidth network
applications to address the service velocity. SDN’s features such as dynamic
configuration of network elements, allowing appropriate open standards and
centrally controllable tasks will make it suitable to introduce new applications
for communication networks. In particular, by considering the voluminous
telecom subscriber’s transactions and supporting high performing applications
in the event of network element failure, a manual Intervention is required for
tuning of network elements. Even the recently introduced network resources for
tuning could also fail due to unexpected flow of traffic without considering the
exact load features dynamically. Any sudden failure in network functioning
could bring huge revenue loss and also reduces considerable Quality of Expe-
rience of the service provider. In this paper, we have presented use cases rele-
vant to Online Charging System (OCS) that highlight the integration of SDN
with communication networks for managing optimized network utilization.
Moreover, SDN with the use of machine learning techniques will take the
proactive measure before the network node goes down. To support this feature
of SDN, we have proposed Autonomous Resource Monitoring and Deployer
application that monitors the continuous traffic flow in OCS, intelligently
reroutes the traffic with the use of SDN controller by introducing new resources.
Our approach handles specific network key performance indicators dynamically,
which reduces maintenance and Operational Expenditure costs.

Keywords: Quality of Experience � SDN framework � Online Charging
System (OCS) � Telecom applications

1 Introduction

Telecommunication service providers are witnessing a remarkable increase in volume,
variety and velocity of subscriber’s data due to technological advancements such as
smart phones, social media, etc. This dynamic and rapid growth of today’s telecom-
munication market demands new and innovative ways to compete and successfully
introduce new technologies in the increasing competition. In the past decade, service
providers with large networks and manpower ruled the telecom market. In the current
scenario productive network administration and quick dispatch of new services is
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expected rather than having sophisticated infrastructure. Thus the operators who know
how to deal with their foundation and infrastructure all the more viably are considered
to be more successful in business.

The recent big data projections which involve huge number of networking devices
and humungous networking data traffic also demands smarter network management
and control. The networking systems currently used consist of routers, switches, hubs
etc., with limited software logic required to route the packets. Each and every router
runs a distributed routing algorithm to enable packet forwarding. The present setup
doesn’t have the intelligence to reroute packets to an efficient path and maintain the
heavy traffic due to large telecom transactions. One such application in telecom
industry is the pre-paid charging system, which involves large volume of data transfer
continuously taking place between Network Elements (NE). Due to high volume, the
system is exposed to issues like network outage frequently which in turn degrades the
overall (or specific location) network performance. These challenges have paved way
for developing new norms for networking framework which is efficient and cost
effective called Software Defined Networking (SDN). SDN allows network adminis-
trators to automatically and dynamically manage and control a large number of net-
working devices, service KPIs, topology, traffic paths and packet handling (i.e., Quality
of Service) policies using high level language and APIs in a multitenant environment
[1]. Thus by incorporating intelligence into this SDN controller with the use of machine
learning techniques, the communication network can be made completely autonomous
for future preemptive tasks.

SDN provides a dynamic enhancement to the current framework for the telecom-
munication industry. To meet the needs of exponentially growing network data sce-
nario intelligently, integration of various IT technologies and virtualization techniques
are needed. Telecom industries have to manage communications dynamically without
any stoppage than any other industry. This data communication involves the location of
customers, means of communication of the customers, handling Network Elements
(NE) and methods of their business transactions. The data traffic involves bulk transfer
of the network data, aggregation and partitioning of telecom subscribers data and
control messages which are latency sensitive. SDN technology can be exploited to
develop highly efficient applications. The features of SDN serve as a motivation to
explore the design, architecture and framework details to build various applications in
order to address typical network issues.

In the telecommunication industry, SDN has been trying to provide a flexible way of
delivering quality in terms of bandwidth utilizations, efficient cloud based network
optimizations and effectively handling subscriber’s data [2]. In addition, SDN requires
satisfying the core telecom demands in terms of providing proactive and optimized way
of managing and handling network traffic thereby avoiding unnecessary traffic bursts
[3]. In this paper, we have analyzed the capabilities of the enhancements of SDN in
addressing packet loss due to network congestions and compared it with the capabilities
of traditional networking systems. We have also provided an insight into integrating the
Online Charging System (OCS) with SDN framework to identify the network variations
in the flows and prevent failures occurring due to network outburst and congestions
when similar flows are encountered. The failures in the charging system network ele-
ments or sudden deviations in the bandwidth utilizations of network will result in
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unnecessary spikes in CPU causing traffic congestion which results in loss of transac-
tions in the network and reduces the operator’s knowledge in Quality of Experience
(QoE). This can be addressed by bringing up a new instance of network element and
routing traffic to it in order to autonomously balance the load. In our experiment the
threshold (i.e. No. of packets received on a particular port) is pre-fixed (i.e. already
derived using machine learning), which are monitored by SDN controller. When the
threshold is reached, a new host is added dynamically, which minimizes the packet loss
when compared with early methods where network outage is detected by SDN and then
new node is deployed. Implementation of the proposed idea on a real-time telecom
environment straightaway is quite challenging considering the practical difficulties.
Therefore, we have used the network emulator called MININET [4] to perform relevant
experiments and to address similar network traffic issues. Hence, our paper focuses on
the discussion in detail about the work flow of the proposed extension in SDN frame-
work with machine learning, relevant use cases, and the experimental results. Finally we
conclude with the merits and demerits of the proposed framework.

2 Related Studies

Telecommunication industry has moved from 3G to 4G mobile networks and it is
progressing towards 5G to control and effectively handle the large volume transactions.
The volume of data generated is increasing, thus industries which were earlier handling
multiple terabytes of data are now handling data in petabytes. Moreover the advent of
IPv6 would create enormous number of IP addresses which in turn would lead to the
exponential growth of internet of connected devices [2]. This increased volume of data
in the telecom sector demands new operational challenges. There are various kinds and
format of data flooding into the telecom industry due to the advent of social media,
cellular devices, location sensors, etc. It involves heterogeneous data which includes
structured data in the form of traditional databases and unstructured data comprising of
audio, video, text documents, stock ticker data, email and financial transactions. The
most challenging task is to manage, merge and govern these data items, including the
signaling data in OCS. In addition to this, the number of subscribers using mobile
phones, especially smart phones is exponentially increasing, which in turn increases the
stress in network elements due to high signaling data load in OCS. Signaling data in
OCS systems are latency sensitive, which in turn are affected by high volume of data
load. OCS signaling data delay degrades network performance and must be handled in
a timely manner. Communication service providers have a tough time in handling data
and service velocities in the present load. All these aspects together prevent the service
providers to provide best service to their subscribers.

In comparison to the evolution of data systems to handle telecom service provider’s
data, network management and control systems should also be enhanced as the current
systems are not efficient enough to transfer data which are real time and latency
sensitive. It has also become extremely difficult to configure huge OCS networks,
which might span in multiple locations in service providers’ network. SDN is an
evolving technology which can successfully address these issues. Wang et al. [5]
provided an insight of incorporating SDN with telecom applications and have analyzed
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SDN’s architecture in a telecom operator’s view. Ferrer et al. [6] have proposed an
approach to address the complex Virtual Network Functions scheduling problem in the
SDN domain. From another explorative study [7], we noted down the positional
changes of SDN and NFV under a complementary and unified framework especially in
future carrier networking domain. We also understood the capabilities of combining
SDN controller with optical switching to explore tight integration of application and
network control [8].

Open Networking Foundation (ONF) looks SDN as a new networking framework
which originates or invents OPENFLOW protocol to simplify and generate new stan-
dard in networking [9]. It has been mainly developed in order to change routing policies
on the fly, to have an easier programming framework and to serve as an operating
system for networks. Figure 1 specifies the existing components of SDN framework.

The software defined networking which consists of OPENFLOW switches is con-
trolled by the high powered centralized server called the SDN controller. SDN Appli-
cations can be developed by exploiting this framework and they interact with the
controller using northbound APIs while the controller controls the underlying network
using southbound APIs. SDN has the capability of creating a programmable network by
considering both next generation systems and existing infrastructure making them more
dynamic and flexible [10]. It is efficiently achieved by integrating essentially different
systems and technologies together under a common monitoring and management. SDN
is directly programmable, agile, centrally managed and open standards-based vendor

Fig. 1. Existing SDN framework
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neutral architecture [11]. Certain benefits of SDN include virtualization, orchestration,
dynamic scaling, automation, visibility, performance, multi-tenancy, openness and
service integration [9]. In this paper, to utilize benefits of SDN usage, we developed a
new application called ARMD to address unexpected traffic outbursts/congestions in
OCS attached to SDN controller.

3 Telecom Domain Use Cases and Relevant Solutions

In this paper, we are providing an insight on the integration of SDN with OCS telecom
network architecture to introduce two new practices specifically.

3.1 New Practices

First practice is to introduce network element monitoring to intelligently reroute the
traffic and the second practice deals with the specific type of patterns and related
intelligence incorporated in SDN to bring up a virtual instance of the network node
dynamically during peak hours. To streamline the first practice, the traffic flow level and
the network usage over a period of time needs to be monitored continuously. The
changes with respect to the traffic disturbances should be alerted and handled proactively
without causing service discontinuity and providing seamless service to the subscribers.

3.2 Execution Procedures

The traffic flowing through the charging system networking nodes could be continu-
ously monitored by SDN controller. We would like to include all OCS network
functions, which are monitored by SDN controller for network usages like bandwidth,
load on NE, etc. SDN controller acts as an orchestration of OCS Network Function
Virtualization (NFV). NFV uses software implementation of network functions called
Virtual Network Functions (VNF) to deploy virtual network nodes into the underlying
network [12]. SDN keeps monitoring load spikes in the OCS network functions.
Usually, online charging traffic will increase during holidays or weekends or festival
seasons due to many customers initiating enormous number of voice calls, text mes-
sages and MMS messages. This will create an operationally high volume of stress in
OCS network nodes, which causes telecom service disruptions. To avoid this, an
application can be developed to monitor the traffic load pattern in OCS network ele-
ments on a regular schedule. Based on the load pattern witnessed the application built
over the controller instructs OCS network through the SDN controller, to deploy
additional OCS network elements dynamically at the operator’s site, thereby reducing
the service outage during peak hours. Since the network elements are dynamically
deployed on need basics, it will reduce online charging service unavailability and
increase operator’s revenue and also reduces OPEX cost. To introduce new practices,
we have developed an Autonomous Resource Monitoring and Deployer (ARMD)
application above (but connected to) the SDN controller which monitors the network
and deploys new hosts into the network based on the requirements.
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4 Workflow of SDN Controlled ARMD Application

This section describes the workflow of SDN controlled ARMD Application integrated
with SDN. In Fig. 2 various stages of the application features are specified.

4.1 Unmonitored Network

The unmonitored network here refers to the network which is not controlled or mon-
itored by the SDN controller. The network unless being changed manually, remains
static. It is prone to packet loss and congestions. SDN based monitoring along with the
incorporation of ARMD application will enable these capabilities and make the net-
work intelligent enough to handle congestions.

4.2 SDN Controller Based Monitoring

SDN controller visualizes the global network view of the underlying network and
understands the current scenario. The abstract view of the underlying network is pre-
sented to the ARMD application. The application is capable of capturing the packets
received count on the ports of every switch present in the network.

Fig. 2. ARMD application workflow
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4.3 Network Overuse/Underuse Detected

Every host present in the network is capable of handling only certain load after which
the host may fail or will not be in a position to handle client requests. This scenario
may result in packet loss which in turn might affect the operator’s QoE. On the
contrary, if the network is deployed with nodes greater than required, it makes the
network underused which may result in unnecessary resource wastage. To avoid such
discrepancies in the network, the ARMD application adds or removes hosts to or from
the network based on certain threshold value (This value is learned based on the
experiments). If the packets received count of a particular port exceeds the
upper-bound, network overuse is detected and similarly if the packets received count of
a port is found to be below the lower-bound, network underuse is detected. The alert is
raised to explicitly intimate the internal counter-action taken by the application.

4.4 Host Deployed/Removed

After congestion or network overuse detection on a particular port, a virtual node/host
is deployed dynamically through the controller to balance the load. In the same way if
network underuse is detected, the corresponding host which has no traffic for a con-
siderable amount of time will be removed from the network. Thus using ARMD
application, hosts are being dynamically added to or removed from the network based
on the network usage.

4.5 Traffic Diversion

Once the hosts are added to the network or removed from the network, traffic should be
diverted. Traffic diversion is accomplished by reassigning the IP addresses of the hosts
being removed or added. By enabling appropriate traffic diversion, there could hardly
be any packet loss in the network.

4.6 Load Balanced and Optimized Network

The network always remains load balanced and optimized due to the use of ARMD
application. Hosts are deployed dynamically when needed and removed if not required.
In addition to load balancing, optimal use of resources is also ensured. Thus by using
ARMD application with the SDN controller we can explore optimal, cost-effective and
dynamic networks based on the operator requirement.

5 Developing Application in SDN Framework

To develop new application in SDN framework, we require OPENFLOW switches,
Telecom nodes (hosts), an SDN controller, Southbound APIs and Northbound APIs.
The SDN controller has the capability to monitor only the SDN aware OPENFLOW
switches. Thus, building an application for the real-time SDN framework is challenging
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and has some practical difficulties. Therefore, we have used a network emulator called
MININET [4] for our experiments. Figure 3 depicts the virtual network created by
MININET and controlled by SDN controller through the decisions made by the ARMD
application.

5.1 ARMD Application

The ARMD Application is an intelligent module written to establish explicit, direct and
programmatic communication with the SDN Controller via Northbound APIs (REST
APIs). It communicates with the controller to provide awareness about the network
requirements and to achieve desired network behavior. In addition, it requires an
abstracted view of the network for its internal decision making purpose. It consists of
telecom use case relevant logic along with one or more NBI Drivers.

5.2 SDN Controller

The SDN Controller is a logically centralized entity in charge of (i) translating the
requirements from the SDN Application layer down to the SDN Data paths (logical
network device) and (ii) providing the SDN Applications with an abstract view of the
network which may include statistics and events. Control decisions are taken by the
controller which includes dynamic deployment or removal of network nodes and traffic
diversion through other nodes. An SDN Controller consists of more than one NBI

Fig. 3. ARMD for virtual network controlled SDN framework
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Agent, the SDN Control Logic, and the Control to Data-Plane Interface (CDPI) driver.
The controller establishes connection with the underlying network via Southbound
APIs such as OPENFLOW.

5.3 Virtual Network

The logical network devices referred to as Virtual Switches (VS) are being introduced
and controlled by the SDN controller that can be emulated by MININET [4]. It has the
capability to create realistic virtual network with simple commands. Users can also
create custom topologies by running user-defined python scripts. MININET CLI
enables the users to interact with the network. It creates virtual hosts with separate IP
addresses. However it is possible to create desired number of hosts. It creates
OPENFLOW software switch VS with ports. Different switch topologies can be created
and these virtual switches created by MININET are capable of being monitored by the
controller. Moreover, it connects the OPENFLOW switch with each virtual host via a
virtual Ethernet cable and each host is assigned with a MAC address corresponding to
its IP address. It also configures the OPENFLOW switch created, to connect to a
remote controller. The inputs from the ARMD application makes the controller take
dynamic decisions which are enforced on the virtual network. Figure 3 depicts OCS
running on two hosts, Host 1 and Host 2. Whenever the threshold count is reached, the
ARMD application observes and intimates it to the SDN controller which in turn
dynamically deploys a new virtual instance Host 3 proactively. These decisions taken
on the fly make the underlying network evolve gradually to handle network conges-
tions autonomously.

6 Implementation of ARMD in SDN Framework

Due to practical difficulties in the implementation of our procedures in real-time net-
work traffic, we have simulated the network congestion manually, by explicitly setting
a valid threshold as per the experience gained. Once the threshold count is reached, the
application gives instruction to the network emulator (MININET) to make changes to
the current network via the SDN controller to minimize packet loss. The network
changes are imposed by detecting the port that is overloaded (No. of packets received
on a particular port increases the given threshold), addition of a new host to the network
and reassigning the IP of the overloaded/failed host to the newly added host. We are
explicitly making the host go down to illustrate the congestion in the network. In
real-time setup the host will automatically fail due to high network traffic.

For this entire process to take place programmatically (with the help of SDN
controller and the ARMD application developed above the controller), maximum of 3
packets are lost. However in certain cases there is lesser packet loss. But when this
process is done manually, the packet loss is phenomenally high. On an average 40 to 45
packets are lost for these changes to take place even if congestion is detected imme-
diately and this loss count may vary based on the factors like time taken to detect the
congestion in the network, time taken to deploy a new host and re-assign IP and time
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taken to divert traffic flow to the newly added host. Figure 4 depicts the packet loss in
the network in comparison with traditional system. It clearly shows the distinction of
packet loss during the stages of packet transmission after extending the SDN frame-
work with machine learning for this application.

After successful implementation of the proposed idea with MININET emulator, we
would like to extend this setup to real-time networks by addressing the practical
difficulties. Each and every virtual component created should be replaced by exactly
same physical component. SDN controller is capable of monitoring only OPENFLOW
switches, thus virtual switches should be replaced by real ones and they should be
configured to address the procedures. After performing the physical setup, when
MININET is initiated, SDN controller has a view of physical network of switches
functioning in real-time.

One main limitation of using MININET is its inefficiency or lack of performance
particularly at high loads. It is uncertain that a host that is prepared to send packets
would be scheduled correctly and the rate at which the switches transmit would be the
same. Currently, MININET has the capability to run only on a single machine. All the
switches, hosts and Ethernet links are emulated on a single operating system. This
limitation restricts all the network elements to share the same resources which turns out
to be a great disadvantage to span the system on a large scale. Although not appropriate
for substantially large scale simulations, MININET is a great network emulator for
prototyping and testing network traffic.

7 Possible Extensions in Telecom Sector Using Machine
Learning

SDN framework can be extended for various applications in the telecom domain. In
this section, we have suggested an insight on how new applications could be built by
extending the SDN framework with the use of Machine Learning techniques. We
expect this possible extension can introduce more autonomous, security and intelli-
gence in communications networks.

Fig. 4. Comparison of loss percentage in network with and without using SDN
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7.1 Suggesting the Use of Machine Learning Techniques

A learning agent could be built above the SDN controller which enables dynamic
reconfiguration of network based on traffic estimates. The agent gets information about
the underlying network, learns the network behavior and stores the details about the
network congestions. Thus the agent contains the previous history of congestions.
Machine Learning techniques could be employed to understand the dynamic nature of
the networks and train the system accordingly. As a result, the learning agent gradually
learns about network, stores all the learnt information and predicts discrepancies in the
network before they occur based on the past learning experiences. The agent interacts
with the SDN controller to dynamically configure the monitored network and also help
to fix few needed thresholds.

Figure 5 describes about various modules of the learning agent which interact with
each other to exert necessary changes to the network being controlled by the SDN
controller. The knowledge base present in the learning agent has extracted knowledge
about the current and previous network configuration states. Watchdog signal from the
network elements represents various conditions of the network such as latency; link
availability info etc., with this information the knowledge base provides feedback to the
learning element. Considering the feedback and past learnt history, the learning ele-
ment derives new interesting patterns or matches current pattern with the already learnt
pattern. After pattern matching is performed it sets learning goals for the problem
generator. Appropriate counter actions for the network congestion problems could be
employed. The performance of the new decisions is evaluated by the performance
element and the evaluated results are provided as a necessary base for new directions
that will be considered in future. For example, in this application, a prediction-based
technique is used to understand the exact threshold to introduce new host.

8 Conclusion and Future Work

Our idea is an explorative work of integrating SDN framework in communication
network by introducing new ARMD application. This will make the applications net-
work aware rather than having traditional networking systems with application aware-
ness. The telecom prepaid business models guarantee revenue assurance to operators,
service assurance to subscribers and also quality of service for the products. Since the

Fig. 5. Learning agent

Extending SDN Framework for Communication Networks 549



prepaid charging market is dynamic in nature, operators face a huge pressure in
maintaining the QoS. It involves large OPEX cost to the operators. Hence the proposed
enhancement in SDN framework with machine learning techniques introduces an
automatic system to monitor the network elements and dynamically deploy additional
nodes when the traffic is increased as well as remove the additional nodes in the network
when the traffic decreases. The SDN controller in conjunction with the ARMD appli-
cation helps in achieving this milestone by providing dynamic routing of traffic within
network elements and reduces the packet loss significantly. Running the system in a
completely parallelized architecture involving multiple controllers and streaming of data
by the controller, data and service parallelization is also equally challenging. We are
more interested to run the proposed framework in a real-time system by incorporating
machine learning techniques to make the system completely autonomous and to achieve
greater efficiency in handling high volume communication networks.
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