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Abstract. Research shows that performance of human teams improves
when members have a shared understanding of their task; that is, when
teams develop and use a shared mental model (SMM). An SMM can
contain different types of information or components and this paper
investigates the influence on team performance of sharing different com-
ponents. We consider two components of an SMM: intentions (e.g. goals)
and world knowledge (e.g. beliefs) and investigate which component(s)
contribute most to team performance across different forms of interde-
pendent tasks. We performed experiments using a Blocks World for Team
(BW4T) testbed for artificial agent teams and our results show that
with high levels of interdependence in tasks, communicating intentions
contributes most to team performance, while for low levels of interde-
pendence, communicating world knowledge contributes more. Addition-
ally, as is the case with human teams, higher sharedness correlated with
improved team performance for the artificial agent teams. These insights
can assist in the design of communication protocols that improves team
performance when team members are engaged in interdependent tasks
and help design artificial agents that can communicate effectively when
working with humans as team mates.
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1 Introduction

Agents perform tasks that range from independent tasks that does not require
interactions with others to highly interdependent tasks requiring close and con-
tinuous interactions [14]. When faced with interdependent tasks, effective coor-
dination and collaboration of team members become crucial. One of the key
foundations of effective coordination and collaboration is having shared mental
models (SMM). Shared mental model has been defined as [1]: “knowledge struc-
tures held by members of a team that enable them to form accurate explanations
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and expectations for the task, and, in turn, coordinate their actions and adapt
their behaviour to demands of the task and other team members”.

More than a decade of research has correlated SMMs with improved team
performance in human teams [12]. The basic assumption is that SMMs allow
team members to anticipate the needs and actions of other members, thereby
increasing team performance. Recent studies in human-agent and artificial agent
teams have also found similar correlations [3,5]. SMMs can be broadly classified
as either task work model or team work model. Task work concerns the task
or job that the team is to perform, while team work concerns what has to
be done in order to complete a task as a team [9]. SMMs can also be viewed
as having different components [5,9], such as world knowledge and intentions.
World knowledge includes knowledge of the current state of the environment and
the team while intentions represent what the agents intend to do [4].

Four types of task interdependence have been identified for human activities:
pooled, sequential, reciprocal, and team [14,15]. In sequential task interdepen-
dence, tasks are performed in a sequential order. For example, in a relay race
each runner has to wait for the previous team member to pass on the baton.
In reciprocal task interdependence, participants take their turn in completing
part of the task. A key property associated with reciprocal task interdependence
is interleaved execution: for example, surgical teams often work reciprocally. In
team task interdependence, participants execute their individual tasks concur-
rently and may include joint actions. By “action”, we mean the atomic actions
that make up a task. In joint action, multiple participants execute a particular
action concurrently, for example when two people lift a heavy object together.
In pooled task interdependence, the participants can successfully execute tasks
without any interaction with each other. Due to the simple nature of these
tasks, we do not study such tasks in this paper. The four types of task inter-
dependence forms a hierarchy of pooled-sequential-reciprocal-team, with this
hierarchy representing increasing levels of dependence between team members
as well as increasing needs for coordination [14].

While sharedness has been linked with better team performance, central to
the notion of SMM is how much and what to share. There has been recent work
investigating this question in multi-agent systems research, such as [5,11,17].
However, as far as the authors are aware, with the exception of Li et al. [10], stud-
ies in the related work only consider sequentially-interdependent tasks, rather
than more tightly linked team and reciprocal tasks. A recent report [16] high-
lights the need for studies considering other types of interdependence, notably
intensive task interdependence – a type that we characterise as a joint action.

The subject of this paper is the communication content, specifically what to
share when team members engage in interdependent tasks. We investigate the
influence of the two components of the SMM (world knowledge and intentions)
on the team performance across different forms of interdependent tasks. We used
search and rescue like scenarios for a team of artificial agents for the experiments.
The scenarios were generated using a Blocks World for Teams (BW4T) testbed
[8]. In BW4T, which is an extension of the classical blocks world domain, the
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teams’ joint task is to find and deliver coloured blocks in a particular order.
Using the testbed, we designed and executed two sets of experiments. The first
set studies the influence of sharing the two components – world knowledge and
intentions – on the team performance for each form of task interdependence.
The second set introduces joint actions within sequential and reciprocal tasks
and studies the influence of sharing the two components on team performance.
Introduction of joint actions allows for a shift from sequential or reciprocal to
team task interdependence where members execute individual actions concur-
rently.

The outline of the paper is as follows. Section 2 introduces SMM, along with
related work. Section 3 describes the task and the testbed and provides the details
of the artificial agents that we implemented. Section 4 details the experimental
setup while Sect. 5 discusses the results. Sections 6 and 7 conclude the paper
with a discussion.

2 Background and Related Work

Mental models are simplified representations used by individuals to explain and
predict their surroundings [13]. These models comprise content and structure or
relationships between the content. In addition, individuals can simultaneously
hold multiple mental models. In a team setting, when team members interact,
their mental models converge resulting in shared mental models.

To extend the concepts of SMM that has been well studied for human teams
[12] to human-agent teams, Jonker et al. [9] proposed mental model ontologies.
They view a team as a system. A team performs team activities and has physical
components, e.g. team members. A team member is an agent with a mind com-
prising many mental models: all but one of which represent the mental models
of others in the team. Based on this conceptualisation, they proposed a mea-
sure that could be used to assess the similarity or the overlap of agents’ mental
models. We discuss this measure in the next section.

2.1 Measuring SMM

While several methods exist for measuring SMMs for human teams [2], one for
teams comprising artificial agents is Jonker et al. [9]. Harbers et al. [5] extended
Jonker et al’s similarity measure so that it could be applied to teams of agents
and performed experiments to show that their similarity measure can be used to
predict team performance. We discuss the extended version of the measure next.
In the following discussions, similarity refers to the overlap of the mental model
contents of the agents. We consider the SMM to be made of two components –
world knowledge and intentions.

Figure 1 shows an example of SMM. Assume Bot 1 and Bot 2 are two agents
engaged in a joint task. Each has its mental model. While engaged in their task,
the agents may communicate their beliefs and goals, making their own beliefs
and goals known to others. For example, notice that each agent has it’s own
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Fig. 1. Example SMM. The beliefs and goals of other agents are shown in italics. An
agent has certain beliefs and goals that it is not required to communicate, e.g. in (agent,
room), and these may not part of the SMM.

as well as others’ beliefs and goals, which are shown in italics. The SMM is a
theoretical construct that can be used to represent the overlapping content of
the mental models of the two agents. In the example, the SMM is composed of
the components - world knowledge (beliefs) and intentions (goals).

Jonker et al. [9] and Harbers et al. [5] proposed a compositional measure
of sharedness. We reproduce their definitions here with some simplifications.
They view SMMs as having components, which can include sub-components.
For example, Fig. 1 shows an SMM with two components. Examples of sub-
components can be found in Sect. 3.3. The (sub)components can be queried by
posing questions that all team members should be able to answer. The answers
are used to compute the model agreements, which is a measure of the similarity
of the answers provided by each agent for each question. Formally, let M be
the set of all mental models, Q be the set of all questions, and ans(m, q) be the
answer of model m ∈ M with respect to question q ∈ Q. The agreement between
models M for questions Q is:

Ag(M, Q) =
1

|Q|
∑

q∈Q

| ∩m∈M ans(m, q)|
| ∪m∈M ans(m, q)| (1)

If | ∪m∈M ans(m, q)| = 0 then the agreement for question q is 0. Given a set of
agents A, a set of mental models MA (a model for each agent), and questions Q,
we say that the model m is shared to the extent θ, denoted by Sh(M, A, Q, θ),
with respect Q, iff Ag(MA ∪ {m}, Q) >= θ. The compositional measure CS is:

CS(M, A, Q) = max{θ | Sh(M, A, Q, θ)}, if M is not composed
CS(M, A, Q) = c({CS(m, A, Q) | m ∈ M}), if M is composed

(2)
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Where m is a component of M and c is composition function, for exam-
ple:

∑
m∈M wmCS(m,A,Q). Each component and sub-component can be

weighted to model the relevance of each (sub)component. The weight of each
(sub)component is wm ∈ [0, 1] and CS can be normalised to [0, 1] by setting∑

m∈M wm = 1.

2.2 SMM and Task Interdependence

Interdependence is the central organising principle of Coactive Design Method,
from Johnson et al. [7], which is a method aimed at designing systems in which
humans and agents collaborate as teammates. They define interdependence as
relationships between members of a team, and argue that these relationships
determine what information is relevant for the team to complete (interdepen-
dent) tasks, and in that sense, the interdependent relationships define the com-
mon ground that is necessary. A number of studies have considered some of the
different forms of task interdependence [5,10,17], and some have also measured
sharedness [5,9]. Generally, higher sharedness of mental models produces bet-
ter team performance. For example, Harbers et al. [5] found higher sharedness
correlated with better team performance. In their work, SMM were composed
of world knowledge and intentions, which is how we view SMM in this work.
Similarly, task interdependence has naturally been part of these studies. How-
ever, almost all involve sequentially interdependent tasks. The exception is Li
et al. [10], who introduced joint action in sequentially interdependent tasks and
Wei et al. [17], who studied tasks that were not very strongly sequential. They
did this by creating subtasks that multiple agents could complete simultaneously.
None of these have explicitly employed reciprocally interdependent tasks.

Mixed results have been reported for studies involving sequentially interde-
pendent tasks in terms of which type of information or component contributes
more to team performance, that is task completion times. Harbers et al. [5]
reported that when agents communicated their intentions with others, the team
performance improved more than if they shared world knowledge. However, Wei
et al. [17] reported that beliefs contributed more to team performance than goals.
While [17] did not measure sharedness, they view the agents mental models to
comprise of two components, goals (intentions) and beliefs (world knowledge).
We perform further experiments involving sequentially interdependent tasks and
may help explain the difference between the two studies.

In a separate study, Li et al. [10] introduced joint action in sequentially
interdependent tasks. They studied search and retrieval tasks using the BW4T
testbed. In one setup, agents collaborated on a task in which some blocks were
heavier, and required two agents to collect. The agents exchanged goals, beliefs,
and both. Their experiments revealed that with joint actions, exchanging goals
improved team performance, measured as completion time, more than sharing
beliefs only. When agents shared their goals that fulfil the current team sub-goal
with others, the other team members could start on a new task. This allowed
the team to finish the team task more quickly.
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These works show that sequentially interdependent tasks have been investi-
gated, but other forms of task interdependence have not. This work aims to fill
that gap.

3 Scenario: Blocks World for Teams

We used a BW4T testbed [8] for our experiments. As explained next, we modified
the testbed to be able to setup tasks with joint actions.

Basic BW4T: In BW4T, teams find and deliver coloured blocks in a particular
order. The environment has a set of rooms, each containing coloured blocks,
and a drop zone. The agents search the rooms, find the required blocks and
drop these in the drop zone. Agents have a map of area but do not know the
location of the required blocks. Agents have to go to each room to perceive the
blocks that are present in it. Agents cannot see each other but can communicate
with others. A simplified map is shown in Fig. 2. Each room has one door. The
teams’ joint task, i.e. the sequence of colours, is displayed at the bottom left.
A black triangle appears on top of a colour if the colour is dropped off. The
room above the joint task is the drop zone. The agents are represented by either
black squares or the colour the agent is holding, and their names are displayed
in red. The basic version is well suited to perform experiments for sequential and
reciprocal tasks. However, it does not explicitly support joint actions.

Fig. 2. Sample BW4T environment.

Modified BW4T: To design joint tasks that would be a fair representation
of the different forms of task interdependence, we modified the testbed. In the
original version, only one agent could be in a room at any one time. To implement
joint actions, we follow Li et al. [10] and introduce “heavy blocks”, which required
two agents to carry to the drop zone. This means in our version, two agents can
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carry the same block simultaneous, and therefore can be in the same room at
the same time. Secondly, for team task interdependence, the blocks could be
delivered in any order, that is, we removed the sequential delivery requirement.

3.1 Task Design

We designed tasks to be able to test the effects of communication content on
the team performance for each type of the task interdependence as well as later
include joint action within other forms of task interdependence and test the
effect of communication content on the team performance for each combination.
Variations of two basic joint tasks (Fig. 3) has been used to realise the different
forms of task interdependence.

(a) Task 1 (b) Task 2

Fig. 3. Basic joint tasks used to simulate different types of task interdependence (Color
figure online).

Team Task: In team tasks, agents execute their actions concurrently. The joint
task had some heavy blocks. The heavy blocks required one agent to help the
other lift it, and afterwards the first agent delivers it to the drop zone. The act
of lifting the heavy block together is the joint action. Additionally, the agents
could lift any colour. Consider the task shown in Fig. 3a. In this task, agents
can lift both colours. The red blocks are heavy blocks. In order to remove the
underlining sequential interdependence from this task, the agents could deliver
the blocks in any order, for example, the second (red) block can be delivered
before the first (yellow) block. Green, pink and red are heavy blocks in Task 2.

Reciprocal Task: In a reciprocal task, each agent takes it’s turn in completing
part of the task. In this task, the agents deliver a sequence of alternating colour
sets in the order the colours appear in the task. Furthermore, each agent can lift
colours from only one of the two distinct colour sets. Consider the task shown
in Fig. 3a. For this task, one agent would be delivering yellow blocks while the
other red ones. The blocks must be delivered in the order they appear. This
means that agent delivering the red block now depends on the agent delivering
the yellow blocks and vice-versa, making them reciprocally interdependent.

Sequential Task: In sequential task, the first three colours are delivered by one
agent while the remaining three by another agent. The blocks must be delivered
in the specified order, but the second agent is free to search for its coloured
blocks while the first agent is delivering.

3.2 Agent Teams and Agent Behaviours

We had two team compositions; (1) 2-agent team and (2) 4-agent team.
The 4-agent team was a 2 × 2-agent team, i.e. 2 sub-teams of 2 agents each.
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This composition was required for certain tasks, such as reciprocal tasks in which
we needed to have at least one agent for each of the two colour sets.

Agents were programmed in GOAL [6]. The BW4T testbed provides inter-
faces that enable GOAL agents to interact with it. Using these interfaces, the
agents can perceive specific details of the environment, such as the blocks present
in rooms, and can perform actions, such as picking up a block. The abstract deci-
sion cycle of an agent is shown in Fig. 4. The basic steps each agent takes are:
(1 ) decide the colour to search for; (2 ) choose a room; (3 ) go to and search
room; (4 ) if required block is found and is not heavy, pick it up; (5 ) if required
block is found and is heavy, ask for help and wait. When help arrives, pick up
the block; (6 ) deliver the block to the drop zone; (7 ) if help is requested, go to
the particular room and help lift the heavy block.

Fig. 4. Abstract decision cycle of an agent.

Initially, agents start searching for the first undelivered colour. However,
agents use a two-block look-ahead protocol to determine which colour to deliver.
If an agent knows the location of the first undelivered colour and has the intention
of collecting it, remaining agents search for the second undelivered colour. If the
one or more of the remaining agents know the location of the next required
colour, they go to that room. However, only one will be able to collect the block.
When the first colour is picked up, one agent collects the second colour while
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others start searching for the third colour. The aim of this is to ensure that
sufficient time is dedicated to search. When required to lift a heavy block, an
agent only asks for help when it is physically present at the heavy block. Other
(helper) agents could potentially infer that help will be required soon and go to
the location of the heavy block before the agent actually asks for help because
the agent may tell others that it has the goal of going to the (heavy) block.
However, our agents do not perform this level of reasoning and only go to help
when asked. Furthermore, if one agent asks for help, all agents that are waiting
to drop a block at the drop zone or those that are currently searching for their
block will go to help. If the agent knows that the colour that it is searching
for, has the intention of holding or is holding is no longer required, then it will
discard the colour and go on to deciding what it will do next. Rooms are chosen
randomly and the agents avoid visiting a room more than once unless the room
contains multiple required blocks.

While the basic behaviours of agents are almost the same across the different
forms of task interdependence, there are differences in the way agents reason
about which colour to search for:

(1) Sequential and reciprocal tasks: Agents choose the first undelivered colour.
If another agent has the goal of holding this colour, the agent chooses the
next undelivered colour.

(2) Team Task: Blocks can be delivered in any order. Therefore, agents do not
reason about when the block has to be delivered. Instead agents have to
determine whether the block is heavy and ask for help.

While certain aspects of agent behaviours are different because of task inter-
dependence, there are differences because of what the agents share with each
other. Therefore, while the basic decision cycle shown in Fig. 4 is used by all
agents, there are some variations in their implementation. The implementation
has been guided by what the agents actually do with the information they receive
and has been described later in Sect. 3.4. Therefore, if only one component is
exchanged, the agent performs reasoning described for that component only.

3.3 Communication and SMM

Agents exchange messages that are indicative of the world knowledge and the
intentions. To develop the shared mental model, agents communicate as soon as
they have the required information. Agents exchange six sub-components, three
each of goals and world knowledge. These sub-components were selected based on
prior research work [5,10] and preliminary experiments revealed that each sub-
component had the potential to improve team performance. The sub-components
are communicated as messages, which are discussed next. The keyword imp
stands for imperative and indicates what the agent intends to do.
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The messages indicative of intentions are:

(1) imp(in(Sender, Room)): Sender intends to visit Room.
(2) imp(holding(Sender, Colour, Block)): Sender intends to collect Block of

Colour.
(3) delivered(Sender, Colour, Block): Sender has delivered Block of Colour -

implies agent has dropped current goal and may have a new goal.

The messages indicative of world knowledge are:

(1) blockLoc(Sender, Block, Colour, Room): Sender has perceived Block of
required Colour in Room.

(2) pickedUp(Sender, Colour, Block): Sender has picked up Block of Colour.
(3) visited(Sender, Room): Sender has visited Room. This message is sent irre-

spective of whether room contains required blocks.

3.4 Using Shared Mental Models

Agents employ the following policies to SMM to choose their activities such that
it prevents potential conflicts with the activities of others. The following out-
lines how the agents use the components of the shared mental model. We chose
a straightforward use of each intention and world knowledge, which was suffi-
cient to test the effect of the component on the team’s performance and avoids
side-effects that would have been introduced because of using more complex
mechanisms. The intentions are used as follows:

(1) An agent will not adopt a goal to go to a particular room if another agent
has the goal of going to that room. For reciprocal task, this logic applies
when both agents are delivering blocks from the same colour set, that is in
a 4-agent team and not in a 2-agent team.

(2) An agent will not adopt a goal to hold a block that has been delivered.
(3) An agent will not adopt a goal to hold a block/colour that another agent

has the goal of holding — unless the block is heavy (both agents need to lift
it together). For reciprocal tasks, this logic is applicable in a 4-agent team.

World knowledge is used as follows:

(1) An agent will not search for a colour if this been found by another agent.
(2) An agent will search for the next colour if the currently required colour has

been picked up.
(3) An agent will not search a room that another agent has already searched.

Agents employ the above policies to SMM to reduce interference and dupli-
cation of effort. However, the agents have their own decision processes and may
make decisions simultaneously. This may result in instances where the agents
may adopt similar goals, for example to look for the same colour. Like Wei
et al. [17], we simply implement a “first-come first-served” policy instead of
implementing detailed negotiation mechanisms to assist agents resolve these
issues.
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4 Experiment Design

We ran a series of simulation experiments, measuring the following:

(1) Completion Time: Time it takes the team to complete the task. We used
this measure as a proxy for team performance.

(2) Number of messages: We measured the total number of messages exchanged
by the agents. We also counted the number of messages per component.
These measures are indicative of the communication cost.

(3) Sharedness: We measured the sharedness of the agents’ mental models. This
is a compositional measure (see Sect. 2.1) and was calculated at the time any
block was delivered to the drop zone. When one agent drops off a correct
colour in drop zone, all agents log their belief and goal bases. These logs
are then analysed to find the overlapping content, which is used to compute
the sharedness values. The two components had a weight of 0.5 and each of
the three sub-components had a weight of 0.33. In experiments where only
one component was measured, the weight of the component was set to 1,
and only questions related to that component were asked.

In case of sub-teams, we also measured the number of messages and shared-
ness of the agents with each sub-team.

Independent Variable. The independent variable is the component of the SMM.
This variable has three values (see Sect. 3.3): (1 ) World Knowledge (WK); (2 )
Intentions (INT); and (3 ) World Knowledge and Intentions (ALL).

Table 1. Experimental setups (S1 – S6) for each type of task interdependence.

Set 1 Set 2

Team size 2 agents 4 agents 4 agents

Map 1 2 1 2 1 2

Setup S1 S2 S3 S4 S5 S6

Setup. We used two different maps, one for each task outlined in Sect. 3.1. Vari-
ations of each task gave us three different task interdependence types. We refer
to Task 1 (Fig. 3a) as Map 1 and Task 2 as Map 2. The setups are as shown
in Table 1. We had two sets. In set 1, we had four setups (S1-S4) (both maps
combined with two team compositions) for each of the three types of task inter-
dependence giving us 12 combinations.

Set 2 has two setups, S5 and S6, representing reciprocal and sequential tasks
with joint actions respectively. Here the sub-teams were reciprocally or sequen-
tially interdependent and were required to lift heavy blocks. We tested the effect
of the SMM components on completion times by employing three communi-
cation strategies: (1 ) ALL-ALL: where agents exchanged the two components
with every other agent. (2 ) WK-Within: where agents shared world knowledge
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within each sub-team but shared intentions with all agents. (3 ) INT-Within:
where agents shared intentions within each sub-team but the world knowledge
with all agents. For these two setups, we only used a 4-agent team because a
2-agent team would not have enabled us to fully test the effects of the two com-
ponents. For example, we needed to have at least 2 agents in each sub-team to be
able to test the effect of sharing a component within the sub-team. Combining
S5 and S6 with the two types of task interdependence (sequential and reciprocal)
gave us further 4 combinations, and a total of 16 combinations.

Combining each of the 12 combinations from Set 1 with the three components
of the SMM (ALL, INT, WK) and the 4 combinations from Set 2 with the three
communication strategies (ALL-ALL, WK-Within, INT-Within) resulted in 48
combinations in total. Each combination was run 30 times resulting in 1440
runs. Each map had 25 blocks pre-allocated to rooms and further 10 blocks
were randomly generated giving a total of 35 blocks for each run. Each map
had 9 rooms, 1 drop zone and 6 blocks in the joint task. Statistical significance
tests were conducted using Wilcoxon rank-sum (WRS) and Kruskal-Wallis (KW)
tests.

5 Results

This study was aimed at identifying the components that contributed most to
team performance across different forms of task interdependence. Recall that
going from sequential to team tasks represents increasing levels of dependence
between agents as well as coordination requirements. For simplicity, we collapse
the results of the two tasks (shown in Fig. 3) and report the averages.

(a) Performance (b) Communication Cost

Fig. 5. Performance and communication cost for different forms of task interdepen-
dence. The communication cost is expressed as the average number of messages
exchanged by all team members. Error bars represent on standard deviation.
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5.1 SMM Components and Team Performance

Figure 5a shows the average task completion times for the 2-agent and 4-agent
teams performing different tasks. These results are for experiments resulting from
setups S1-S4. Recall that a 4-agent team comprises 2 sub-teams of 2 agents each.
For team tasks, the intentions contributed more to team performance than world
knowledge. This finding is significant at 5% for all except two combinations and
consistent for both team compositions. In the team task, some blocks were heavy
and the agents could pick any colour. In such scenarios, knowing the intentions
of team members allows agents to avoid duplicating their activities, therefore
reducing interference. These results are in line with Li et al. [10], who reported
that with joint actions, exchanging goals results in improved completion times.

However, for sequential and reciprocal tasks, different trends have been
observed between 2-agent and 4-agent teams. For sequential tasks and 2-agent
team, the world knowledge contributed significantly more (p < 0.05) than inten-
tions in terms of task completion times. In this task setting, the first agent deliv-
ered first three blocks while the remaining three by the other agent. Because
agents had separate sub-tasks, exchanging world knowledge helped the other
agent find it’s required blocks faster. However, for reciprocal tasks, this differ-
ence was less pronounced. We discuss this more later.

In 4-agent teams performing sequential tasks, no significant difference in
terms of completion times were noted between the two components. However,
it is worth noting that moving from 2-agent to 4-agent team, the importance
of intentions increases. A similar trend occurs for reciprocal and team tasks.
In these team settings, the agents within each sub-team could choose conflicting
goals, for example, choosing the same block to deliver. By exchanging intentions,
agents within sub-teams avoided duplicating their activities, therefore improving
the completion times.

To make these trends clearer, we computed component influence (CI) for
each task. CI is computed based on the difference between the completion times
achieved when communicating both components and any one of the two com-
ponents. To normalise the difference between completion times across different
experiments, we used the tanh function. The CI for component c is:

CIc = tanh(CompletionT imeall − CompletionT imec)

The resulting values were normalised to between 0 and 1 using CInormalised =
(CI − min(CI))/(max(CI) − min(CI)). Figure 6 for 2-agent teams show that
with increasing dependence between agents, that is, going from sequential to
team interdependence, the importance of intentions increases while the impor-
tance of world knowledge decreases. For 4-agent team, the intentions were almost
always more important than world knowledge.

SMM and Joint Actions. Results of experiments relating to setups S5 and S6
indicated that the difference between completion times of WK-Within and INT-
Within is significant (p-value = 0.009) in favour of INT-Within. This indicates
that sharing intentions within sub-teams and world knowledge with everyone
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Fig. 6. The two graphs (2 agents and 4 agents) show that intentions become more
important more as the level of interdependence increases and as the number of agents
in each sub-team increases.

achieves the best team performance. This is consistent with our earlier findings
that intentions and team tasks are positively correlated. Also, world knowledge
and sequential and reciprocal tasks are positively correlated.

5.2 Communication Performance

Figure 5b shows the communication cost (average number of messages
exchanged). The number of intentions exchanged was significantly lower (p <
0.05) than world knowledge for about two-thirds of the combinations. This indi-
cates that agents generally have more information to communicate about the
world than their intentions. There was no correlation between the number of
messages and team performance. More communication resulted in worst perfor-
mance in some cases, particularly for larger teams. This is due to the two-block
look-ahead policy. When agents exchange information about possible blocks, in
larger teams this often results is agents trying to collect the same block/colour
and this increases the completion time. When agents only exchange intentions,
all agents are required to find the blocks themselves, and so search randomly,
thus reducing the number of unnecessary runs for the same block/colour. While
it is clear that a mechanism could be designed to improve this by using a different
look-ahead policy, we believe our policy is reasonable. Importantly though, this
result shows that simply throwing more information towards agents can result
in worse performance if significant thought is not given to how that information
is used.

5.3 Analysis of Sharedness

We computed the sharedness in relation to each component at the time a block
was delivered to the dropzone. Generally, higher sharedness correlates with
improved completion times. For simplicity we show the data for team task and
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Fig. 7. Sharedness and delivery times for a 2-agent team engaged in a team task.

note that the results for sequential and reciprocal tasks are similar. For exam-
ple, Fig. 7 shows the sharedness at the time each correct block is dropped off for
team tasks. The plotted delivery times are the time differences between block
deliveries. For team tasks, exchanging intentions achieved the best completion
times and the sharedness was highest for this component. Notice that in Fig. 7,
sharedness of intentions is highest across all six blocks and the delivery times
when teams exchange intentions are fastest across most of the six blocks.

Sharedness and Sub Teams. We measured the sharedness of members within
each sub-team for tasks solved by 4-agent teams. Sharing intentions resulted
in the best completion times and the sharedness of intentions was highest for
reciprocal and team tasks. For sequential tasks, we noted a significant increase
in the importance of intentions compared to 2-agent team. This supports the
finding that higher sharedness results in better completion times. The other
consistent finding is that in situations where we may have members of sub-teams
potentially duplicating their efforts, sharing intentions with each other helps
avoid such conflicting actions and therefore, improves the completion times.

6 Discussion

We intended to identify the components contributing most to team performance
across the different forms of task interdependence. Our results show that as the
interdependence increases, the importance of intentions to team performance
also increases. These results are in line with [5,10] who found that when team
members exchanged intentions, the team performance improves. In [5], teams
were engaged in sequential tasks and their team composition was similar to our
4-agent team while in [10], the authors introduced joint actions in sequentially
interdependent tasks.

While our results are in line with the above works, we have observed that
when team members can perform their sub-tasks independently, e.g. in 2-agent
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teams, exchanging world knowledge contributes more to team performance for
sequential and reciprocal tasks. This makes sense intuitively: if other members
provide potentially useful information, such as location of blocks that one is
required to deliver, the team performance improves. This is a form of soft inter-
dependence [7] where one team/member ‘helps’ another voluntarily. In case of
4-agent teams, we found that intentions contributed more to team performance
across all forms of task interdependence. This indicates that team composition
plays a role in which component is important to team performance.

Our findings that are partially consistent with [17] who found that for sequen-
tial tasks, beliefs contributed more to team performance. While this is consistent
with the results of our 2-agent team, we noted a marked increase in the impor-
tance of intentions when 4-agent team was concerned. These differences may
hinge on other factors, such as how effectively the agents use the information
that it receives. This is an area of future work.

Finally, our findings are consistent with others (e.g. [5]) in terms the role
SMM plays in improving team performance. Across all tasks and both team
compositions, higher sharedness of SMM resulted in improved team performance.

7 Conclusions and Future Work

The four types of task interdependence form a hierarchy, from pooled to team,
representing increasing levels of dependence between team members as well as
increasing needs for coordination. We found that with increasing levels of inter-
dependence, the importance of intentions increases as well. Team composition
also plays a role in which component contributes more to team performance. In
team compositions, where agents can perform their tasks independently, e.g. in
sequential and reciprocal tasks, world knowledge contributed more to team per-
formance. When multiple team members may be engaged in a single sub-task,
the potential of interference increases and so does the importance of knowing
the intentions of others.

A factor to investigate further is the reasoning capability of the agents; that
is, how the agents reason with information that they receive from others. We also
have not explicitly analysed the behavioural changes in the agents when agents
switch from one task interdependence type to another, making this another
opportunity for future investigation.
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