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Abstract. In this study, a real-time, computer vision based sign lan-
guage recognition system aimed at aiding hearing impaired users in a
hospital setting has been developed. By directing them through a tree
of questions, the system allows the user to state their purpose of visit
by answering between four to six questions. The deaf user can use sign
language to communicate with the system, which provides a written tran-
script of the exchange. A database collected from six users was used for
the experiments. User independent tests without using the tree-based
interaction scheme yield a 96.67 % accuracy among 1257 sign samples
belonging to 33 sign classes. The experiments evaluated the effectiveness
of the system in terms of feature selection and spatio-temporal modelling.
The combination of hand position and movement features modelled by
Temporal Templates and classified by Random Decision Forests yielded
the best results. The tree-based interaction scheme further increased the
recognition performance to more than 97.88 %.

Keywords: Sign language recognition · Assistive computer vision ·
Human computer interaction

1 Introduction

Sign Languages are the main communication medium of the hearing impaired.
They are visual languages in which concepts are conveyed through the posi-
tioning, shape and movements of hands, arms and facial expressions. Similar to
spoken languages, sign languages developed over time in local communities. For
this reason, they show great variation from spoken languages and across other
sign languages.

The education of the hearing impaired is a difficult task. Since they are
socially isolated due to a communication barrier, they have difficulty learning
the spoken language, even in its written form. Therefore literacy of spoken and
written language is considerably lower for the hearing impaired. This greatly
impedes their integration into society and causes difficulties in receiving edu-
cation, finding jobs and using everyday public services such as healthcare and
banking.
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However, laws mandate the provisioning of assistance to the hearing impaired
by providing translators on demand. While it would have increased accessibility
greatly, problems were present in its application as there simply were not that
many Turkish Sign Language (TİD) translators available. A practical solution
was found by making sign language call centers available. However, they had
their drawbacks as the call centers had to employ large numbers of translators
to service a large deaf population. The ideal solution to this problem is to have
software that performs automatic sign language to spoken language translation,
thus allowing the hearing impaired people to express themselves in public insti-
tutions to receive services.

With the development of machine learning and computer vision algorithms
and the availability of different sign language databases, there has been an
increasing number of studies in Sign Language Recognition (SLR). Since the
work of Starner and Pentland [16] there have been many studies attempting to
recognize sign language gestures using spatio-temporal modeling methods such
as Hidden Markov Models (HMMs) [14] and Dynamic Time Warping (DTW)
[1] based methods. Other approaches, such as Parallel Hidden Markov Models
(PaHMMs) [19] and HMM-based threshold model [10], are also used in gesture
and sign language recognition systems. Chai et al. [4] used DTW based classifiers
to develop a translation system that interprets Chinese Sign Language to Spo-
ken Language and vice versa. In more recent studies, Pitsikalis and Theodorakis
et al. [13,18] used DTW to match subunits in Greek Sign Language for recogni-
tion purposes.

Prior to the release of consumer depth cameras, such as the Microsoft Kinect
sensor [22], many computer vision researchers had to use color and data gloves,
embedded accelerometers and video cameras to capture a users hand and body
movements for sign language recognition [12]. However, the Microsoft Kinect
sensor provides color image, depth map, and real-time human pose information
[15], by which it diminishes the dependency to such variety of sensors.

Recently, there has been an increase in studies aimed at developing proto-
type applications with sign language based user interfaces. One of the earliest
applications was the TESSA (Text and Sign Support Assistant) [5], that was
developed for the UK Post Offices to assist a post office clerk in communicating
with a Deaf person. The TESSA system translates a clerks speech into British
Sign Language (BSL) and then displays the signs to the screen with an avatar to
a Deaf customer at the post office. The authors used the entropic speech recog-
nizer and performed semantic mapping on a “best match” basis to recognize
the most phonetically close phrase. Lopez-Ludena et al. [11] have also designed
an automatic translation system for bus information that translates speech to
Spanish Sign Language (LSE) and sign language to speech.

In [20], Weaver and Starner introduced SMARTSign, which aims to help
the hearing parents of deaf children with learning and practicing ASL via a
mobile phone application. The authors share the feedback they received from
the parents on the usability and accessibility of the SMARTSign system. In [9],
sign language tutoring is performed using a signing robot and interaction tests
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are used to asses system success. In [21], an avatar based sign language game is
developed for teaching first grade curriculum in sign language to primary school
children and assessing their knowledge.

When a deaf person arrives at a hospital, if he/she does not know how to read
and write in spoken language, it is often a troublesome practice to communicate.
To overcome this communication barrier, a sign language recognition platform
called HospiSign was created. When deployed on a computer with a Microsoft
Kinect v2 sensor, HospiSign works as a reception desk, welcoming deaf users and
allowing them to express their purpose of visit.

The user interface of HospiSign was presented in [17]. In this paper, we focus
on the sign language recognition aspects of the system. We proposed using several
features, temporal modelling techniques and classification methods for sign lan-
guage recognition. As features, we extracted upper body pose, hand shape, hand
position and hand movement features from the data provided by the Microsoft
Kinect v2 sensor to represent the spatial features of the signs. We model the tem-
poral aspect of the signs by using Dynamic Time Warping (DTW) and Temporal
Templates (TT). Finally, we classify spatio-temporal features extracted from the
isolated sign phrases using k-Nearest Neighbours (k-NN) and Random Decision
Forest (RDF) classifiers.

We evaluated the performance of the proposed recognition scheme on a subset
of the BosphorusSign corpus [3], that contains a total of 1257 samples belong-
ing to 33 signs, which were collected from six native TİD users. We investigated
each features effect on the recognition performance and compared temporal mod-
elling and classification approaches. In our experiments, combining hand posi-
tion and hand movement features achieved the highest recognition performance
while both of the temporal modelling and classification approaches yielded sat-
isfactory recognition results. Moreover, we inspected the outcome of using the
tree-based activity diagram interaction scheme and came to the conclusion that
this approach increases the overall recognition performance.

In Sect. 2, we briefly explain the tree-based activity diagram interaction
scheme in HospiSign. Section 3 describes our proposed sign language recogni-
tion method. Experimental results are given in Sect. 4 and finally, we conclude
the paper in Sect. 5.

2 The Hospital Information System User Interface

The hospital information system user interface provides a communication
medium for the hearing impaired in a hospital information desk setting. By
asking questions in the form of sign videos and suggesting possible answers on
a display, the system helps Deaf users to explain their problems. With the tree-
based activity diagram interaction scheme, which can be seen in Fig. 1, the sys-
tem only looks for the possible answers in each activity group, instead of trying
to recognize from all the signs in the database. At the end of the interaction, the
system prints out a summary of the interaction and the users are guided to take
this print out with their ID to the information desk, where they can be assisted
according to their needs.
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Fig. 1. Tree-based activity diagram interaction scheme of HospiSign.

The HospiSign platform consists of a personal computer, a touch display to
visualize the sign questions and answers to the user, and a Microsoft Kinect v2
sensor. Since it is necessary to track the users’ hand motions in order to recognize
the performed signs, the Microsoft Kinect v2 sensor plays an essential role as it
provides accurate real-time human body pose information.

The HospiSign system follows three stages to move from one question to
the next in the tree-based activity diagram interaction scheme: (1) display of
the question; (2) display of the possible answers to that question; and (3) the
recognition of the answer (sign). The user first watches the question displayed on
the top-center of the screen; then performs a sign from the list of possible answers
displayed at the bottom of the screen, and then moves to the next question. This
process is repeated until the system gathers all the necessary information from
the user. After the user answers all the required questions, the system prints
out a summary report to be given to the information desk or the doctor at
the hospital. This summary contains the details of the user’s interaction with
HospiSign.
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To make the classification task easier, the questions are placed into a tree-
based activity diagram in such a way that each question will lead to another sub-
question with respect to the answer selected by the user. With categorization
of possible answers to each question, it is intended to help the users to easily
describe their symptoms or intention of their visit.

One of the most important advantages of using such a tree-based scheme
is that it makes the system more user-friendly and easy-to-interact. The tree-
based activity diagram interaction scheme also increases the recognition speed
and performance of the system as the task of recognizing a sign from possible
answers to each question is much easier and faster than recognizing a sign from
the all possible answers.

3 Proposed Sign Language Recognition Method

The proposed sign language recognition method consists of four modules: Human
Pose Estimation, Feature Extraction, Feature Normalization and Selection, and
Temporal Modeling and Classification, as visualized in Fig. 2. Taking this frame-
work as a baseline, the usage of various features, their combinations, temporal
modeling techniques and classification methods are proposed to represent, and
to recognize isolated sign language phrases.

The first step of the recognition module, human pose estimation, is critical
since illumination and background variations introduce great challenges. As it
uses active projective light imaging, the Microsoft Kinect v2 sensor is able to
overcome these challenges. By using its pose estimation library routines, we were
able to extract world coordinates, pixel coordinates and orientations of the 25
body joints.

As sign languages convey information through hand shape, upper body pose,
facial expressions and hand trajectories, sign language recognition techniques
extract features to represent each respective aspect of the signs. Kadir et al.
[8] proposed specialized hand position and hand movement features in order to
represent signs and capture their distinguishing properties. The features con-
sist of hand positions and hand movements. Taking these features as baseline,

Fig. 2. Four main modules of our sign language recognition framework.
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hand position (Baseline Hand Position) and hand movement (Baseline Hand
Movement) features were extracted from each video frame to represent sign
samples.

In addition, we have extracted upper body pose (Normalized World Coor-
dinates, Normalized Pixel Coordinates, Upper Body Joint Orientations), hand
movement (Hand Joint Movement), and hand position (Hand Joint Distance)
features using the body pose information provided by Microsoft Kinect v2 sensor.

Normalized World and Pixel Coordinates were extracted from the world and
pixel coordinates that were provided by the Microsoft Kinect v2 sensor. The
normalization was done by subtracting the Hip Center joint from the upper
body joints, that are Head, Shoulder, Elbow, Wrist, Hand and Spine Joints,
thus removing the location variance of the users. Then each joint coordinate is
divided by the distance between the Shoulder Center and Hip Center joints in y
axis, thus removing the scale (users’ height) variance. We used Joint Orientation
features as it is provided by the Microsoft Kinect v2 sensor.

Hand Joint Distance features were extracted by calculating the euclidean
distance between the hand joints and the upper body joints, that were previ-
ously mentioned. The normalization of these features was done by dividing each
distance by the sum of all Hand Joint Distances in its respective frame. Hand
Movement Distance features represent the temporal dislocation of hands between
subsequent frames and they were extracted by calculating the distance of each
hands location from its location in the previous frame (in x, y, and z axis).

To represent hand shapes, we segmented the hand images using the hand
joints’ pixel coordinates and the signers’ skin colors. We cropped a window of
80*80 pixel around both of the and joints and masked the hand using color
based skin detection. Then we extracted Histogram of Oriented Gradients [6]
with various Cell and Block Sizes from the segmented hand patches for each
frame. A list of our features, the aspects they represent in a sign and their sizes
can be seen in Table 1.

Table 1. Extracted features that are used to represent signs.

Feature name Represented aspect Feature size

Baseline Hand Positions Hand Position 27

Baseline Hand Movements Hand Movement 11

Normalized World Coordinates Upper Body Pose 36

Normalized Pixel Coordinates Upper Body Pose 24

Joint Orientations Upper Body Pose 48

Hand Joint Distances Hand Position 22

Hand Movement Distances Hand Movement 6

HOG (L-M-H) Hand Shape 18-108-432
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As different features come from different distributions and have different
scales we applied Principal Component Analysis (PCA) [7] to each feature sepa-
rately before combining them in the temporal modeling and classification steps.

For temporal modeling and classification, we have proposed two approaches.
The first approach is to model the temporal aspect of signs using Dynamic
Time Warping (DTW) and classify samples using k-Nearest Neighbours (k-NN)
algorithm. DTW is a popular tool for finding the optimal alignment between two
time series. The DTW algorithm calculates the distance between each possible
pair of points in terms of their spatial and temporal features. DTW uses these
distances to calculate a cumulative distance matrix and finds the least expensive
path through this matrix using dynamic programming. This path represents the
ideal synchronization of the two series with the minimal feature distance. Usually,
the samples are normalized to zero mean and smoothed with median filtering
before distance calculation. The weighting of each feature inversely proportional
to their feature size is applied to avoid features with larger sizes suppressing the
effectiveness of features with smaller sizes. To classify a sign sample, its distance
to the each training sample is calculated and the class of the sign is assigned
using k-Nearest Neighbours algorithm.

The second approach is based on Temporal Templates (TT) and Random
Decision Forest (RDF). Random Decision Forest is a supervised classification
and regression technique that has become widely used due to its efficiency and
simplicity. RDFs are an ensemble of random decision trees (RDT) [2]. However,
RDFs do not inherently possess a temporal representation scheme. To incorpo-
rate the temporal aspect, Temporal Templates (TT), that represent each frame
with the concatenated features of its neighbours are used in combination with
Random Decision Forests. In template based temporal modelling, increasing
template size enhances temporal representation. However, memory and com-
putational power restrictions of development systems limit the feature vector
size. To overcome this limitation, we downsample the data with various inter-
val sizes to represent larger temporal windows while using the same number of
frames. We classify the constructed temporal template of each frame by using
Random Decision Forests (RDFs). Each tree is trained on a randomly sampled
subset of the training data. This reduces over-fitting in comparison to training
RDFs on the entire database; therefore increasing stability and accuracy. During
training, a tree learns to split the original problem into smaller ones. At each
non-leaf node, tests are generated through randomly selected subsets of features
and thresholds. The tests are scored using the decrease in entropy, and best
splits are chosen and used for each node [2]. Each tree ends with leaf nodes,
that represent the probabilities of a given data to belong to the possible classes.
Classification of a frame is performed by starting at the root node and assigning
the frame either to the left or to the right child recursively until a leaf node is
reached. Majority voting is used on the prediction of all decision trees to decide
on the final class of the frame. Finally, signs are classified by taking the mode
of its frames’ classification results.
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In the Dynamic Time Warping and K-nearest Neighbours based approach
we choose the best combination of features by applying a greedy forward search
algorithm, in which we iteratively added features by starting from the best per-
forming feature until the recognition performance stopped increasing. There was
no need for feature selection for the Temporal Template and Random Decision
Forest based approach as the Random Decision Forests weight the features in
their training.

4 Experiments and Results

All the experiments were conducted on a subset of the BosphorusSign database,
which is used in the development of HospiSign. The subset contains 1257 sign
phrase samples belonging to 33 phrase classes which were performed by six
native TİD users in six to eight repetitions. In order to obtain user independent
results we performed leave-one-user-out cross-validation and report the mean
and standard deviation of recognition performance in all of our experiments.

The performance of the implemented methods were examined in terms of
the features, temporal modeling techniques, and classification approaches. The
first experiments were conducted to find the optimum parameters for Histogram
of Oriented Gradients, which was used to represent hand shapes. Three HOG
parameter setups were used that are Low Detailed (HOG-L, Cell Size: [80× 80]
Block Size: [1× 1]), Medium Detailed (HOG-M, Cell Size: [40× 40] Block Size:
[2× 2]), and High Detailed (HOG-H, Cell Size: [20× 20] Block Size: [4× 4]).
Examples of all the three parameter setups can be seen in Fig. 3. The parameter
optimization results for different users demonstrate that while appearance based
features worked well for some users, achieving up to 88 % accuracies, they did
not produce reliable classifiers for others. The results can be observed in Table 2.
Since HOG-M has the highest accuracy, we used it in the rest of our experiments.

Fig. 3. Segmented hands and extracted Histogram of Oriented Gradients with different
parameter setups. Top Left: Segmented Hands, Top Right: HOG-H, Bottom Left: HOG-
M, Bottom Right: HOG-L.
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Table 2. Recognition performance of different HOG parameters

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

HOG-H 51.01 47.17 66.83 20.00 20.20 20.60 37.64 ± 20.14

HOG-M 78.28 84.91 86.93 22.00 30.81 26.13 54.84 ± 31.51

HOG-L 70.20 82.64 88.44 25.00 23.23 37.19 54.45 ± 29.46

Table 3. Performance evaluation of features

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

Hand Joint Distances 96.46 94.72 95.98 86.00 86.36 96.98 92.75 ± 5.15

Norm. Pixel Coordinates 94.95 93.96 98.49 86.00 83.84 94.97 92.04 ± 5.76

Norm. World Coordinates 94.95 95.85 97.49 85.00 80.30 91.46 90.84 ± 6.81

Hand Movement Distances 90.40 86.79 91.96 83.00 64.65 68.84 80.94 ± 11.50

Baseline Hand Movements 75.76 72.83 81.91 78.50 44.44 68.34 70.30 ± 13.49

Baseline Hand Positions 64.14 75.85 68.34 53.50 55.05 68.34 64.20 ± 8.58

HOG-M 78.28 84.91 86.93 22.00 30.81 26.13 54.84 ± 31.51

Joint Orientations 32.83 38.49 44.72 34.50 26.77 38.69 36.00 ± 6.12

All Features Combined 67,68 77,36 85,93 67,00 47,47 75,38 70,14 ± 13,10

By using the best performing HOG setup, we conducted experiments in order
to find the combination of features that yield the highest recognition perfor-
mance. In feature selection experiments Dynamic Time Warping (DTW) was
used to measure the distance between isolated sign phrases. Using the distances
provided by DTW, k-Nearest Neighbours (k-NN) algorithm was used to classify
the isolated signs by taking the mode of its k nearest neighbours’ class labels.
Table 3 lists the recognition accuracies of individual features for each user. It is
observed that Hand Joint Distances yield the highest performance. While some
features show comparable performance with the Hand Joint Distances, the rest
of the features such as Joint Orientations perform poorly. When all features are
combined, average performance drops to 70.14 %.

Even though the performance of some features are inferior, they may have
complementary value, and a combination of features may perform better. To see
which combination performs better, we have employed forward search. Table 4
shows the first step of forward search: It is observed that the Hand Movement
Distances, a dynamic feature, has complementary value and enhances perfor-
mance. While appearance based features such as HOG contain complementary
information, we see that their performance is not consistent across different users.
We stop at two features because adding any third feature to the combination of
Hand Joint Distances and Hand Movement Distances decreased the recognition
performance. Tables 3 and 4 list the performance accuracies of different users
separately. It is observed that the performance for User 5 is lower than other
users. By inspection of sign videos, we have observed that User 5 performs signs
differently: For example, that user performs signs repeatedly and much faster.
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Table 4. Forward selection of features combined with Hand Joint Distances feature.

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

Hand Joint Distances 96.46 94.72 95.98 86.00 86.36 96.98 92.75 ± 5.15

Norm. Pixel Coordinates 94.95 94.34 98.49 86.00 84.34 95.48 92.27 ± 5.70

Norm. World Coordinates 95.96 96.23 96.98 85.00 80.30 93.47 91.32 ± 6.98

Hand Movement Distances 96.46 95.09 98.99 91.00 82.32 98.99 93.81 ± 6.36

Baseline Hand Movements 87.88 85.28 89.95 89.00 62.12 80.90 82.52 ± 10.51

Baseline Hand Positions 87.88 87.17 94.97 84.50 78.28 91.46 87.38 ± 5.76

HOG-M 95.96 96.23 96.98 84.00 78.79 95.98 91.32 ± 7.87

Joint Orientations 37.88 44.53 51.76 38.50 29.80 42.21 40.78 ± 7.36

Table 5. Temporal Template Size and Interval Steps optimization results. TS: Tem-
plate Size, IS: Interval Steps.

IS: 1 IS: 2 IS: 3 IS: 5

TS: 9 84,56 ± 5,65 90,89 ± 4,17 92,94 ± 3,16 95,54 ± 1,87

TS: 11 87,37 ± 6,32 91,77 ± 3,43 94,41 ± 2,13 95,96 ± 1,57

TS: 13 87,91 ± 5,35 93,07 ± 3,41 95,23 ± 2,13 96,67 ± 1,80

TS: 15 89,86 ± 4,39 94,26 ± 2,66 95,27 ± 1,95 96,65 ± 2,04

TS: 17 89,86 ± 4,39 94,26 ± 2,66 95,90 ± 2,03 96,38 ± 1,67

TS: 19 90,83 ± 3,57 94,91 ± 1,82 96,19 ± 1,69 96,08 ± 2,28

TS: 21 91,45 ± 3,82 94,91 ± 1,68 96,40 ± 2,03 95,96 ± 3,03

TS: 23 92,69 ± 2,95 95,35 ± 1,73 96,48 ± 2,02 95,22 ± 3,97

One other observation is that in Table 4, while the recognition performance of
Normalized Pixel and World Coordinates and HOG-M increases performance for
Users 2 and 3 who are expert level signers, they decrease significantly for Users
4 and 5 who show variations in their performance with respect to speed and sign
positions.

Then we conduct experiments in order to find the optimum window size
and interval steps (down-sampling rate) for the Temporal Templates (TT). We
classify the Temporal Templates using Random Decision Forest (RDF) that
contains 100 trees.

As it can be seen in Table 5, as the template size and interval steps increase,
the recognition performance also gets better until an optimum size of represented
temporal window. While lower template sizes benefit from higher interval steps,
this trend is lost with higher template sizes. We choose a template size of 13 and
down-sampling rate(interval step) of 5 since that yields the best performance.

In the light of our experiments, we have seen that DTW and RDF reach
93.81 % and 96, 67 % average recognition accuracies respectively on 33 classes of
signs of six different users in leave-one-user-out cross-validation tests. However, in
HospiSign, the tree-based activity diagram interaction scheme, that is displayed
in Fig. 1, guides its users to perform signs from a limited subset at each step.
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Table 6. Mean and standard deviation of recognition results of DTW and RDF based
methods with and without the Activity Diagram based recognition scheme

Setup nClasses DTW+k-NN TT+RDF Combined

All Signs 33 93.81 ± 6.36 96,67 ± 1,80 N/A

Activity Group 1 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

Activity Group 2 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

Activity Group 3 9 100.00 ± 0.00 98,78 ± 1.53 100.00 ± 0.00

Activity Group 4 14 95.86 ± 3.05 97,88 ± 1,67 97.88 ± 1.67

Activity Group 5 4 97.92 ± 5.1 98,09 ± 3,39 98,09 ± 3,39

Activity Group 6 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

We have conducted experiments using the best performing parameters for both
the DTW+k-NN and TT+RDF based approaches and reported the results in
Table 6.

As the number of classes that the systems requires to classify from decreases,
the recognition performance improves drastically. Moreover, as each activity
group in the tree-based activity diagram interaction scheme is a different recog-
nition task, we can combine the best performing temporal modeling and clas-
sification approaches, thus further increasing the recognition performance. By
choosing the best performing approach for each activity group, we have achieved
100 % recognition performance for four activity groups and more than 97.88 %
recognition performance for the renaming two activity groups, suppressing the
best recognition performance of recognizing signs from 33 classes (96.67 % using
TT+RDF approach). The reason that the two activity groups that hand lower
recognition performance then the rest is the similarity of signs in Activity Group
4 (All of phrases are ending in the same way) and the larger number of classes
that system is required to be classified from in Activity Group 5 (14 sign phrase
classes).

5 Conclusion

In this study, a real time sign language recognition system was designed with the
aim of working as a communication platform for a hospital information desk. The
system was developed using a Microsoft Kinect v2 sensor to aid with the human
pose estimation. The recognition system, trained with a subset of the Bosphorus-
Sign database [3], extracts hand shape, hand position, hand movement and upper
body pose features and performs temporal modelling using Dynamic Time Warp-
ing and Temporal Templates. The spatio-temporally represented signs are then
classified using k-Nearest Neighbours algorithm and Random Decision Forests.

The experiments demonstrate that the highest recognition (93.81%) was
achieved by using the Hand Joint Distance and Hand Movement Distance fea-
tures while using the Dynamic Time Warping and k-Nearest Neighbours based
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recognition approach. These features were selected using a greedy forward selec-
tion scheme. Forward selection demonstrated that the presence of any other
feature reduced overall recognition performance for all users. However, it is inter-
esting to note that while appearance and coordinate based features performed
well with recognition from three users, they were not effective with other users
who performed the signs with more variation in location and speed. This can
be explained by the fact that while these features do posses complementary
information that may be helpful in recognition, their variation among different
users makes them user and recording environment dependent. This is especially
important when designing an online recognition system such as HospiSign, as
the system becomes more robust the less it is over-trained on users who perform
the signs perfectly with little room for variations.

In the experiments, in which the signs were temporally modeled using Tem-
poral Templates and classified using Random Decision Forests, the best recogni-
tion performance (96.67%) was achieved using a template size of 13 with interval
steps of 5. As the Random Decision Forests does the feature selection in its train-
ing, no additional feature selection scheme was applied in these experiments.

Our experiments demonstrate that while using the 33 class classification
scheme the highest recognition performance (96.67%) was achieved by using
the Temporal Template and Random Decision Forest based classification app-
roach. However, by using the tree-based activity diagram interaction scheme, we
were able to improve the recognition performance for all of the activity groups,
as the systems has to recognize signs from a lower number of classes in each
step of the interaction. One of the main benefits of using the tree-based activ-
ity diagram interaction scheme is that the best performing approaches can be
used for the classification of each activity group. By combining the best per-
forming classification approach for each activity group, we were able to reach
100% recognition performance in four activity groups and more then 97.88%
recognition performance for the remaining two activity groups, thus suppressing
the recognition performance of 96.67%.
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In: Uluslararası Engelsiz Bilişim 2015 Kongresi. Manisa (2015)

22. Zhang, Z.: Microsoft Kinect sensor and its effect. IEEE Multimedia 19(2), 4–10
(2012)


	Sign Language Recognition for Assisting the Deaf in Hospitals
	1 Introduction
	2 The Hospital Information System User Interface
	3 Proposed Sign Language Recognition Method
	4 Experiments and Results
	5 Conclusion
	References


