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Preface

The HBU workshops gather researchers dealing with the problem of modeling human
behavior under its multiple facets (expression of emotions, display of complex social
and relational behaviors, performance of individual or joint actions, etc.). This year, the
seventh edition of the workshop was organized with challenges of designing solutions
with children in mind, with the cross-pollination of different disciplines, bringing
together researchers of multimedia, robotics, HCI, artificial intelligence, pattern
recognition, interaction design, ambient intelligence, and psychology. The diversity of
human behavior, the richness of multi-modal data that arises from its analysis, and the
multitude of applications that demand rapid progress in this area ensure that the HBU
workshops provide a timely and relevant discussion and dissemination platform.

The HBU workshops were previously organized as satellite events to the ICPR
(Istanbul, Turkey, 2010), AMI (Amsterdam, The Netherlands, 2011), IROS (Vilamoura,
Portugal, 2012), ACM Multimedia (Barcelona, Spain, 2013), ECCV (Zurich,
Switzerland, 2014) and UBICOMP (Osaka, Japan, 2015) conferences, with different
focus themes. The focus theme of this year’s HBU workshop was “Behavior Analysis
and Multimedia for Children.”

With each passing year, children begin using computers and related devices at
younger and younger ages. The initial age of computer usage is steadily getting lower,
yet there are many open issues in children’s use of computers and multimedia. In order
to tailor multimedia applications to children, we need smarter applications that
understand and respond to the users’ behavior, distinguishing children and adults if
necessary. Collecting data from children and working with children in interactive
applications call for additional skills and interdisciplinary collaborations. Subsequently,
this year’s workshop promoted research on the automatic analysis of children’s
behavior. Specifically, the call for papers solicited contributions on age estimation,
detection of abusive and aggressive behaviors, cyberbullying, inappropriate content
detection, privacy and ethics of multimedia access for children, databases collected
from children, monitoring children during social interactions, and investigations into
children’s interaction with multimedia content.

The keynote speakers of the workshop were Dr. Paul Vogt (Tilburg University),
with a talk entitled “Modelling Child Language Acquisition in Interaction from Cor-
pora” and Dr. Isabela Granic (Radboud University Nijmegen), with a talk on “Bridging
Developmental Science and Game Design to Video Games That Build Emotional
Resilience.” We thank our keynotes for their contributions.

This proceedings volume contains the papers presented at the workshop. We
received 17 submissions, of which 10 were accepted for oral presentation at the
workshop (the acceptance rate is 58 %). Each paper was reviewed by at least two
members of the Technical Program Committee. The papers submitted by the co-chairs
were handled by other chairs both during reviewing and during decisions. The Easy-
Chair system was used for processing the papers. The present volume collects the



accepted papers, revised for the proceedings in accordance with reviewer comments,
and presented at the workshop. The papers are organized into thematic sections on
“Behavior Analysis During Play,” “Daily Behaviors,” “Vision-Based Applications,”
and “Gesture and Movement Analysis.” Together with the invited talks, the focus
theme was covered in one paper session as well as in a panel session organized by
Dr. Rita Cucchiara (University of Modena and Reggio Emilia).

We would like to take the opportunity to thank our Program Committee members
and reviewers for their rigorous feedback as well as our authors and our invited
speakers for their contributions.

October 2016 Mohamed Chetouani
Jeffrey Cohn

Albert Ali Salah
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EmoGame: Towards a Self-Rewarding
Methodology for Capturing Children Faces

in an Engaging Context

Benjamin Allaert(B), José Mennesson, and Ioan Marius Bilasco

Univ. Lille, CNRS, Central Lille, UMR 9189 - CRIStAL - Centre de Recherche
en Informatique Signal et Automatique de Lille, 59000 Lille, France

benjamin.allaert@ed.univ-lille1.fr,

{jose.mennesson,marius.bilasco}@univ-lille1.fr

Abstract. Facial expression datasets are currently limited as most of
them only capture the emotional expressions of adults. Researchers have
begun to assert the importance of having child exemplars of the vari-
ous emotional expressions in order to study the interpretation of these
expressions developmentally. Capturing children expression is more com-
plicated as the protocols used for eliciting and recording expressions for
adults are not necessarily adequate for children. This paper describes
the creation of a flexible Emotional Game for capturing children faces
in an engaging context. The game is inspired by the well-known Guitar
HeroTM gameplay, but instead of playing notes, the player should pro-
duce series of expressions. In the current work, we measure the capacity
of the game to engage the children and we discuss the requirements in
terms of expression recognition needed to ensure a viable gameplay. The
preliminary experiments conducted with a group of 12 children with ages
between 7 and 11 in various settings and social contexts show high levels
of engagement and positive feedback.

1 Introduction

Facial identity and expression play critical roles in our social lives. Faces are
therefore frequently used as stimuli in a variety of areas of scientific research.
A great amount of work has been provided for adult face expression recogni-
tion. However, the existing state of the art solutions do not generalize well for
children faces and for child-related contexts. As most of the existing solutions
for expression recognition are data-learning oriented, they strongly depend on
the underlying learning corpus. One cause for poor generalization is effectively,
the lack of specific children databases. Although several extensive databases of
adult faces exist, few databases include child faces. The lack of specific children
dataset are due to issues related to image property and privacy, but also, to the
protocols and tools used for capturing dataset that are appropriate for adults
but not necessarily adequate for children.

In most of the proposed recording scenarios the subjects are passive or are
acting on demand, but they are not naturally engaged in the interaction. The elic-
itation of expression is most of the time explicit. Some of the recent databases
c© Springer International Publishing AG 2016
M. Chetouani et al. (Eds.): HBU 2016, LNCS 9997, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-46843-3 1
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like SEMAINE [13] or RECOLA [17] are proposing (limited) social interactions:
agent to human or human to human. Still, the lab context tends to bias expres-
sions as the subjects are not in their natural environment. In these settings, the
vivid/spontaneous expressions are captured in between recording sessions, when
the subjects are interacting with the lab personnel. On the other hand, capturing
databases in natural environments is challenging as the position of microphones
and cameras is not fully controlled, there is noise like visual backgrounds and it
is difficult to control the emotional content eliciting expressions.

Participating to recording session is not perceived as an enjoying task. Usu-
ally people are rewarded explicitly in order to participate to the recordings.
We think, that especially for children, the reward should be implicit as sub-
ject should enjoy the session. We propose an interactive and non-intrusive tool
for capturing children faces in an engaging context. We provide an emo-related
game, inspired by the well known Guitar HeroTM game, where children have
to produce expressions in order to score points. The application was ported on
portable devices (tablet, smartphone) so that it can be easily deployed in-the-
wild environments. The engaging scenario ensures control over the capturing
conditions. While playing, the subjects become aware that without visual con-
tact, in poor lighting condition, in absence of frontal faces they acquire little or
no points. In preliminary experiments, we observed that they strive to conform
to the technology limitation in order to score as much points as possible. Viable
sessions (frontal poses, good lighting, etc.) can be distinguish from poor ones by
the scores acquired.

While the children are using the application, we expect to collect data that
is partially annotated, as subjects in good mental health, will strive to pro-
duce the required emotion at expected moments in time. Most of the time the
expressions are expected to be acted and exaggerated in order to acquire more
points. But sill, vivid and spontaneous expressions can be elicited when the
gameplay is tuned. High speed variations in emotions sequence generally pro-
duce natural hilarity, especially when the game is played in a social context with
friends. Defective expression recognition tends to induce spontaneous negative
expressions. With regard to the current databases, which generally provides a
neutral-onset-apex-offset schema, the proposed solution allows to obtain more
complex patterns, including fading from one emotion to another.

The preliminary experiments conducted with a group of 12 children with
ages between 7 and 11 in various settings and social contexts (home - alone or
with friends or family, school, work) show the rapid adoption of the application
and the high engagement and enjoyment of the subjects in participating to the
recording session. Due to privacy and image property, at this stage, no visual
data was collected. The recording sessions were conducted in order to measure
the adequacy of the developed tool and protocol for capturing child expression
in various contexts and in an enjoying way.

The paper is structured as follows. First, we discuss existing methodolo-
gies for capturing expression-related databases. Then, we discuss methodologies
and scenarios aiming to increase the attractiveness of recording sessions. An
application reflecting the proposed methodology is presented, as well as the
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time-efficient expression recognition technologies. We report on the preliminary
results obtained for recording sessions concerning children and young adults.
Finally, conclusions and perspectives are discussed.

2 Related Works

Motivated by a wide range of applications, researchers in computer vision and
pattern recognition have become increasingly interested in developing algorithms
for automatic expressions recognition in still images and videos. Most of the
existing solutions are data-driven and large quantities of data are required to
train classifiers. Three main types of interaction scenarios have been used to
record emotionally colored interactions, most of the time for adults:

– Acted behavior presented in CK+ [10] and ADFES [23] database is pro-
duced by the subject upon request, e.g., actors. Interaction scenarios with a
static pose and acted behavior are the easiest to design and present the advan-
tage to have a control on the portrayed emotions. However, this approach
was criticized for including (non-realistic) forced traits of emotion, which are
claimed to be much more subtle when the emotion arises in a real-life context
[19].

– Induced behavior occurs in a controlled setting designed to elicit an emo-
tional reaction such as when watching movies like in DISFA [2]. Active sce-
narios based on the induced behavior can influence on subject behavior with
indirect control of the behaviors of participants, by imposing a specific con-
text of interaction, e.g., four emotionally stereotyped conversational agents
were used in SEMAINE database [13]. However, this approach may not pro-
vide fully natural behaviors, because the interaction may be restricted to a
specific context, wherein the spontaneous aspect of interaction may be thus
limited or even absent [21].

– Spontaneous behavior appears in social settings such as interactions
between humans as in RECOLA database [17]. The spontaneous behavior
scenario guarantees natural emotionally colored interactions, since the set of
verbal and non-verbal cues is both free and unlimited. However, this spon-
taneous interaction scenario is the hardest to design as it includes several
ethical issues, like people discussing about private things, or not knowing they
are recorded.

The above scenarios were successfully employed in collecting adult databases
[2,10,13,17,23]. Child databases are needed to train solution tuned for child
expression analysis. Recently, child databases are becoming available [4,7,15].
The databases are generally created under the protocols used for capturing adult
databases and more specifically using the acted and induced behavior protocols.

The Dartmouth Database of Children’s Faces [4] is a well-controlled data-
base of faces of 40 males and 40 females children between 6 and 16 years-of-age.
Eight different facial expressions are imitated by each model. During acquisition,
children were seated front of a black screen and were dressed in black. In order
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to elicit the desired facial expressions, models were asked to imagine situations
(e.g. Disgust: “Imagine you are covered with chewing gum”, or, Anger: “Imagine
your brother or sister broke your PlayStation”), and photos were taken when
the expressions were the best the children could produce.

The most extensive children databases is the NIMH Child Emotional Faces
Picture Set (NIMH-ChEFS) [7], which includes frontal face images of 60 children
between 10 and 17 years-of-age, posing five facial expressions. Each child actor
was instructed to act a specific facial emotion. The dataset includes children of
different races, multiple facial expressions and gaze orientations.

EmoWinconsin [15] recorded children between 7 and 13 years old while play-
ing a card game with an adult examiner. The game is based on a neuropsycho-
logical test, modified to encourage dialogue and induce emotions in the player
because children are deeply involved in its realization. Each sequence is anno-
tated with six emotional categories and three continuous emotion primitives
by 11 human evaluators. The children’s performance and interaction with the
examiner trigger reactions that affect children’s emotional state. Influencing the
children’s mood during the experiment, by imposing for example a specific con-
text of interaction (positive and negative sessions), may thus be useful to ensure
a variety of behaviors during the interactions.

By analyzing the protocols that have been used to elaborate the children
databases, we believe that more natural interactions, with limited technology
constraints shall be provided in order to increase the children engagement and
collect more vivid expressions. Although there are not many databases of children
with annotated facial expressions available, games are being used more and more
to eliciting emotions. The games provide a useful tool for capturing children
faces, while imposing a specific context (social environment, interaction). In
[20] Shahid et al. explore the effect of physical co-presence on the emotional
expressions of game playing children. They showed that the emotional response
of children varies when they play a game alone or together with their friends.
Indeed, children in pairs are more expressive than individuals because they have
been influenced by their partners.

Motivated by the interest of children in games, we propose a methodology
and a tool for capturing interactive and non-intrusive emo-related expressions.
It is important to specify that our tool does not retain personal data and, in
its current state, it does not record facial images. The goal is to evaluate the
impact of a new protocol that encourages children to produce facial expressions
under close to in-the-wild conditions. As illustrated in [15,20], a game seems
an appropriate context because children are strongly involved and they become
more collaborative. Moreover, a mobile support allows the recordings outside
a (living) lab context, hence, children can be recorded in an unbiased fashion
in more natural circumstances (in a spirit of a family home, friendship). While
conducted in a social context, the pilot is expected to capture vivid expressions
in between or during the game. The protocol can be tuned in order to induce
negative expression like frustration in biasing the behavior of the game. More
insights about the design of the game scenario is provided in the next section.
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3 Game Scenario

Similar to the Guitar HeroTM gameplay, we ask subjects to produce a series of
positive, negative and surprise expressions as illustrated in Fig. 1. The objective
of the game is to match facial expression that scroll down the screen and get
points depending on the capacity to reproduce it. Successive successfully repro-
ducing of required expressions provides combos producing best scores possible
and encouraging the children to keep their attention focused on the interface
and produce the good expressions. The application offers the possibility to add
additional expressions (Fig. 1(1–7)). In our preliminary study, we are exploring
the positive (green column), surprise (blue column) and negative (red column)
expressions. We could also adapt the system to consider actions units from Facial
Action Coding System (FACS) proposed by Ekman [8].

As illustrated in Fig. 1, the game interface is composed of seven major ele-
ments. Each expression is associated with one column and one token with a visual
representation of the expression (Fig. 1(1–3) represent a positive expression token)
in a particular color. When a token is reaching the bottom circle of the board
(Fig. 1(1–4)), the player face (Fig. 1(1–5)) and the expression which should be
found are analyzed to assign a grade (Fig. 1(1–1) and keep track of the accumu-
lated score (Fig. 1(1–2)). These individual ratings aggregated provide an overall
rating for the game. The gauge above the score indicates the overall rating dur-
ing the course of the game. As visual facial feedback is provided, when expression

Fig. 1. EmoGame interface inspired to the Guitar HeroTM gameplay. (Color figure
online)
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recognition fails, the user is implicitly encouraged to control the quality of the
image by correcting the orientation and the position, in order to ensure optimal
conditions (no backlight, frontal face, homogeneous illumination, etc.)

In order to enhance user engagement and enjoyment we have added textual
(perfect, good, fair, bad) and audio (positive or negative) feedback. In order to
be able to collect data for longer times, it is important to provide a positive
game-playing experience. The game-playing experience is also influenced by the
sequence of tokens presented to the user. The sequence of events is fully program-
mable and does make a difference in terms of player behavior. The speed of token
going down the screen, the time distance between consecutive tokens (Fig. 1(1–6))
and the order of appearance of the token can be customized. In preliminary test-
ings, we have observed that high speed variations in emotions sequence generally
produce natural hilarity, especially when the game is played in a social context
with friends. Besides, the deployed technology for expression recognition must be
robust enough in order to keep the child committed to the experience. However,
an expression palette larger than the one that the application can recognize can
be collected, as long as a minimum set of expressions is recognized and points are
coherently scored for the supported expressions.

In the following we focus on the application and on the details of the under-
lying methods for positive, negative and surprise expression recognition.

4 Expression Recognition

In the context of a video game, the expression analysis must be performed as fast
as possible (in interactive time) in order to keep the attention and involvement
of the player. These requirements are even more important when the expression
recognition is performed in a mobile context where memory, computational capa-
bilities and energy are limited. We propose a fast analysis process in two stages
illustrated in Fig. 2: image pre-processing detailed in Sect. 4.1 and expression
recognition detailed in Sect. 4.2.

A good technical realization is necessary to keep player attention focused
during the session and to ensure that the objectives of the scenario are fulfilled.
The Fig. 3 illustrate the process of capturing the facial expressions. Once the
token scrolls down and reaches the bottom circles, the image provided by the
frontal camera of the hand-held device is extracted and sent through the JNI
interface to the expression from face library. The expression analysis is done by
the native library and results are sent back to the application controller which
updates the score and provides textual and audio feedback to the user.

Fig. 2. Overview of the facial expression recognition process



EmoGame 9

Fig. 3. The EmoGame expression analyzer process. Results are calculated from the
metrics estimated on the player face and the required expression.

4.1 Image Pre-processing

As soon as the image is received through the JNI interface, image pre-processing
is performed. The goal is to detect the face and make it invariant under trans-
lation, rotation, scale and illumination.

As the application is deployed in a hand-held mobile device, most of the
time the person face is situated in the center of the image. A fast face detector
such as Boosted Haar classifiers [24] is used to localize the face of the user. This
kind of classifiers presents some drawbacks since they support only a limited set
of near to frontal head-poses. Supposing that the user is engaged in the game,
each frame of the video contains a single face. The absence of a face is a sign
for either non supported head-poses (e.g. looking somewhere else) or inadequate
hand-held device orientation (e.g. camera device pointing above the face).

We use a dedicated neural network defined by Rowley [18] (available in
STASM library [14]) in order to detect the eye positions. Orientation of the
face is estimated using the vertical positions of the two eyes. The angle between
the two pupil points is used to correct the orientation by setting the face center
as origin point and the whole frame is rotated in opposite direction. Finally,
the face is cropped and its size is normalized to obtain scale invariance. Image
intensity is normalized using histogram equalization which improve its contrast.
It aims to eliminate light and illumination related defects from the facial area.
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4.2 Face Expression Analysis

By normalizing the face representation (invariant under translation, rotation and
scale), we can compute fast metrics directly on pixels rather than extracting
complex metrics that can have high computational complexity. Positive expres-
sion are recognized by considering raw pixel intensities. Negative and surprise
expressions are detected by characterizing changes in small regions of interests.

Positive expression detection: In this application, positive expression detec-
tion is performed using method defined in [6]. The dataset GENKI-4K [1] is used
as a training set for positive/neutral classification. Only the lower part of the
normalized face which maximizes the accuracy for this particular classification
problem is considered. A back propagation neural network having two hidden
layers (20 and 15 neurons) is used to train pixel intensity values obtained from
the selected ROI. Input layer has 200 neurons and output layer has two neurons
representing the happy and neutral classes. Experiments on positive expression
detection are conducted in [6] and state-of-the art performances are obtained on
GENKI-4K [1] (92 %), JAFFE [12] (82 %) and FERET [16] (91 %) databases.

Negative expression detection: Negative expressions generally involves the
activation of various degrees of FACS AU4 where eyebrows are lowered and
drawn together [9]. We focus on the regions of interests located in the upper part
of the face which include wrinkles between the eyes. The wrinkles are extracted
using a Gabor filters bank as in [3]. Each pixel of the resulting image corresponds
to the maximum amplitude among the filtered responses. Then, the resulting
image is normalized and thresholded to obtain a binary image. The feature
encoding AU4 activation corresponds to the proportion of white pixels, which
corresponds to wrinkles. A threshold is used to determine if there is a negative
expression or not. To show the role of the threshold, KDEF database [11] is
considered to perform tests. In our experiment, negative expressions cover anger,
disgust, afraid and sad expression as in [9]. A recall-precision curve obtained by
varying the threshold is shown in Fig. 4. It can be easily seen that obtained
results are good enough to provide a consistent feedback to the user. In KDEF
experiments, a proportion of white pixels superior to 0% gives the best results
in terms of recall-precision as the dataset was captured in control settings and
forehead is cleared of artifacts. However, while playing an adaptive threshold
has to be employed in order to better support variations due to shadows and
camera orientation.

Surprise expression detection: It is well-known that surprise expression is
closely related to the activation of FACS AU1 and FACS AU2 [22], which cor-
respond, respectively, to left and right eyebrows movements. In this paper, eye-
brows are detected using a Gabor filter applied to a ROI determined experimen-
tally considering the eye position and the IPD distance as in [5]. The feature
encoding AU1 or AU2 activation is the ratio between the distance of the eye
center and the lower boundary of the eyebrow and the distance between the two
eyes. Higher this feature is, more the person raises eyebrows. The surprise expres-
sion is detected when this feature is higher then threshold. This feature has been
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Fig. 4. Recall-Precision curve on KDEF: negative expression detection evaluation (on
the left) and negative expression detection evaluation (on the right)

chosen because it is fast to compute and the obtained results are good enough
in our context. To test the stability of the feature against the threshold used,
an experiment has been conducted on KDEF database [11]. A recall-precision
curve obtained by varying the surprise threshold is shown in Fig. 4. In KDEF
experiments, a threshold equals to 33 gives the best results in terms of recall-
precision. As for the negative expression, while playing, an adaptive threshold
has to be employed in order to take into account camera orientation.

5 Preliminary Experiments

In this section, we study the capacity of our application to engage the children in
the scenarized recording sessions. Moreover, we want to measure the satisfaction
of subjects and their intention to renew the experience.

For the experiments, we used a Samsung Galaxy Tab 2 10.1 digital tablet.
The application layout is adapted to the landscape mode as the front camera is
situated in the middle of the long side of the tablet.

Each game is composed of 15 expressions to mimic (5 Positive, 5 Negative,
5 Surprise). The sequence of expressions is randomized. The speed of tokens
scrolling down is constant but the gap between them varies randomly.

Twelve children and six adults were invited to test the application. We have
divided them into three age categories: between 4 and 7 years old, between 8 and
10 years old and adults (> 20 years old). Sessions were recorder either at home
or at school, alone or with friends.

Each subject played freely the game once or several times. Then, he filled in
a questionnaire measuring the enjoyment, and his intention to play again. We
also asked the player about the ability of the application to detect correctly the
expressions. Each response is ranged between 1 for bad and 5 for great. The
results of this experimentation is shown in Fig. 5.

The perception of the expression recognition performances varies within the
children groups (see Fig. 5A). Older children were challenging more the applica-
tion and were able to identify situations were the technology is failing (high pitch,
poor lighting conditions, near field of view). However, we have noted that chil-
dren were motivated to play again in order to improve their score by correcting
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Fig. 5. Boxplots showing several statistics computed on our experiments

device orientation and trying various ways of producing the required expressions.
Finally, we can see that for all testers, positive expression seems to be the best
detected by our game (see in Fig. 5B). Negative and surprise expression detection
results depends strongly on the facial characteristics of the player and illumina-
tion settings. In this case, adaptive thresholding could improve results concerning
these features. Despite the recognition errors, in Fig. 5C, we can clearly see that
all age groups enjoyed the game. Children enjoyed better than adults and were
more committed to renew the experience and play again (see Fig. 5D). These
two statistics are correlated and show that the children are engaged when they
play the game.

6 Conclusion

In this paper we have proposed a new tool for capturing vivid and spontaneous
children expressions by means of an engaging expression-related games. A mobile
device is used in order to be able to realize recording session outside a lab
environment. We think that capturing data in familiar setting reduces the bias
brought by an unknown context. The game play encourages children to implicitly
control the device orientation and light exposure in order to obtain high scores.
The results of the preliminary study show that the children are enjoying the game
experience and that they are ready and willing to renew the experience. As long
as the facial expression are used as a mean of interaction within a rewarding
context, engagement from subjects can be expected.

Preliminary results encourage us to extend the experiments to larger children
corpus. As large quantity of data can be collected in out-of-lab conditions, it is
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important to assist the process of selecting viable data. Hence, we will focus on
collecting and annotating processing. We envision to better quantify the qual-
ity of the recorded sessions by means of homogeneous illumination quantifica-
tion, head orientation estimation, mobile device stability, etc. This metrics will
enhance the annotation process by filtering inadequate conditions. At longer
term we envision including new expression recognition techniques in order to
propose more complex scenarios.
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Abstract. Assessment of emotional expressions of young children dur-
ing clinical work is an important, yet arduous task. Especially in natural
play scenarios, there are not many constraints on the behavior of the
children, and the expression palette is rich. There are many approaches
developed for the automatic analysis of affect, particularly from facial
expressions, paralinguistic features of the voice, as well as from the myr-
iads of non-verbal signals emitted during interactions. In this work,
we describe a tool that analyzes verbal interactions of children dur-
ing play therapy. Our approach uses natural language processing tech-
niques and tailors a generic affect analysis framework to the psychother-
apy domain, automatically annotating spoken sentences on valence and
arousal dimensions. We work with Turkish texts, for which there are far
less natural language processing resources than English, and our app-
roach illustrates how to rapidly develop such a system for non-English
languages. We evaluate our approach with longitudinal psychotherapy
data, collected and annotated over a one year period, and show that
our system produces good results in line with professional clinicians’
assessments.

Keywords: Play therapy · Affect analysis · Psychotheraphy · Natural
Language Processing · Turkish language · Valence · Arousal

1 Introduction

Clinical work with young children often relies on emotional expression and inte-
gration through symbolic play [58]. Play naturally provides a venue in which
children can communicate and re-enact real or imagined experiences that are
emotionally meaningful to them [23,52]. Many child therapists use play therapy
to help children express their feelings, modulate affect, and resolve conflicts [16].

Affective analysis of psychodynamic play therapy sessions is a meticulous
process, which requires many passes over the collected data to annotate different
aspects of play behavior, and the markers of affective displays. Both the verbal
c© Springer International Publishing AG 2016
M. Chetouani et al. (Eds.): HBU 2016, LNCS 9997, pp. 15–34, 2016.
DOI: 10.1007/978-3-319-46843-3 2
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and non-verbal content of the interactions contain valuable information, and
are analyzed in detail. Recent developments in multimedia analysis suggest that
automatic tools could be used to help the analyst in these tasks. The advantages
are many; such tools can support the therapist with immediate and rich feedback
about the data, highlighting promising patterns for which more effort can be
devoted, and also provide additional quantification of treatment effects. The
disadvantages are that good automatic systems typically require a large amount
of data for training, their generalization abilities may suffer from factors that
may appear trivial to the experimenter (e.g. amount of ambient light, if a camera-
based system is employed), and depending on the model used, justification of
the classifications may be difficult to fathom.

In this work, we propose such an automatic, text-based tool for affective
content analysis from verbal communications of children during play activity in
psychodynamic treatment. Automatic analysis of psychodynamic play therapy
is not a broadly researched subject, and we hope that our contribution will
initiate more research in this domain. Another important point is that our tool
is based on the Turkish language, which is spoken by more than 70 million
people worldwide, but for which few analysis tools are available1. We make the
developed tool available to the research community.

1.1 Preliminary Research Questions

It will be useful to put the work presented in this paper into the broader con-
text of our research program. Using a naturalistic process-outcome design of
psychodynamic play therapy with children at an outpatient clinic, our experi-
mental study assessed affect expression over the course of treatment using two
different kinds of instruments. Children’s Play Therapy Instrument is a psycho-
dynamically informed measure that aims to assess the structure and narrative
of a child’s play activity in psychotherapy [31]. The affective dimensions of the
measure allows the rater to code an array of emotions expressed by the child
while playing. The second instrument we use is the automated affective analy-
sis model for Turkish language that analyzes affect from text using dimensions
of Valence and Arousal [4]. Children’s natural linguistic output over the course
of treatment is assessed with the use of this instrument, and it is this second
instrument that we describe in detail in this paper.

Given the paucity of research with clinical children in treatment, we report
here a preliminary study which aims to investigate the utility of using an auto-
matic text analysis tool to study the relations between affective expression in
psychodynamic play therapy as it relates to different types of psychopathology
and coping and its changes over the course of treatment. In terms of the type
and quality of affective expression in play, literature shows that children with
behavioral problems are likely to express more negative affect. However, there
have been very few studies that looked at these associations with clinical samples

1 Ethnologue estimates it as 71 millions as of 2006, related Wikipedia content suggests
the numbers to be closer to 80 millions.
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in therapy. The first aim of this study was to investigate the relations between
the type and quality of affect expressed in play and its relation to type of psy-
chopathology. Literature shows that different negative emotions relate differently
to Internalizing and Externalizing Problem behaviors. In general, irritability
and anger has been hypothesized to predict Externalizing Problem behaviors,
whereas sadness, anxiety, and fear are believed to predict Internalizing Problems
(see [20] for a review). Therefore, in our research, we specifically look at Inter-
nalizing and Externalizing children’s expression of anger, sadness and anxiety in
the initial stages of treatment, as well as over the course of treatment.

Secondly, studies show that the expression of negative affect in play is related
to better coping in the long-run [53]. Play provides a context in which a child is
able to explore both positive and negative emotional content in a safe, controlled
manner. Play ultimately provides the opportunity to increase positive affect and
reduce negative affect. However, empirical evidence to support this theory with
clinical children over the course of treatment is limited. The second aim of this
study was to assess the type of affect expressed in play over the course of psycho-
dynamic play therapy and its relation to different kinds of psychopathological
functioning.

Based on literature, several specific hypotheses can be tested for the initial
phase of psychotherapy and over the course of treatment. The first hypothesis is
that children with Externalizing Problems will show higher levels of anger and
lower levels of valence. The second hypothesis is that children with Internalizing
Problems will show higher levels of sadness, anxiety and lower levels of valence.
Finally, we hypothesize that in the initial phase of therapy, both Internalizing and
Externalizing children are expected to bring more negative affect (high anger,
sadness and low valence) followed by more positive affect (high valence) over the
course of treatment.

The two assessment instruments mentioned earlier, one used by psychologists,
the second introduced in this paper, both aim to quantify affect over the course
of the therapy for the investigation of these hypotheses.

The paper is structured as follows. In Sect. 2 we summarize related work
in the area of affective expression in play. We broadly describe affect in psy-
chotherapy research, specifically discuss the role of text analysis, and then briefly
overview text analysis for sentiment and affect detection, which is a widely
researched topic for multimedia and information retrieval. Section 3 introduces
our text analysis system. Section 4 describes the data, and the participants of the
study. Section 5 reports our experimental results, including sensitivity analysis
for parameters of the system and ablation study for measuring the contribution
of the different parts of the system. Finally, Sect. 6 concludes the paper.

2 Related Work

2.1 Affect in Psychotherapy Research with Children

Affect plays a significant role in psychotherapy, and a model of emotions can
be used to explain different aspects of psychopathology [48]. In psychotherapy,
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the emphasis is on the analysis of affect rather than the elicitation of particular
emotions, as the latter is quite difficult. Play therapy is one approach to obtain
rich behavioral data with affective content.

There are numerous studies that link children’s behavior in play to affective
states. Children with disruptive behaviors have been shown to display more neg-
ative affect in their play and lower levels of affect regulation [11,17,59]. Dunn
and Hughes found that children who were hyperactive and displayed conduct
problems showed more physical aggression in their pretend games [19]. Simi-
larly, children with disruptive behavior disorders such as Conduct Disorder and
Attention Deficit Hyperactivity Disorder show more hostility and anger in their
play [14]. Von Klitzing et al. found that expressing negative and/or aggressive
affect in disorganized pretend play predicted behavior problems [63].

Russ and Cooperberg found that first and second graders who had more
negative affect in their early play also had more symptoms of depression when
measured 10 years later [51]. Additionally, in a sample of 322 six year-olds, some
of whom were exposed to cocaine prior to birth, negative affect in play sig-
nificantly correlated with both Internalizing and Externalizing behaviors [57].
Negative affect in play also correlated significantly with Major Depression Dis-
order and Oppositional Defiant Disorder in this study. These studies point to the
importance of the relation between negative affect in play and behavioral prob-
lems. Some studies have also looked at the longitudinal effects of expression of
affect, especially negative affect in play and behavioral functioning. Marcelo and
Yates evaluated prospective relations among preschoolers’ pretend play, coping
flexibility, and behavior problems across varied degrees of child stress expo-
sure [35]. They found that preschoolers who expressed more negative affect in
their play engaged in more varied coping strategies (i.e., coping flexibility) during
a simultaneous delay of gratification challenge and fewer Internalizing Problems
one year later. These results show that even though expression of negative affect
may initially be related to higher frequency of behavior problems, it may be
related to enhanced coping in the long run [54].

However, there is a gap between the research literature that shows that affect
in play facilitates coping, and the actual process of what happens in play therapy
with clinical children in terms of affective changes. Bratton, Rhine and Jones,
in a meta-analysis of outcome of play therapy, identified only seven studies that
reported that play overall helped in the reduction of anxiety and fear [7]. The
few empirical studies in the play intervention area that were focused on play
with specific problems found that play reduced fears and anxiety for children
with an acute physical illness and separation anxiety [5,41,47]. The research
findings from a variety of studies in the child and adult areas suggest that other
types of negative affect, like anger should also be helped by play therapies how-
ever these studies have not been carried out. There is even less research about
the kinds of affective transformations that take place over the course of treat-
ment. Gaensbauer and Siegel found that children who expressed affect in play,
especially negative affect, were better able to work through their trauma in play-
based therapy [26]. According to them, the key element that enables a child to
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use play adaptively, is the “degree to which the affects can be brought to the
surface so the child can identify them and integrate them in more adaptive
ways” (p. 297). Singer proposed that children can then increase positive affect
and reduce negative affect through play [61]. This conceptualization fits with
the idea that play is one way in which children learn to regulate their emotions.
However, these ideas need to be empirically investigated.

2.2 Assessment Measures of Affect Expressed in Play Therapy

Even though there are many developmental measures to assess children’s pre-
tend play skills, there is relatively little evidence-based support for assessment
measures that have been developed specifically to assess affective process and
change in child play therapy. In particular, self-reported emotions are none too
reliable, as they can be influenced by external factors [56].

Russ and Niec [54], in a review of play therapy assessment measures, talk
about only three measures, which are Play Therapy Observation Instrument
(PTOI) [28], the Trauma Play Scale [24] and the Children’s Play Therapy Instru-
ment (CPTI) [31], respectively. These are specifically designed to study children’s
expression of affect in therapy among other therapeutic indices. PTOI includes
an Emotional Discomfort scale to rate child’s comments about worries and trou-
blesome events, inappropriate aggression toward the therapist, conflicted play,
the quality and intensity of the child’s affect (i.e., mood), and play disruption.
The Trauma Play Scale allows for the coding of negative affect or lack of joy
during play. CPTI has a more extensive affective component assessing affect
regulation strategies as well as the types of affect expressed in play over the
course of treatment. With all these measures, the sessions have to be recorded,
transcribed and rated by trained judges on affective components.

2.3 Automatic Text Analyses of Affect from Text in Psychotherapy
Research

A primary focus of the use of natural language processing (NLP) methods in psy-
chotherapy has been to evaluate complex relational/emotional processes using
the words from treatment sessions. Much of this work has involved the use of
computerized dictionaries that place specific words in psychologically mean-
ingful categories. For example, Anderson and colleagues found that when the
patient used more emotion words, therapists obtained better outcomes when
minimizing responses with cognitively geared verbs (e.g., “think,” “believe,”
“know”) [3]. Mergenthaler focused on the emotional tone (density of emotional
words) and level of abstraction (the amount of abstract nouns) within patients’
language and found that successful outcome in psychodynamic therapy is asso-
ciated with increased use of emotion and abstraction in language, which shows
that the patients have emotional access to conflictual themes and can reflect
upon them [38,39].

Bucci’s Referential Process theory is a similar, but more comprehensive psy-
chological construct that “concerns the degree to which speakers (or writers)
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are able to access nonverbal, including emotional experience, in their own minds
and to express this verbally in a form that is likely to evoke a corresponding
experience in the listener” [9]). The affective connection between the language
used and the underlying emotions has been consistently correlated with clinical
ratings of psychoanalytic session effectiveness [10]. Pennebaker did not specif-
ically investigate psychotherapy transcripts; however analyzed the writing fea-
tures most strongly associated with enhanced psychological and physiological
health found that people whose stories contained a high rate of what he called
emotional processing words (e.g., “sad,” “hurt,” “guilt,” “joy,” “peace”), insight
words (e.g., “realize,” “understood,” “thought,” “know”) and causal words (e.g.,
“because,” “reason,” “why”) showed the greatest benefit from expressive writ-
ing exercises [45]. Even though there is substantial research in the application of
NLP methods to specifically assess affective processes in adult treatment, to the
best of our knowledge, no research has been carried out to adapt these measures
to psychodynamic play therapy and there are no such resources in Turkish.

2.4 Text Analysis for Sentiment and Affect Detection

In multimedia computing, sentiment analysis and opinion mining refer to the
categorization of a given text into positive, negative, or neutral classes, which
makes it a relatively restricted and practicable NLP problem. On the other hand,
detecting affect from text is a more challenging task, as it requires a profound
understanding of both semantics and syntax of a language, as well as representing
affect with the appropriate emotion categories or dimensions.

There exist several approaches to extract sentiment and opinion from textual
multimedia content such as blogs, tweets, movie reviews and customer reviews.
Basic methods include keyword spotting, lexical affinity, statistical NLP, learning
based methods and commonsense-based approaches [13,44]. Similarly, methods
for affective content analysis from text generally blend these approaches with
rule-based systems. An example is the Affect Analysis Model, which analyzes
affect specifically in informal online communication media [43]. This approach
has five main steps; symbolic cue analysis, syntactic structure analysis, word-
level, phrase-level and sentence-level analysis, respectively.

The majority of research on affect analysis from text relies on lexicon-based
approaches, in which a set of keywords and associated affect categories are used
to generate features for affect prediction models. One of the comprehensive lex-
ical resources in this area is the Affective Norms for English Words (ANEW)
corpus [6], which includes a set of normative emotional ratings for 1,034 com-
monly used English words. This tool represents a set of verbal materials that
have been rated in terms of pleasure, arousal, and dominance to support emotion
studies. Similarly, WordNet-Affect is a well known linguistic resource for extract-
ing emotions from text [62]. The starting point of WordNet-Affect is to build
a hierarchy of affective domain labels by labeling synsets (a set of one or more
synonyms) that express affective concepts based on WordNet Domains [34].

A powerful system for text analysis is Linguistic Inquiry and Word Count
(LIWC), which has a comprehensive affective dictionary to analyze text based
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on grammatical, psychological, and content word categorization. This dictionary
allows to measure 74 different linguistic dimensions with more than 2,200 words
and word stems. Affect sensing methods that are based on LIWC calculate word
counts in the input text depending on these linguistic dimensions [27,30,46].

In addition to these lexicon-based approaches, several alternative methods
have been studied in textual affect analysis. For example, Liu et al. first pro-
posed the Commonsense-based approach by using three real-world commonsense
databases [33]. Brooks et al. [8] presented an automated affect classification sys-
tem in chat logs exploiting NLP and machine learning techniques. Their system
segments the chat data and makes use of an improved bag-of-words model to
classify text into 13 affect categories. The basic drawback of machine learning
approaches is that they usually lack linguistic analysis by mainly focusing on
statistical and syntactical features.

Recent approaches to text-based sentiment analysis rely on co-occurrence
statistics, and in a multimedia context, typically combine image analysis with
text [65]. To derive fixed length descriptors from variable length text fragments,
the unsupervised Paragraph Vector approach proposed by Le and Mikolov is
frequently used [32]. N-gram based generative approaches have shown some
promise [40]. An example work for rule-based systems is Vader, which is tai-
lored for social media text [29]. A recent review encompassing many application
domains is given in [42].

3 The Proposed Text Analysis System

The automated affect analysis tool that is used in this work is designed to analyze
affect and sentiment in Turkish online communication texts across domains [4].
Because of the lack of comprehensive Turkish corpora for affect analysis, we use
an affect lexicon which is adapted from English to Turkish. English lemmas were
gathered from the study of Warriner et al. [64], which evaluated 13,915 English
lemmas in a nine point scale (1–9) by 1,827 participants through Mechanical
Turk. For each item, mean and standard deviation values for valence, arousal,
and dominance scores are given. Our text analysis model linearly transforms
these affect scores to a five point scale [1–5]. Mapping to this range makes the
scores given by the system directly comparable to the CPTI scores. The affec-
tive lexicon was expanded with synonym sets (synsets) from a standard Turkish
dictionary (by TDK, Turkish Language Organization). As a result, a comprehen-
sive affective lexicon for Turkish is developed, which includes valence, arousal,
and dominance scores for 15,222 different words and phrases. We note here that
the translation process naturally introduces errors, and ignores cultural aspects
entirely. Nonetheless, this approach produces a useful resource with little cost.

To deal with written communication, the model uses additional resources,
including 120 emoticons, 98 abbreviations, 50 interjections, and 71 modifiers
(emotion intensifiers and diminishers). The affect analysis model of the tool is
illustrated in Fig. 1.

In order to calculate sentence-level affect scores, the system first calculates
the affective values of small units in the sentence, such as words and phrases, by
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Fig. 1. Overview of the affect analysis system.

tokenizing the sentence into trigrams, bigrams and unigrams. Next, the system
checks the modifier list. If there is any modifier connected to a verb or a noun as
phrasal, the score of the word is updated based on the polarity of the sentence and
on the particular coefficient of the modifier. Then, the system handles negation
and some morphological alternations and updates the valence and arousal scores
accordingly.

The system exploits some linguistic rules when calculating the overall sen-
tence score, based on simplifying assumptions. For example, considering the
transitive verbs in Turkish, for NN+VB structures, such as “hayatını kaybetti”
(he lost his life), only the affective score of the verb is taken and then the noun
is neutralized. Similarly, if there is a NN+ADJ structure such as “kafam karışık”
(I’m confused), the noun is neutralized and only the adjective is taken into con-
sideration. The overall sentence score is computed by summing the scores of
these units. Only words with affective load are considered in the summation.

3.1 Adaptations for Psychotherapy

The initial design of this system targeted general online communications [4]. As a
part of this work, we adapted the system to the psychotherapy domain by updat-
ing the affect dictionary. During the translation of the dictionary, the primary
meanings were used for each word, but synonyms were also stored as alterna-
tives. We checked approximately 1,500 words manually and selected the word
with the most appropriate sense in the psychotherapy domain and discarded the
others. Another feature that we added to the system is the detection of frequent
stop-words and redundant words in play therapy. For example, words such as
“anne” (mother), “baba” (father), “oyun” (play) have high valence scores in our
dictionary, however, these words are mostly present with a neutral tone during
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the play sessions. Therefore, we neutralized the affect scores of these words when
calculating the overall affect score. Stop-word and redundant word lists include
more than 500 words that we have treated as neutral words. We suggest that to
adapt the system for a different domain, expert knowledge should be integrated
at this level. The resources and code developed for this work is made available.

We next describe the experimental setup. We evaluate our approach on data
collected during psychotherapy sessions, and contrast our findings with those of
the expert psychotherapists.

4 Experimental Setup

We describe the experimental setup somewhat extensively here; the reader may
skip to Sect. 4.3 for the details of data analysis and results.

4.1 Data

Patients. The source of data used for this study comes from the Istanbul Bilgi
University Psychotherapy Research Laboratory, which provides low-cost outpa-
tient psychodynamic psychotherapy and professional training at master’s level
for students in the Clinical Psychology Program. Referrals were made by par-
ents themselves or by mental health, medical, and child welfare professionals.
The parents and the children were interviewed in order to determine whether
the patients fit the study protocol inclusion criteria: ages between 4–10 years
old; average intelligence; motivation for treatment; no psychotic symptoms; no
significant developmental delays; no significant risk of suicide attempts; no drug
abuse. The patients and their parents were extensively informed before com-
mencing therapy and consented to video recordings and data collection at all
times. The parents provided written informed consent and the children provided
oral assent concerning use of their data for research purposes.

From September 2014 to September 2015, a group of 26 consecutively admit-
ted patients who met inclusion criteria and consented to research were included
in the study. 20 patients (76 %) completed the treatment. The demographics of
the children are presented in Table 1. Eighty to ninety percent of the children
come from low to middle socioeconomic status (SES) families and approximately
10 % of the parents are divorced or widowed for both samples. Referral Prob-
lems manifested primarily as anger management issues and behavioral problems,
such as disobedience and not taking limits, followed by academic issues such as
inattention in class and low grades and finally relational problems such as diffi-
culties in family relationships or socialization with friends. At intake, 5 patients
had DSM IV Attention Deficit and Hyperactivity Disorder, 3 patients had a
Mood Disorder, 3 had Separation Anxiety Disorder, 2 patients had Encopresis.

Therapists. A total of 12 therapists (all clinical psychology master’s level grad-
uate students) treated the 20 patients, with each therapist generally working
with one to two patients. The therapists were all females with ages ranging
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Table 1. Subject characteristics at intake

Subject characteristics at intake (N= 20)

Sex Male 9

Female 11

Age 4–6 years 8

7–9 years 12

SES Low 4

Low - Middle 7

Middle 5

Middle - High 4

Referral Problem Anxiety issues 2

Behavioral/Anger problems 10

Academic problem 7

Relational problems 1

from 23 to 27 years. Each therapist was extensively educated in the theoretical
background of psychodynamic play therapy and its various applications one year
prior to the study. All therapists had the same experience level (1–2 years of psy-
chotherapy training) and were supervised by experienced clinicians. In this way,
the confounding variables rooted in differences in the educational background,
experience, and supervision process were partially controlled.

Treatment. The treatment was psychodynamic play therapy. The treatment
was not manualized and the only restrictions placed were regularity and length
(once weekly treatment of 50 min for one year). Patients on average received 40
sessions. Even though there is no unitary model of therapeutic action in psy-
chodynamic play therapy [25], the core principles and techniques employed can
be summarized as follows: Central to this approach is the establishment of what
is called a “setting”. The psychotherapist sees the child at regular times, in the
same play room with a standard set of play toys. This consistency provides a
safe context that allows the child to play out difficult and disturbing emotional
experiences that would be hard to express in the outside world. The exploration
of the child’s issues takes place in a largely child-led process way and the thera-
pist encourages the child to express and reflect on his perceptions, feelings and
thoughts in play. This is done by listening actively and inviting the child to con-
tinue his communications and asking questions about the play setting, temporal
ordering, and the details of the characters, their thoughts, feelings and behaviors.
The therapist also labels the repetitive themes, conflicts and feelings in play with
the aim of helping the child to synthesize his experience. Interpretations aim to
help the child see links between conflicting needs and emotions about self and
others that find reflection in play behaviors and in the therapeutic relationship
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with the purpose of bringing to consciousness attitudes, assumptions and beliefs
of which the child is unaware.

Session Selection. For correlational analyses, the longest play segments of
the first two sessions of psychotherapy were used. A total of 40 sessions and 40
play segments constituted the data points for the analysis. To run Multi-level
Modeling and Trend Analyses, a total of six sessions were selected from each
case. To represent different therapy phases, the sessions were divided into early,
middle, and late phase by dividing the total number of sessions for each case by
three. Two consecutive sessions were selected from early therapy, two from late
therapy, and two from the middle. Each session included 1 to 10 play segments
(see Sect. 4.2), with a mean of 2.3. Up to four play segments were selected from
each session in order to achieve a balance among participants, since the number
of play segments per session varied. This sampling resulted in 120 sessions and
289 play segments for 20 children.

4.2 Measures

Background Information. Demographic information such as socioeconomic
status and marital status were obtained using a standard intake information
form and from information obtained in the initial interview.

Outcome Measures. The Child Behavior Checklist (CBCL) is a widely used
method of identifying problematic behaviors in children [1]. For children ages
4 through 18, a parent or a primary caregiver reports on the child’s academic
performance, social relationships, and indicates how true a series of 112 prob-
lem behavior items are for the child on a 3 point scale (0 = not true, 1 =
somewhat or sometimes true, and 2 = very true or often true). The following
eight syndromes are scored from the CBCL, Anxious/Depressed, Withdrawn/
Depressed, Somatic Complaints, Social Problems, Thought Problems, Attention
Problems, Rule Breaking Behavior, Aggressive Behavior. Anxious/Depressed,
Withdrawn/Depressed, and Somatic Complaints syndromes comprise an Inter-
nalizing group, and the Rule Breaking Behavior and Aggressive Behavior syn-
dromes comprise an Externalizing group, and Total Problems is the sum of
scores on all problem items. The cut-off points for borderline and clinical desig-
nation are based on t–scores formed on a clinical population. Back translation,
bilingual retest method, and pretest studies were used for the translation of the
CBCL [22]. The test–retest reliability of the Turkish form was .84 for the Total
Problems, and the internal consistency was adequate (Cronbach’s alpha = .88;
[21,22]).

Assessment of Affect in Play Activity. Children’s Play Therapy Instrument
(CPTI) is a psychodynamically-informed measure of in-session play activity [31].
The selected scales of the instrument for the purposes of the study involve Seg-
mentation and Affects Expressed in Play (for further definition of play activity
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categories, see [15]). The CPTI rates children’s behavior in a therapeutic setting
at different levels. The first level involves a “Segmentation of the child’s activity”
(non-play, pre-play, play and interruption). Going forward, only play segments
are rated. The Affective Component looks at the types emotions brought by the
child to his play. Eight types of emotions are rated using a 5-point Likert scale:
5 = Most Characteristic; 4 = Considerable Evidence; 3 = Moderate Evidence;
2 = Minimal Evidence; 1 = No Evidence. For the purposes of the study, only
Anger, Anxiety and Sadness were coded. Two masters level clinical psychology
students, who received 20 hours of training on the CPTI by the first author
and rated 10 training sessions (24 play segments) prior to the study, rated the
sessions. They were independent assessors who were not associated with the
treating clinicians or the cases, and blind to the purposes of the study. In order
to identify the agreement level between judges for subscale ratings, Intra-class
Correlation Coefficients (ICC) were computed. Cronbach Alpha was .72 for Seg-
mentation, and .81 for Affect Types, suggesting good reliability for all Scales of
CPTI.

Valence and Arousal. Categorical and dimensional modeling are two main
approaches in representation of affect [12]. In dimensional modeling, the assump-
tion is that emotions are related to each other and the affective state is investi-
gated in a continuous multidimensional space, in generally two or three dimen-
sions. There is still a lack of consensus on which dimensions are fundamental and
which dimensions are a mixture of these basic dimensions. However, the popular
Circumplex model of emotions [49], which defines “valence” and “arousal” as the
principal axes, is frequently used. Valence describes the extent of pleasure (pos-
itive) and sadness (negative), and arousal (or activation) describes the extent of
calmness and excitation [49,55]. Valence and arousal are commonly considered
as independent dimensions, however, real-world findings confirm that these two
dimensions are correlated most of the time.

4.3 Method of Automatic Analysis

As a general rule, linguistic programs need to segment the transcript (typically
in equally sized units) for comparison of the data while analyzing a text. As
the proposed text analysis tool performs sentence level analysis, firstly we had
to segment sessions into smaller units. The length of a scoring unit containing
the minimum number of necessary words is determined by statistical procedures
described before [36]. In psychotherapy research, an entry with minimum of 150
words is required by many linguistic programs such as the therapeutic Cycle
Model and computer-assisted content analysis [37]. Therefore, for the grouping,
we created 150-word chunks of sentences while paying attention to play segment
borders. Each 150 word block was processed as a single sentence in our affect
analysis system. Then, average scores of these 150 word blocks gave us the overall
affect score of the corresponding therapy session.
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5 Results

5.1 Descriptive Statistics

To examine the association between CBCL problems and affect expressed in
play at the beginning of therapy, play affect scores as measured by CPTI Anger,
Anxiety and Sadness scores, VA (Valence and Arousal) scores collected in the
initial two sessions of psychotherapy were calculated. Each child’s two longest
play segment affect scores from the initial two sessions were computed, which
gave mean affect scores for the initial phase of psychotherapy. The means and
standard deviations for each of the major variables collected at the beginning
of psychotherapy are listed in Table 2. The first two rows (Valence and Arousal)
are obtained by the proposed automatic analysis approach, and the next three
rows are CPTI annotations (Anger, Anxiety and Sadness).

Prior to testing correlations, the possible contribution of background and
demographic variables to the studied variables was examined through prelimi-
nary analyses. Spearman correlations were conducted to assess the association
of age and gender with the main study variables: CBCL Problems and all CPTI
Items and VA. No significant differences were found according to these variables.

Table 2. Descriptive statistics for affect variables and CBCL problems (N = 20)

Affect variables

Variable M SD

Valence 3.48 0.38

Arousal 3.54 0.71

Anger 2.71 0.87

Anxiety 3.03 0.61

Sadness 1.4 0.42

CBCL problems (T Scores)

Externalizing Problems 61.80 8.70

Internalizing Problems 59.95 11.14

5.2 Preliminary Results of Affect Analysis at the Beginning
of Treatment

The relationship between the CBCL Problems and play affect scores as measured
by CPTI Anger, Anxiety and Sadness scores and Valence and Arousal scores
collected in the initial two sessions of psychotherapy were examined. Due to the
low number of children included in the analysis, Spearman Correlations were
used (see Table 2).

Results show that in the first two sessions, CPTI Anger scores were positively
related to Externalizing Problems, Valence scores were negatively related to
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Table 3. Spearman correlations between the affect scores and CBCL problems.

CPTI anxiety CPTI sadness CPTI anger VA valence VA arousal

CBCL

Internalizing
Prob

−.343 .218 −.014 −.495a −.644b

Externalizing
Prob

−.011 −.025 .496a −.517a .253

Note: a Correlation is significant at the .05 level; b Correlation is significant at the .01 level.

Internalizing and Externalizing Problems, and Arousal Scores were negatively
related to Internalizing Problems on the CBCL. No significance was observed
for CPTI Sadness and Anxiety scores (see Table 3).

While we do not analyze the specific findings of the play therapy sessions in
detail here, we note that the high correlations obtained by the proposed auto-
matic tool and the manual CPTI coding are very promising. The results provide
empirical support for two measures of affective assessment that can be used
towards investigating affective processes in play in psychodynamic play therapy.
Both CPTI and Valence-Arousal showed preliminary promise for systematic play
observation.

5.3 Preliminary Analyses of Affect Expressed During Treatment

In order to assess affect expressed during the treatment, two sessions from the
beginning, middle and end of therapy were used. As such the data consisted of
6 sessions from 20 children resulting in 120 sessions and 289 play segments. We
conducted Hierarchical Linear Modelling (HLM) [50] which is used to measure
data that has more than one level. Using Hierarchical Linear Growth Curve
Modeling, affective change over time was modeled. This model takes into account
the hierarchical structure of the data i.e., different measurements in time (level
1) are nested within subjects (level 2). Using maximum likelihood, multilevel
analysis allows for missing data [60]. Effect-sizes were calculated using R2.

To see the variability of mean valence, arousal and anger scores, first null
models were run for each. Results showed that Valence (β= 3.39, t(19) = 124.36,
p < 0.001), Arousal (β = 3.54, t(19) = 41.64, p < 0.001) and Anger (β = 2.59,
t(19) = 18.09, p < 0.001) significantly varied across participants.

Results also revealed that left over variance was significant for Arousal
(Var(u0) = 0.08, χ2 (19) = 49.49, p < 0.001), Anger (Var(u0) = 0.27, χ2 (19)=
54.36, p < 0.001), but not for Valence (Var(u0)= 0.00, χ2(19)=15.34, p >0.05).
We also calculated how much of the variance is explained by level 2 variables
(Externalizing and Internalizing problems) in predicting Valence, Arousal and
CPTI Anger. To calculate this we used the following formula:

Explained variance =
u0 (unconditional) − u0 (conditional)

u0 (unconditional)
(1)



Affective Dimensions of Play 29

Because HLM does not give a direct R2 value, the variance explained with
this formula can be used as pseudo R2 [2].

We found that for Arousal 16 % and for Anger 19 % of the variance is
explained by Externalizing and Internalizing Problems. For Valence, we could
not obtain a value because left over variance was not significant at null model
as stated above. Together, these results indicated that further analysis using
Hierarchical Linear Modeling, was suited.

Growth Curve Analyses. To investigate the change in Internalizing and
Externalizing children’s Valence, Arousal and Anger scores across sessions, time
and time squared variables were entered into the model at level 1 to see the lin-
ear and quadratic growth rates of variables. For Internalizing Problems, results
revealed a significant linear increase (β = 0.05, t(161) = 2.98, p < 0.05) in
Valence as well as Arousal (β = 0.06, t(161) = 2.17, p < 0.05) scores. Effect
sizes for each trend was small (R2 = 0.01). No significance was observed for
linear (β = -0.02, t(161) = 0.18, p >0.05) and quadratic effect for CPTI Anger
(β = -0.03, t(161) = 0.58, p >0.05). Growth rates of Valence, Arousal and CPTI
Anger with Externalizing Problems were not significant.

5.4 Ablation Study

We assess the impact of different parameters on the accuracy of our affect pre-
diction system. To achieve that, we setup a sentence-level annotation with 4 dif-
ferent play therapy sessions that includes approximately 500 sentences in total.
For each sentence, a human annotator assigned a Valence and an Arousal score
by using a 5-point Likert scale. After the automated affect analysis, we compared
the model prediction scores with the ground truth scores that we obtained from
the annotation. Model scores are also scaled continuously between 1 and 5. In
order to calculate the accuracy, we mapped the Valence scores to positive (>3)
and negative (< 3) classes to carry out the corresponding classification of the
affect.

The first experiment we conducted tested the benefit of using domain adapta-
tion on the text analysis system. As can be seen from Table 4, with the updated
dictionary and redundant word elimination, we observed a higher correlation
and reduced mean square error in both Valence and Arousal dimensions.

Table 4. The effect of adapted dictionary for psychotherapy domain

Valence Arousal

Measure Adapted Dict. Generic Dict. Adapted Dict. Generic Dict.

Correlation (P < 0.01) 0.58 0.32 0.33 0.23

Mean square error 0.24 0.39 0.51 0.58
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Table 5. The accuracy of the model for binary Valence classification

Accuracy (%)

All features 83.5

All features with generic dictionary 74.5

All features without redundant words 81.1

All features without negation 75.1

All features without modifiers 79.8

Contribution of the different parts of the system to the performance is given
in Table 5. Our results show that the system gives the best accuracy (83 %)
when all features are employed with the adapted dictionary for psychotherapy
domain. We see that eliminating the domain-specific redundant words improves
the system performance by 2 %.

6 Conclusions

There is relatively little empirical investigation of the measurement of affect
expressed in play and how it relates to psychopathology during the treatment
process of children in psychodynamic play therapy. We propose in this paper an
automatic rule-based text analysis tool that can quantify Valence and Arousal
for longitudinal transcriptions of therapy sessions. We obtain good agreement
with a standard measure used by psychotherapists. Result of the study sup-
port the relationships between affect expressed in play and behavioral problems
as well as the importance of play in the modulation of negative feelings. The
findings were consistent with our prediction which indicated Internalizing and
Externalizing Problems negatively associated with Valence at the beginning of
treatment. These findings parallel previous results from the literature that sug-
gest a relationship between negative affect in play and maladaptive behavior.
Our findings also indicated, in line with previous literature, that children with
Internalizing Problems present with a constricted range of negative affect and
can use psychodynamic play therapy towards the modulation of negative affect
in play. They are able to express more intense and positive emotions over the
course of treatment as shown in the increase in Arousal scores. These findings
provide preliminary empirical support for two measures of affective assessment
that can be used towards investigating affective processes in play in psychody-
namic play therapy.

One of the main limitations of the study is that none of the existing text-
based sentiment analysis approaches could be directly employed for comparative
assessment, as few approaches are proposed for Turkish (see [4] and references
therein). It is obvious that improvements in the automatic affect analysis pipeline
will translate to more reliable assessment of the play therapy sessions. In par-
ticular, a comprehensive affective lexicon prepared for Turkish language would
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be useful. The work by Dehkharghani et al. towards preparing such a resource
is a good step forward [18], but currently it is in a preliminary stage, and the
translated (but more extensive) dictionary we have used produces more accurate
results [4].

Our work also indicates that it is possible to adapt sentiment analysis
resources developed for one language (i.e. English, in this case) for a sys-
tem designed for processing another language. N-gram and co-occurrence based
approaches do not have this flexibility, and need to be trained directly with
resources of the language they are meant to process. Subsequently, the proposed
approach presents a possibility of supporting and complementing these methods.
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Abstract. In collaborative play, children exhibit different levels of
engagement. Some children are engaged with other children while some
play alone. In this study, we investigated multimodal detection of individ-
ual levels of engagement using a ranking method and non-verbal features:
turn-taking and body movement. Firstly, we automatically extracted
turn-taking and body movement features in naturalistic and challenging
settings. Secondly, we used an ordinal annotation scheme and employed
a ranking method considering the great heterogeneity and temporal
dynamics of engagement that exist in interactions. We showed that levels
of engagement can be characterised by relative levels between children.
In particular, a ranking method, Ranking SVM, outperformed a con-
ventional method, SVM classification. While either turn-taking or body
movement features alone did not achieve promising results, combining
the two features yielded significant error reduction, showing their com-
plementary power.

Keywords: Children · Engagement · Social Signal Processing ·
Non-verbal behaviours

1 Introduction

Engagement is often defined as the process of maintaining connections between
participants through exchanges of verbal and non-verbal attentional cues to each
other [5,35]. From preschool age onwards, children play with peers in small
groups [31,32] where inter-group dynamics lead to varying engagement behav-
iours with children [2,22,37]. For example, one child does not play with others
but plays alone while another child interacts substantially and gets involved with
the other children in the group.

Recent advances in the automatic detection of engagement are more and more
facilitating the development of robots able to support social interactions among
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children [34]. Our aim is to endow a social robot with the ability to anticipate chil-
dren’s level of engagement and to interact with children during playful tasks, and
this paper introduces a novel approach to the automatic detection of individual
engagement during child-child interaction. Our approach focuses on the analysis
of children’s non-verbal behaviours which are strong cues of engagement [5,38].

The automatic analysis and detection of engagement have been studied before
using multi-modal cues such as speech activity, gaze, posture, and gestures [4,6,
19,21,29]. These features can be categorised into vocal and visual features, and
each category has its own strengths and drawbacks in the wild. For example,
vocal features are not useful in situations where there is no speech, which often
occur during children’s playful tasks. Moreover, visual features such as gaze and
gesture have limited accuracy depending on view points and distances. These
challenges should be addressed to achieve reliable performances in naturalistic
settings where we cannot instruct or restrict the behaviours of the children.

Furthermore, overlooked aspects in previous studies are temporal and group
dynamics. Even in group play, an engagement level of each child is modelled by
only his own non-verbal behaviours although their engagement and non-verbal
behaviours are strongly interrelated with those of the other participants [2,22].
In other words, a child’s level of engagement is shaped by the other participants
engagement and it may greatly vary depending on the group composition. More-
over, engagement levels vary over period (i.e. temporal dynamics), which calls
for an analysis with fine time resolutions.

In this paper, we present multimodal detection of individual engagement of
children in a naturalistic environment. To address the inevitable challenges such
as silent moments and noisy viewpoints, we utilised not only vocalic turn-taking
features but also body movement features. Moreover, we designed an ordinal anno-
tation scheme and adopted a ranking method considering the great heterogeneity
and temporal dynamics of engagement that exist in interactions [2,22].

This paper is structured as follows. In Sect. 2, details of the related works will
be presented. We will describe our audiovisual corpus and annotation scheme in
Sect. 3. We will explain our method and features in Sect. 4. In Sect. 5, the results
of our experiments will be presented, and conclusions will be addressed in Sect. 6.

2 Related Work

The automatic detection of engagement using multi-modal cues has been investi-
gated in the field of Human Robot Interaction (HRI) and Social Signal Process-
ing (SSP) [4,35,38]. In [29], hand-coded features such as speech, gaze, ges-
ture, and postures of two children were utilised to model individual and group-
level engagement. Their F-score based feature ranking showed that gaze-related
features were more discriminative than other features (e.g. posture and smil-
ing). Although their feature extraction was based on a fine-temporal resolution
(500 ms), the authors did not model turn-taking between children. In [6], a cor-
relation between body movement and engagement in playful gaming situations
was investigated. The amount of body movements was quantified by the normal-
ized sum of the angular movements over the total duration of play. They found
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a positive correlation between the movement and engagement while relying on
wearable motion capturing devices which are expensive for practical applications.
Moreover, group-level involvement, i.e. the average of individual engagement, was
modelled using pitch, hand-coded gaze and blinking [7]. In [19], acoustic features
(e.g. energy, pitch, speaking rate) and body movement features (e.g. amount of
movements, orientation of head and hands) were automatically extracted to
detect group-level engagement.

Although turn-taking features were often neglected in the aforementioned
studies, turn-taking features, showed a positive relation to engagement [5,13].
While individual speaking activity is not often informative to detect engage-
ment, comprehensive behaviours such as speaker-changes, overlaps, and inter-
ruptions, demonstrated promising performances in the detection of engagement
[28]. However, the performances of turn-taking features still remain doubtful in
naturalistic settings where silent situations often occur.

While the HRI studies [4,29] revealed that gaze-oriented movements and
hand gestures were related to engagement, the settings often had regulations on
behaviours of subjects or relied on hand-coded features. Without any regulation,
the automatic extraction of these features is limited in naturalistic settings.
Unlike in these features, body movements are atomic primitives which do not
contain any contextual or sequence knowledge of human behaviours such as
engagement [1,8]; however, their statistics (e.g. occurrences) are known to be
related with engagement [6,17]. Moreover, the extraction of body movements is
the first step to look into more advanced features (e.g. gaze and gesture). Hence,
robust methods to extract and segment movements have been developed (e.g.
Motion History Image (MHI) and K-means based segmentation) for identifying
individuals in a group [1,3,8].

To resolve large variations of human behaviours, a large amount of data is
often required, which is challenging for our targeted scenarios where a group
of children exhibit social interactions in natural settings. Instead of collecting a
large corpus, pairwise based ranking methods, for example, Ranking SVM, can
be used to resolve these variations since these methods learn differences between
instances in given conditions [23,26]. For example, Ranking SVM achieved sig-
nificant improvement compared to conventional methods (e.g. classification) in
speech emotion recognition and engagement detection [14,28]. However, none
of these studies revealed limitations in silent situations which are common in
child-child interactions.

These studies did not deal with the naturalistic settings where spontaneous
interactions without restrictions and inter-group dynamics occur, and these chal-
lenges must be addressed to develop practical applications of engagement detec-
tion. To resolve the challenges, the annotation scheme, learning methods, and
features adopted in this study will be elaborated on in the following sections.

3 Data

We used a corpus containing audiovisual recordings of groups of children [27].
In our corpus, a playful task was used to facilitate children’s natural social
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(a) Overview of recording setup (b) Video still of corpus

Fig. 1. Naturalistic audiovisual corpus used in our study

behaviours. Using 3D cubes, children were asked to build given shapes of animals
in collaborative ways as shown in Fig. 1. Dutch children aged 5–8 (6.95 ± .95)
were recruited from a primary school. We clustered the children by age and
then randomly assigned them to a group of three for each session. Eight out
of ten sessions were considered in our analyses (two sessions were discarded
due to malfunctions of recording), totalling approximately 3 h. Although we
recorded children’s behaviours using three different viewpoints focusing on each
child as shown in Fig. 1(a), occlusions caused by children sitting close to each
other occurred relatively often which posed a great challenge to the automatic
extraction of individual body movement features. Since we did not restrict the
movement of the children (except for initial positions), they often moved around
and interacted with each other, which led to noisy data.

3.1 Annotation

For our task, we define engagement as verbal and non-verbal exchanges of atten-
tion, i.e. attending and responding to each other in a group [28]. During our pilot
coding sessions, we provided two coders with the definition of engagement and
videos of three sessions. We asked them to label individual levels of engagement
in an absolute manner ({low, medium, high}). It turned out that annotators had
difficulty labelling these classes, resulting in poor inter-rater agreement (kappa)
between the two coders (.57). Hence, we established an annotation scheme by
considering relative levels of engagement as follows (from low to high level) [28]:

1 giving relatively less attention to others and receiving relatively less attention
from others.

2a giving relatively less attention to others but receiving attention from others.
2b giving attention to others but receiving relatively less attention from others.
3 giving attention to others and receiving attention from others.

In this way, children can be ordered from a low to a high level of engagement.
For subsequent analyses, the classes: {2a} and {2b} were equally ranked (in level
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of engagement) and merged into one class {2}. Moreover, if any differences could
not be observed among the three children, ties were allowed (e.g. {1, 1, 1}, {3,
3, 3}). In order to annotate all the recordings, a proper size for an annotation
segment needed to be determined. Through pilot coding sessions, we concluded
on an empirical basis that 5s-long segments were suitable for the annotators
to observe various levels of engagement. The videos and description of relative
levels of engagement were given to two annotators to code each child for level
every 5 s using ELAN [39]. Finally, the average of inter-rater agreement was 0.82
(kappa). In subsequent analyses, we used 1510 segments that both annotators
agreed upon which included silent segments (<22.5%).

If children are equally engaged or disengaged with each other in general, our
ordinal annotation is not meaningful. To investigate this issue, we analysed five
types of engagement situations: “no-one-engaged (none)”, “one-less-engaged”,
“one-more-engaged”, “all-different”, and “all-engaged”. In “no-one-engaged”,
none of the children was engaged with any other and just focused on their own
task (e.g. {1, 1, 1}). In “one-less-engaged”, one child is less engaged and others are
more engaged with each other (e.g. {1, 2, 2}). In “one-more-engaged”, one child
is more engaged than any other (e.g. {3, 2, 2}). “all-different” means all children
have different levels of engagement (e.g. {1, 2, 3}). Lastly, “all-engaged” means
that all children are equally engaged without observable differences between them
(e.g. {3, 3, 3}). Figure 2 presents each session’s proportion of engagement types
(the average proportions are 7.1 ± 4.7%, 40.9 ± 9.1%, 7.9 ± 2.1%, 33.3 ± 11.8,
and 10.8± 11.7%, respectively). Major portions are “one-less-engaged” and “all-
different”, which means that the children frequently exhibited different levels of
engagement. Moreover, we found variations of engagement situations between the
groups, which support findings of previous studies [2,22].
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4 Method

In this section, we will present our features: turn-taking and body movement. We
will introduce the Ranking SVM algorithm that employs the ordinal annotation
scheme. Table 1 summarises all features and their details will be described in the
following sections.

Table 1. Feature sets (number of features by functionals) for each child

Category Features Functionals

turn-taking (28) speech (4) mean-duration

pause(4) SD-duration

speaker change (4) total-duration

speaker change with overlap (4) total-count

successful interruption (4)

unsuccessful interruption (4)

overlap (4)

body (7) movement (4) mean-amount

SD-amount

total-count

total-amount

orientation (1) mean-orientation

position x (1) mean-position

position y (1)

4.1 Turn-Taking Features

Based on previous studies [24,27,38], we selected the following turn-taking fea-
tures: speech, pause, speaker change (change), speaker change with overlap
(change.ov), successful interruption (inter), unsuccessful interruption (u.inter),
and overlap, as shown in Table 1. More detailed descriptions can be found in [27].
The features were extracted from every 5 s long annotation segment using each
child’s voice stream. First of all, we extracted each child’s speech segments using
voice activity detection from each voice stream. Then, to correct errors caused by
environmental noise and channel-inferences, we employed iterative speaker iden-
tification. Similarly to [12], we used Mel-frequency cepstral coefficients (MFCC)
features and the Gaussian-Mixture-Model to detect segments of different speak-
ers. In an iterative way, we updated each speaker’s model using the previously
extracted segments and manually corrected errors until the models became sat-
urated (no more changes of segments were observed). Finally, we extracted each
speaker’s speech segments using the saturated models. In real-time applications,
on-line speaker segmentation should be applied but we consider this to be future
work.
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Next, all turn-taking features were extracted from the speech segments
detected, and statistical functionals {mean-duration, standard-deviation (SD) of
duration, total-duration, and total-count} were applied, as presented in Table 1.
Lastly, all values are scaled into the range {0.0–1.0} over each session.

4.2 Body Movement and Segmentation

To extract body movement features, we first performed a foreground segmenta-
tion calculating pixel-wise differences between frames, followed by a Gaussian
threshold [3]. Next, we identified each child by K-means clustering [3], and
extracted movements by using MHI implemented in OpenCV [10,11]. For its
robustness, we did not specify which part of body moves (e.g. legs and hands).
Instead, we extracted the number (of changes in pixels between frames), orien-
tation, and position (coordinates of x and y) from each movement. Hence, we
applied statistical functionals and obtained mean-amount, SD-amount, total-
count, total-amount, mean-orientation, and mean-position (x and y) for each
child from every annotation segment. As turn-taking features were normalised
for each session, all movement features were also scaled into the same range.

4.3 Ranking SVM

As other ranking methods (e.g. ListNet) are suitable if the number of instances
in an order is variant [15], Ranking SVM, categorised as pairwise approach, is
more effective in our task where the number of children is invariant. To learn
an order of engagement between children, we compare only feature vectors of
two children in the same constraint. In our task, the constraint is the period of
time. In other words, we do not compare children’s feature vectors which have
different time periods. Therefore, a value of the constraint, often called qid, is
each annotation segment’s index representing given moments in the range of [0,
the total number of segments for each session]. More detailed explanation of
Ranking SVM can be found in [23,26].

5 Analysis and Results

Based on our annotation scheme, we extracted all feature values described in
Sect. 4. In this section, we present the analysis of our features with respect to
engagement levels, the detection experiments and their results.

5.1 Feature Analysis

Since our annotation schemes are ordinal, we looked into differences of feature
values between children depending on their ordinal relations of engagement lev-
els. For example, if one child is more engaged than the other child, is this child
also more active in speaking or moving? Moreover, we do not have prior knowl-
edge of the proper size of a window for feature extraction in our study. In previous
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Table 2. Average of feature values (mean-count) with respect to ordinal relations of
engagement levels (higher: if the engagement level is higher, lower: the engagement
level is lower)

Engagement Speech Pause change.ov inter u.inter Overlap Movement

higher .242 .233 .198 .080 .052 .139 .187

lower .178 .164 .164 .068 .042 .115 .168

work [25,29,33], windows of between 0.5 s and 5 min long were used to predict
engagement and dominance. To decide an optimal length of windows for detec-
tion experiments, we investigated the effect of different window length varying:
{5 s, 10 s, 15 s, 20 s, and 25 s}. First, we collected all feature values in the pairwise
way for each engagement window (grouped by qid: segment ID) with different
lengths. To decide a new engagement level for each window, we utilised a major
voting policy. Next, we grouped feature values by ordinal relations: higher and
lower. All features values extracted from children who had higher ranks are
categorised into higher. Otherwise, feature values are categorised into lower.
Next, to validate significance of differences between the feature values of higher
and lower, we conducted a Wilcoxon signed-rank test (alternative: greater) that
is a non-parametric paired difference test [36].

We found that 20 s long windows produced the largest number (7) of fea-
tures that have significant differences of both mean-count and mean-amount (or
length) between ranks (p < .0001). 5s long windows produced the smallest num-
ber (4) of features, which means that 5 s long windows are not sufficiently long
to capture turn-taking and movement features. Hence, we decided to choose
20 s long windows for subsequent analyses and detection experiments. Table 2
summarises our findings of 20 s long windows. Note that we list only significant
results (with p < .0001), and present the normalised values of mean-count. More-
over, we analysed feature values of all segments to look at overall characteristics
of feature values while cross-validation was employed for evaluation in Sect. 5.2.

Except for speaker change, all turn-taking features showed significant differ-
ences. From these findings, we concluded that as some children are more engaged
than others at given moments, they tend to show more active turn-taking in
conversations. For movement features, amount and count of movement were the
most significantly discriminative between higher and lower ranks. Possibly, ori-
entation and positions might not be related with ranks in a linear way.

5.2 Detection Experiments

In this section, we present detection experiments using Ranking SVM. As a base-
line, SVM classification (SVM) was compared to Ranking SVM (SVMRANK).
As an exploratory study, we did not select our features using selection methods
for ranking [20]. Rather, we compared performances of feature groups: turn-
taking and movement. Furthermore, we combined these features at feature level
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to see if they would complement each other and increase performances in two
different situations: all and speech. all includes silent samples while speech
excludes silent samples. We investigated how much movement features comple-
ment turn-taking features in these challenging situations.

For purposes of reproduction, we utilised the implementation of LIBSVM
and its extensions [16,30]. Parameters of each model were optimised by a simple
grid search. For evaluation, we used the normalised Kendall tau distance, which
is a widely used evaluation method for rank learning [18]. To calculate it for two
lists (e.g. X1 and X2), it is defined as follows:

K(X1,X2) =
D

N(N − 1)/2
(1)

where D is the total number of swapped pairs and N is the total number of
elements in a list. If all orders are incorrect, then it becomes 1.0 while indicating
0.0 for completely correct orders, which can be regarded as an error rate. To
test the statistical significance of differences between the methods, we employed
a paired corrected t-test [9] (p-values are separately provided with the results).

We look into performances of each feature set using Leave-One-Session-Out-
Cross-Validation (LOSOCV). In each fold, one session is used for validation and
all other sessions are used for training. Since we have 3 children’s samples per
segment, a total of 4530 samples (including silent samples 1011) were used and
the average number of test samples is 566 and that of training is 3735. Figure 3
summarises two results, all samples (all) and samples without silent segments
(speech).
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Fig. 3. Summary of performances (normalised Kendall tau distance): T (turn-taking),
B (body movement), TB (combined)
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5.3 Results

First of all, SVMRANK outperformed SVM with significant differences
(p < .0001) in both speech and all. In other words, SVMRANK was effec-
tive in modelling relative levels of engagement using not only vocal interac-
tions (i.e. turn-taking), but also body movement in the multimodal detection.
In Fig. 3(a) showing cases of speech, performances of turn-taking features (T)
were slightly superior to those of body movement features (B). However, the
differences between T and B are not significant (p = .6). Second, in cases of
all (see Fig. 3(b)), B outperformed T with significant differences (p = .0290).
Although turn-taking features showed discriminative power between higher and
lower ranks in the previous section, they did not show promising results. Since we
conducted neither non-linear correlation analyses nor error analyses of speech
and all, separately, our findings are not conclusive yet. However, combined fea-
tures showed the best performances and reduced error rates of both turn-taking
and body movement features with significant levels (p = .0014 and p = 0.0043,
respectively) for all. In other words, turn-taking and body movement features
complemented each other, leading to the best results. In addition, Fig. 4 presents
results of inter-session performances of all. As displayed, depending on the
groups of children, the performances fluctuated. While gains of TB with respect
to T and B vary, TB reduced errors for most sessions. In particular, for session
1, TB reduced errors of T by nearly .33. Moreover, TB showed the smallest vari-
ation over sessions (.003). In other words, the combined feature set was robust
against inter-group dynamics.
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5.4 Limitations and Future Work

While turn-taking features outperformed movement features in speech, their
performances were degraded in all where “silent” moments often occurred. Since
the combined features achieved the best performances in both speech and all,
we concluded that turn-taking and movement features complemented each other,
which is promising for applications in the wild. However, non-linear relations
between features and engagement levels still remain unexplored. Thus, levels of
feature or decision fusion should be investigated. For example, we could build
separated classifiers for different situations. Furthermore, we might be able to
utilise more advanced visual features (e.g. gaze, blinking, gesture) which have
semantic information for engagement [1]. While these features were widely used
in controlled or laboratory settings [4,6,29], we should investigate rigorous meth-
ods to extract these features in naturalistic settings where we cannot regulate
children’s behaviours.

6 Conclusions

We explored the multimodal engagement detection of individuals using non-
verbal features, turn-taking and body movement, in the context of children’s
collaborative play. To observe spontaneous engagement in groups of three chil-
dren, we did not impose any restriction on children’s conversations and their
movements. As a consequence, there were silent situations and limited view-
points that hindered the automatic extraction of non-verbal features. Moreover,
groups of three children exhibited large variations of interactions with temporal
dynamics. To address the large variations, we showed that levels of engagement
can be characterised by relative levels between children. Moreover, we conducted
detection experiments of individual engagement levels using turn-taking and
movement features. The Ranking SVM outperformed the SVM classification,
which means that the ranking method could be better suited for the multimodal
detection of engagement in groups of children. Furthermore, while each feature
set alone did not achieve promising results, the combined feature set showed
significant error reduction, which means that turn-taking and body movement
features complemented each other. As future work, we will conduct more detailed
feature analysis including non-linear correlation analysis and investigate meth-
ods of integrating our multimodal features.
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Abstract. Current ubiquitous computing applications for smart homes
aim to enhance people’s daily living respecting age span. Among the
target groups of people, elderly are a population eager for “choices for
living arrangements”, which would allow them to continue living in their
homes but at the same time provide the health care they need. Given
the growing elderly population, there is a need for statistical models
able to capture the recurring patterns of daily activity life and reason
based on this information. We present an analysis of real-life sensor data
collected from 40 different households of elderly people, using motion,
door and pressure sensors. Our objective is to automatically observe and
model the daily behavior of the elderly and detect anomalies that could
occur in the sensor data. For this purpose, we first introduce an abstrac-
tion layer to create a common ground for home sensor configurations.
Next, we build a probabilistic spatio-temporal model to summarize daily
behavior. Anomalies are then defined as significant changes from the
learned behavioral model and detected using a cross-entropy measure.
We have compared the detected anomalies with manually collected anno-
tations and the results show that the presented approach is able to detect
significant behavioral changes of the elderly.

Keywords: Anomaly detection · Healthcare · Elderly care · Sensor
networks

1 Introduction

Pervasive and ubiquitous computing is essential to understand human behavior.
Multimodal and more seamless embedded sensors support advances in human
behavior understanding, covering a diversity of challenging topics including per-
sonality, emotions, human mobility and activities in everyday life [5,8,9,14,22].
The learned lessons make room to implement convenient applications aiming to
enhance day to day living of people through their different age span.

The elderly constitute a group that deserves special attention to support
their daily life [3]. Previous research has shown that seniors want to have choices
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for their living arrangements, i.e., preserving as long as possible their sense of
personal space, independence and autonomy [6,30]. While nursing homes are a
standing option, they have a great risk of overpopulation in the coming years [3]
and in addition it may not be the ideal option for people who prefer to live
independently. A good alternative is to consider converting traditional homes
into low-cost smart homes. A comprehensive survey on such systems can be
found in [4], which also discusses the design considerations like unobtrusiveness,
scalability, energy efficiency, and security.

The smart home concept includes homes embedded with simple environ-
mental sensors and more complex systems including audio, video and biometric
systems. Systems that are easy to put in place, that do not demand maintenance
from the user and are affordable in terms of cost, give elderly and their families
the option to age at home while being monitored. There is evidence that oppor-
tunistic home surveillance prevents in some cases hospitalization [20]. While
there are several significant advances on activity recognition in smart homes
for elderly [10,12,23,31], relatively few studies tackle the challenging topic of
detecting “unusual” behavior on elderly [13,21,25,28]. In most of these studies,
experiments are performed monitoring either non-elderly subjects or very few
elderly subjects, thus the proposed frameworks are not necessarily generaliz-
able. Overall findings reveal that there is a compromise between high accuracy
on anomalous behavior detection and subjects’ privacy.

The raw information captured by the sensors can not be shared as such with
the medical staff or used directly to detect changes in behavior automatically.
Statistical models are needed to capture recurring patterns of daily life activities.
This extracted knowledge about recurring patterns could be used to enrich the
information displayed to the medical staff and improve the precision of early
detections.

In this paper, we present a framework to analyze elderly daily behavior using
only motion and state-change sensors. As an almost seamless and unobtrusive
setting, it provides a promising approach for adoption among elderly and has
shown to sufficiently capture day to day activities in real settings. The analysis
used in this study is based on data gathered from 40 elderly homes on a four
month period. In addition to the sensor data, there are annotations from ques-
tionnaires and daily activity journals. Our contributions in this paper can be
summarized as follows.

1. We propose to use an abstraction layer, with the purpose of creating a com-
mon ground for different possible sensor configurations and sensor types.
Given the high variability in the type, the number and the position of the sen-
sors in different apartments, the abstraction layer enables an approach that
could be generalized to different home environments and multiple datasets.

2. Based on the location and outing inferences on the abstraction layer, we
propose a probabilistic behavior model to summarize daily activities of sub-
jects from their sensor activation data. The probabilistic model takes into
account the location of the subject at each hour of the day and defines a
likelihood of the subject’s behavior based on her/his location and outings.
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This model, computed over a long period of sensor data, indicates where the
subject spends her/his time as part of a daily routine.

3. We show that the presented behavior model can be used to detect anom-
alies by comparing the actual behavioral data of a subject with her/his usual
behavior, as modeled by the behavior model. We follow an unsupervised app-
roach and use a cross-entropy measure to indicate the predictability of the
data, which is used as the anomaly indicator score. To detect whether there
is an anomaly at a given time, the score is thresholded to obtain the anomaly
detections.

In the next section, we present the related work in the literature. Section 3
presents our approach, the sensing environment, and the data used in this study.
In Sects. 4, 5 and 6, we present our contributions on the sensor abstraction
layer, the user behavioral model, and the anomaly detection. Section 7 provides
discussion and conclusions.

2 Related Work

The use of pervasive computing devices has recently supported advances in
understanding personality, preferences, emotions, human mobility and daily
activity routines from longitudinal data [5,8,9,14,22]. A significant population
that would benefit from accurate inferences and clear understanding of daily
activity routines is the elderly population. Systems able to provide opportunis-
tic information to relatives or healthcare professionals in charge of elderly, would
provide more confidence to elderly living independently.

In the context of smart home research, there have been centered efforts in
inferring Activities of Daily Living (ADL) with state-of-the-art machine tech-
niques using manually annotated data. Noury et al. [24] presented an attempt
to analyse ADL using an elderly hospital environment. The scenario included a
hospital suite embedded with infrared sensors used to record daily activity of
an elderly woman for a two-month period. Their findings reported significant
correlations between diurnal and nocturnal activities in elderly. Moreover, Hong
and Nugent [15] reported 83.4 % overall activity accuracy on seven daily activi-
ties. For the study, a three room apartment was equipped with 14 state-change
sensors. The reported performance corresponds to a 28 days observational period
from a 26 year old male.

More recently, [29] reported 91.3 % accuracy inferring eight daily activities.
A couple of subject houses were equipped with 10 wireless sensors (5 includ-
ing ambient). The activity observations corresponded to 20 consecutive days
of 10 healthy subjects (6 women, 4 men) between 28 and 79 years old. The
activities were annotated by the subjects with pen and paper, and also with a
wireless device. Similarly, Pereira et al. reported up to 83 % accuracy recognizing
7 typical movement activities. The framework combine sensing from wearable,
portable and environmental sensors [27]. The movement activities were collected
from 10 volunteers aged between 19 and 51, and later on manually annotated.
Fleury et al. [10] reported 13.7 % global error rate on seven inferred activities.
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For the study, an in-lab smart home was equipped with six infrared sensors, four
door contacts, one temperature sensor, eight microphones, 5 webcameras and
a wearable kinematic sensor. Although results presented in [10] look promising,
the design of the scenario including audio and visual sensors might not be in
harmony with common elderly expectations regarding non-intrusive and privacy
protection sensors at home.

It is worth to note that above cited works do not take under consideration
the problem of anomaly detection. Anomaly detection “refers to the problem of
finding patterns in data that do not conform to expected behavior” [7]. This topic
is highly relevant in the context of ADL and sensor data in smart homes [17,18,
21], and should be considered as critical for the deployment of elderly surveillance
systems [16].

A Bayesian formulation is provided for anomaly detection in [26]. Behav-
ioral patterns of the residents were extracted using Bayesian statistics, based on
the raw measures of user activity, captured by several event-based sensors. The
behavior was statistically estimated based on three probabilistic features: sen-
sor activation likelihood, sensor sequence likelihood, and sensor event duration
likelihood. The validation of the results has been performed on a data collected
from three different home settings, with adult or elderly subjects living alone.
The data is collected for 14 to 25 days.

Kim and Chung presented in [19] a framework that serves to monitor emer-
gency situations of patients with chronic diseases. The framework proposes the
use of wearable devices (including GPS), ambient and motion sensors as well as
video cameras and speakers. The emergency module follows a rule-based seman-
tic inference which outputs a list of actions to be taken. The module relies on
the motion history image and continuous tracking.

The research in [28] proposes to compute a wellness index to capture abnor-
mal behavior using several weeks of observations from elderly living alone. For
the study, 6 wireless sensors (active/inactive) were installed in four elderly houses
during several weeks. Nine ADL are inferred [28] from the embedded sensors and
the wellness function aims to capture how “healthy” is the elderly person, i.e.,
being able to perform daily activities. The wellness function estimates maxi-
mum and minimum thresholds for the given activities computed after a trial
run period of one week. After the trial period, warning messages are generated
whenever wellness values passed the thresholds. More recently, [11] approached
the inference of abnormalities and detection of changes in routine behavior. For
the study, three months data of 10 users was synthetically generated, the data
consisting of vital signs (heart rate, blood pressure, blood sugar, respiration and
temperature), location, activity and lifestyle. With 8 activities, the accuracy of
activity sequence is estimated above 87 % with normal observations and above
90 % with abnormal observations. After the abnormalities are detected, they
propose a method that uses fuzzy rules to describe actions to be taken.

In the above studies, the following observations can be made on the data
used for the analysis.
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– The data comes from few households: It is challenging to install sensors on
different households. However, it is also challenging to analyze data coming
from multiple households, in which there are different sensor configurations
due to different floor plans, number of rooms, etc. In this paper, we propose to
use an abstraction layer, which allows us to analyze the data coming from dif-
ferent sensor configurations. The data that we analyze come from 40 different
households.

– The data is collected from non-elderly people: It is a challenging task to collect
data from elderly people due to privacy and technology adoption reasons. Due
to this, most studies use data coming from adults and young adults. In our
study, we use data coming from subjects aged 62 to 96, with an average age
of 84, spanning a truly elderly population.

– The data hardly contains ground-truth labels: Annotating daily routine behav-
ior is cumbersome. In particular for elderly people, they have troubles remem-
bering to annotate during their daily routines and have to use the classical pen
and paper interface for the annotations as they do not always cope well with
technological devices such as smart phones or tablets. These factors limit the
amount of ground truth labels that can be obtained. In our study, we are also
limited by the amount of available annotations. We use manual annotations
of ADL coming from one of the subjects, spanning 8 days.

3 Our Approach

The overall objective of this study is to analyze daily routine behavior of elderly
people in their apartment through ambient sensors. In particular, we aim to
detect anomalies and significant changes in the behavior, with the assumption
that these anomalies may signal health related problems. In the next sections,
we present the sensing environment and the details of the dataset that has been
used in the study.

3.1 Sensing Environment

We have used data coming from a commercial product, which includes ambient
sensors installed in apartments where elderly live [1]. The product enables the
caregivers to monitor the patients’ activity and daily behavior based on the sen-
sor data. The sensor system includes a base unit and wireless, battery-powered
sensors which are installed in strategic locations around the apartment. The sen-
sors include open/close door (for main entrance and fridge), force sensors (for
bed and chair), motion/activity sensors in the living room, bedroom, etc., and
smoke sensors.

3.2 Dataset

The data used for experiments was collected in the context of a Swiss project
from mid-December 2013 to early April 2014. The data collection was led by
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DomoSafety [1] and La Source, School of Nursing Sciences, University of Applied
Sciences of Western Switzerland [2]. The collected data includes 45 unique sub-
jects, covering a total of 104 days. During this period, some of the subjects
dropped out from the data collection due to various reasons. For further analy-
sis and to maintain consistency among the available recorded dates, five subjects
were discarded from the study. All data used in the paper was handled in an
anonymized way.

The recruitment of the subjects lasted a couple of months before the start
of the data collection. For each recruited subject, an initial questionnaire was
applied at the time of the recruitment, prior to the data collection. The average
age of the subjects is 84.3 years, with a minimum age of 62 years and a maximum
of 96. The 40 subjects in the study comprise 27 females and 13 males.

Regarding external help for daily living, 31 subjects declared receiving profes-
sional cleaning services, 25 using food delivery services, and 28 subjects declared
receiving help from family. 25 subjects reported climbing stairs without help. 35
subjects declared having regular outings. 29 subjects declared to be widow/er,
3 married, 4 single and 2 divorced. Other questions also captured general health
problems, such as medicines taken, nutritional status, overall physical and func-
tional state.

Sensor Data. The original data comprises several measurements at different
frame rates from various types of sensors. The number, types, and location of
sensors vary for each installation depending on the configuration of the corre-
sponding apartment. Figure 1 shows an example configuration of the analyzed
static sensors from one subject’s apartment.

Journal Annotations. With the aim of having a source of ground truth, the
collection includes daily activity journal (DAJ) annotations that has been per-
formed twice during the study. A first set of annotations was collected at the
start of the study from three subjects, with the purpose of evaluating the newly
installed sensors. A second and a more reliable set of annotations was collected
from a single subject towards the end of the data collection. The resident was

Fig. 1. Floor plan with static sensors from one subject’s apartment.



Anomaly Detection in Elderly Daily Behavior 57

asked to report the start and end time of the following activities: bathroom visits,
meals, visits, and outings. To make the annotation task easier for the subjects,
the diaries were split based on activities performed in each location, printed in
paper, and placed accordingly in the apartment.

4 Sensor Data Abstraction Layer

The sensor network used in our study continuously captures a set of measure-
ments at different frame rates from various types of sensors. The number, types,
and location of these sensors vary in different installations depending on the con-
figuration of the corresponding apartment. For instance, a two-room apartment
will be equipped with less sensors than a five-room one. A large living room
requires more than one activity sensor to cover its volume.

We built an abstraction layer to overcome the variability of the sensor config-
uration. This abstraction layer takes all the sensor values as input and generates
sequences of events as output. An event is simply defined by its respective start
and end timestamps and a label. We consider two event types in this study:
Locations and Outings.

This abstraction layer produces a new representation of the data that sim-
plifies the raw sensor measurements and allows the system to be independent of
the number and types of sensors found in an apartment. In the next sections, we
describe the modules which extract abstract events from the raw sensor data.
We then evaluate its performance by comparing the sequences of events esti-
mated by the abstraction layer to a written diary that serves as ground truth
(see Sect. 4.3).

4.1 Location Inference

In the study, the sensors are installed in different positions of the apartment.
When a sensor fires, the location of the resident is registered. We developed an
algorithm that makes use of the localized activity signals to infer the actual loca-
tion of the resident. Given the activity signals, the algorithm outputs a sequence
of location events, consisting of the start time, end time, and the location label.

The algorithm keeps track of the location by examining the set of incoming
signals and updates the location state accordingly. We assume that the resident
does not change the location when no activity has been detected. In other words,
the location is updated only if one or several activity signals occur. In practice,
we can guarantee this assumption by installing the sensors at key locations, to
make sure that the system can detect activity whenever the resident enters a
new location.

At a given time, if there is exactly one activity signal, the location update
is straightforward. However, it might happen that multiple signals arrive at the
same time, and that these signals do not come from the same location. This
issue occurs when the coverage area of different sensors are overlapping (e.g.,
a sensor inside the bathroom and a sensor in front of the bathroom door can
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Algorithm 1. Location Inference
1: Input: activity signals s = (si.time, si.location)i=1..n, location set L
2: Output: sequence of location events l = (li.start, li.end, li.location)i=1..m

3: Method: update location l based on the duration of the activity signals, s

Algorithm 2. Outing classification
1: Input: raw signals s, indices of two consecutive entrance door signals k, h
2: Output: Indicate if the period (sk.time, sh.time) corresponds to an outing
3: Method: Classify as outing if there are no activities in between two consecutive

entrance door signals k, h

both detect activity when the resident enters the bathroom) or when the sensors
are not perfectly synchronized. In this situation, the algorithm needs to choose
one location among several candidates. Algorithm 1 shows the summary of the
location inference algorithm.

4.2 Outing Detection

To analyze the subject’s behavior and make sense of sensor data, it is important
to know whether the subject is inside the apartment. In this section, we present
an algorithm to infer outing events by using information from the entrance door
and the activity in the apartment. The door openings provide potential outing
event candidates, which are then verified by checking if there is any activity
inside the apartment during the period of interest.

We assume that the resident always closes the door after leaving the apart-
ment and opens the entrance door to enter the apartment. This assumption
simplifies the problem as we only need to check if a period between two consecu-
tive door signals is actually an outing. The outing classification decision is made
after verifying that there are no activities inside the apartment between two con-
secutive door signals. Algorithm 2 shows the summary of the outing classification
algorithm.

4.3 Evaluation

We evaluate the quality of the outputs of the abstraction layer with a daily
activity journal (DAJ) filled by one subject for 8 consecutive days. We use the
bathroom and outing annotations from the DAJ as ground truth data to evaluate
the performance of the abstraction layer on predicting the bathroom visits and
outings events.

To analyze the sensor data, we split the time scale in five-minute segments
and consider each segment as the basic unit in our evaluation. For each of the
events we consider (outings and bathroom usage), both for the journal annota-
tions and sensor data, if there is any reported event within a given segment, that
segment is labeled as true for the corresponding event. For the evaluation, from
these time-aligned binary values, we compute the confusion matrix between two
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systems: the ground truth values coming from the journal annotations and the
sensor values. We consider the journal annotations as the reference.

Location: To evaluate location inference, we focus on the bathroom events,
as we have ground truth annotations for the bathroom usage. The abstraction
layer provides a sequence of bathroom events that we compare to the DAJ
ground truth data. A total of 52 bathroom visits have been reported by the
resident, which corresponds to 94 segments of 5 min. 13 segments have been
wrongly labeled as non-bathroom events by the system, and 46 segments have
been wrongly labeled as bathroom visits. This corresponds to a precision of 64 %
and a recall of 86 % for the bathroom usage. Table 1(a) shows the confusion
matrix for the bathroom events.

Outings: We correctly predict 245 segments (20.4 h) out of 21.8 h of outings
reported in the diary. A total of 39 segments (3.25 h) are wrongly assigned to out-
ings. Table 1(b) shows the confusion matrix for the outing events. The precision
is 86 % and the recall is 94 %.

Table 1. Abstraction layer evaluation based on the comparison of the diary ground
truth data and the sensor data. (a) Confusion matrix of the bathroom usage events,
and (b) Confusion matrix of the outing events.

(a)

Sensor-False Sensor-True

Journal-False 2164 (TN) 46 (FP)

Journal-True 13 (FN) 81 (TP)

(b)

Sensor-False Sensor-True

Journal-False 2003 (TN) 39 (FP)

Journal-True 17 (FN) 245 (TP)

5 User Behavioral Model

5.1 Location Based Probabilistic Model

We introduce a statistical model for summarizing behavioral data of a subject.
For each subject, we assume that the location at a given timestamp depends
only on the hour of the day. Let l = {lt} be the location sequence and h = {ht}
denotes the sequence of hour-of-the-day where ht ∈ {1..24}. The likelihood of
the data can be defined as follows:

p(l;h, θ) =
∏

h

∏

l

θ
n(l,h,l,h)
h,l
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Fig. 2. Samples of user behavioral model. Brightness of each cell represents the condi-
tional probability of being at a location at a given hour.

where θh,l = P (l|h) denote the probability of being at location l at hour h,
n(l, h, l,h) =

∑
i 1(li = l ∧ hi = h) is the count of location l in time slot h.

Note that we treat h as external information instead of the observation in the
probabilistic model.

Let (ls,hs) be the data for subject s, the parameter of the categorical distri-
bution is computed as follows:

θ
(s)
h,l =

n(l, h, ls,hs) + α∑
l n(l, h, ls,hs) + α

where the scalar α > 0 is introduced for the regularization purposes. In our
experiment, we see that the results do not change significantly with respect to
α, thus we set α = 1.

Figure 2 illustrates different samples of behavioral model, which summarize
daily activities of different subjects. For each hour of the day, we use a discrete
distribution over the four location categories to characterize the mobility pattern
of the subject.

5.2 Discovering Common Behavioral Patterns

The model reveals several behavioral patterns such as the going to bed time,
waking up time, or sleep interruptions during the night. As an analysis of the
common behavioral patterns shared by different subjects, we applied clustering
on the behavioral profiles of different users. We used k-means clustering with two
clusters. For each subject, we concatenated values of the behavioral patterns of
that subject into a vector, forming a feature vector of size 96 (24 h × 4 locations).
Figure 3 shows the mean profiles in each cluster. We see that there are two typical
behaviors among the participants of the study. A majority of the subjects spend
their time in the living room and sleep in their bedroom at night, with occasional
outings and several bathroom visits during the day (Fig. 3, right). However, the
other group of subjects does not seem to use their bedroom for their night sleep
(Fig. 3, left). This is an important observation, as it has implications particularly
on the placement of the sensors, i.e. the bed sensor.



Anomaly Detection in Elderly Daily Behavior 61

Fig. 3. Mean behavior profiles for two clusters.

6 Anomaly Indicator

We define anomalies as events, which are different than the subjects’ past behav-
ior, as modeled by the behavior model defined in Sect. 5. There can be several
reasons for anomalies, ranging from sensor failures to particular health prob-
lems that the patient might have. Accurate and timely detection of anomalies
are highly informative for the caregivers and can be life saving in particular
situations.

6.1 Measuring the Data Predictability

We assume that any anomaly can be measured as deviations from the routine
behavior and define a cross-entropy measure as an indicator for the predictability
of the data. Given the data l,h and the learned behavioral model θ, the cross-
entropy is computed as follows:

H(l, θ;h) = −
∑

t=1..T

1
T

log2p(lt|θ, ht) = −
∑

t=1..T

1
T

log2θht,lt (1)

The cross-entropy measures the average number of bits to encode the data
given the learned behavioral model. A low entropy indicates that the empirical
distribution is well predicted by the learned model, while a high entropy indicates
that the model does not accurately predict the data.

To simulate an online setting, we divide the data of each subject into one-
week periods. At the ith week, we learn the model from the behavioral data of
the (i − 1) previous weeks, and estimate the cross-entropy for each hour and
each day of the ith week. Figure 4 illustrates a few samples of our predictability
indicator based on cross-entropy. The first line shows the anomaly scores esti-
mated per hour of the day. The second line shows the scores estimated per day.
The third line shows the mobility pattern of the subjects including the locations
inside the apartment and the outings. Note that for the first week, the training
data is empty and uniform distribution is used by default. In many cases, the
predictability increases quickly after a few weeks if the daily behavioral data is
repetitive, until there are some anomaly in mobility pattern. For example, the
plot of subject 8 shows that the first month of data is highly predictable. Then,
the fact that the mobility pattern has changed as less repetitive (outing several
hours depending on the day) is reflected by the increase in the number of bits
needed to encode the new data. Using a shorter temporal resolution, as for the
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per hour of the day estimation, allows for more rapid estimations. It can be seen
that the changes in the behavioral patterns are captured as quickly as possible,
immediately following the pattern change, allowing for a shorter response time.

Overall, we can visually find a correlation between the anomaly indicator and
the change in mobility behavioral data. This means that the proposed indicator
can be potentially used for anomaly detection, with an appropriate threshold
value. In the next section, we investigate and compare the accuracy of anomaly
detection per day and per hour of the day, when used with different thresholds.

6.2 Anomaly Detection Evaluation

For the validation of the anomaly detector, we need ground truth values that
indicate various types of anomalies that could occur. One type of anomaly could
be due to sensor malfunction. Either a sensor stops responding or starts providing
faulty readings. For example, in Fig. 4, for each subject, there are one or more
days, where the subject’s location is always recorded as bedroom (green lines),
which most probably reflects sensor failures. However, the sensor failures in this
dataset have not been logged, thus we do not have access to that information.
Another type of anomaly could be due to a significant change in the behavior
of the subject, which could signal a health related condition. For example, the
subject starts spending more and more time in bed, showing a decrease in the
number of outings or the use of the kitchen, etc. If available, subject’s health
information could also be used as ground truth, in case the person had any
important health conditions. Unfortunately, in the dataset used for this study,
such information does not exist. To compensate for the lack of ground truth,
we have collected manual annotations of anomalies. The location mappings of

Fig. 4. Anomaly scores on three sample subjects. The figures in the first, second and
third rows correspond to scores per hour of the day, scores per day, and the mobility
pattern, respectively. For the per hour of the day results in the first row, the anomaly
score increases from dark blue to dark red. For the mobility pattern, blue corresponds
to living room, green corresponds to bathroom, orange corresponds to bedroom, and
red corresponds to outings. (Color figure online)
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the subjects is shown to the annotators (i.e. such as the ones in the third row of
Fig. 4) and based on this information the annotators indicated the days that they
think could be an anomaly. The manual annotations indicate only the day of the
anomaly as we decided that any shorter duration could have been harder and
unreliable to manually annotate with the information shown during annotation.

The comparison of the anomaly detections with the manual annotations is
done as follows:

– The detected anomaly scores are thresholded with a set threshold.
– The hourly detections has been mapped such that if there is an anomaly score

higher than the threshold in any hour of the day, that day is considered as an
anomaly.

– If a detected anomaly is on the same day as one of the manually annotated
anomalies, it is considered as a correct detection, otherwise it is considered as
a false detection.

The evaluation is done on a sub-dataset to filter out missing data and con-
sidering only subjects who live alone. The final dataset used in the evaluation
corresponds to 104 days from 36 subjects. Figure 5 shows the Receiver Operating
Characteristic (ROC) curves for anomaly detection. We have used the quantile
values to set a threshold and the figure shows the ROC curves drawn with
thresholds correspond to the quantile of the data in the range of [0.10–0.995].
We observe that the two approaches give similar results, with the hourly detec-
tion giving slightly better results at the threshold levels determined by 0.975 and
0.95 quantile. For a threshold on the 0.95 quantile of anomaly scores detected
every hour of the day, the true positive rate is 0.66 and the false positive rate
is 0.29. Using per day detection, 0.72 true positive rate can be obtained with

Fig. 5. ROC curves for anomaly detection for two different approaches, per day and
per hour of the day. The quantile values used to determine the thresholds are shown
next to each data point.
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a higher false positive rate, 0.38, based on a threshold determined by the 0.60
quantile of the data.

In addition to the performance measures, the hourly detection has the advan-
tage of reporting the anomaly earlier, at the latest one hour after the anomaly
whereas the daily detection needs to wait until the end of the day. From this per-
spective, shorter temporal resolutions are preferable over the longer ones given
similar performance.

7 Discussion and Conclusion

We presented an analysis of real-life sensor data collected from a large number of
households with elderly subjects. Our framework first defines an abstract layer
to create a common ground for different sensor configurations. We aim to build
a behavior model, which represents the subjects’ daily behavior based on the
events extracted from the abstraction layer. Based on the location and outings
events in the abstract layer, our probabilistic behavior model captures the repet-
itive daily routines of the subjects. The use of an abstraction layer facilitates to
generalize the sensor information in terms of events. Thus, the created events are
independent of the sensor configuration and type, and summarize the activity
of the subjects. For example, in order to detect the living room location in a
big apartment, it may be necessary to install two sensors in the living room in
order to cover the whole space, whereas in a small apartment, one sensor would
be enough. When converted to events, regardless of the number of sensors in
the living room, there will be one single event of being in the living room. This
generalization allows us to use the same approach in different households with
different configurations. While our framework is general, we focus on building a
model of location data, which are considered as key in many ubiquitous applica-
tions. However, the abstraction approach is not limited to locations and outings
but can also be formulated for activity level, event sequence, etc., which would
provide additional information to model the subject’s behavior. The integration
of other data types can be theoretically done by adding more variables to the
system.

Once the behavior model is created, we use this model to detect anomalies.
We propose an indicator of predictability based on the cross-entropy measure for
the detection of anomalies. Our method compares the new observed behavioral
data with the learned distribution to measure how well the learned behavioral
model predicts the new data. By using cross-entropy, we define the anomaly
indicator as the average number of bits to encode the new data. This normalized
measurement facilitates the comparison between data periods, subjects, and also
future behavior models with additional data types.

One of the assumptions that we used is that there is only one subject in
the apartment. Having this assumption, any visitors in the apartment could be
detected as an anomaly, unless they are regular visitors. The regular visitors,
such as the cleaning person, who come at fixed times in a week and following
a similar routine in the apartment, could be captured by the behavior model.
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However, this has not been confirmed in the current study as we did not have
any accurate information on the visitors of the subjects.

The overall aim in anomaly detection is to detect any type of anomaly and
inform the caregivers about the anomaly as soon as it is detected. If it is a sensor
anomaly, the sensor needs to be changed as soon as possible. If it is a change in
the daily routine of the subject, a visit by the caregiver would be necessary. If
it is a sudden and persistent change, it may be an emergency situation. In this
study, we only looked at the detection of anomalies without investigating the
type of anomaly. To further validate the performance of the anomaly detection,
there is a need to gather real-life ground truth labels that indicate different types
of anomalies, in particular, the health related ones. The availability of ground
truth information for different type of anomalies would also enable us to develop
methods that could identify the type of anomaly at the time of detection, which
we leave as part of future work. It is also important to note that the detection
should be as accurate as possible so that the caregivers are provided with precise
information. The accuracy of anomaly detection is dependent on the detection
approach as well as the behavior model, which are both based on the sensor data
and the abstraction layer. We observe that most of the errors stem from faulty
sensor data or wrong sensor placement. Improving sensor quality and a more
careful placement of sensors will automatically lead to higher accuracy.
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25. Novák, M., Biňas, M., Jakab, F.: Unobtrusive anomaly detection in presence of
elderly in a smart-home environment. In: ELEKTRO 2012, pp. 341–344. IEEE
(2012)
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Abstract. In the past decade multimedia systems have started includ-
ing diverse modes of data to understand complex situations and build
more sophisticated models. Some increasingly common modes in multi-
media are intertwined data streams from sensor modalities such as wear-
able/mobile, environmental, and biosensors. These data streams offer
new information sources to model and predict complex world situations
as well as understanding and modeling humans. This paper makes two
contributions to the modeling and analysis of multimodal data in the
context of user behavior analysis. First, it introduces the use of a con-
cept lattice based data fusion technique for recognizing events. Concept
lattices are very effective when enough labeled data samples are not avail-
able for supervised machine learning algorithms, but human knowledge is
available to develop classification approaches for recognition. Life events
encode activities of daily living, and environmental events encode states
and state transitions in environmental variables. Second, it introduces a
framework that detects frequent co-occurrence patterns as sequential and
parallel relations among events from multiple event streams. We show
the applicability of our approach in finding interesting human behavior
patterns by using longitudinal mobile data collected from 23 users over
1–2 months.

1 Introduction

Traditionally the term media refers to audio, video, image, and text. With the
proliferation of other data modalities such as wearable motion sensors, micro-
electromechanical systems (MEMS), health sensors and environmental sensors,
these data streams are not an exception anymore but an expected media content
in different applications. In various disciplines, information about an underlying
phenomenon might be acquired from different types of sensors. Rarely a single
modality can provide complete knowledge of the phenomenon of interest due
to rich characteristics and complexity of that phenomenon. In order to extract
insight from this data two major challenges arise: (1) How to fuse these modali-
ties into a human understandable abstraction signals that not only preserve the
semantics of the underlying system but also facilitate data analysis? (2) How to
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Fig. 1. Chronicle of life events are derived from heterogeneous multimedia content.
Chronicle of environmental events are shown as segmented time series data. Each col-
ored segment corresponds to a specific event. (Color figure online)

build conceptual models in an abstraction process for the purpose of understand-
ing and explaining the underlying system? Detecting events from video streams,
audio streams, and text has received considerable interest in multimedia liter-
ature. The primary motivation for the event detection in multimedia is that
events facilitate indexing and summarizing multimedia data. Westermann and
Jain [11,33] show that events in multimedia systems, model real world events
as captured by various relevant intertwined and correlated data sources. Thus,
events provide an excellent abstraction framework to represent happenings in
real world using multimodal heterogeneous data in a human-centric manner,
and such multimodal data understanding is an important prerequisite for build-
ing meaningful models.

Figure 1 shows two broad categories of data streams. The first category
includes sensors that collect heterogeneous personal data from different sources
such as an accelerometer and GPS. These data streams are temporally aligned
and divided into equal time windows Tw. Within each time window, one or mul-
tiple probable life events might be recognized. Life events signifies all daily living
activities which are part of daily life. Large amount of data collected from indi-
viduals are unlabeled. This means there is no description of the meaning of data
or what inference can be drawn. So Unsupervised learning is the next big fron-
tier for finding useful inferences in such data. In this work we propose the use
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of Formal Concept Analysis (FCA) for data fusion and life event recognition.
Concept lattices are very effective when enough labeled data samples are not
available for supervised machine learning algorithms, but human knowledge is
available to develop classification approaches for recognition.

The second category contains environmental sensory information such as pol-
lution and temperature. These time-series data can be converted to time series
of discrete labels through discretization, and meaningful events can be defined
on top of these data streams (e.g. a pollution increases suddenly). As data is
collected through time, recognized events create a chronicle. A chronicle is a
sequence of historical events that covers the entire recording of personal, organi-
zational, social, or environmental events. Event chronicle introduces a new struc-
ture over time dimension, and data analysis can be performed at this abstracted
level rather than on low-level time series data. These events are not merely
a symbol or tag, but a composite datum with multiple facets. According to
[27] events can be characterized by six different aspects: time, space, partici-
pation/information, relations among events, documentation, and interpretation.
For instance:

LifeEvent.type=Meeting,

Meeting.Participant="John"

Meeting.Location="DBH Building"

EnvironmentalEvent.type=PM2.5 Increasing

After fusing multimodal sensor observations into a human understandable set
of events, the next step is analyzing these events to understand co-occurrence
relation between them. In this work we aim to infer higher level behavior patterns
from chronicle of life events, where life events are recognized from longitudinal
log data collected by smartphones. We use pattern mining algorithms proposed
by Jalali et al. [16] to discover frequent event co-occurrence patterns as sequential
and parallel relations among events. This indicates which life events or environ-
mental events frequently occur together. For example:

(1) Driving is FOLLOWED BY Meeting WITHIN 1 hour

(2) Browsing-Web happens WHILE Attending-Class

(3) Low-ActivityLevel happens WHILE High-Temperature

Our long term vision is to use environmental variables and longitudinal user
data to infer diverse frequent patterns that capture different aspects of the user’s
behavior.

This paper makes two contributions to the modeling and analysis of mul-
timedia data in the context of behavioral trend analysis. First, it introduces a
human-centric data fusion technique using events. Life events encode activities
of daily living, and environmental events encode states and state transitions in
environmental variables. Second, this paper introduces a framework that builds
effective user models by harvesting significant patterns as sequential and par-
allel relations among events. This framework is able to automatically model
multimedia information at a high level of abstraction and extract insight from
a pool of heterogeneous data. The applicability of this interactive and visual
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model-building platform is evaluated in finding interesting behavioral patterns of
23 subjects, who carry our Android lifelog app for the duration of 1–2 months. By
applying Formal Concept Analysis (FCA) technique, 21 life events are recognized
from logged data as discussed in Sect. 3. Section 4 explains event co-occurrence
concept for detecting interesting patterns and it follows by the experiments and
results in Sect. 5.

2 Related Work

As the number and ubiquity of sensors have grown phenomenally in recent
years, human activity recognition using wearable sensors and mobile phones have
attracted much attention. There is a rich body of research on activity recognition
using Micro-Electro-Mechanical Systems (MEMS) sensors [4]. Lately some mul-
tisensor approaches for smartphone-based activity recognition have been devel-
oped. A comprehensive survey about activity recognition using mobile phones
can be found in [15]. However, these techniques mostly capture low-level phys-
ical motion of a user. There is a significant amount of work that uses location
sensors to extract high-level information about a person’s activities. Routinely
visited locations such as home, work, or school can indicate pursued activities
such as leisure, working, or picking up someone [19]. However, they do not com-
bine location information with other sensor data from smartphones to detect
high-level life events. In another interesting application, Bao et al. [5] explored
user status and transition as an intrinsic string that connects daily user activ-
ities. In their work, user status was estimated from mobility trajectories, app
usage and to communication patterns. In an effort to tap the full potential of
smartphones in context-aware application, A.K. Dey et al. introduce a concep-
tual context toolkit called CORTEXT [8]. They present a mobile data-logging
toolkit, AWARE [9], which provides capturing, inferring, and generating con-
text on mobile devices. CORTEXT allows researchers to define rules, contexts,
and services by integrating sentient objects and an event-based communication
protocol [6,9]. Another context-aware application is presented by H. Oh et al.
[22]. They capture real-time situations of a user by tracking and analyzing tran-
sitions of collected contexts from different smartphone sensors. finding the best
recognizable and available notification moments is one of the applications of
their system. What makes our life event recognition component different from
the above mentioned works, is utilizing FCA as a means to fuse heterogeneous
and noisy context data from smartphone sensors to recognize life events from
unlabeled data collected from real-life environment.

With the trend of activity recognition, Alan F. Smeaton et al. emphasize the
importance of lifelogging as a phenomenon whereby people can digitally record
their own daily lives in varying amounts of detail, for a variety of purposes [12].
They consider the application of lifelogging in different domains including med-
ical (i.e. memory support), behavioral science (i.e. analysis of quality of life),
work-related (i.e. auto-recording of tasks), etc. [26]. They suggest an end to
end lifelogging solution with cutting edge components (i.e. gathering, enrich-
ing, segmenting, keyframe, annotation and narrative) for extracting meaningful
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knowledge from one’s lifelog data. Along the same direction, Qiu et al. use a
smartphone to gather and organize e-memory, to digitally encode all life expe-
riences [25] The importance of lifelogging give raise to quantified self movement
[12], which tracks, collects, and extracts knowledge using sensor devices for better
understanding human behaviors. In another setting, for providing better privacy
guarantee to users, MobileMiner [28], introduces a middleware to extract user
behavior patterns from mobile data and perform pattern mining on the phone
itself.

Understanding temporal relations enables us to learn from the past and build
models to predict and plan for the future. There are several visualization tools for
time-oriented data in the literature. A complete survey of them can be found in
[2]. These tools are merely visual representation of multivariate time-series data.
Events, on the other hand, can be used for trend analysis and pattern recognition,
which in fact lifts the analysis to yet a higher level of abstraction. Tominski
[29] focuses on visualizing user defined events to bring the needs of users into
focus. Some applications such as TimeSearcher [13], DataJewel [3], and LifeLines
[24] offer visualizations that cluster results and highlight temporal patterns. We
emphasize that none of the systems discussed above enables event recognition in
the process of multimodal data fusion and visualizations of patterns as relations
between these events.

Sensor-based approaches are extensively adopted in human behavior mod-
eling and health behavior promotion. [17] utilized an android app to promote
regular physical activity in users with sedentary life style. In a different setting,
[32] looks for correlations between academic performance and the averages of
the low level sensor data (i.e., activity and mobility) for college students. Wang
et al. [31] try to find a correlation between students’ stress and their activity level,
sleep, and academic performance. Although using mobile phone for such studies
is encouraging, we believe that utilization of multimodal sensors for behavior
analysis has developed to a point where it is appropriate to begin emphasizing
on more advanced data processing techniques that result in meaningful models
rather than relying heavily on correlational statistics.

3 Events: Human-Centric Data Fusion Approach

Most machine algorithms decompose multimedia content to data segments such
as shots, scenes, etc., and index them using low-level feature vectors or limited
higher-level metadata (e.g. visual concepts), while humans remember real life
using past experience structured in the form of events. So events are the basic
components of how humans perceive the world, and memories are shaped through
associations between the perceived events. The necessity of formal event models
for the description of real life events has been acknowledged, and a number of
such models have been developed [1,27].
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3.1 Importance of Life Events

The inputs to hearing, vision, and the other senses are continuous, dynamic, and
comprise huge amounts of data each second. However, human conscious experi-
ence seems to resolve into a manageable number of more-or-less discrete entities,
most prominently objects and events. The term event perception encompasses
a range of cognitive techniques involving the processing of temporally extended
dynamic information. In this process, our brain picks up intervals of time and
distinguishes them from other intervals to form meaningful events. Moreover,
Our brain tends to automatically seek patterns (relations among events) [14].
With this capability, our brain consolidates multiple events and their relations
as a piece of memory or knowledge (2(a)).

Fig. 2. Event perception and memory recall in humans resemble multimedia data fusion
and model building.

Cognitive researchers are focused on the formation of what are known as
memory assemblies [34]. These are networks of neurons, connected via synapses,
which can store a particular segment of a memory as an event. When a memory is
being recalled, its particular assemblies piece related events together to produce
a whole. As shown in Fig. 2(b), our methodology for processing multimedia data
and building models of the underlying system is in fact inspired by a human’s
capability in analyzing multimodal data and constructing abstract models of the
real world.

3.2 Life Log

Table 1 shows life log attributes collected from a smartphone. Location data has
venue name and venue type attributes for a specific latitude and longitude coor-
dinate (e.g. name: Panini, type: restaurant). Venue type information is obtained
from Google place API by using latitude and longitude data of Google-play-
service API. Media is a Boolean attribute that monitors whether the user lis-
tens to music or watches video. Transition is a Boolean attribute that deter-
mines whether user’s location has changed from a certain venue type to another
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Table 1. Data streams from smartphone and list of derived attributes from each stream

Data Stream Attribute

time time window, unix timestamp, weekday/weekend

activity activity type (standing still, tilting, walking, running, bicycling,
and in vehicle), activity level ∈[0,4]

location latitude, longitude venue name, venue type

step step count

application app name

photo photo count

light light value ∈[0,1000]

phone status screen on, screen off

media play time

sound sound setting ⊂{(silence, vibration, or bell)}
call call type ⊂{(missed, rejected, incoming or outgoing)}
transition changes in venue type

Table 2. Selected list of life event. Category (a) shows life events derived from sensor
fusion and category (b) shows life events results from raw context data from smart-
phone.

Category Method Life event

(a) Context Fusion with FCA Studying, Sleeping, Vehicle Transportation,
Dining, Attending Class, Walking,
Running, Cycling, Exercise, Leaving
Home, Arriving Home

(b) Raw Context Interacting with Phone, Surfing Web, Social
Networking, Checking Email, Sending
SMS, Phone Call, Watching Video,
Skype Call

between two contiguous 5-min intervals. These attributes are collected for each
5-minute interval. Interval segments are then fed to life event recognition module.

Table 2 shows a selected group of life event and their corresponding recogni-
tion method. The life event recognition module can either recognize one of the
events in the first category using FCA as a context fusion technique, or return
an unknown event. Contextual information related to application usage on a
smartphone can be utilized to determine one of the events in the second cate-
gory of life events. We assume that life events in the first category are mutually
exclusive in a sense that two (or more) of them can not happen simultaneously
in a 5-minute interval. However, they can happen in parallel with life events in
the second category, e.g. a user might check her email while attending class.
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3.3 Life Event Recognition

Recognizing life events from human physical activity and surrounding contexts
is a challenging problem. Learning-based approaches are good at recognizing
low-level physical activities (e.g. walking, jogging, etc.) from a limited number
of wearable sensors [4]. However, it is difficult to incorporate domain knowledge
in their learning process and extract more high-level semantics related to life
events. Moreover, collected observational data is noisy and there is not enough
labeled data available for training purposes since labeling human activities are
very tedious. Thus, Formal Concept Analysis (FCA) can be utilized to resolve
some of these issues.

Definitions. The theoretical foundation of concept lattice relies on the mathe-
matical lattice theory [7]. Concept lattice is used to represent the order relation
of concepts.

Definition 1: A context is defined by a triple (G,M,R), where G and M are
two sets, and R is a relation between them. The elements of G are called objects,
while the elements of M are called attributes.

For example, Fig. 3(a) represents a context in form of a cross table. G(o1,o2,
o3,o4,o5,o6,o7) is the object set and M(a1,a2,a3,a4,a5, a6,a7,a8,a9) is the
attribute set. The crosses in the table describe the relation R between G and
M , which means an object verifies an attribute.

Definition 2: Given a subset A ⊆ G of objects from a context (G,M,R), we
define an operator that produces the set A′ of their common attributes for A ⊆ G
to know which attributes from M are common to all these objects:

A′ = {m ∈ M | gRm∀g ∈ A}
Dually, we define B́ for subset of attributes B ⊆ M , B′ denotes the set consisting
of those objects in G that have all the attributes from B:

B′ = {g ∈ G | gRm∀m ∈ B}

(a) Sample cross table defining re-
lation between a set of objects and
attributes.

(b) Concept lattice derived from cross table
by applying NextClosure algorithm.

Fig. 3. An example of context (G,M,R) and its equivalent concept lattice.
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These two operators are called the Galois connection of (G,M,R). These oper-
ators are used to determine a formal concept.

Definition 3: A formal concept of the context (G,M,R) is a pair (A,B) with
A ⊆ G, B ⊆ M , A = B′, and B = A′. A is called extent and B is called intent.
So if B is an attribute set, B′ is an object set, and then (B′)′ is an attribute set.
So the following axioms hold:

B ⊆ M ⇒ B′′ ⊆ M

A ⊆ G ⇒ A′′ ⊆ G

Definition 4: If (A1, B1) and (A2, B2) are concepts, A1 ⊆ A2 (or B2 ⊆ B1),
then we say that there is a hierarchical order between (A1, B1) and (A2, B2).
All concepts with the hierarchical order of concepts form a complete lattice
called concept lattice.

To map the above definitions to life event recognition problem, we consider
life events as objects, and sensor measurements as attributes. The lattice algo-
rithm to build formal concepts and concept lattice plays an essential role in
the application of concept lattice. Many algorithms for generating concept lat-
tices are published such as Ganter (NextClosure) [10], Gerhand [23], Norris [21],
and Valtchev [30]. Kuznetsov et al. [18] performed a performance analysis of
these algorithms and gave preference to Ganter’s algorithm with respect to time
complexity.

Lattice Construction Algorithm. NextClosure algorithm by Ganter [10] is
one of the most well known algorithms in FCA. Figure 3(b) shows a lattice con-
structed from the cross table using this algorithm. The principle of NextClosure
algorithm uses the characteristic vector which represents arbitrary subsets A of
M , to enumerate all concepts of (G,M,R). Given A ⊆ M , M={a1, a2,... ,am},
A → A′′ is the closure operator. The NextClosure algorithm proves that if we
know an arbitrary attribute subset A, the next concept (the smallest one of all
concepts that is larger than A) with respect to the lexicographical order is A⊕ai,
where ⊕ is defined by:

A ⊕ ai = (A ∩ (a1, ..., ai−1) ∪ ai)′′

where A ⊆ M and ai ∈ M , ai being the largest element of M with A < A⊕ai by
lexicographical order. In other words, for ai ∈ M\A, from the largest element to
smaller one of M\A, we calculate A⊕ai, until we find the first time A < A⊕ai,
then A ⊕ ai is the next concept.

We apply NextClosure algorithm to build a comprehensive lattice from our
pre-defined cross table (as shown in Table 3) that capture the relation between
life events and their common attributes. Considering |L|= number of life events,
and |A|= number of attributes, the time complexity of building the lattice is
O(|L|2 × |A|). The constructed lattice is visually depicted in Fig. 4.
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Table 3. Cross table of generalized relationship between life events and their attributes

Fig. 4. Concept lattice for recognition of 21 predefined life events.
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Lattice Navigation Algorithm. Once the lattice is constructed from a pre-
defined set of concepts, the next step is to recognize life events using such con-
structed lattice from observational sensor data. We use backtracking depth first
search algorithm for this purpose. To identify a life event, the system collects all
the perceptible context information and feed them to the lattice. If the context
satisfies the conditions of a life event, then it is identified. For example, an incom-
ing life-log information, Slifelog = {00:00 - 03:59, week, standing still, sedentary,
home, environmental light low, media false, app no use, photo no use, sound
bell, call no calling}, will navigate the concept lattice by following the back-
tracking algorithm and sleeping event will be predicted.

4 Co-occurrence Pattern Mining

Mining frequent patterns is an important area of data mining where one discov-
ers sub-structures that occur often in structured data. However, when dealing
with heterogeneous unstructured or semi-structured multimodal data, detecting
frequent patterns is a challenging task. In this paper we use the concepts of con-
ditional sequential and concurrent patterns and pattern mining algorithm from
event streams as introduced in [16]. Conditional sequence operator (ρ1;ωΔt1 ρ2)
detects if pattern expression ρ1 is followed by pattern expression ρ2 within Δt
time units. Δt is called the time lag or temporal restriction between two succes-
sive patterns. Also concurrency operator (ρ1 ‖ ρ2) detects if patterns occur in
parallel. Unlike sequence, any order is allowed, and there has to be a non-empty
overlap interval among the patterns. In their work, co-occurrence concept only
applied to an ordered sequence of events. For example if Ej usually occurs after
Ei (within a specific time), these two events are considered to be co-occurring.
However, co-occurrence concept is broader and can happen between events with-
out any specific order or time lag as long as those events are temporally over-
lapped. We use the keyword FOLLOWED BY for the former, and WHILE for
the latter. Hence we introduce new definition of event co-occurrence as follows:

Sequential Co-occurrence: For a pair of events Ei and Ej , co-occurrence with
temporal offset Δt is the frequency count of Ej following Ei within Δt time lag.

Seq − COEi,Ej
[Δt] =

Count(Ei;ωΔtEj)
Count(Ei)

(1)

Concurrent Co-occurrence: For a pair of events Ei and Ej , co-occurrence
is the frequency count of Ei and Ej occurring with no particular order while
[Ei.ts, Ei.te]

⋂
[Ej .ts, Ej .te] �= ∅.

Con − COEi,Ej
=

Count(Ei ‖ Ej)
1
2 (Count(Ei) + Count(Ej))

(2)

Effective models can be built by finding significant and interesting co-occurrence
relationships between events. In most pattern mining techniques, occurrence fre-
quency is the main criteria to assess the significance of a pattern. However, using
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high frequency thresholds may reveal only the common knowledge while low
thresholds result in an explosion of discovered patterns. To solve this problem
we apply a visual analysis technique using co-occurrence matrices and engage
a human in the model building process where an analyst can visually extract
interesting patterns. As shown in Fig. 6, x and y axes of the matrix are com-
posed of event types in a specific application domain. Sequential Co-occurrence
generates a matrix for any given Δt. Each cell of the matrix is the co-occurrence
value calculated from Eqs. 1 or 2 for a given pair of events.

5 Evaluation and Results

In previous sections we explained how multiple sources of information (e.g. loca-
tion, motion, etc.) can be semantically fused to recognize activities of a person
in the form of life events and how effective models can be built by finding signifi-
cant sequential or concurrent co-occurrence patterns. In this section we evaluate
the applicability of our framework in understanding the behavior of individuals
using smartphones as the main source of personal information. The technologi-
cal and social characteristics of smartphone make it a useful tool in behavioral
analysis. The device is willingly carried by a large fraction of people and allows
unobtrusive and cost-effective access to previously inaccessible sources of data
on everyday activity patterns. Also the changes of these patterns through time
and the effect of environmental conditions on such patterns can be investigated.

5.1 Data Collection

We developed an Android-based lifelog app that collected data continuously
without user intervention. Table 1 demonstrates the type of sensors utilized in
this study and the information derived from them. All participants in the study
were voluntarily recruited from a mobile Programming class, a computer sci-
ence programming class offered to both undergraduate and graduate students
during spring quarter in 2014. 65 students enrolled in the class and 31 joined
the study. As the quarter progressed, 8 users dropped out of the study. From 23
remaining users, 12 were undergraduate and 11 were graduate students. Users
used their own Android devices to run our lifelog app and carried the phones
with them throughout the day. Data was collected without any user interaction
and uploaded to the cloud daily. The data collection phase lasted for 4 weeks for
the class. However, 4 users continued to collect data for another 4 weeks.

GPS tracking generates large sets of geographic data, and needs to be trans-
formed to be useful for life event recognition and behavior analysis. We are
interested in the type of a location/venue that a user visits rather than its coor-
dinates. The reverse geo-coding is done by using Google place API. In other
words, our behavior analysis system distinguishes between locations only if it
helps determine what the user is doing. The venue categories we incorporated in
this study are:arts and entertainment, collage and university, academic building,
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Fig. 5. Percentage of hours multiple subjects spent at different locations.

gym, nightlife spot, outdoors and recreation, store, mall, shop, food, cafe, restau-
rant. Also we asked users for their home location once the app was launched.
Figure 5 shows location distribution for 7 users based on the percentage of time
they spend at each location. The amount of time spent at different places reveals
a lot of information about a user. For instance Fig. 5 suggests that user 1 spent
the majority of her time at home while user 3 spent considerable time at school.
Also user 2 visits the gym frequently while food places and malls are of interest
for users 7 and 4 respectively.

5.2 Sequential Co-Occurrence: Commute Behavior and Activity
Trends

The objective of this experiment is to find patterns of commute behavior from
life event stream. By generating sequential co-occurrence matrices with different
temporal offsets, co-occurrences between leaving home and arriving home and
commute types such as walking, transportation, and cycling is studied. Figure 6
demonstrates the results for 3 different subjects. Figure 6(a) indicates commute
pattern: Leaving Home [0–15min] Transportation with co-occurrence value of
0.87, which means with 87 % probability the subject used a vehicle within 15 min
after leaving home. By increasing the temporal offset to 1 h, the probability
reaches 98 %. Leaving home followed by cycling and cycling followed by attending
class is a commute pattern observable for another subject in Fig. 6(b,c). Finally,
Fig. 6(d) shows walking commute pattern to/from school for the third subject.

Since the study was conducted for four weeks, we could analyze the change of
commute behavior and activity level in some participants. Figures 7 and 8 show
sequential occurrence frequency of multiple patterns for two different subjects.
The occurrence frequency of a pattern gets accumulated through time. So a sharp
slope within an interval in the graph indicates the pattern was repeated often
during that time, while a flat line suggests the pattern did not occur. Figure 7
implies that for one participant, activity level trend and vehicle transportation
did not show any changes between subsequent weeks. However, a clear decrease
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(a) (b)

(c) (d)

Fig. 6. Sequential Co-occurrence matrices visualizing co-occurrence on life event
streams. (a) Co-ocurrence between leaving home followed by using car within
15min = 0.87. (b) Co-ocurrence between leaving home and cycling within 30 min = 0.82.
(c) Co-ocurrence between leaving home and walking within 15 min = 0.79. (d) Co-
ocurrence between cycling and attending class within 1 h = 0.89.

in using bicycle for commute purposes is visible in Fig. 8 during the third and
forth weeks, which in fact corresponds to a decrease in activity level.

5.3 Concurrent Co-occurrence: Multitasking Behavior

As mentioned in Sect. 3, concurrent co-occurrence examines the co-occurrence
relation between events that might be temporally overlapped. Some of the life
events explained in Sect. 2 might happen in parallel. For instance, dining might
be concurrent with sending text or making a phone call. In this experiment we
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Fig. 7. Transportation and activity-level patterns. No major change is observed in
commute behavior

Fig. 8. Transportation and activity-level patterns. Commute behavior has changed
during the second half of study.

Fig. 9. Concurrent Co-occurrence matrix visualizing co-occurrence on life event
streams.
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used concurrent co-occurrence matrix to investigate users’ interaction with the
phone while they engage in other activities. Figure 9 displays an interesting
result for one of the subjects. As shown, there is a clear co-occurrence between
surfing the web, checking email, and using social networking apps while the
person was attending a class. This analysis reflects multitasking in classroom
and indicates that the students were bored or distracted during classes.

5.4 The Effect of Environmental Factors on Behavior

It’s now apparent that exposure to some air pollutant (Particulate Matter
PM2.5) has consequences for human health and life expectancy. Exposure to
fine particulate matter is particularly dangerous since these small particles pen-
etrate deep into the lungs and may also affect other aspects of human life. This
experiment is devoted to examine the associations between certain environmen-
tal conditions and human behavior. The main question is whether short term
exposure to PM2.5 or certain climate change conditions has any bearing on an
individual’s physical activity, and whether it causes any deviation in routine
activities. By GPS tracking, the closest pollution and weather stations to user’s
current location is found, and ambient temperature and PM2.5 data is collected.
Unified event streams are then constructed by abstracting trends of time-series
data using Symbolic Aggregate approXimation (SAX) algorithm [20] with alpha-
bet size 3 (a,b,c symbols). For each data stream, 7 event types (ab/bc = increase,
ac = suddenly increase, ca = suddenly decrease, cb/ba = decrease, aaa = stay low,
bbb = medium, ccc = stay high) are defined as color coded in Fig. 1. After process-
ing sequential co-occurrences and concurrent co-occurrences between life event
stream and PM2.5/temperature event stream we found a few occurrences of the
following patterns for multiple subjects:

-> AcrivityLevel Low WHILE temperature Increasing

-> PM2.5 SuddenlyIncreases FOLLOWED BY transportation WITHIN 3 hours

-> Walking WHILE PM2.5 StayLow

Although the above patterns might be an indication of how users commute or
how active they are in different environmental situations, a longitudinal study
with longer duration shall be performed to assess more reliable patterns.

6 Conclusion and Future Work

In this paper, we presented a framework to discover new knowledge from rich
multimodal data and build effective models in the context of behavioral trend
analysis. First we introduced a human-centric data fusion technique using events.
Life events encode activities of daily living and environmental events encode
external situations. Second, we introduced the co-occurrence concept within a
visual interactive framework that facilitates significant pattern extraction and
model building. A demo of the system is provided in a YouTube channel1.
1 https://youtu.be/mmu9EFYFPjE.

https://youtu.be/mmu9EFYFPjE
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In the future we will extend the list of life events by adding other sources of
information such as user’s calendar and social network activities. Also, we will
improve our lifelog app to get feedback from user regarding the detected events.
Hence, not only we will access labeled activity data from user’s explicit input,
but also we will be able to improve and revise the relation between events and
their corresponding attributes in the concept lattice.
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1 University of Surrey, Guildford, Surrey GU2 7XH, UK
n.camgoz@surrey.ac.uk

2 Department of Computer Engineering, Boğaziçi University, Istanbul, Turkey
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Abstract. In this study, a real-time, computer vision based sign lan-
guage recognition system aimed at aiding hearing impaired users in a
hospital setting has been developed. By directing them through a tree
of questions, the system allows the user to state their purpose of visit
by answering between four to six questions. The deaf user can use sign
language to communicate with the system, which provides a written tran-
script of the exchange. A database collected from six users was used for
the experiments. User independent tests without using the tree-based
interaction scheme yield a 96.67 % accuracy among 1257 sign samples
belonging to 33 sign classes. The experiments evaluated the effectiveness
of the system in terms of feature selection and spatio-temporal modelling.
The combination of hand position and movement features modelled by
Temporal Templates and classified by Random Decision Forests yielded
the best results. The tree-based interaction scheme further increased the
recognition performance to more than 97.88 %.

Keywords: Sign language recognition · Assistive computer vision ·
Human computer interaction

1 Introduction

Sign Languages are the main communication medium of the hearing impaired.
They are visual languages in which concepts are conveyed through the posi-
tioning, shape and movements of hands, arms and facial expressions. Similar to
spoken languages, sign languages developed over time in local communities. For
this reason, they show great variation from spoken languages and across other
sign languages.

The education of the hearing impaired is a difficult task. Since they are
socially isolated due to a communication barrier, they have difficulty learning
the spoken language, even in its written form. Therefore literacy of spoken and
written language is considerably lower for the hearing impaired. This greatly
impedes their integration into society and causes difficulties in receiving edu-
cation, finding jobs and using everyday public services such as healthcare and
banking.
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However, laws mandate the provisioning of assistance to the hearing impaired
by providing translators on demand. While it would have increased accessibility
greatly, problems were present in its application as there simply were not that
many Turkish Sign Language (TİD) translators available. A practical solution
was found by making sign language call centers available. However, they had
their drawbacks as the call centers had to employ large numbers of translators
to service a large deaf population. The ideal solution to this problem is to have
software that performs automatic sign language to spoken language translation,
thus allowing the hearing impaired people to express themselves in public insti-
tutions to receive services.

With the development of machine learning and computer vision algorithms
and the availability of different sign language databases, there has been an
increasing number of studies in Sign Language Recognition (SLR). Since the
work of Starner and Pentland [16] there have been many studies attempting to
recognize sign language gestures using spatio-temporal modeling methods such
as Hidden Markov Models (HMMs) [14] and Dynamic Time Warping (DTW)
[1] based methods. Other approaches, such as Parallel Hidden Markov Models
(PaHMMs) [19] and HMM-based threshold model [10], are also used in gesture
and sign language recognition systems. Chai et al. [4] used DTW based classifiers
to develop a translation system that interprets Chinese Sign Language to Spo-
ken Language and vice versa. In more recent studies, Pitsikalis and Theodorakis
et al. [13,18] used DTW to match subunits in Greek Sign Language for recogni-
tion purposes.

Prior to the release of consumer depth cameras, such as the Microsoft Kinect
sensor [22], many computer vision researchers had to use color and data gloves,
embedded accelerometers and video cameras to capture a users hand and body
movements for sign language recognition [12]. However, the Microsoft Kinect
sensor provides color image, depth map, and real-time human pose information
[15], by which it diminishes the dependency to such variety of sensors.

Recently, there has been an increase in studies aimed at developing proto-
type applications with sign language based user interfaces. One of the earliest
applications was the TESSA (Text and Sign Support Assistant) [5], that was
developed for the UK Post Offices to assist a post office clerk in communicating
with a Deaf person. The TESSA system translates a clerks speech into British
Sign Language (BSL) and then displays the signs to the screen with an avatar to
a Deaf customer at the post office. The authors used the entropic speech recog-
nizer and performed semantic mapping on a “best match” basis to recognize
the most phonetically close phrase. Lopez-Ludena et al. [11] have also designed
an automatic translation system for bus information that translates speech to
Spanish Sign Language (LSE) and sign language to speech.

In [20], Weaver and Starner introduced SMARTSign, which aims to help
the hearing parents of deaf children with learning and practicing ASL via a
mobile phone application. The authors share the feedback they received from
the parents on the usability and accessibility of the SMARTSign system. In [9],
sign language tutoring is performed using a signing robot and interaction tests
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are used to asses system success. In [21], an avatar based sign language game is
developed for teaching first grade curriculum in sign language to primary school
children and assessing their knowledge.

When a deaf person arrives at a hospital, if he/she does not know how to read
and write in spoken language, it is often a troublesome practice to communicate.
To overcome this communication barrier, a sign language recognition platform
called HospiSign was created. When deployed on a computer with a Microsoft
Kinect v2 sensor, HospiSign works as a reception desk, welcoming deaf users and
allowing them to express their purpose of visit.

The user interface of HospiSign was presented in [17]. In this paper, we focus
on the sign language recognition aspects of the system. We proposed using several
features, temporal modelling techniques and classification methods for sign lan-
guage recognition. As features, we extracted upper body pose, hand shape, hand
position and hand movement features from the data provided by the Microsoft
Kinect v2 sensor to represent the spatial features of the signs. We model the tem-
poral aspect of the signs by using Dynamic Time Warping (DTW) and Temporal
Templates (TT). Finally, we classify spatio-temporal features extracted from the
isolated sign phrases using k-Nearest Neighbours (k-NN) and Random Decision
Forest (RDF) classifiers.

We evaluated the performance of the proposed recognition scheme on a subset
of the BosphorusSign corpus [3], that contains a total of 1257 samples belong-
ing to 33 signs, which were collected from six native TİD users. We investigated
each features effect on the recognition performance and compared temporal mod-
elling and classification approaches. In our experiments, combining hand posi-
tion and hand movement features achieved the highest recognition performance
while both of the temporal modelling and classification approaches yielded sat-
isfactory recognition results. Moreover, we inspected the outcome of using the
tree-based activity diagram interaction scheme and came to the conclusion that
this approach increases the overall recognition performance.

In Sect. 2, we briefly explain the tree-based activity diagram interaction
scheme in HospiSign. Section 3 describes our proposed sign language recogni-
tion method. Experimental results are given in Sect. 4 and finally, we conclude
the paper in Sect. 5.

2 The Hospital Information System User Interface

The hospital information system user interface provides a communication
medium for the hearing impaired in a hospital information desk setting. By
asking questions in the form of sign videos and suggesting possible answers on
a display, the system helps Deaf users to explain their problems. With the tree-
based activity diagram interaction scheme, which can be seen in Fig. 1, the sys-
tem only looks for the possible answers in each activity group, instead of trying
to recognize from all the signs in the database. At the end of the interaction, the
system prints out a summary of the interaction and the users are guided to take
this print out with their ID to the information desk, where they can be assisted
according to their needs.
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Fig. 1. Tree-based activity diagram interaction scheme of HospiSign.

The HospiSign platform consists of a personal computer, a touch display to
visualize the sign questions and answers to the user, and a Microsoft Kinect v2
sensor. Since it is necessary to track the users’ hand motions in order to recognize
the performed signs, the Microsoft Kinect v2 sensor plays an essential role as it
provides accurate real-time human body pose information.

The HospiSign system follows three stages to move from one question to
the next in the tree-based activity diagram interaction scheme: (1) display of
the question; (2) display of the possible answers to that question; and (3) the
recognition of the answer (sign). The user first watches the question displayed on
the top-center of the screen; then performs a sign from the list of possible answers
displayed at the bottom of the screen, and then moves to the next question. This
process is repeated until the system gathers all the necessary information from
the user. After the user answers all the required questions, the system prints
out a summary report to be given to the information desk or the doctor at
the hospital. This summary contains the details of the user’s interaction with
HospiSign.
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To make the classification task easier, the questions are placed into a tree-
based activity diagram in such a way that each question will lead to another sub-
question with respect to the answer selected by the user. With categorization
of possible answers to each question, it is intended to help the users to easily
describe their symptoms or intention of their visit.

One of the most important advantages of using such a tree-based scheme
is that it makes the system more user-friendly and easy-to-interact. The tree-
based activity diagram interaction scheme also increases the recognition speed
and performance of the system as the task of recognizing a sign from possible
answers to each question is much easier and faster than recognizing a sign from
the all possible answers.

3 Proposed Sign Language Recognition Method

The proposed sign language recognition method consists of four modules: Human
Pose Estimation, Feature Extraction, Feature Normalization and Selection, and
Temporal Modeling and Classification, as visualized in Fig. 2. Taking this frame-
work as a baseline, the usage of various features, their combinations, temporal
modeling techniques and classification methods are proposed to represent, and
to recognize isolated sign language phrases.

The first step of the recognition module, human pose estimation, is critical
since illumination and background variations introduce great challenges. As it
uses active projective light imaging, the Microsoft Kinect v2 sensor is able to
overcome these challenges. By using its pose estimation library routines, we were
able to extract world coordinates, pixel coordinates and orientations of the 25
body joints.

As sign languages convey information through hand shape, upper body pose,
facial expressions and hand trajectories, sign language recognition techniques
extract features to represent each respective aspect of the signs. Kadir et al.
[8] proposed specialized hand position and hand movement features in order to
represent signs and capture their distinguishing properties. The features con-
sist of hand positions and hand movements. Taking these features as baseline,

Fig. 2. Four main modules of our sign language recognition framework.
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hand position (Baseline Hand Position) and hand movement (Baseline Hand
Movement) features were extracted from each video frame to represent sign
samples.

In addition, we have extracted upper body pose (Normalized World Coor-
dinates, Normalized Pixel Coordinates, Upper Body Joint Orientations), hand
movement (Hand Joint Movement), and hand position (Hand Joint Distance)
features using the body pose information provided by Microsoft Kinect v2 sensor.

Normalized World and Pixel Coordinates were extracted from the world and
pixel coordinates that were provided by the Microsoft Kinect v2 sensor. The
normalization was done by subtracting the Hip Center joint from the upper
body joints, that are Head, Shoulder, Elbow, Wrist, Hand and Spine Joints,
thus removing the location variance of the users. Then each joint coordinate is
divided by the distance between the Shoulder Center and Hip Center joints in y
axis, thus removing the scale (users’ height) variance. We used Joint Orientation
features as it is provided by the Microsoft Kinect v2 sensor.

Hand Joint Distance features were extracted by calculating the euclidean
distance between the hand joints and the upper body joints, that were previ-
ously mentioned. The normalization of these features was done by dividing each
distance by the sum of all Hand Joint Distances in its respective frame. Hand
Movement Distance features represent the temporal dislocation of hands between
subsequent frames and they were extracted by calculating the distance of each
hands location from its location in the previous frame (in x, y, and z axis).

To represent hand shapes, we segmented the hand images using the hand
joints’ pixel coordinates and the signers’ skin colors. We cropped a window of
80*80 pixel around both of the and joints and masked the hand using color
based skin detection. Then we extracted Histogram of Oriented Gradients [6]
with various Cell and Block Sizes from the segmented hand patches for each
frame. A list of our features, the aspects they represent in a sign and their sizes
can be seen in Table 1.

Table 1. Extracted features that are used to represent signs.

Feature name Represented aspect Feature size

Baseline Hand Positions Hand Position 27

Baseline Hand Movements Hand Movement 11

Normalized World Coordinates Upper Body Pose 36

Normalized Pixel Coordinates Upper Body Pose 24

Joint Orientations Upper Body Pose 48

Hand Joint Distances Hand Position 22

Hand Movement Distances Hand Movement 6

HOG (L-M-H) Hand Shape 18-108-432
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As different features come from different distributions and have different
scales we applied Principal Component Analysis (PCA) [7] to each feature sepa-
rately before combining them in the temporal modeling and classification steps.

For temporal modeling and classification, we have proposed two approaches.
The first approach is to model the temporal aspect of signs using Dynamic
Time Warping (DTW) and classify samples using k-Nearest Neighbours (k-NN)
algorithm. DTW is a popular tool for finding the optimal alignment between two
time series. The DTW algorithm calculates the distance between each possible
pair of points in terms of their spatial and temporal features. DTW uses these
distances to calculate a cumulative distance matrix and finds the least expensive
path through this matrix using dynamic programming. This path represents the
ideal synchronization of the two series with the minimal feature distance. Usually,
the samples are normalized to zero mean and smoothed with median filtering
before distance calculation. The weighting of each feature inversely proportional
to their feature size is applied to avoid features with larger sizes suppressing the
effectiveness of features with smaller sizes. To classify a sign sample, its distance
to the each training sample is calculated and the class of the sign is assigned
using k-Nearest Neighbours algorithm.

The second approach is based on Temporal Templates (TT) and Random
Decision Forest (RDF). Random Decision Forest is a supervised classification
and regression technique that has become widely used due to its efficiency and
simplicity. RDFs are an ensemble of random decision trees (RDT) [2]. However,
RDFs do not inherently possess a temporal representation scheme. To incorpo-
rate the temporal aspect, Temporal Templates (TT), that represent each frame
with the concatenated features of its neighbours are used in combination with
Random Decision Forests. In template based temporal modelling, increasing
template size enhances temporal representation. However, memory and com-
putational power restrictions of development systems limit the feature vector
size. To overcome this limitation, we downsample the data with various inter-
val sizes to represent larger temporal windows while using the same number of
frames. We classify the constructed temporal template of each frame by using
Random Decision Forests (RDFs). Each tree is trained on a randomly sampled
subset of the training data. This reduces over-fitting in comparison to training
RDFs on the entire database; therefore increasing stability and accuracy. During
training, a tree learns to split the original problem into smaller ones. At each
non-leaf node, tests are generated through randomly selected subsets of features
and thresholds. The tests are scored using the decrease in entropy, and best
splits are chosen and used for each node [2]. Each tree ends with leaf nodes,
that represent the probabilities of a given data to belong to the possible classes.
Classification of a frame is performed by starting at the root node and assigning
the frame either to the left or to the right child recursively until a leaf node is
reached. Majority voting is used on the prediction of all decision trees to decide
on the final class of the frame. Finally, signs are classified by taking the mode
of its frames’ classification results.
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In the Dynamic Time Warping and K-nearest Neighbours based approach
we choose the best combination of features by applying a greedy forward search
algorithm, in which we iteratively added features by starting from the best per-
forming feature until the recognition performance stopped increasing. There was
no need for feature selection for the Temporal Template and Random Decision
Forest based approach as the Random Decision Forests weight the features in
their training.

4 Experiments and Results

All the experiments were conducted on a subset of the BosphorusSign database,
which is used in the development of HospiSign. The subset contains 1257 sign
phrase samples belonging to 33 phrase classes which were performed by six
native TİD users in six to eight repetitions. In order to obtain user independent
results we performed leave-one-user-out cross-validation and report the mean
and standard deviation of recognition performance in all of our experiments.

The performance of the implemented methods were examined in terms of
the features, temporal modeling techniques, and classification approaches. The
first experiments were conducted to find the optimum parameters for Histogram
of Oriented Gradients, which was used to represent hand shapes. Three HOG
parameter setups were used that are Low Detailed (HOG-L, Cell Size: [80× 80]
Block Size: [1× 1]), Medium Detailed (HOG-M, Cell Size: [40× 40] Block Size:
[2× 2]), and High Detailed (HOG-H, Cell Size: [20× 20] Block Size: [4× 4]).
Examples of all the three parameter setups can be seen in Fig. 3. The parameter
optimization results for different users demonstrate that while appearance based
features worked well for some users, achieving up to 88 % accuracies, they did
not produce reliable classifiers for others. The results can be observed in Table 2.
Since HOG-M has the highest accuracy, we used it in the rest of our experiments.

Fig. 3. Segmented hands and extracted Histogram of Oriented Gradients with different
parameter setups. Top Left: Segmented Hands, Top Right: HOG-H, Bottom Left: HOG-
M, Bottom Right: HOG-L.
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Table 2. Recognition performance of different HOG parameters

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

HOG-H 51.01 47.17 66.83 20.00 20.20 20.60 37.64 ± 20.14

HOG-M 78.28 84.91 86.93 22.00 30.81 26.13 54.84 ± 31.51

HOG-L 70.20 82.64 88.44 25.00 23.23 37.19 54.45 ± 29.46

Table 3. Performance evaluation of features

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

Hand Joint Distances 96.46 94.72 95.98 86.00 86.36 96.98 92.75 ± 5.15

Norm. Pixel Coordinates 94.95 93.96 98.49 86.00 83.84 94.97 92.04 ± 5.76

Norm. World Coordinates 94.95 95.85 97.49 85.00 80.30 91.46 90.84 ± 6.81

Hand Movement Distances 90.40 86.79 91.96 83.00 64.65 68.84 80.94 ± 11.50

Baseline Hand Movements 75.76 72.83 81.91 78.50 44.44 68.34 70.30 ± 13.49

Baseline Hand Positions 64.14 75.85 68.34 53.50 55.05 68.34 64.20 ± 8.58

HOG-M 78.28 84.91 86.93 22.00 30.81 26.13 54.84 ± 31.51

Joint Orientations 32.83 38.49 44.72 34.50 26.77 38.69 36.00 ± 6.12

All Features Combined 67,68 77,36 85,93 67,00 47,47 75,38 70,14 ± 13,10

By using the best performing HOG setup, we conducted experiments in order
to find the combination of features that yield the highest recognition perfor-
mance. In feature selection experiments Dynamic Time Warping (DTW) was
used to measure the distance between isolated sign phrases. Using the distances
provided by DTW, k-Nearest Neighbours (k-NN) algorithm was used to classify
the isolated signs by taking the mode of its k nearest neighbours’ class labels.
Table 3 lists the recognition accuracies of individual features for each user. It is
observed that Hand Joint Distances yield the highest performance. While some
features show comparable performance with the Hand Joint Distances, the rest
of the features such as Joint Orientations perform poorly. When all features are
combined, average performance drops to 70.14 %.

Even though the performance of some features are inferior, they may have
complementary value, and a combination of features may perform better. To see
which combination performs better, we have employed forward search. Table 4
shows the first step of forward search: It is observed that the Hand Movement
Distances, a dynamic feature, has complementary value and enhances perfor-
mance. While appearance based features such as HOG contain complementary
information, we see that their performance is not consistent across different users.
We stop at two features because adding any third feature to the combination of
Hand Joint Distances and Hand Movement Distances decreased the recognition
performance. Tables 3 and 4 list the performance accuracies of different users
separately. It is observed that the performance for User 5 is lower than other
users. By inspection of sign videos, we have observed that User 5 performs signs
differently: For example, that user performs signs repeatedly and much faster.
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Table 4. Forward selection of features combined with Hand Joint Distances feature.

User 1 User 2 User 3 User 4 User 5 User 6 Mean ± Std

Hand Joint Distances 96.46 94.72 95.98 86.00 86.36 96.98 92.75 ± 5.15

Norm. Pixel Coordinates 94.95 94.34 98.49 86.00 84.34 95.48 92.27 ± 5.70

Norm. World Coordinates 95.96 96.23 96.98 85.00 80.30 93.47 91.32 ± 6.98

Hand Movement Distances 96.46 95.09 98.99 91.00 82.32 98.99 93.81 ± 6.36

Baseline Hand Movements 87.88 85.28 89.95 89.00 62.12 80.90 82.52 ± 10.51

Baseline Hand Positions 87.88 87.17 94.97 84.50 78.28 91.46 87.38 ± 5.76

HOG-M 95.96 96.23 96.98 84.00 78.79 95.98 91.32 ± 7.87

Joint Orientations 37.88 44.53 51.76 38.50 29.80 42.21 40.78 ± 7.36

Table 5. Temporal Template Size and Interval Steps optimization results. TS: Tem-
plate Size, IS: Interval Steps.

IS: 1 IS: 2 IS: 3 IS: 5

TS: 9 84,56 ± 5,65 90,89 ± 4,17 92,94 ± 3,16 95,54 ± 1,87

TS: 11 87,37 ± 6,32 91,77 ± 3,43 94,41 ± 2,13 95,96 ± 1,57

TS: 13 87,91 ± 5,35 93,07 ± 3,41 95,23 ± 2,13 96,67 ± 1,80

TS: 15 89,86 ± 4,39 94,26 ± 2,66 95,27 ± 1,95 96,65 ± 2,04

TS: 17 89,86 ± 4,39 94,26 ± 2,66 95,90 ± 2,03 96,38 ± 1,67

TS: 19 90,83 ± 3,57 94,91 ± 1,82 96,19 ± 1,69 96,08 ± 2,28

TS: 21 91,45 ± 3,82 94,91 ± 1,68 96,40 ± 2,03 95,96 ± 3,03

TS: 23 92,69 ± 2,95 95,35 ± 1,73 96,48 ± 2,02 95,22 ± 3,97

One other observation is that in Table 4, while the recognition performance of
Normalized Pixel and World Coordinates and HOG-M increases performance for
Users 2 and 3 who are expert level signers, they decrease significantly for Users
4 and 5 who show variations in their performance with respect to speed and sign
positions.

Then we conduct experiments in order to find the optimum window size
and interval steps (down-sampling rate) for the Temporal Templates (TT). We
classify the Temporal Templates using Random Decision Forest (RDF) that
contains 100 trees.

As it can be seen in Table 5, as the template size and interval steps increase,
the recognition performance also gets better until an optimum size of represented
temporal window. While lower template sizes benefit from higher interval steps,
this trend is lost with higher template sizes. We choose a template size of 13 and
down-sampling rate(interval step) of 5 since that yields the best performance.

In the light of our experiments, we have seen that DTW and RDF reach
93.81 % and 96, 67 % average recognition accuracies respectively on 33 classes of
signs of six different users in leave-one-user-out cross-validation tests. However, in
HospiSign, the tree-based activity diagram interaction scheme, that is displayed
in Fig. 1, guides its users to perform signs from a limited subset at each step.
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Table 6. Mean and standard deviation of recognition results of DTW and RDF based
methods with and without the Activity Diagram based recognition scheme

Setup nClasses DTW+k-NN TT+RDF Combined

All Signs 33 93.81 ± 6.36 96,67 ± 1,80 N/A

Activity Group 1 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

Activity Group 2 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

Activity Group 3 9 100.00 ± 0.00 98,78 ± 1.53 100.00 ± 0.00

Activity Group 4 14 95.86 ± 3.05 97,88 ± 1,67 97.88 ± 1.67

Activity Group 5 4 97.92 ± 5.1 98,09 ± 3,39 98,09 ± 3,39

Activity Group 6 2 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00

We have conducted experiments using the best performing parameters for both
the DTW+k-NN and TT+RDF based approaches and reported the results in
Table 6.

As the number of classes that the systems requires to classify from decreases,
the recognition performance improves drastically. Moreover, as each activity
group in the tree-based activity diagram interaction scheme is a different recog-
nition task, we can combine the best performing temporal modeling and clas-
sification approaches, thus further increasing the recognition performance. By
choosing the best performing approach for each activity group, we have achieved
100 % recognition performance for four activity groups and more than 97.88 %
recognition performance for the renaming two activity groups, suppressing the
best recognition performance of recognizing signs from 33 classes (96.67 % using
TT+RDF approach). The reason that the two activity groups that hand lower
recognition performance then the rest is the similarity of signs in Activity Group
4 (All of phrases are ending in the same way) and the larger number of classes
that system is required to be classified from in Activity Group 5 (14 sign phrase
classes).

5 Conclusion

In this study, a real time sign language recognition system was designed with the
aim of working as a communication platform for a hospital information desk. The
system was developed using a Microsoft Kinect v2 sensor to aid with the human
pose estimation. The recognition system, trained with a subset of the Bosphorus-
Sign database [3], extracts hand shape, hand position, hand movement and upper
body pose features and performs temporal modelling using Dynamic Time Warp-
ing and Temporal Templates. The spatio-temporally represented signs are then
classified using k-Nearest Neighbours algorithm and Random Decision Forests.

The experiments demonstrate that the highest recognition (93.81%) was
achieved by using the Hand Joint Distance and Hand Movement Distance fea-
tures while using the Dynamic Time Warping and k-Nearest Neighbours based
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recognition approach. These features were selected using a greedy forward selec-
tion scheme. Forward selection demonstrated that the presence of any other
feature reduced overall recognition performance for all users. However, it is inter-
esting to note that while appearance and coordinate based features performed
well with recognition from three users, they were not effective with other users
who performed the signs with more variation in location and speed. This can
be explained by the fact that while these features do posses complementary
information that may be helpful in recognition, their variation among different
users makes them user and recording environment dependent. This is especially
important when designing an online recognition system such as HospiSign, as
the system becomes more robust the less it is over-trained on users who perform
the signs perfectly with little room for variations.

In the experiments, in which the signs were temporally modeled using Tem-
poral Templates and classified using Random Decision Forests, the best recogni-
tion performance (96.67%) was achieved using a template size of 13 with interval
steps of 5. As the Random Decision Forests does the feature selection in its train-
ing, no additional feature selection scheme was applied in these experiments.

Our experiments demonstrate that while using the 33 class classification
scheme the highest recognition performance (96.67%) was achieved by using
the Temporal Template and Random Decision Forest based classification app-
roach. However, by using the tree-based activity diagram interaction scheme, we
were able to improve the recognition performance for all of the activity groups,
as the systems has to recognize signs from a lower number of classes in each
step of the interaction. One of the main benefits of using the tree-based activ-
ity diagram interaction scheme is that the best performing approaches can be
used for the classification of each activity group. By combining the best per-
forming classification approach for each activity group, we were able to reach
100% recognition performance in four activity groups and more then 97.88%
recognition performance for the remaining two activity groups, thus suppressing
the recognition performance of 96.67%.
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Abstract. In this paper we propose a multimodal approach to distin-
guish between movements displaying three different expressive qualities:
fluid, fragmented, and impulsive movements. Our approach is based on
the Event Synchronization algorithm, which is applied to compute the
amount of synchronization between two low-level features extracted from
multimodal data. In more details, we use the energy of the audio respira-
tion signal captured by a standard microphone placed near to the mouth,
and the whole body kinetic energy estimated from motion capture data.
The method was evaluated on 90 movement segments performed by 5
dancers. Results show that fragmented movements display higher aver-
age synchronization than fluid and impulsive movements.

Keywords: Movement analysis · Expressive qualities · Respiration ·
Synchronization

1 Introduction

Expressive qualities of movement refer to how a movement is performed. The
same movement can be performed with different qualities, e.g., in a fluid, frag-
mented, hesitant, impulsive, or contracted way. Expressive qualities are a very
relevant aspect of dance, where e.g., they convey emotion to external observers.
They also play an important role in rehabilitation, sport, and entertainment
(e.g., in video-games). Several computational models and analysis techniques for
assessing and measuring expressive movement qualities have been proposed (see
e.g., [14] for a recent review), as well as algorithms to automatically detect and
compute expressive qualities of a movement (e.g., [2]). In this paper, we propose
a multimodal approach to analysis of expressive qualities of movement, integrat-
ing respiration and movement data. Whilst motion capture systems, often used
to analyze human behavior, provide precise and accurate data on human motion,
they are very invasive and cannot be used in several scenarios e.g., in artistic
performance. In the long term, the multimodal technique discussed here for dis-
tinguishing between expressive qualities may make the use of motion capture
systems dispensable.
c© Springer International Publishing AG 2016
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Respiration is of paramount importance for body movement. Respiration is
strongly related to any physical activity. The interaction between body move-
ment and respiration is bidirectional. The respiration pattern may provoke cer-
tain visible body movements, e.g., in the case of laughter [15]. It can also be
influenced by body movements, e.g., huddling oneself up corresponds to the
expiration phase. Rhythm of respiration synchronizes with repetitive motoric
activities such as running [8]. Several physical activities such as yoga or tai-chi
explicitly connect physical movement to respiration patterns. In this work dance
is taken as a use case. During a dance performance, dancers are used to dis-
play a huge variety of expressive qualities, and they dedicate a lot of effort and
time to exercise their expressive vocabulary. Thus, one can expect that various
performances by the same dancer, conveying different expressive qualities, can
provide a solid ground to base our study upon.

In this paper, we hypothesize that different multimodal synchronization
patterns can be observed for movements performed with different expressive
qualities. Movements displaying different qualities such as fluid, fragmented, or
impulsive movements engage different parts of the body to different extents.
For example, whilst fluid movements are propagated along the kinematic chains
of the body, impulsive and fragmented movements usually engage most of the
body parts at once. Consequently, respiration patterns may be influenced by the
expressive quality of movement. To confirm our hypothesis, we study intraper-
sonal synchronization between two features, one extracted from the audio signal
of respiration and one from motion capture data.

The paper is organized as follows: in Sect. 2, we present existing works on
analysis of human movement and of respiration signals; in Sect. 3, we describe the
expressive qualities we study in this paper; Sect. 4 presents our dataset; Sect. 5
describes the techniques we developed and tested in the experiment presented
in Sect. 6; we conclude the paper in Sect. 7.

2 State of the Art

Several works analyzed respiration in sport activities such as walking and run-
ning [4,8], and rowing [3]. Respiration data was also used to detect emotions
[11]. Bernasconi and Kohl [4] studied the effect of synchronization between res-
piration rhythm and legs movement rhythm to analyze efficiency in physical
activities such as running or cycling. They measured synchronization as a per-
centage of the coincidence between the beginning of a respiration phase and the
beginning of a step (or a pedaling cycle). According to their results, the higher is
synchronization the higher is efficiency and the lower is consumption of oxygen.

Bateman and colleagues [3] measured synchronization between the start of a
respiration phase, and the phase of a stroke in rowing by expert and non-expert
rowers. Respiration phases were detected with a nostril thermistor, whereas the
stroke phase (1 out of 4) was detected from the spinal kinematics and the force
applied to the rowing machine. The higher synchronization the higher stroke
rate was observed for expert rowers. Additionally, the most frequently observed
pattern consisted of two breath cycles per stroke.
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Schmid and colleagues [22] analyzed synchronization between postural sway
and respiration patterns captured with a respiratory belt at chest level. A differ-
ence was observed in respiration frequency and amplitude between sitting and
standing position.

In most of the works that consider respiration, data is captured with respira-
tion sensors such as belt-like strips placed on the chest, or other very dedicated
devices. An example of such a device is the CO2100C module by Biopac1 that
measures the quantity of CO2 in the exhaled air. This sensor is able to detect
even very short changes of carbon dioxide concentration levels. Unfortunately,
this method is very invasive, thus several alternative solutions were proposed
(see [7,20] for recent reviews). Folke and colleagues [7] proposed three major
categories of measurements for the respiration signal:

– movement, volume, and tissue composition measurements, e.g., transthoracic
impedance measured with skin electrodes placed on chest;

– air flow measurements, e.g., nasal thermistors;
– blood gas concentration measurements, e.g., the pulse - oximetry method that

measures oxygen saturation in blood.

Several works focused on tracheal signals. Huq and colleagues [9] distinguished
the respiration phases using the average power and log-variance of the band-
pass filtered tracheal breath. In particular, the strongest differences between the
two respiratory phases were found in the 300–450 Hz and 800–1000 Hz bands for
average power and log-variance respectively. Jin and colleagues [10] segmented
breath using tracheal signals through genetic algorithms.

Another popular approach is to use Inertial Measurement Units (IMUs). In
[13] a single IMU sensor was placed on the person’s abdomen and it was used to
extract the respiration pattern. The raw signal captured with the IMU device
was filtered with an adaptive filter based on energy expenditure (EE) to remove
frequencies that are not related to respiration. Three classes of activities were
considered: Low EE (e.g., sitting) Medium EE (e.g., walking), and High EE (e.g.,
running).

Some works used the audio signal of respiration captured with a microphone
placed near the mouth. In [1], the audio of respiration was used to detect the res-
piration phases. For this purpose, authors first isolated the respiration segments
using a Voice Activity Detection (VAD) algorithm based on short time energy
(STE). Next, they computed Mel-frequency cepstrum coefficients (MFCC) of res-
piration segments, and they used MFCC and a linear thresholding to distinguish
between the two respiration phases. Yahya and colleagues [23] also classified res-
piration phases from audio data. Again, a VAD algorithm was applied to the
audio signal to extract the respiration segments. Next several low-level audio
features extracted from the segments were used by a Support Vector Machine
(SVM) classifier to separate the exhilaration segments from the inspiration ones.

Ruinskiy and colleagues [21] aimed to separate respiration segments from
voice segments in audio recordings. First, they created a respiration template

1 http://www.biopac.com/.

http://www.biopac.com/
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using a mean cepstrogram matrix for each participant. Next they used it to
compute a similarity measurement between the template and an input segment
in order to classify the input segment as a breathy/not breathy one.

Compared to the state-of-the-art, this work brings the following contributions:

– according to the authors’ knowledge, this is the first work that uses information
extracted from the respiration data to distinguish between different expressive
qualities of movement,

– contrary to most of previous works, we use a standard microphone to study
respiration and we capture respiration data from the microphone placed near
to the mouth. This approach is appropriate to capture e.g., dancers respiration
patterns, because dancers do not speak during a performance, but they move
a lot and cannot wear invasive devices. Our approach is less invasive than
other approaches based on other respiration sensors.

3 Definitions of Expressive Qualities

Recently, Camurri and colleagues [5] proposed a conceptual framework conceived
for analysis of expressive content conveyed by whole body movement and gesture.
The framework consists of four layers: the first one is responsible for capturing
and preprocessing data from sensor systems, including video, motion capture,
and audio. The second one computes low-level motion features such as energy or
smoothness at a small time scale (i.e., frame by frame or over short time windows
e.g., 100 ms–150 ms long) from such data. The third layer computes mid-level fea-
tures such as fluidity, impulsivity, and so on, i.e., complex higher-level qualities
that are usually extracted on groups of joints or on the whole body, and require
significantly longer temporal intervals to be detected (i.e., 0.5 s–3 s). Finally, the
fourth layer corresponds to even higher-level communicative expressive qualities,
such as the user’s emotional states and social attitudes. Following this frame-
work, in this paper we focus on three expressive movement qualities belonging
to the third layer, i.e., fluid, fragmented, and impulsive movements. These three
qualities at layer 3 are modeled in terms of features at layers 1 and 2. Below, we
recall the definitions of these qualities.

Fluid Movement. A fluid movement is characterized by the following proper-
ties [18]:

– the movement of each involved body joint is smooth;
– the energy of movement (energy of muscles) is free to propagate along the

kinematic chains of (parts of) the body according to a coordinated wave-like
propagation.

Fluidity is a major expressive quality in classical dance and ballet. Outside the
dance context, fluid movements are, for example, body movements as in the
butterfly swimming technique, or moving as a fish in the water.
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Fragmented Movement. A fragmented movement is characterized by:

– non coordinated propagation of energy between adjacent body joints, i.e., only
“bursts” of propagation are observed;

– autonomous movements of different parts of the body, i.e., autonomous and
non (or lowly) correlated sequences of “free” followed by “bound” movements
(in Laban’s Effort terms [12]): typically, a joint alternates a free movement
(e.g., for a short time interval) with a “bound” movement;

– joints movements are neither synchronized nor coordinated among themselves:
an observer perceives the whole body movement as composed by parts of the
body obeying to separate and independent motor planning strategies, with no
unified, coherent, and harmonic global movement.

Such movements are typical, for example, in contemporary dance.

Impulsive Movement. An impulsive movement is characterized by [16]:

– a sudden and non predictable change of velocity;
– no preparation phase.

Examples of impulsive movements are avoidance movements (e.g., when hearing
a sudden and unexpected noise) or a movement to recover from a loss of balance.
It is important to notice that impulsivity is different from high kinetic energy.
Quick but repetitive movements are not impulsive.

4 Experimental Setup

We collected a set of short performances of dancers asked to perform whole body
movements with a requested expressive quality. Five female dancers were invited
to participate in the recordings. They performed short performances focusing on
one of the three selected expressive qualities. Each trial had a duration of 1.5
to 2 min. At the beginning of each session, dancers were given definitions of
the expressive quality by means of textual images (more details on the record-
ing procedure are available in [17]). The dancers were asked to perform: (i) an
improvised choreography containing movements that, in their opinion, express
the quality convincingly, as well as (ii) several repetitions of predefined sequences
of movements by focusing on the given expressive quality.

A custom procedure was defined to obtain and record several impulsive move-
ments: the blindfolded dancer was induced to express this quality by an external
event (e.g., an unexpected touch). When she perceived a touch on her body, she
had to imagine that she was touched by a hot stick that she had to avoid. Thus,
for impulsive trials, the dancer was, by default, performing fluid movements and
impulsive movements appears only when she is touched (for more details see
[17]). Each quality was performed by two different dancers.

We recorded multimodal data captured with (i) a Qualisys motion capture
system, tracking 6 single markers and 11 rigid bodies (10 on the body and 1
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on the head) plates at 100 frames per second; resulting data consists of the 3D
positions of 60 markers; (ii) one wireless microphone (mono, 48 kHz) placed close
to the dancer’s mouth, recording the sound of respiration; (iii) 2 video cameras
(1280 × 720, at 50 fps).

The freely available EyesWeb XMI platform, developed at University of
Genoa2, was used for synchronized recording and analysis of the multimodal
streams of data. Motion capture data was cleaned, missing data was filled using
linear and polynomial interpolation.

5 Analysis Techniques

Our aim is to check whether the overall amount of synchronization between low-
level features from movement and from the audio signal of respiration enable us
to distinguish between the three selected expressive qualities. In more details,
we consider one audio feature: the energy of the audio signal, and one movement
feature: the kinetic energy of the whole body movement. These features were
chosen as they can be easily computed in real-time. In the future, we plan to
estimate kinetic energy with sensors, which are less invasive than a motion cap-
ture system, such as IMUs. We define events to be extracted from the time-series
of the low-level features and then we apply the Event Synchronization algorithm
[19] to compute the amount of synchronization between the events detected in
the two energy time-series. Figure 1 shows the details of our approach.

Fig. 1. Block diagram of the analysis procedure. Event Synchronization takes as input
events detected in the time-series of energy of the audio signal of respiration and in
the time-series of kinetic energy from motion capture data.

5.1 Feature Extraction

The audio signal was segmented in frames of 1920 samples. To synchronize the
motion capture data with the audio signal, the former was undersampled at
25 fps. Next, body and audio features were computed separately at this sampling
rate.
2 http://www.infomus.org/eyesweb ita.php.

http://www.infomus.org/eyesweb_ita.php
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Motion Capture. Motion capture data was used to compute one movement
feature: kinetic energy. This feature was computed in two stages: first, 17 mark-
ers from the initial set of 60 were used to compute the instantaneous kinetic
energy frame-by-frame. The velocities of single body markers contribute to the
instantaneous kinetic energy according to the relative weight of the correspond-
ing body parts as retrieved in anthropometric tables [6]. In the second step, the
envelope of the instantaneous kinetic energy was extracted using an 8-frames
buffer.

Respiration. The instantaneous energy of the audio signal was computed using
Root Mean Square (RMS). This returns one value for every input frame. Next,
we extracted the envelope of the instantaneous audio energy using an 8-frames
buffer.

5.2 Synchronization

The Event Synchronization (ES) algorithm, proposed by Quian Quiroga and col-
leagues [19], is used to measure synchronization between two time series in which
some events are identified. Let us consider two time-series of features: x1 and x2.
For each time-series xi let us define txi as the time occurrences of events in xi.
Thus, txi

j is the time of the j-th event in time-series xi. Let mxi
be the number of

events in xi. Then, the amount of synchronization Qτ is computed as:

Qτ =
cτ (x1|x2) + cτ (x2|x1)√

mx1mx2

(1)

where

cτ (x1|x2) =
mx1∑

i=1

mx2∑

j=1

Jτ
ij (2)

and

Jτ
ij =

⎧
⎪⎨

⎪⎩

1 if 0 < ti
x1 − tj

x2 < τ

1/2 if ti
x1 = tj

x2

0 otherwise

(3)

τ defines the length of the synchronization window. Thus, events contribute to
the overall amount of synchronization, only if they occur in a τ -long window.

In order to apply the ES algorithm to our data, two steps were needed:
(i) defining and retrieving events in our two time-series, and (ii) tuning the
parameters of the ES algorithm.

Events Definition. We defined as events the peaks (local maxima) of kinetic
and audio energy. To extract peaks, we applied a peak detector algorithm that
computes the position of peaks in an N-size buffer, given a threshold α defining
the minimal relative “altitude” of a peak. That is, at time p, the local maximum
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Fig. 2. Three excerpts of the two time-series of energy (audio energy and kinetic
energy), representing an example of fluid, fragmented, and impulsive movement respec-
tively (lower panel), and the events extracted from the two time-series and provided
as input to the ES algorithm (upper panel).

xp is considered a peak if the preceding and the following local maxima xi and
xj are such that xi + α < xp and xj + α < xp, i < p < j, and there is no other
local maximum xk, such that i < k < j. We empirically chose the buffer size
to be 10 frames (corresponding to 400ms) and α = 0.4465. Figure 2 shows three
excerpts of the two time-series, representing an example of fluid, fragmented, and
impulsive movement respectively, and the events the peak detector extracted.

Algorithm Tuning. Next, the ES algorithm was applied to the events identified
in the previous step. At each execution, the ES algorithm works on a sliding
window of the data and it computes one value – the amount of synchronization
Qτ . In our case, the value of ES is reset at every sliding window. Thus, the past
values of ES do not affect the current output. The algorithm has two parameters:
the size of the sliding window dimsw and τ . The size of the sliding window was
set to 20 samples (corresponding to 800 ms at 25 fps). This value was chosen
as the breath frequency of a moving human is in between 35 and 45 cycles per
minute. Thus, 800 ms corresponds to half of one breath. We analyzed multimodal
synchronization with all τ in interval [4, dimsw ∗ 0.5] (i.e., not higher than half
of the size of the sliding window dimsw).

6 Data Analysis and Results

To check whether our approach can distinguish between the three selected
expressive qualities, we analyzed the data described in Sect. 4. Our hypothe-
sis is: there are significant differences in the synchronization between the peaks
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of energy in respiration audio and body movement among the three expressive
qualities. At the same time, we expect that there is no significant difference in
the synchronization between the peaks of energy in respiration audio and body
movement among the different dancers within one single expressive quality. We
describe the details below.

6.1 Dataset

Two experts in the domain of expressive movement analysis segmented the data.
They selected segments where only one out of the three expressive qualities
was clearly observable. Thus, segmentation was based not only on the dancer’s
expressive intention, but also on the observer’s perception of the expressive qual-
ity the dancer displayed. Additionally, it was checked whether the audio seg-
ments contained only the respiration sounds (segments should not contain any
noise that may occasionally occur during the recordings e.g., by unintentionally
touching the microphone). The resulting dataset is composed of 90 segments3 of
multimodal data by five dancers. Total duration is 9 min and 20 s. Segments are
grouped into three sets, according to the expressive quality they display:

– Fluid Movements Set (FluidMS ) consisting of 15 segments by Dancer 1 and
15 segments by Dancer 2 (average segment duration 7.615 s, sd = 3.438 s);

– Fragmented Movements Set (FragMS ) consisting of 15 segments by Dancer 3
and 15 segments by Dancer 4 (average segment duration 5.703 s, sd = 2.519 s);

– Impulsive Movements Set (ImplMS ) consisting of 15 segments by Dancer 1 and
15 segments by Dancer 5 (average segment duration 5.360 s, sd = 1.741 s).

Due to the complexity of the recording procedure, at the moment we do not
have data of one single dancer performing movements displaying all the three
expressive qualities. To limit the effect of the particular dancer’s personal style
we use, for each quality, segments performed by two different dancers.

6.2 Results

For each segment and each considered value of τ , we computed the average value
(AvgQτ ) of the amount of synchronization Qτ on the whole segment. Next, we
computed the mean and standard deviation of AvgQτ separately for all fluid,
fragmented, and impulsive segments (see the 4th column of Tables 1, 2 and 3).

To check for differences between the amount of synchronization in the seg-
ments in FluidMS, FragMS, and ImplMS, we applied ANOVA with one inde-
pendent variable, Quality, and one dependent variable, AvgQτ . All post hoc
comparisons were carried out by using the LSD test with Bonferroni correc-
tion. Similar results were obtained for all the tested τ . A significant main effect
of Quality for τ = 4 was observed, F (2, 87) = 10.973, p < .001. Post hoc
comparisons indicated that multimodal synchronization in fragmented move-
ments was significantly higher compared to the impulsive (p < .01), and fluid
3 An example of a segment can be found at: https://youtu.be/J-AtKo2BZ4E.

https://youtu.be/J-AtKo2BZ4E 
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Table 1. Mean and standard deviation of AvgQτ for fluid movements.

τ Dancer 1 Dancer 2 Total

τ = 4 0.185 (0.090) 0.188 (0.135) 0.187 (0.113)

τ = 6 0.284 (0.121) 0.298 (0.165) 0.291 (0.143)

τ = 8 0.352 (0.124) 0.378 (0.153) 0.365 (0.138)

τ = 10 0.392 (0.116) 0.419 (0.160) 0.406 (0.137)

Table 2. Mean and standard deviation of AvgQτ for fragmented movements.

τ Dancer 3 Dancer 4 Total

τ = 4 0.415 (0.186) 0.292 (0.123) 0.354 (0.167)

τ = 6 0.512 (0.191) 0.395 (0.134) 0.454 (0.173)

τ = 8 0.552 (0.170) 0.438 (0.111) 0.495 (0.153)

τ = 10 0.590 (0.167) 0.473 (0.105) 0.532 (0.149)

Table 3. Mean and standard deviation of AvgQτ for impulsive movements.

τ Dancer 1 Dancer 5 Total

τ = 4 0.241 (0.191) 0.208 (0.093) 0.225 (0.149)

τ = 6 0.353 (0.171) 0.292 (0.095) 0.323 (0.139)

τ = 8 0.379 (0.180) 0.394 (0.106) 0.387 (0.145)

τ = 10 0.425 (0.147) 0.437 (0.111) 0.431 (0.128)

ones (p < .001). A significant main effect of Quality for τ = 6 was also observed,
F (2, 87) = 9.650, p < .001. Post hoc comparisons showed that multimodal syn-
chronization in fragmented movements was significantly higher than in impulsive
(p < .01), and fluid ones (p < .001). A significant main effect of Quality for τ = 8
was also observed, F (2, 87) = 6.903, p < .01. Post hoc comparisons indicated that
multimodal synchronization in fragmented movements was significantly higher
compared to the impulsive (p < .05), and fluid ones (p < .01). A significant main
effect of Quality for τ = 10 was also observed, F (2, 87) = 6.929, p < .01. Post
hoc comparisons indicated again that multimodal synchronization in fragmented
movements was significantly higher compared to the impulsive (p < .05), and
fluid ones (p < .01).

Next, for each Quality and each τ we checked whether there are signifi-
cant differences between the dancers using independent samples t-tests. Similar
results were found for most of the τ values (see Tables 1, 2 and 3). For τ = 4, there
was no significant difference for the FluidMS segments (two tailed, t = −.083,
df = 28, p = .934), and for the ImplMS segments (two tailed, t = .600, df = 28,
p = .553). A significant difference between the two dancers was only observed
for the FragMS segments (two tailed, t = 2.151, df = 24.26, p < .05, corrected
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Fig. 3. Box plots of the amount of synchronization for fluid, fragmented, and impulsive
movements, respectively.

because of significance of the Levene’s test). For τ = 6, no significant differences
were observed (FluidMS : two tailed, t = −.267, df = 28, p = .791; ImplMS : two
tailed, t = 1.200, df = 28, p = .233; FragMS : two tailed, t = 1.950, df = 28,
p = .061). For τ = 8, there was no significant difference between dancers for
the FluidMS segments (two tailed, t = −.498, df = 28, p = .623), and for the
ImplMS segments (two tailed, t = .288, df = 28, p = .775). A significant differ-
ence between the two dancers was, however, observed for the FragMS segments
(two tailed, t = 2.193, df = 28, p < .05). For τ = 10, there was no significant
difference neither for the FluidMS segments (two tailed, t = −.546, df = 28,
p = .589), nor for the ImplMS ones (two tailed, t = −.247, df = 28, p = .807).
A significant difference between the two dancers was observed for the FragMS
segments (two tailed, t = 2.303, df = 28, p < .05).

6.3 Discussion

According to the results, our hypothesis was confirmed as multimodal synchro-
nization between the energy of the audio signal of respiration and the kinetic
energy of whole body movement allowed us to distinguish between the selected
expressive qualities. In particular, audio respiration and kinetic energy were
found to be more synchronized in fragmented movements than in impulsive
and fluid movements. There was no significant difference between impulsive and
fluid movements. This might be due to the type of exercise we asked the dancers
to perform. In most impulsive segments, dancers were asked to perform one
impulsive movement (e.g., when they get touched) while they were moving in a
fluid way. Thus, even if the impulsive segments were rather short, it cannot be
excluded that the average amount of synchronization in impulsive movements
was also affected by the dancer’s fluid movements performed before and after
the impulsive reaction to the external stimulus.

Significant differences between dancers were found only for fragmented move-
ments. It should be noticed, however, that in the case of fragmented movements
the average amount of synchronization for any out of 2 considered dancers was
much higher than the average synchronization values for any other quality and
dancer.
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7 Conclusion and Future Work

In this paper, we proposed a novel approach for distinguishing between expressive
qualities of movement from multimodal data, consisting of features from the
audio signal of respiration and from body movement. According to the results,
our technique – based on the Event Synchronization algorithm – was successful
in distinguishing between fragmented and other movements.

This is ongoing work: our long-term aim is to detect different expressive
qualities without using a motion capture system. For this purpose, we plan to
use data from IMU sensors placed on the dancer’s limbs, and to estimate her
kinetic energy (and possible further features) using these input devices. This
would allow us to eliminate the need of using motion capture systems. At the
same time, we want to extract from audio more precise information about the
respiration phase. We also plan to study further audio features e.g., MFCC, that
proved successful in detection of respiration phases [1].

The results of this work will be exploited in the framework of the EU-H2020
ICT Project DANCE4, which aims at investigating how sound and music can
express, represent, and analyze the affective and relational qualities of body
movement. To transfer vision into sound, however, models and techniques are
needed to understand what we see when we observe the expressive qualities of
a movement. The work presented here is a step toward multimodal analysis of
expressive qualities of movement and is propaedeutic to their multi- and cross-
sensorial translation.
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Abstract. We introduce a novel spatio-temporal deformable part model
for offline detection of fine-grained interactions in video. One novelty of
the model is that part detectors model the interacting individuals in a
single graph that can contain different combinations of feature descrip-
tors. This allows us to use both body pose and movement to model the
coordination between two people in space and time. We evaluate the
performance of our approach on novel and existing interaction datasets.
When testing only on the target class, we achieve mean average preci-
sion scores of 0.82. When presented with distractor classes, the additional
modelling of the motion of specific body parts significantly reduces the
number of confusions. Cross-dataset tests demonstrate that our trained
models generalize well to other settings.

Keywords: Human behavior · Interaction detection · Spatio-temporal
localization

1 Introduction

Action recognition in videos continues to attract a significant amount of research
attention [14]. Starting from the analysis of individuals performing particular
actions in isolation (e.g. [19]), there is a trend towards the contextual analysis
of people in action. There is much interest in the understanding of a person’s
actions and interactions in a social context, with research into the automated
recognition of group actions [2] and human-human interactions [13,17].

This paper contributes to the latter category. We focus on two-person
(dyadic) interactions such as shaking hands, passing objects or hugging. The
type of interaction in which people engage informs us of their activity, the social
and cultural setting and the relation between them. Automated detection of
interactions can improve social surveillance, for example to differentiate between
friendly and hostile interactions or to determine whether a person in an elderly
home is a staff member, family member or unrelated visitor.

Poses of people in different interactions can be visually similar, for exam-
ple when shaking hands or handing over an object (see Fig. 1). To differentiate
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Fig. 1. Hand shake and object pass interactions with similar poses. We introduce a
model to detect interactions that differ slightly in their spatio-temporal coordination
by modeling pose and motion of specific body parts.

between interactions, the coordinated movement of the people provides an addi-
tional cue. Not all body parts play an equally important role in each interaction.
For example, a hand shake is characterized by the movement of the right hands.
The distinction between such interactions requires a fine-grained analysis of the
specific pose and body motion of both persons involved in the interaction.

In this paper, we detect dyadic interactions based on structural models [29]
that combine pose (HOG) and movement (HOF) information. We train clas-
sifiers from videos and focus on those parts of the video that characterize the
interaction. This enables us to distinguish between interactions that differ only
slightly. An advantage of our method is that we can detect where the interaction
occurs in a video in both space and time. This property allows us to identify
who is involved in the interaction, or who hands over an object to whom.

Our contributions are as follows. First, we model the coordinated body move-
ment of the people involved. We introduce a novel model to exploit these cues
and to detect interactions in both space and time. Second, we present a proce-
dure to train a detector from a few examples with pose information. Third, we
demonstrate the performance of our framework on publicly available datasets.
We report spatio-temporal localization performance for models trained only on
the target interaction class.

We discuss related work in the next section. In Sect. 3, we introduce our
model and detail the training and test procedures. The evaluation of our work
appears in Sect. 4. We conclude in Sect. 5.

2 Related Work on Interaction Detection

The progress of vision-based action recognition algorithms is impressive [14]. Ini-
tial success was mainly based on bag-of-visual-word (BoVW) approaches that
map image feature distributions to action labels [19]. Wang et al. [26] link these
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features over time into dense trajectories, allowing for more robust representa-
tions of movement. The work has been extended by clustering the trajectories
to enable the spatio-temporal detection of actions [25].

While these representations have achieved state-of-the-art performance, they
do not explicitly link image features to human body parts. The availability
of body pose and, especially, body movement information has been found to
increase action classification performance [5]. This is because the pose or move-
ment of some body parts is often characteristic. For example, arm movement is
more discriminative than leg movement in a hand shake. Without pose informa-
tion, discriminative patterns of image movement can only be modeled implicitly,
e.g. using clusters of dense trajectories [11] or co-occurring spatio-temporal words
[32]. These approaches are automatic but less reliable in the presence of other
motions, when multiple people interact with each other in close proximity.

Part-based models such as Deformable Part Models (DPM, [3]) and poselets
[1] can detect people in an image and localize their body parts. These models
employ body part detectors and impose spatial constraints between these parts.
DPMs are sufficiently flexible to describe articulations of the body [29]. This
enables the detection of key poses representative of an action [15]. Often, two
actions cannot be distinguished based on a single key pose, see Fig. 1. Movement
can then be used to distinguish between classes [23]. Yao et al. [30] represent
actions as a combination of a pose and a mixture of motion templates.

In this paper, we follow this line of research, but extend it to the detection
of interactions. Researchers have started to analyze behavior of multiple people
[2,9]. Here, we focus on the recognition of two-person interactions. Recent work
in this area has used gross body movement and proximity cues for the detection
of interactions. A common approach is to first detect faces or bodies using off-the-
shelf detectors [13,18]. Detections of individuals can be paired and the resulting
bounding volume can be used to pool features in a BoVW approach [10].

The relative distances and orientations between people can also be used to
characterize interactions. Patron-Perez et al. [13] use coarse distance labels (e.g.,
far, overlap) and differences in head orientation. They also include local features
around each person such as histograms of oriented gradients (HOG) and flow
(HOF). Sener and İkizler [21] take a similar approach but cast the training as
multiple-instance learning, as not all frames in an interaction are considered
informative. For the same reason, Sefidgar et al. [20] extract discriminative key
frames and consider their relative distance and timing within the interaction.

Kong and Fu [7] observe that not all body parts contribute equally. Their
method pools BoVW responses in a coarse grid. This allows them to identify spe-
cific motion patterns relative to a person’s location but the level of detail of the
analysis is limited by the granularity of the patches and the accuracy of the per-
son detector. Yang et al. [28] found that a sequential approach of first detecting
individuals and then recognizing their interaction does not perform well when
there is physical contact. They significantly improve classification performance
by building detectors for various types of physical interactions such as hand-hand
and hand-shoulder touches. Here we also focus on physical interactions, but we
look at the fine-grained differences between visually similar classes.
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Proximity and orientation are good cues for detection of coarse interaction
classes, but less so to detect fine-grained interactions such as those in social
encounters. These are characterized by body movements that are visually similar,
but differ slightly in the temporal coordination. To distinguish between such
interactions, we need to more effectively model the coordination between the
people involved.

Kong et al. [8] train detectors for attributes such as “outstretched hands”
and “leaning forward torso” and consider their co-occurrences. Given sufficiently
detailed attributes, fine-grained interactions could be detected. However, as
each detector is applied independently, false detections are likely to occur. van
Gemeren et al. [24] use interaction-specific DPMs to locate people in characteris-
tic poses. They then describe the coordinated movement in the region in between
DPM detections. As there can be significant variation in how people pose, this
two-stage approach strongly relies on the accuracy of the pose detection.

In this paper, we address this issue by combining the detection of the peo-
ple and their interaction in a single step. We diverge from Yao et al. [30], by
constraining how pose and motion are coordinated in a dyadic scenario, so we
can model spatio-temporal coordination at a much more fine-grained level. Yao
et al. train and test their model on human-object interaction tasks, whereas we
focus specifically on dyadic human interactions.

3 Modeling Fine-Grained Coordinated Interactions

We model two-person interactions based on DPMs for pose recognition in images,
introduced by Yang and Ramanan [29]. We solve three limitations. First, parts
are not locally centered on body joints but are specific for an interaction and
typically encode the relative position and articulation of a body part, similar
to poselets [1]. Second, we allow each part detector to contain multiple image
cues. We explicitly enable the combination of static and temporal features. We
can thus decide per body part whether pose, motion or a combination is most
discriminative for a specific interaction. Third, we consider two persons simulta-
neously. Our formulation models the spatial and temporal coordination between
their poses and movements at a fine scale. We discuss the model, training algo-
rithm and detection procedure subsequently.

3.1 Model Formulation

Our model is motivated by the observation that many interactions are charac-
terized by a moment where the poses of two people are spatially coordinated
and the movement of a specific part of the body is temporally coordinated.

Let us define graph G = (V,E), with V a set of K body parts and E the
set of connections between pairs of parts [29]. Each body part i is centered on
location li = (xi, yi). For clarity, we omit in our formulation the extent of the
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body part’s area, as well as scaling due to processing an image i at multiple
resolutions. The scoring for a part configuration in image I is given by:

S(I, l) =
∑

i∈P

wi · φi(I, li) +
∑

ij∈E

wij · ψ(li − lj) (1)

The first term models the part appearance with a convolution of image
feature vector φi(I, li) with trained detector wi. The second term contains
the pair-wise deformations between parts ψ(li − lj) =

[
dx dx2 dy dy2

]
, with

dx = rixi − rjxj and dy = riyi − rjyj the relative location of part i with respect
to part j [29]. These distances are defined with respect to root factor r, which
allows for scaling of parts with a different cell resolution as the root part [3]. wij

encodes the rest location and the rigidity of the connections between parts.
We now describe our adaptations of this model for the modeling of fine-

grained dyadic interactions.

Class-specific Part Detectors. While [29] considers different body part orien-
tations as parameters in the model, we learn class-specific detectors that encode
the articulation of the body part directly. Though our method allows for model-
ing multiple mixtures per part, our data only features homogeneous interactions
recorded from a specific viewing angle. Therefore, we use only a single detec-
tor per class, instead of a mixture of part detectors. Aside from having data
that features interactions performed in different ways from multiple viewpoints,
increasing the amount of mixtures would also require a larger amount of samples.

Multiple Features. Our model supports different types of features per part.
For part i with feature representations Di, we replace the first term in Eq. 1 by:

∑

i∈P

∑

j∈Di

bijw
j
i · φj

i (I, li) (2)

φj
i (I, li) denotes a feature vector of type j (e.g., HOG or HOF) for part i.

Bias bij denotes the weight for each feature type. wj
i is the trained detector for

part i and feature type j. Parts can have different combinations of features Di.
As such, our formulation is different from Yao et al. [30], who require one HOG
template and a set of HOF templates per body part. In contrast, our model
allows us to focus on those features that are characteristic for a specific body
part and interaction class. We explicitly also consider features that are calculated
over time such as HOF descriptors.

Two-person Interaction. As there are two persons involved in a dyadic inter-
action, we combine their body parts into the same graph. Each actor’s body
parts form a sub-tree in this (2K + 1)-node graph. The torso parts of both
actors are connected through a virtual root part of the graph. This part does
not have an associated part detector but it allows us to model relative distances
between people. To our knowledge currently no methods exist that model dyadic
interactions as a single part based model.

In the experiments presented in this paper, the sub-tree of each person has
a torso root node with four child parts: head, right upper arm, right lower arm
and right hand.
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3.2 Training

Fig. 2. Frame with super-
imposed pose data. (Color
figure online)

For each interaction class, we learn the model from
a set of training sequences. We describe a sequence
of length n as X = {(Ii, yi, pi)}n

i=1 with Ii an image
frame, yi the interaction label of frame i and pi a
pose vector containing the 2D joint positions of the
two persons performing the dyadic interaction. The
metadata of the training videos contains 3D skele-
ton joint positions, from which we calculate 2D pro-
jections. We use this to place parts on limb loca-
tions. We assume the sequences are segmented in
time to contain the interaction of interest. As the
temporal segmentation relies on human annotations
the start and the end of an interaction are not pre-
cisely marked. Therefore we consider a single short
sequence of frames most representative for the inter-
action in each sequence, as the base of the model.
We call this sequence the epitome. We guarantee
that the epitome is taken from the temporally seg-
mented sequence.

Training consists of three steps. First, we determine the epitome frame per
training sequence. Second, we learn the initial body part detectors. Third, we
simultaneously update the epitome frame and the body part detectors.

Epitome Frame Detection. We intend to find the prototypical interaction
frame of each training sequence. To this end, we pair-wise compare the joint
sets of all frames in two sequences. For our experiments, we consider all joints
in the right arm of both persons in interaction (green parts in Fig. 2). We can
efficiently identify the epitome in each sequence with the Kabsch algorithm [6].
We use it to compare sets of coordinates in a translation, scale and rotationally
invariant way. Based on the Kabsch distance between the video with the lowest
sum distance to all other videos, we label each sequence as prime if this distance
is below 0.5, and inferior otherwise. Essentially we separate the videos in which
the skeleton poses look-alike, from the videos where they don’t.

Initial Model Learning. We learn body part detectors wj
i (Eq. 2) from the

prime sequences. We determine, for each part, the type, spatial resolution and
temporal extent. In this paper, we consider HOG and HOF features [26] but the
DPM inference algorithm is well suited to incorporate a learned feature extractor
such as convolutional neural networks (CNN) [4]. The spatial resolution indicates
the cell size. For HOF, the temporal extent dictates how many frames around
the epitome frame are used.

For each interaction, we train body part detectors for both persons using Dual
Coordinate Descent SVM (DCD SVM) solvers [22]. After the positive optimiza-
tion round, we perform a round of hard negative detection [3]. Negative examples
are harvested in random frames of the Hannah dataset [12], to avoid overfitting
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Fig. 3. Top row: HOG pose models for fist bump, hand shake, high five and pass object.
Bottom row: HOF features of the right hands. The red rectangle indicates the enclosing
bounding box of the two hands. (Color figure online)

to a particular training set, and to allow for the extraction of realistic motion
patches. After optimizing all part mixtures, we combine all parts into a sin-
gle spatio-temporal DPM (SDPM). The locations of the parts are based on the
average relative center locations in the pose data.

Epitome and Model Refinement. Once an initial SDPM is constructed,
we apply it to both prime and inferior training sequences to detect new latent
positive interaction examples. We search for the highest scoring frame in each
sequence to update the positive example set. Given that the initial epitome
frames are selected solely based on pose, this step allows us to better represent
the motion of the body. The resulting positive example set is used to optimize
the model features and to determine all part biases and deformation parameters
using the DCD SVM solvers. Example models are shown in Fig. 3. Note the
vertical hand movement for the hand shake model and the horizontal movement
for fist bump.

3.3 Spatio-Temporal Localization

With a trained SDPM, we can detect interactions in both space and time. We
specifically avoid 3D feature extraction during training because we want to be
able to apply our model on data that does not contain any depth information. We
first detect interactions in frame sequences that last shorter than a second, and
then link these to form interaction tubes, without the use of depth information.

We generate a feature pyramid for each of the feature types to detect inter-
actions at various scales. We extend the formulation to deal with feature types
with a temporal extent. Based on Eq. 1, we generate a set of detection candidates
spanning the entire video. In practice, we evaluate non-overlapping video seg-
ments. For a temporal HOF size of nine frames, we evaluate every ninth frame.
Overlapping detections are removed with non-maximum suppression.
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Fig. 4. Detected spatio-temporal interaction tube
(red) for a hand shake. The green rectangle shows
the best detection. (Color figure online)

Interaction Tubes. We link
frame detections into interac-
tion tubes (see Fig. 4). We sort
candidate detections on detec-
tion score. Each tube starts
with the best scoring detection.
We then greedily assign the
detections of adjacent frames to
the current tube. A detection is
only added if it satisfies a min-
imum spatial overlap constraint
ρ of 50 % and a maximum area
deviation of 50 % with respect
to the best detection. We iterate
until all candidate detections
have been assigned to a tube.
Finally we remove all tubes with
only a single detection.

4 Experiments and Results

Previous research on interaction recognition has considered assigning labels to
video sequences that have been segmented in both space and time. In contrast, we
focus on spatio-temporal detection of interactions from unsegmented videos. To
address this scenario, we present a novel dataset and our performance measures.
Subsequently, we summarize the setup and results of our experiments.

4.1 Datasets

As available interaction datasets contain behaviors that are visually quite dis-
similar, we introduce a novel dataset ShakeFive2 1 with interactions that differ
slightly in their coordination. We train interaction detection models on this
dataset and present the performance of different settings. In addition, we test
these models on publicly available interaction datasets SBU Kinect [31] and
UT-Interaction [17]. Example frames from each of these datasets can be seen in
Fig. 5.

ShakeFive2 consists of 94 videos with five close proximity interaction
classes: fist bump, hand shake, high five, hug and pass object. Each video con-
tains one two-person interaction, recorded under controlled settings but with
small variations in viewpoint. We note that in the pass object interaction a
small orange object is passed from one person to the other. This is the same
small object for all videos. For each person in each frame, 3D joint position data
obtained using Kinect2 is available.

1 ShakeFive2 is publicly available from https://goo.gl/ObHv36.

https://goo.gl/ObHv36
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Fig. 5. Example frames from the datasets used in this paper: ShakeFive2, SBU Kinect
and UT-Interaction. Top row: hand shake, bottom row: hug.

SBU Kinect involves two actors performing one interaction per video in an
indoors setting. The interactions are: hand shake, high five, hug, pass object, kick,
leave, punch and push. Pose data, obtained with a Kinect, is provided but not
always accurate. From the 260 videos, we exclude 42 with incorrect pose data.

UT-Interaction consists of two sets of 10 videos each. The first set features
two persons in interaction per video, while the second set contains multiple pairs
per video. The following interactions are performed: hand shake, hug, kick, point,
punch and push. No pose data is available but bounding boxes are provided.
These span the entire spatial extent of the interaction. To have a more tight
estimate of the interaction per frame, we use the bounding box data from [21].

4.2 Performance Measurements

As we detect interactions in both space and time, we use the average intersection
over union of the ground truth G and detected tube P as in [25]. G and P are
two sets of bounding boxes and θ is the set of frames in which either P or G is
not empty. The overlap is calculated as:

IoU(G,P ) =
1

‖θ‖
∑

f∈θ

Gf ∩ Pf

Gf ∪ Pf
(3)

We evaluate different minimal overlap thresholds σ for which IoU(G,P ) ≥ σ.
For cross-validation tests, we create one precision-recall diagram per fold. We
report the mean average precision (mAP) scores as the mean of the areas under
the curves of each fold.

We consider two testing scenarios: single-class (SC) and multi-class (MC).
For single-class detection, we apply a detector for a given interaction class to
test videos of that class only. This scenario measures the spatio-temporal local-
ization accuracy. In the multi-class scenario, we test the detector on all available
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test sequences in the dataset. This allows us to determine whether there are con-
fusions with other interactions. In the multi-class scenario, the same interaction
can be detected with models of different classes. This common situation will lead
to false positives as we do not compare or filter these detections. The reported
mAP scores are therefore conservative but demonstrate the performance of our
models without discriminative training.

To assess which pairs of classes are more often confused, we introduce a novel
measure that takes into account the spatio-temporal nature of our problem. We
test a trained detector in the single-class and multi-class detection scenarios
and calculate the difference in mAP (d-mAP) scores between these two settings.
When no false positives have been identified, the d-mAP score is zero. Higher
d-mAP scores are due to the performance loss caused by the false positives for
the particular distractor class.

4.3 Features and Experiment Setup

Our model can be trained using different types of descriptors per part. In our
experiments, we consider HOG and HOF descriptors. For HOG, we use the
gradient description method of [3], which differs slightly from [26]. Optical flow
is calculated with DeepFlow [27]. For the time dimension of HOF, we use three
bins of three frames each. For a 30 fps video, this covers about a third of a second.

We use a HOG model that describes the torso with 4 × 8 cells, the right
upper arm with 7 × 8, right lower arm with 9 × 7 and the right hand and head
with 6 × 6 cells. The number of pixels per cell is 8 × 8 for the torso and 4× 4 for
other body parts. The HOF model is similar but all body parts are encoded as
HOF. The HOGHOF model describes the torso and head as HOG, the right
upper and lower arms as HOG and HOF and the right hand with HOF.

Models are trained on the data of ShakeFive2 using three-fold cross-
validation. In each fold, there are six or seven sequences per class. We there-
fore train on either 12 or 13 sequences only. The performance in the single-class
scenario is calculated as the average performance over the three folds. In the
multi-class scenario, we combine the test folds of the different interaction classes,
creating a set of 30–34 videos of which six or seven are of the target class.

4.4 Detection Results

We first investigate the added value of using motion information for interaction
detection. We test the HOG, HOF and HOGHOF models on the ShakeFive2
dataset. We refer to the five interactions as FB (fist bump), HS (hand shake),
HF (high five), HU (hug) and PO (pass object). Results for the single-class (SC)
and multi-class (MC) scenarios are shown in Table 1. We use a minimal overlap
σ between the detected tube and the ground truth volume (Eq. 3) of 10 %.

When tested on only videos of the same class (SC), we see that theHOGHOF
model outperforms both HOG and HOF. This demonstrates that interactions
are most accurately detected by a combination of pose and motion information.
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Table 1. Single-class (SC) and multi-class (MC) mAP scores on ShakeFive2.

SC/MC FB HS HF HU PO Avg.

HOG SC 0.74 0.79 0.75 0.61 0.95 0.77

HOF SC 0.55 0.75 0.70 0.65 0.55 0.64

HOGHOF SC 0.83 0.95 0.83 0.61 0.88 0.82

HOG MC 0.32 0.55 0.39 0.37 0.63 0.45

HOF MC 0.23 0.60 0.48 0.51 0.28 0.42

HOGHOF MC 0.54 0.88 0.50 0.34 0.57 0.57

The lower performance of HOF indicates that movement information alone is not
sufficient to robustly detect interactions from video. When additional sequences
of other interaction classes are available (MC), we notice a significant drop for all
models but less so for HOGHOF. Especially the lack of pose information in the
HOF model appears to cause misclassifications between interactions. The com-
bination of pose and motion in the HOGHOF model appears to work best. Note
that all models are trained on at most 13 positive training sequences and that the
other interactions are not provided as negative samples. The models are therefore
not trained to discriminate between interaction classes.

Table 2. d-mAP scores for the HOG (left) and HOGHOF (right) models on Shake-
Five2. In columns the true class, in rows the tested class.

FB HS HF HU PO
FB 0.41 0.24 0.16 0.44
HS 0.22 0.15 0.15 0.31
HF 0.32 0.31 0.20 0.25
HU 0.23 0.26 0.23 0.19
PO 0.15 0.27 0.07 0.05

FB HS HF HU PO
FB 0.19 0.16 0.13 0.28
HS 0.04 0.04 0.04 0.09
HF 0.26 0.19 0.11 0.16
HU 0.29 0.18 0.24 0.22
PO 0.19 0.25 0.09 0.05

There are some differences in performance between the interaction classes.
Hand shakes can be detected relatively robustly by all models, whereas espe-
cially hugs are often not detected. In the multi-class setting, we can investigate
how often interaction classes are confused. We present the d-mAP multi-class
detection scores on ShakeFive2 for the HOG and HOGHOF models in Table 2.
For the HOG model, there are many confusions. Apparently, the pose informa-
tion alone is not sufficiently informative to distinguish between interactions that
differ slightly in temporal coordination: hand shake, fist bump and pass object.
The number of confusions for the HOGHOF model is much lower. The addi-
tional motion information can be used to reduce the number of misclassification
between visually similar interactions.
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We note that especially fist bump and hand shake have fewer confusions with
the HOGHOF model compared to the HOG model. However, the HOGHOF
model for pass object has more confusions. We expect that the variation in the
performance of this interaction leads to a suboptimal model during training.
This can be seen in Fig. 3 as well. The HOG description of the pose is somewhat
ambiguous, while the HOF descriptor of the hands is similar for the pass object
and fist bump interactions. Indeed, many pass object interactions are detected
as fist bumps.

4.5 Parameter Settings

Next, we investigate the influence on the detection performance of the most
important parameters of our models: the minimal tube overlap (σ), the minimal
spatial overlap (ρ) and the number of training sequences.

Minimal tube overlap is a measure of how accurate the detections are in
both space and time. A higher threshold σ requires more accurate detection.
In line with [25], we vary this threshold from 0.1 to 0.5. Figure 6 shows the
performance of the three models for increasing σ. We note that HOG (Fig. 6a)
shows a better performance than HOF (Fig. 6b) when σ increases. When HOG
and HOF are combined (HOGHOF, in Fig. 6c), we observe a significant increase
in performance and mAP scores that remain higher for larger values of σ.

(a) HOG (b) HOF (c) HOGHOF

Fig. 6. mAP scores over all interaction classes in the single-class (solid line) and multi-
class (dashed) scenarios of ShakeFive2 for increasing values of σ.

Minimal Spatial Overlap. Subsequent detections in time are linked provided
that they sufficiently overlap spatially. The default threshold ρ of 50 % is in line
with object detection research but Fig. 7a shows the mAP scores for different
values of ρ, with best results for ρ = 58%. A higher value for ρ results in fewer
links and, consequently, smaller tubes. With a lower threshold, noisy detections
are more often linked to the tube, also resulting in a lower mAP.

Amount of Training Data. We noticed that the HOGHOF models
achieve good detection performance despite being trained on a small num-
ber of example sequences. Here we test the performance of the model when



128 C. van Gemeren et al.

(a) mAP per ρ (b) mAP and # videos (c) mAP per τ

Fig. 7. mAP scores for different parameter settings in the single-class (solid line) and
multi-class (dashed) scenarios. (a) shows the influence of the minimal spatial overlap on
the performance. (b) shows the performance with different amounts of training videos:
2 (red), 12–13 (blue) or 15–16 (green). (c) shows the influence on the minimal tube
overlap for different datasets: ShakeFive2 (blue), SBU Kinect (red) and UT-Interaction
(green). (Color figure online)

trained on different numbers of sequences. Figure 7b shows the mAP scores
when training on 2, 12–13 (3 folds), and 15–16 (6 folds) sequences. For the
first setting, we sampled pairs of training sequences. Clearly, performance is
lower when training on just two training sequences. The difference between
12–13 and 15–16 sequences is very small. This suggests that saturation occurs at
a very low number of training data. This is advantageous as obtaining training
sequences with associated pose data might be difficult, especially when many
interaction classes are considered.

4.6 Performance on SBU Kinect and UT-Interaction

To compare our method to previous work, we also evaluate the performance on
publicly available interaction datasets SBU Kinect and UT-Interaction. We train
HOGHOF models on all available sequences in ShakeFive2. Results reported
are for cross-dataset evaluation. In the single-class scenario, we only report the
interactions are shared between ShakeFive2 and the other two datasets. We
evaluate all available videos in the dataset in the multi-class scenario.

Even though the three datasets are similar in the type of interaction, there
are several notable differences. First, there is variation between the datasets
in the viewpoint and the performance of the interactions (see also Fig. 5). For
example, the average durations of hand shakes in ShakeFive2 and UT-Interaction
are 27 and 100 frames, respectively, both at 30 frames per second. Also, the
percentage of positive interaction frames differs. For UT-Interaction, 5 % of the
frames contain the interaction of interest. This is 12 % for ShakeFive2, and all
frames of SBU Interact contain the target interaction.

To account for differences in interaction length, we introduce minimal tube
length τ . Tubes shorter than τ segments are removed. This is beneficial for
datasets with significantly longer interactions than in the training data. Figure 7c
summarizes the performance of the HOGHOF model on the evaluated datasets.
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Table 3. Single-class (SC) and multi-class (MC) mAP scores for SBU Kinect.

SC/MC HS HU PO

HOGHOF SC 0.94 0.68 0.87

HOGHOF MC 0.71 0.53 0.24

ShakeFive2 and SBU Kinect have similar profiles, UT-Interaction scores better
for τ values around 4. For SBU Kinect and UT-Interaction, we set τ = 2.

SBU Kinect. Table 3 summarizes the performance on SBU Kinect. We have
tested the “noisy” variation of this dataset using our HOGHOF model with
σ = 0.1, ρ = 0.5 and τ = 2. We observe high scores in the single-class scenario,
even though we did not train on this dataset. For comparison, Yun et al. [31]
report classification performance on the dataset when using the pose features.
They obtain 75 %, 61 % and 85 % recognition accuracy for the hand shake, hug
and pass object interactions, respectively. While these scores cannot be compared
directly, it is clear that classification of segmented sequences already presents
challenges. Detecting the interaction in space and time adds to the challenge.

Table 4. d-mAP scores for the HOGHOF models on SBU Kinect. In columns the
true class, in rows the tested class.

HS HU KI LV PC PS PO
HS 0.03 0.08 0.06 0.12 0.18 0.14
HU 0.18 0.21 0.14 0.22 0.24 0.26
PO 0.38 0.08 0.22 0.29 0.23 0.40

We note that the detection of the pass object interaction scores particu-
larly low in the multi-class setting compared to the single-class setting. To ana-
lyze confusions, Table 4 presents d-mAP values for all SBU Kinect interactions:
hand shake (HS), hug (HU), kick (KI), leave (LV), punch (PC), push (PS) and
pass object (PO). Many hand shake and push interactions are detected as pass
object. These three interactions are characterized by extended, horizontally mov-
ing arms. The pass object model clearly is not discriminative enough to pick up
on the subtle differences between the interactions.

UT-Interaction. Finally, we evaluate the HOGHOF models on the UT-
Interaction dataset. Results of our model and previously reported results are
summarized in Table 5. A direct comparison with other works is difficult for a
number of reasons. First, we report detection results only for hand shake and
hug, the common interactions between ShakeFive2 and UT-Interaction. Second,
we report spatio-temporal localization results, whereas other works consider a
recognition scenario. In this setting, volumes segmented in space and time are
classified. Third, we train our models on a different dataset.
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Table 5. Single-class (SC) and multi-class (MC) mAP scores for UT-Interaction (left).
Classification accuracies reported on UT-Interaction (right).

(left)

Set HS HU Avg.

SC #1 0.61 0.39 0.57

#2 0.90 0.36

MC #1 0.48 0.38 0.46

#2 0.63 0.36

(right)

Method Avg.

Raptis and Sigal [15] 100 %

Ryoo [16] 85 %

Sener and İkizler [21] 100 %

Zhang et al. [32] 100 %

Table 5 shows the detection results on both sets of UT-Interaction. Our
HOGHOF can detect multiple simultaneous interaction, as witnessed by the
scores on set 2. The detection of hugs is much lower. We attribute this to the
longer duration of the hugs. Many hugs are not detected for a sufficient number
of subsequent frames. As a result, there are missed detections. Higher values for
τ can alleviate this problem.

5 Conclusions and Future Work

We have introduced a novel model for the detection of two-person interactions.
Our spatio-temporal deformable part models combine pose and motion in such
a way that we can model the fine-grained coordination of specific body parts.
For the first time, we address the spatio-temporal detection of interactions from
unsegmented video. Our approach allows us not only to say whether an interac-
tion has occurred, but also to recover its spatial and temporal extent.

Interaction models are trained from only a few videos with pose information.
On the novel ShakeFive2 dataset, we achieve mAP scores of 0.82 when training
on 12–13 sequences. In the presence of visually similar interactions, motion infor-
mation reduces the number of misclassifications. We obtain mAP scores of 0.57
without discriminative training, and without filtering the detections. Moreover,
our cross-dataset evaluations on the publicly available UT-Interaction and SBU
Kinect datasets demonstrate that the model generalizes to different settings.

Despite its good performance, the method has some limitations. Most impor-
tantly, the number of false detections is considerable. Currently, we can have
several detections of the same interaction. By filtering these, we can reduce
the number of false positives. This will allow us to report classification results.
Another improvement is the discriminative training of the interaction models.
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This is likely to improve the detection performance as each model can focus on
those parts of the pose or motion that are discriminative for the interaction.

Pose data is required to train our models. We are considering incremen-
tal training schemes that alleviate this need. Finally, we would like to include
multiple perspectives to improve viewpoint independence. While there is some
variation within and between the datasets that we have evaluated, viewpoint
invariance will further increase the applicability of our work.

Together, we envision that these improvements can bring closer the auto-
mated spatio-temporal detection of a broad range of social interactions in uncon-
strained video material. This will allow for the automated analysis of TV footage
and web videos. Moreover, we aim at the application of our work in dedicated
social surveillance settings such as in public meeting places and elderly homes.
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Abstract. This paper proposes detection of convoys in a crowded sur-
veillance video. A convoy is defined as a group of pedestrians who are
moving or standing together for a certain period of time. To detect such
convoys, we firstly address pedestrian detection in a crowded scene, where
small regions of pedestrians and their strong occlusions render usual
object detection methods ineffective. Thus, we develop a method that
detects pedestrian regions by clustering feature points based on their
spatial characteristics. Then, positional transitions of pedestrian regions
are analysed by our convoy detection method that consists of the clus-
tering and intersection processes. The former finds groups of pedestrians
in one frame by flexibly handling their relative spatial positions, and the
latter refines groups into convoys by considering their temporal consis-
tences over multiple frames. The experimental results on a challenging
dataset shows the effectiveness of our convoy detection method.

Keywords: Crowded video surveillance · Group activities · Convoy
detection · Pedestrian detection in crowded scenes

1 Introduction

Automatic analysis of crowded surveillance videos has recently drawn research
attention. Especially, detection of group activities is an important issue since
they are fraught with valuable information which can portend many unusual
activities. Most existing works use flow to detect group activities by considering
a group pattern as a set of moving feature points [13], other methods tackle
stationary groups which are also represented as a batch of feature points [20].
However, in crowd environments, people move in all directions which makes the
result complicated. Thus, the existing methods cannot give a substantial addition
to analyse people activities. Compared to this, we detect pedestrians in every
frame and keep their identities over the frame sequence. Then, we propose to
detect one type of group activities called convoy patterns, which can gather two
or more pedestrians moving or standing together as one pattern.

c© Springer International Publishing AG 2016
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We propose to detect and track objects in a crowded scene, which is not
easy regarding the human detection, because pedestrians are occluded by each
other and their ROIs are very small to be detected. In addition, the high num-
ber of targets makes the tracking very complex in terms of pedestrian’s visual
appearance, position prediction and time consumption. Our method clusters fea-
ture points detected in every frame based on corner detection in order to form
objects, where we consider an object as a set of feature points sharing the same
spatial characteristics.

Contrary to most methods which study people’s group activities by consid-
ering multi-patterns (e.g., Uniform, Stable, Conflict, etc.) [13], we focus only on
detection of convoys. This is because the multitude of patterns provides confus-
ing outputs, since the difference between properties is intangible and difficult to
be definable. Moreover, this pattern diversity does not have high contribution in
order to understand people group activities. The difficulty of detecting convoys
lies in the high pedestrian density, where patterns change their intra properties
(e.g., relative positions of pedestrians in one group) and inter properties (e.g.,
a group can cross another group) over time. Therefore, we implement a two-
phase algorithm which consists of a density clustering phase and an intersection
phase, where the former is unaffected to the intra properties of pedestrians. In
other words, even if the relative positions of pedestrians in a group changed, it
allows them to stay in the same group as long as they are densely connected.
Meanwhile, we handle the inter properties by intersecting pedestrian groups iter-
atively, where if the same pedestrians continuously form a group over a frame
sequence, they are regarded as a convoy.

2 Related Work

Detecting and estimating crowd motion patterns have been largely used [12,17,
21] to model and understand pedestrian interactions. Using the same approach
another study addresses the problem of studying normal crowd behaviours [15]
(e.g., bottlenecks, lanes and blocking) and abnormal ones [8,9] by considering
psychological and physical effects.

Recently, researchers considered group activities as an important cue to
understand and analyse crowded scenes. For example, Shao et al. [13] use motion
pattern estimation in order to detect, characterise and quantify group proper-
ties (e.g., Uniformity, Conflict, etc) in a crowded scene. This method is based
on identifying an anchor tracklet for every group, which can be selected based
on its continuous existence in the scene. Thus, several further frames need to be
processed and therefore the method cannot run sequentially (online). Many other
methods analyse mobile social groups based on relative distances and velocities
of moving pedestrians [1,2,4,7] but they ignore stationary crowd groups.

On the other hand, other studies demonstrate the high impact of stationary
groups on changing traffic properties of crowded and no-crowded scenes [10,18–
20]. In [10,19], researchers consider that stationary groups have much influence
on the walking path of other moving pedestrians, as opposed to moving groups
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which can influence the velocities of other moving pedestrians. Moreover, Yi
et al. [18,20] show the impact of stationary groups on the travel time of a pedes-
trian from his/her entrance to the scene until his/her exit.

In this paper, we propose a sequential method to detect and track small groups
(convoys), where our method does not require further frame processing, which lets
it be more suitable for real scenarios. We identify all pedestrians in order to reduce
the density of detection, where one-pedestrian groups are neglected. In addition,
convoys extracted by our method are general in the sense that they cover both
moving and stationary groups of pedestrians. Hence, we do not have to prepare a
model for each type of group like the existing methods [13].

3 Method

Our method consists of two parts, Human detection and tracking and Convoy
detection, which are explained below.

3.1 Human Detection and Tracking

We target a static surveillance camera displaying a wide view, where tracks
of many pedestrians are captured for long durations. For such a video, most
object detection methods have restrictions regarding image resolution, object
deformation, lighting condition, occlusion and computational complexity. We
therefore present a new method to detect objects by clustering feature points
as it can be seen in Fig. 1. We explain in the following the clustering method of
the first frame by applying corner and edge detection methods in order to deter-
mine object ROIs from the background. Furthermore, we explain the clustering
improvement on further frames, where feature point tracking is used as a new
clustering criterion.

Fig. 1. An overview of pedestrian detection.

Clustering on the First Frame: We invest in the idea that the existence
of objects such as pedestrians in an image causes a discontinuity in the spatial
characteristics, which allows the distinction of objects from the background.
We detect Features from Accelerated Segment Test (FAST) [11] which is a fast
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corner detection method and outputs a set of feature points. In addition, the
complete pedestrian’s ROI is assumed to be traced by a closed boundary or
inside a bigger closed boundary. Edge detection is a good cue to show the details
of the image and delineate objects. Let c be a set of extracted feature points
k = {k1, k2, ..., kn} of the image I and M be its Canny edge map. We then
cluster the set of feature points using the following Algorithm 1.

Algorithm 1. Clustering algorithm (k)
1 while k∗ �= ∅ do
2 Select an anchor ai point from k∗ to form new cluster ci;

3 k∗ = k∗ \ ai;

4 Select from k∗ a set of feature points bi satisfying clustering criteria;

5 if bi �= ∅ then
6 Assign bi to ci;

7 k∗ = k∗ \ bi;

Here, k∗ denotes a set of non-clustered points, and the anchor point is deter-
mined based on the number of its neighbours and their average distance. More
specifically, the anchor point has the highest number of neighbours with the
lowest average distance, where it is the center of the ellipse neighbourhood. To
complete the cluster, we assign other points to ai, these points must be inside
the same closed edge. This is illustrated in Fig. 1 where feature points inside the
region of the human in the edge map are merged into a cluster. In addition, the
height and width of the cluster should be less or equal to α and β, which are
pre-defined values of the maximum object height and width, respectively.

Clustering Improvement on a Frame Sequence: For further frames in
the sequence, we have another cue to improve the clustering and eliminate non-
pedestrian clusters. Using a fixed camera permits the distinction between sta-
tionary and moving pixels, where stationary pixels represent the background and
moving pixels represent moving and stationary pedestrians, since people cannot
avoid moving locally in the small region they occupy, even if they are stationary.
We therefore consider only feature points which appear in It and It−1, and pro-
pose to neglect feature points which cannot be tracked. Using the open source
library VLFeat [16], we extract a set of keypoints s = {s1, s2, .., sn′} for the
image It. Since a huge number of SIFT keypoints can be extracted covering the
whole image, the final set of feature points of It is l = k ∩ s. Let l◦ be the final
feature points of It−1. The new characterisation of feature points l is the move
properties (Velocity and Direction) from l◦, which is done by finding the closest
point descriptors in It to those in It−1, that is measured by the L2 norm of the
difference between them [16]. As a result, we can obtain a set of feature points
that are likely to characterise moving and stationary pedestrians in the scene.

Afterwards, the same steps of Algorithm 1 are used in order to cluster the
set of features l into pedestrian regions. We also consider a new characterisation
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to assign feature points to the cluster formed by an anchor point, where points
of one cluster must have the same velocity and direction. Note that clusters with
a velocity � 0 are neglected.

3.2 From Trajectories to Convoys

We explain our method to extract convoy patterns from trajectories detected by
the above-mentioned method. Our idea is similar to previous papers [5,6], but
we propose a new pattern called noncontinuous convoy. We first introduce the
definition of convoy, the clustering and intersection method for convoy detection.
Then, we extend it to the detection of noncontinuous convoys.

Noncontinuous Convoy: Jeung et al. [5] proposed a convoy as a group of
objects which are density-connected with each other during a consecutive period
of time. Here, density-connected is a measurable way of determining whether peo-
ple stay together or not spatially. However, convoys with such density-connected
objects are not as capable as expected in real-life circumstances because of the
very rigid constraint of consecutiveness. For example, two pedestrians who are
walking together may not be density-connected for a few seconds for some rea-
sons. Furthermore, pedestrian detection may be unstable, or two pedestrians
may become separated by an obstacle, etc. Therefore, they are not considered as
density-connected, so we cannot represent the trajectories of pedestrians walking
together properly.

Thus, we propose a noncontinuous convoy which is a convoy pattern defined
by relaxing the constraint of consecutiveness. For the previous example, as long
as cluster members (pedestrians) do not go separate for a long time, the convoy
formed by them does not end, that is, it persists until they get back together.
To quantify the tolerable length of separation, we adopt a parameter called
elasticity, which is the minimal ratio of the number of density-connected frames
to the length of a noncontinuous convoy. We can say that a convoy is equivalent
to a noncontinuous convoy of 1.0 elasticity. Meanwhile, a noncontinuous convoy
of 0.5 elasticity means that convoy members are density-connected in more than
half of the convoy length.

Clustering and Intersection: We implement a two-phase algorithm. It con-
sists of a clustering phase and an intersection phase to extract convoys from
trajectories. For intuition, Fig. 2 represents an example case of 4 pedestrians.
At the beginning, candidates are found as clusters of pedestrians who are spa-
tially close to each other at each time moment [3]. As time goes by, candidates
are separated due to the intersection with candidates from the previous frame.
Once the duration of candidates becomes longer than the duration threshold, it
is detected as a convoy. In Fig. 2, a candidate denoted as ‘(p0, p1), 2’ means that
p0 and p1 are density-connected since 2 frames ago. A candidate is the inter-
section result of clusters in the current frame and candidates in the previous
frame. A candidate exceeding the duration threshold in italic font is output as
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Fig. 2. An illustration of convoy detection.

a convoy. Note that in this example a convoy involves at least two persons and
its minimum duration is set to 2 frames.

Candidate Expiring Mechanism: We propose a candidate expiring mecha-
nism in order to detect noncontinuous convoys. The key idea is to avoid flush-
ing the candidate set so that convoys whose sizes are smaller than the thresh-
old are not removed immediately. Specifically, besides the existing duration
attribute, we add a createdT ime attribute to each candidate in order to count
the length of a noncontinuous convoy. Thus, at any moment, we know how
many frames have passed since a particular candidate was created by calculat-
ing currentT ime − createdT ime. Meanwhile, the unmodified duration is the
number of frames where they are density-connected. So, we can remove a can-
didate if it satisfies:

duration

currentT ime − createdT ime
≤ elasticity (1)

Algorithm 2 shows a pseudo code of the clustering and intersection algorithm
with the candidate expiring mechanism, where it first performs a density-based
clustering algorithm DBSCAN [3] for all the pedestrians in the coming frame
(line 1–3). The output of DBSCAN are clusters of density-connected pedestrians.
Then, for initialisation, if there are no candidates, the current clusters are added
to the candidate set R and continue to process the next frame (line 4–7). Then the
algorithm refines convoy candidates by intersecting them with the new clusters
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Algorithm 2. Clustering and Intersection
Data: cluster size threshold m, duration threshold k, DBSCAN distance threshold e,

DBSCAN density threshold u and sequenced trajectory data frameS
Result: convoys that reached the thresholds

1 for frame s in S do
2 initialize empty set R′;
3 cluster the objects in s with respect to e and u;
4 if R = ∅ then
5 for cluster c in s do
6 add c to R;

7 continue;

8 for cluster r in R do
9 for cluster c in s do

10 new candidate r′ = r ∩ c;

11 duration(r′) = duration(r) + duration(s);

12 if size(r′) ≥ m then
13 createdT ime(r′) = currentT ime;

14 add r′ to R′;

15 add c to R′;

16 add R′ to R;
17 for cluster r in R do
18 if duration(r) ≥ k then
19 output r as a qualified convoy;

20 if duration(r)/(currentT ime − createdT ime(r)) ≤ l then
21 remove r from R;

(line 8–11). An intersection result that exceeds the size threshold (in our case,
the number of pedestrians must be more than 2) is stored as a new candidate
(line 12–14). Then, the new clusters are added to R (line 15). R is updated for
the next frame (line 16). Then, the algorithm begins to evaluate the candidates
by elasticity. If a candidate exceeds the duration threshold, it is output as a
convoy (line 17–19). Meanwhile, a candidate is discarded if it does not satisfy
the elasticity criteria (line 20–21).

4 Experiment and Result

In this chapter, we evaluate our convoy detection method on the pedestrian walk-
ing path dataset [19], which is of one hour length and contains more than 12.000
pedestrians moving in all directions. Figure 3a shows an example result of our
pedestrian detection, where (*)s denote the ground truth of pedestrian positions
provided by [19], and boundaries represent the output of our method. In addi-
tion, Fig. 3b shows an example of noncontinuous convoy detection, where trajec-
tories are obtained by firstly detecting human regions in consecutive frames, and
analysing temporal transitions of those regions’ positions using Algorithm 2. As a
result, transitions that are close to each other in the time dimension are regarded
as convoys, and depicted by coloured lines in Fig. 3b. For more detailed results,
readers can see a demonstration video on http://youtu.be/p4zN39u Waw.

http://youtu.be/p4zN39u_Waw
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Pedestrian Detection Convoy Detection

Fig. 3. Left: an example of pedestrian detection (a), Right: an example of noncontin-
uous convoy detection (b).

4.1 Evaluation of Pedestrian Detection

Convoy detection lies on the accuracy of pedestrian tracking which is related to
the accuracy of pedestrian detection. Our human detection method is controlled
by several parameters, such as the size of a pedestrian ROI, and the minimum
number of feature points to form a pedestrian. Table 1 shows the result of our
method with 4 different parameter combinations for 600 frames (�6 min). Due
to the small size of pedestrian projections into the image plan, a pedestrian
detection is correct only if the annotated point is surrounded by our output
boundary, which can be seen in Fig. 3a. Here, LFT, HFT, SZT and BZT repre-
sent low feature point number threshold, high feature point number threshold,
small pedestrian size threshold and big pedestrian size threshold respectively.
Then, for each parameter combination, we compute the precision and recall
based on the above-mentioned criteria. For example, in the case of LFT-BZT
which will be used in the following experiments, among 697 pedestrians exist-
ing in the scene, 596 are correctly detected and 164 falsely detected. Therefore,
the result in Table 1 shows the effectiveness of our clustering method to localise
objects in the crowded scene.

Table 1. Pedestrian detection result using 4 different parameter combinations.

LFT - SZT HFT - SZT LFT - BZT HFT - BZT

Recall 0.97 0.9 0.86 0.79

Precision 0.7 0.74 0.78 0.86

4.2 Evaluation of Convoy Detection

Table 2 shows the result of our convoy detection method on the same sequence
using the parameter combination of human detection which provides the
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Table 2. Convoy detection result.

S1 S2 S3

Recall 0.88 0.97 0.97

Precision 0.47 0.47 0.92

median result. For fair evaluation, the following three cases are considered: The
first is ‘S1’ where the result of convoy detection is compared to the ground truth
defined manually. In the second case ‘S2’, our result is compared to a subclass of
the ground truth, where we neglect convoys whose members fail to be detected
by our pedestrian detection method. The evaluation of the last case ‘S3’ is done
by neglecting detected convoys which are formed by false positive pedestrian
detection (FPPD).

Overall, Table 2 shows the effectiveness of our convoy detection method.
Especially, as shown in ‘S3’, when all pedestrians are detected and well tracked,
where it is able to detect almost all convoys. The high recall in ‘S2’ indicates
that even when pedestrian false negatives are considered, the performance of
convoy detection is acceptable. In other words, although our method outputs
many false positive convoys, only a few true positive convoys are missed. This is
desirable for security surveillance. Meanwhile, convoy detection is very sensitive
to pedestrian false positives as it can be seen for the precisions in ‘S1’ and ‘S2’,
but by neglecting pedestrian false positives, the precision of convoy detection
becomes extremely better as indicated by the precision in ‘S3’.

The continuity of a convoy is very important for group activity analysis.
For each detected convoys, the beginning and the end are manually annotated.
Figure 4a represents the interruption histogram which shows the frequency of
interruption number per convoy. We conclude that more than 50 % of detected
convoys are not interrupted and even for interrupted convoys, the number of
interruptions is low compared to the length of convoys in such a crowded scene,
where the longest convoy in the ground truth appears in 156 frames (�1,8 min).
This indicates the effectiveness of detecting non-continuous convoys, even though
very few convoys are interrupted because of pedestrian detection failure.

Fig. 4. Left: interruption histogram (a), Right: tracking continuity histogram (b).
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We also evaluate the temporal coverage of each extracted convoy, compared
to its actual temporal existence in the ground truth. The histogram which can be
seen in Fig. 4b shows the frequency of convoy completeness, where about 65 %
of detected convoys are tracked for more than 80 % of their existence, where
from 148 annotated convoys, 52 (�35 %) are completely detected and tracked
for their whole existences and if we tolerate missing 20 % of a convoy’s temporal
existence, we find that 96 (�65 %) convoys are tracked.

5 Conclusion

In this paper, a new method of convoy detection in crowded scenes is proposed.
The method is followed by a concrete evaluation and detailed experiment. In
our current implementation, although convoy detection is carried out online, the
extraction and matching of feature points is slow. Thus, we seek in the future
to use GPU for solving this problem [14]. Also, we believe that the method can
be improved by using feedback mechanism between pedestrian detection and
convoy detection in order to reduce false positive detection.
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Abstract. This paper proposes a computer vision based pipeline for
inferring the perceived personality of users from their Twitter profile
images. We humans make impressions on a daily basis during commu-
nication. The perception of personality of a person gives information
about the person’s behaviour and is an important attribute in develop-
ing rapport. The personality assessment in this paper is referred to as
first impressions, which is similar to how humans create a mental image
of another person by just looking at their profile pictures. In the proposed
automated pipeline, hand crafted (engineered) and learnt feature descrip-
tors are computed on user profile images. The effect of image background
is assessed on the perception of the personality from a profile picture.
A multivariate regression approach is used to predict the big five per-
sonality traits - agreeableness, conscientiousness, extraversion, openness
and neuroticism. We study the correlation between the big five personal-
ity traits generated from Tweet analysis with the proposed profile image
based framework. The experiments show high correlation for scene based
first impressions perception. It is interesting to note that the results gen-
erated by analysing a profile image uploaded by a user in a particular
point in time are in sync with the first impression traits generated by
investigating Tweets posted over a longer duration of time.

Keywords: Personality perception · Big five personality traits · Profile
images · Scene descriptors

1 Introduction

First impression is the perception formed by an individual on an initial encounter
with another person. The perception of a person plays an important role in
human-human and human-machine interactions. From the perspective of human-
centric systems inferring the personality of a user can result in the personalisation
of services [1]. It is argued that a user’s personality effects their behaviour online
[2]. In this paper, we investigate the perceived personality of Twitter user based
on their profile pictures (Sample pictures in the study - Fig. 1).

Automatic analysis of human behavior perception is a non-trivial task. Sim-
ilar to earlier works [2–6] we have used the personality traits described by the
c© Springer International Publishing AG 2016
M. Chetouani et al. (Eds.): HBU 2016, LNCS 9997, pp. 148–158, 2016.
DOI: 10.1007/978-3-319-46843-3 10
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Fig. 1. Sample profile picture images used in this study.

Big Five (BF) [7] personality model. The BF model is widely used in psychol-
ogy, to analyse human personality. The BF model broadly divides the human
perception into the five following dimensions [8]:

– agreeableness - tendency for compliance and cooperation;
– conscientiousness - tendency to planned behavior and have orderliness;
– extraversion - how outgoing or shy a person is;
– neuroticism - feeling negative emotions such as anxiety, hostility etc.;
– openness - ease in adopting new ideas and experiences.

In an interesting study, Rojas et al. [9] evaluate geometric and texture
facial descriptors for predicting the face based personality traits. The geometric
descriptors encoded the spatial structure and the texture descriptors represent
a face at holistic level. The facial data used in the experiments was collected in
the lab by recording students.

Celiktutan et al. [10] present a multimodal technique for inferring the BF
traits in the continuous time domain. Facial movement statistics and texture
features are extracted from aligned faces and Mel-frequency cepstral coefficients
are computed over the audio signal. The experiments are performed on the MAP-
TRAITS challenge database [11]. The MAPTRAITS challenge consisted of two
sub-challenges: continuous frame-level personality trait inference and video based
personality assessment. Kaya et al. [12] proposed a continuous multimodal BF
prediction model during the MAPTRAITS challenge based on canonical corre-
lation analysis and extreme learning machine based regression.

Continuous frame-level BF traits inference is important from the perspective of
personalising human-machine interaction. We argue that early personality assess-
ment, a so-called first impression of personality, is essential in assistive technol-
ogy machines. Let us take the example of an assistive technology framework like a
handwashing system for persons with Alzheimer’s disease [13]. Given the fluctuat-
ing and uncertain personality profile of a person with Alzheimer’s, a first impres-
sion assessment for initialising the type of prompts is considered important. Over
the course of the use of the hand washing system, the personality can be assessed
at frequent intervals to generate the correct prompt. Todorov et al. [14] argue that
the first impression perception based on the face analysis of a person can vary with
different photos. In the study they observe that the ratings vary w.r.t. context.
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For e.g.: a picture of the same person for an online dating profile vs political cam-
paign can generate different ratings. Furthermore, presence of facial features such
as moustaches also make a difference in the perception of the first impression per-
sonality ratings. In the context of the hand washing assistive framework as the
personality of a person with dementia varies, bootstrapping the system with the
first impression is thought to be potentially very useful.

Joshi et al. [8] analysed the personality of a subject during human-virtual
agent interaction (SEMAINE database [15]) under different situational context.
Along with the BF labels, likeability and engagement were also studied. In order
to remove the noisy labels from the crowd-sourced labels, the contribution of the
a particular labeller whose ratings have larger deviation from the mean is down
weighted. The authors found that the perception of the traits of attractiveness
and likeability do not change much with a different situational context.

Biel et al. [16] analysed YouTube videos (‘video blogs’) using universal facial
expression labels as high-level features computed frame-wise. Ferwerda et al. [17]
conducted an interested study on Instagram images to predict a user’s person-
ality. Image descriptor statistics are extracted from the Hue Saturation Value
color space. Furthermore, attributes such as the number of faces in the images
posted by a user and number of full bodies in the images. Facial features are
also computed and HOG feature is extracted. They also study the effect of fil-
ters on the perception of personality. Celli et al. [18] proposed a study to analyse
Facebook user personality from their profile picture. SIFT feature is extracted
from interest points and dimensionality reduction is applied using singular vector
decomposition.

In this paper, we propose a pipeline for inferring the perceived personality
of users from their profile image. In the next section the hand crafted and the
learnt features are discussed, followed by the experimental analysis.

2 Pipeline

Given the varied nature of images, we chose the Mixture of Pictorial Structures
(MoPS) face and fiducial points detection [19]. MoPS is the current state-of-art
method for face, facial parts location and head pose detection. It consists of two
models: an appearance model and a shape model. The appearance model is a
set of HOG based part detectors and the shape model applies a tree structure
to the part detector response. Post computation of the facial parts location of
an input, affine warp is applied to transform the face into a canonical frame.

2.1 Facial Descriptors

The Pyramid of Histogram of Gradients (PHOG) [20] is an extensively used
descriptor in computer vision. It is a scale robust extension of the popular HOG
descriptor. The descriptor is computed by applying the Canny edge detector fol-
lowed by dividing an image into non-overlapping block. Further, a Sobel operator is
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applied to compute the orientation directions, which are further binned into a his-
togram. We call PHOG based approach asFace PHOG. PHOG has been success-
fully used in face based emotion recognition [21] along with the Local Phase Quan-
tisation (LPQ) descriptor [22]. LPQ is a local binary pattern descriptor, which is
robust to blur and illumination. Given the nature of the images on social network-
ing platforms, LPQ has proved to be an effective descriptor. LPQ is computed by
applying short Fourier transform on an image. The coefficients are then analysed
using a LBP operator. We refer to the LPQ based pipeline as Face LPQ.

Along with the hand crafted features (PHOG and LPQ), we also extract
learning based features. Recently, a deep learning based convolutional nearest
neighbor model - VGG-Very-Deep-16 [23] has been successfully applied to the
problem of face recognition. The model has been trained on 900,000 images taken
from the internet. We extracted fc 7 layer based feature as an input for learning
a regression model. The model is applied on aligned faces and referred to as
Face VGG.

2.2 Scene Descriptor

Along with the face information, the background, body parts may also affect
the perception of personality of a subject. The Instagram study [17] analyse
color statistics as one way of measuring the scene. We explicitly compute a
robust scene descriptor - CENsus TRansform hISTogram (CENTRIST) [24].
CENTRIST is computed by applying the so-called Census transform operator,
which is similar to LBP. The CENTRIST descriptor captures the statistics of
the background (or the scene) at a holistic level. In order to encode the spatial
structure of an image, CENTRIST is computed on non-overlapping blocks. We
compute Principal Component Analysis (PCA) on the normalised block-wise
CENTRIST descriptors and call it Scene CENTRIST. Similar to the face based
CNN features, we extract CNN based features from a deep model trained on the
Image Net data. The model [25] is trained for classifying 1000 categories. The fea-
ture of convolutional layer fc 7 are extracted and referred to as Scene ImageNet.

2.3 Big Five Traits Prediction

For inferring the BF traits, we train a Kernel Partial Least Square (KPLS)
regression model [26]. The mapping function F is learnt using the Kernel Par-
tial Least Squares (KPLS) [26] regression framework. The partial least square
based algorithms have recently become very popular in computer vision [27–29].
PLS has been used for dimensionality reduction [28,29]. For face analysis [30]
use KPLS based regression for simultaneous dimensionality reduction and pre-
dicting happiness intensity. The training set X is a set of input samples xi of
dimension N . Here xi is the facial or scene level descriptor. Y is the correspond-
ing set of BF traits vectors yi of dimension M = 5. Then for a given test sample
matrix Xtest the estimated labels matrix Ŷ is given by:

Ŷ = KtestR (1)
R = U(TTKTU)−1TTY (2)
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where Ktest = ΦtestΦT is the kernel matrix for test samples Xtest. T and
U are the n × p score matrices of the p extracted latent projections. For more
details and the derivation of KPLS regression technique, see [26].

3 Data

The images used in the experiment are Twitter profile pictures collected by [31].
They also recorded upto 3200 recent tweets of each user. The baseline BF ratings
[31] are created by analysing the tweets of the users. Park et al. [32] text analysis
model is used to generate the BF ratings. Their experimental results with a high
Pearson correlation score of r > .3 shows the effectiveness of their model. The
ratings are further mean normalised to 0 [31]. The trait wise ranges are as follows:
agreeableness: [−2.2:4.3], conscientiousness: [−3.5:4.3], extraversion: [−3.7:2.7],
openness: [−3.2:2.4] and neuroticism: [−4.6:2.6]. The profile images are taken
from 26533 users based on operational account and profile image containing face.
Sample images in the experiment can be seen in Fig. 1. In the next section it is
observed that profile image based first impression has high correlation with the
values generated from analysing Tweets. It is important to note that the Tweets
(upto 3200) have been posted over a longer duration of time by a user and we
can infer the traits with in reasonable accuracy (w.r.t. Tweets based inference)
by analysing the profile picture of a user.

4 Experiments

Given the varied nature (different face sizes, frontal/profile face, occlusion &
illumination) of the profile images on Twitter, we use three MoPS models1.
The three face models (face 99, face 149 & face 1050 ) are applied in a cascade
approach. The models differ on the basis of number of facial part detectors. Based
on the facial parts locations, affine warp is computed to transform the face into
a canonical frame. For computing the PHOG descriptor2 the parameters were
chosen empirically as follows: bin size = 8; angle = [0–360] & pyramid levels = 3.
The rotation invariant version of LPQ3 is computed with default parameters.
Similarly for the CENTRIST descriptor, publicly available implementation4 is
used. The pre-trained VGG models (imagenet-vgg-m-2048 and vgg-face) are part
of the MatConvNet toolkit5.

We also tried normalising Face VGG and Scene ImageNet by dividing the
vector with its sum and name them Face VGGNorm and Scene ImageNetNorm,
respectively. Normalisation is performed within the PHOG and CENTRIST
descriptors as well. For analysing the performance of the techniques, we used

1 http://www.cs.cmu.edu/∼deva/papers/face/index.html.
2 http://www.robots.ox.ac.uk/∼vgg/research/caltech/phog.html.
3 http://www.cse.oulu.fi/CMV/Downloads/LPQMatlab.
4 https://github.com/sometimesfood/spact-matlab.
5 http://www.vlfeat.org/matconvnet.

http://www.cs.cmu.edu/~deva/papers/face/index.html
http://www.robots.ox.ac.uk/~vgg/research/caltech/phog.html
http://www.cse.oulu.fi/CMV/Downloads/LPQMatlab
https://github.com/sometimesfood/spact-matlab
http://www.vlfeat.org/matconvnet
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Table 1. The table shows the RMSE based comparison of the different descriptors.
Here the ground truth are the trait values generated by analysing upto 3200 Tweets
of a user. The correlation between the profile and Tweets based inference is mentioned
in the round brackets. Values in the bold represent the lowest RMSE. ope - openness,
con. - conscientiousness, ext. - extraversion, agr. -agreeableness & neu. - neuroticism.

Feature ope. con. ext. agr. neu. avg.

Face PHOG 0.40 (0.06) 0.39 (0.23) 0.43 (0.11) 0.35 (0.16) 0.35 (0.16) 0.38

Face VGG 0.53 (0.00) 0.43 (0.00) 0.43 (0.01) 0.39 (0.01) 0.51 (−0.01) 0.46

Face VGGNorm 0.39 (0.20) 0.37 (0.36) 0.42 (0.21) 0.34 (0.23) 0.34 (0.26) 0.37

Face LPQ 0.44 (0.00) 0.43 (0.00) 0.43 (0.00) 0.35 (0.00) 0.39 (0.00) 0.41

Scene CENTRIST 0.40 (0.05) 0.40 (0.05) 0.42 (0.05) 0.35 (0.08) 0.35 (0.07) 0.39

Scene ImageNet 0.55 (0.02) 0.44 (−0.04) 0.45 (−0.06) 0.39 (0.05) 0.50 (0.00) 0.47

Scene ImageNetNorm 0.40 (0.01) 0.41 (−0.02) 0.43 (0.01) 0.35 (0.01) 0.35 (0.01) 0.39

Root Mean Square Error (RMSE) metric. We also compute the correlation
between the BF dimensions (first impressions) generated from profile image and
the BF traits generated from Tweets analysis. The number of basis for KPLS
was set as 5, empirically. 18000 samples were used for training the model.

Table 1 shows the performance of the proposed techniques. It is interesting to
note that for the openness trait, Face VGGNorm, Face PHOG and scene descrip-
tors (Scene CENTRIST and Face VGG) perform better than Face VGG and
Scene ImageNet. Post normalisation of Scene ImageNet, the error decreases sig-
nificantly and is on par with Face PHOG. Face VGGNorm performs the best out
of all, similar superior performance was observed in the original paper for the task
of face recognition [23]. We observe particularly high correlation for openness
between Tweets based analysis and the scene descriptors (Scene CENTRIST,
Scene ImageNetNorm).

Furthermore, openness can also be described as imaginativeness abil-
ity and acceptance to new ideas, it is plausible that the interesting loca-
tions/backgrounds, where the picture is clicked loosely relate to a person’s ability
to explore new places. This can be one reason why scene descriptors works well
for this trait in particular. In Fig. 3, the second half (High) of the bottom row
has subjects posing with outdoor and art-like backgrounds. It is interesting to
note that in the same figure, images with low openness also have outdoor back-
grounds. However, their faces are not clear/frontal.

For the conscientiousness trait, face structure seems to play an important role.
This also encompasses the facial expression.Liu et al. also observed similar findings,
when they analysed positive expressions and conscientiousness. Face VGGNorm
performs the best, similar to the case of openness. Face VGGNorm also has a
high correlation (r > .2) with the Tweet based conscientiousness trait inference.
Figures 2 and 3, subjects with high conscientiousness score show smiling expres-
sions and have close to frontal face pose. Again, similar to openness the normalisa-
tion of Scene ImageNet increases the performance in the case of conscientiousness
trait inference. On performing correlation analysis between the tweet generated
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Fig. 2. Sample outputs (low and high BF intensity) inferred from the Face PHOG
approach.

Fig. 3. Sample outputs (low and high BF intensity) inferred from the
Scene ImageNetNorm approach.
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[31] and Face VGGNorm based generated BF traits, we found high correlation for
conscientiousness. This can also mean that the first impression (for conscientious-
ness) generated from a profile picture is similar to long term personality analysis
(Tweets).

The performance of the hand crafted and the learnt features is almost sim-
ilar for the extraversion trait with the Scene CENTRIST descriptor perform-
ing slightly better than others. For agreeableness trait, the RMSE performance
for Face PHOG, Face LPQ and two CENTRIST, normalised Scene CENTRIST
are same. It is to be noticed that for computing a scene level descriptor, no
face detection and alignment is required. If face detection fails, not much can
be done with the face descriptors. Therefore, it is plausible that scene level
descriptors are more appropriate for the agreeableness trait. Similar pattern of
performance is seen in the results of the neuroticism trait. The correlation is
high for Face VGGNorm, Face PHOG, Scene CENTRIST with Tweets analysis
for agreeableness and neuroticism.

5 Conclusion and Future Work

In this paper, we propose a pipeline for detecting user personality from their
Twitter profile pictures. Face-only and holistic-level scene analysis are studied
for their suitability in predicting the big five personality traits. For inferring
the traits, kernel partial least square regression is used. The experiments are
conducted on profile images downloaded from Twitter. The experiments give an
interesting insight into the applicability of scene-level descriptors for analysing
the personality of a user. It is interesting to note that with a holistic scene
descriptor like CENTRIST captures the first impression, which is highly corre-
lated with the BF generated from Tweets analysis. Further, CNN based learnt
feature combined with KPLS regression performs the best as compared to hand-
crafted features (PHOG, LPQ & CENTRIST). We observe that CNN based
scene features have low RMSE and high correlation for trait such as openness.

In this study, individual features are used to train the KPLS regression. A
future scope of the work is to explore various fusion techniques, specially the ones
suitable for scene and face features. Another possibility is to compute high-level
attributes such as facial action units and facial features (beard, glasses etc.)
and use them as features along with the low-level feature descriptors used in
this paper. It will also be interesting to explore the use of structured regression
methods such as twin Gaussian process regression and structured support vector
regression for infer the personality traits. Retraining the CNN models with the
end goal of BF trait assessment can also improve the performance of the frame-
work. The long term aim of this work is to integrate automatic first impression
assessment in an assistive technology system (such as the handwashing frame-
work [13]). We hypothesise that getting the first impression correct, when a
person first starts using such an assistive technology, is crucial for generating
effective prompts and for ensuring uptake of the technology. Further proceeding
in this direction, the proposed methods will be experimented on profile images
of elderly people.
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