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Preface

CDVE2016 celebrated in a new continent – Australia, for the first time in the beautiful
coast city Sydney. CDVE conferences have become more international and more
global after being held in Asia and North America.

Our conferences are very international by having researchers from over 20 coun-
tries. This year, we had submissions from some new countries. We welcome the
researchers from these countries to join our community.

Among papers this year, we saw a large amount of submissions from the field of
cooperative visualization. As we can see, the cooperative visualization research has
been very active in recent years. It has been applied to a very broad area of applica-
tions. We also find that the cooperative visualization is combined with other techniques
such as virtual reality, augmented reality, which provides much more possibilities for
better visualization. Applications include for work training, cooperative design using
virtual reality, and augmented reality, but via small mobile devices and large-scale
display walls. It also finds applications to increase the user experience, visual com-
prehension such as in disaster preparation, museum, and virtual tourism.

Originated from visualization and using it as a tool, visual analytics has achieved
some higher-level analysis of big data and reached some interesting analytic results that
have never been achieved before. There are papers analyzing student check-in data and
other data such as consumption data to find out student behavior and its relationship
with academic performances. There are papers for ranking authors by analyzing their
co-authorship from social media and publications. To help to control the network
security, visual analytics also finds its own way by visualizing and analyzing the
network flow logs to show the communication patterns and network abnormalities. The
communication network itself can also be visualized to show its structure.

In the field of cooperative engineering, a couple of papers discuss the new chal-
lenges in the networked and cloud manufacturing environment. The key issues dis-
cussed in the papers involve: how to model the manufacturing process cooperatively,
how to cooperate but keep the enterprise’s own information undisclosed, how to tell a
network potential partner is trustful, how to choose proper resources from a service
cloud etc. The papers present their own solutions and recommendations by analyzing
the problems and designing prototypes to evaluate them.

Within the cooperative engineering and a special area of engineering, the con-
struction industry, using BIM (Building Information Modeling), was a central topic for
two papers. BIM has been a tool for sharing data through centralized or distributed
platforms. Collaboration is not at the center of BIM. There are papers discussing how
to make the BIM to be a collaborative platform so as to facilitate the collaboration
among stake-holders.

In the field of cooperative design, crowd sourcing has been a concern of a few
studies. There are papers comparing the Web-based crowd behavior with the experts.



The basic findings of these papers can be a base for broader use of crowd sourcing and
group intelligence in the field of cooperative design.

In the field of cooperative applications, there are many applications such as coop-
erative learning using mobile devices, using cloud to share resources, using IOT for
medical care, traffic congestion monitoring, network security ensuring, etc. Among the
techniques used, ontology seems to be a strong tool in many application areas from
cooperative manufacturing to patient caring.

The papers published in this volume reflect the progress in our field, which is a
result of hard work and ongoing effort for better technological solutions. I would like to
express my sincere thanks to all of the authors for submitting their paper to the CDVE
2016 conference and presenting their hard-earned research results.

I would like to thank all of our volunteer reviewers, Program Committee members,
Organization Committee members for their continuous support to the conference. My
special thanks go to my colleague, the Organization Committee Chair Dr. Tony Huang,
and the two co-chairs. I would also like to thank the University of Tasmania for its
support of this conference. The success of this year’s conference would not have been
possible without their generous support.

September 2016 Yuhua Luo
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Facilitating Design Automation
in Multi-organization Concurrent Engineering:

Insights from Graph-Rewriting Theory

Julian R. Eichhoff(B), Felix Baumann, and Dieter Roller

Institute of Computer-aided Product Development Systems,
University of Stuttgart, Universitätsstr. 38, 70569 Stuttgart, Germany

{julian.eichhoff,felix.baumann,dieter.roller}@informatik.uni-stuttgart.de
http://www.iris.uni-stuttgart.de/en.html

Abstract. The aim of this paper is to introduce emerging technolo-
gies for the implementation of graph-rewriting-based design automation
applications that can be used in collaborative environments. The paper
motivates the use of graph-rewriting for design automation and highlights
an important issue: preservation of confidentiality. Approaches to the effi-
cient derivation (using design knowledge) and rule induction (learning
design knowledge) are discussed. The crucial feature of these approaches
for confidentiality-preserving graph-rewriting is that knowledge-bases of
contributing organizations do not have to be disclosed.

Keywords: Design automation · Concurrent engineering · Graph-
rewriting · Design grammar · Machine learning

1 Introduction

Engineering projects that face the development of complex, highly specialized
systems, like the development of a spacecraft, require the integrated design of
all subsystems. The provisioning of multi-disciplinary expertise and associated
resources result in high development costs. A common strategy to reduce these
costs is rooted in the partnership of contributing organizations.

However, often corporate confidentiality requirements stand against open
data and knowledge interchange, which is required for the realization of well
integrated subsystems. This does not only apply to the implementation of design
processes across partnering organizations. It also sets limits to the use of com-
putational design automation. Multi-disciplinary design optimization methods,
for instance, are precluded from application, when necessary design knowledge
is withheld from inter-organizational sharing.

In this paper we discuss solutions to this problem in the context of graph-
rewriting. Graph-rewriting is an expressive computational model, which pro-
duces and modifies graphs. Since graph-based representations are very common
to engineering design (particularly systems engineering and concept design),
providing methods for what we call confidentiality-preserving graph-rewriting
c© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 1–8, 2016.
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systems are a promising approach to the practical implementation of design
automation for multi-organization concurrent engineering. Specifically, this
paper addresses methods for efficiently deriving graphs (a form of deduction)
and for inducing new production rules in such settings.

The remainder of the paper is organized in alignment to the following goals:
(1) Motivate the use of graph-rewriting for knowledge-based CAD (Sect. 2).
(2) Discuss the principle implementation of graph-rewriting systems as an inter-
organizational, distributed system (Sect. 3). (3) Introduce approaches to two
central problems in knowledge-based CAD, which specifically target an inter-
organizational application of graph-rewriting. (3a) Derivation (Sect. 4): The
process of producing graphs using a set of production rules. In a broader know-
ledge-based systems context this is termed inference or deduction. (3b) Rule
Induction (Sect. 5): The process of generating new production rules from existing
graphs. This can also be seen as a machine-learning problem. Section 6 provides
concluding remarks and highlights research questions for future work.

2 Graph-Rewriting for CAD

Graph-based representations are very common in the field of product develop-
ment. Many methods in product development use graphs as a visual notation
(e.g., to depict functionality, aggregation among components, and modulariza-
tion). Moreover, many other models in computer-aided product development
make use of graphs as their underlying data structure (e.g., geometry, require-
ments tracing).

Graph-rewriting is an expressive computational model, which operates on
graphs as its data structure. Its application is backed by a strong theoretical
foundation, called algebraic graph theory. One finding from this field is that
general graph-rewriting is touring complete making it possible to implement
any conventional computer program as a graph-rewriting system. The connection
between graph-rewriting and product design can be defined inductively:

Graphs are used to represent design states. Nodes reflect design entities, such
as components, (sub)assemblies, functions, requirements, etc. Edges between
nodes represent relations among design entities, e.g., component-to-assembly,
function-to-component, requirement-to-function, etc. Nodes and edges can be
attributed by means of labels. Labels represent parameters (masses, prices, geo-
metric properties, etc.) or classifications (e.g., to refer to component classes or
principle solutions). A move from one graph to another graph is understood as
a design decision. Making an informed choice over a set of possible design alter-
natives corresponds in graph-rewriting to choosing a new graph from a set of
possible graphs based on the information encoded on the current graph. Such a
process step is termed direct derivation. The term derivation is used to denote
a chain of subsequent direct derivations.

Two reasons account for a direct derivation: First, the differences between the
subsequent graphs do correspond to an existing pattern of allowed graph changes,
a so-called production rule or rule for short. Only transformations suggested by
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a rule are considered valid transformations. Second, the accountable rule must
have been under consideration for application at that point in derivation. There
are various strategies for controlling what rules are considered for application.
The usefulness of a strategy depends on the desired behavior of a graph-rewriting
system and hence its purpose. In context of graph-rewriting systems for design
automation two emerging patterns can be observed:

Pattern of use A: Use graph-rewriting to have a rigorous, formal documenta-
tion of the design decisions which lead to a final product design. Therefore, a
deterministic program for rule application is defined, e.g., in form of a fixed
rule application sequence. Especially design teams benefit from this, as each
design decision that was once “programmed” by a designer remains replicable
and accountable. Besides this, the transparent and detailed documentation facili-
tates the creation of variant designs through point-wise adaption of the program.

Pattern of use B: Use graph-rewriting to non-deterministically explore a design
space for a given design problem. The design problem itself is stated within an
initial source graph. A space of feasible designs is then constructed by consid-
ering all possible derivations over a set of rules starting from this source graph.
More specifically, we are considering all derivable graphs (the graph-rewriting
system’s language), which results from the positive transitive closure of the rule
set. It is most likely that this will cause a “combinatorial explosion” making
it impractical or impossible to enumerate all possible designs. Thus, various
approaches conceptualize design space exploration as an optimization problem,
where only a limited number of (relatively) optimal designs are of interest. With
respect to graph-rewriting such an optimization can be implemented as a guided
search towards a rule application sequence which is able to derive a graph that
is optimal in the sense of some predefined optimization criteria (e.g., minimal
weight/price, maximal stability, etc.).

From these points we conclude that graph-rewriting is a powerful and flexible
method suited for implementing CAD applications, particularly because of its
concise theory on performing modifications to graph-structured data. Figure 1
illustrates some central points of graph-rewriting for CAD.

Fig. 1. Very simplified example of using graph-rewriting for spacecraft design.
Double-edged arcs depict direct derivations. Varying applications of different rule
sequences result in different design graphs. Feasibility of designs is reflected by the
applicability/not-applicability of production rules, e.g., adding instrument C to the
spacecraft would yield a power consumption that cannot be satisfied by the power sub-
system. Moreover, adding instrument A before B or vice versa does not matter, due to
the independence of these rules.
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3 Confidentiality-Preserving Graph-Rewriting

An application in the sense of pattern A is the work of Schaefer and Rudolph [10].
Here, a graph-rewriting-based CAD environment named “design compiler 43” is
employed to create a complete satellite design with several subsystems from
an initial graph defining the satellite mission architecture. The program starts
with defining the structure subsystem. Then all other subsystems (propulsion,
telecommunications, power, etc.) are subsequently added by means of derivation.
All design entities and relations including the satellites geometry are formalized
in the graphical notation of the Unified Modeling Language (UML).

Though this is an excellent example demonstrating the capabilities of graph-
rewriting, in a cooperative project there may be organizational barriers that hin-
der the implementation of such an approach. Unless all subsystems are designed
by one authority, contributing organizations need to provide their domain spe-
cific production rules to a common graph-rewriting engine. We assume most
organizations will be reluctant to do so, since production rules essentially encode
proprietary knowledge on why their products are designed the way they are.

However, research about cooperating/distributed graph-rewriting systems is
not new. Csuhaj-Varju et al. [1] coin the term cooperating/distributed gram-
mar system. Csuhaj-Varju and Kelemen [2] draw the connection between graph-
rewriting systems and blackboard architectures. The blackboard software design
pattern is a way of implementing a shared-repository system [8], where mul-
tiple contributors work on a common (design) model. Figure 2 illustrates how
the blackboard pattern has been used to implement a form of confidentially-
preserving system for cooperating/distributed graph-rewriting. It contains three
main components:

Knowledge sources: These correspond to the production rule sets of each part-
nering organization. They are contributed to a global graph-rewriting system.

Fig. 2. Confidentiality-preserving architecture for graph-rewriting
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The blackboard: A model to store the current progress in design, hence, the
graph which has been generated up to the current time in derivation.

The control component: This is the graph-rewriting engine per se being respon-
sible for steering the course of derivation. In case of pattern of use A this is a
program and in case of pattern of use B a search framework.

Several research has been done with respect to this notion of graph-rewriting.
Kari et al. [7] discuss the creation of “teams” of knowledge sources. Later Csuhaj-
Varju et al. [3] discuss the implementation of so-called eco-grammar systems,
which are a kind of extension of cooperating/distributed grammar systems that
allow for parallel rewriting and the evolution of knowledge sources (here called
agents). The goal of this was to create a system with lifelike features.

We address two problems in the context of cooperating/distributed graph-
rewriting systems having an substantial impact on the practical use of such systems
for design, but which have not been sufficiently investigated so far: The problem of
efficient inference, i.e., making use of the knowledge-base to deduce results, and
the problem of learning, i.e. extending the knowledge-base by means of induction.
In the context of graph-rewriting, inference refers to the efficient computation of
derivations (particularly with respect to pattern B) and learning corresponds to
the introduction of new production rules to a graph-rewriting system. Moreover,
within a cooperative design setting with confidentially constraints, both problems
have to be solved without access to the existing rules’ definitions.

4 Derivation

When computing multiple derivations of a set of rules (pattern B), one is eas-
ily confronted with the exponentially increasing number of possible derivations.
This results from (a) the possible sequences in which rules may be applied, and
(b) alternative possibilities for applying a rule to the current host graph. How-
ever, there is a property of graph-rewriting systems that is of special interest
in design called confluence. Confluence states the fact that multiple derivations
yield similar resulting graphs (equivalent up to isomorphism). As we are most
likely interested in distinct design alternatives, confluence can be exploited to
avoid unnecessary derivations that would lead to existing results.

Eichhoff and Roller [6] compared two approaches to determining confluence
without knowing the definitions of rules. The key to this is to determine which
rules can be applied independently from each other, as the derivation over a set
of mutually independent rules always yields the same results no matter what
application sequence is chosen. In contrast to the common critical-pair analy-
sis, which analyzes rule definitions upfront to derivation for independence, [6]
proposed a dynamic approach that does not need access to possibly confidential
rule definitions.

The method tests pairs of rules for independence while computing derivations
and builds up a cache graph-rewriting subsystems, where each of these subsys-
tems contains only rules that are all independent to each other with respect to
the subsystem’s source graph. Derivations that still need to be computed can
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Fig. 3. Derivation approach

then be (partly) re-constructed using this cache. If a derivation can be com-
pletely re-constructed it is evident that the derivation will only result in graphs
that have already been derived. A simplified example of this principle is shown
in Fig. 3. For the mathematical details the reader is referred to [6].

[6] showed that this approach requires significantly less rule applications. This
has several effects for our cooperative scenario: First, there is less data traffic
among the network of rule contributors, since existing results can be reused from
cache. Second, the rule contributors benefit from a decreased computational bur-
den. This is particularly important if the application of a rule involves consider-
able computation time. And finally, discovered dependencies among rules can be
used to initiate a inter-organizational dialogue about considering an even closer
cooperation, where some confidentially requirements are dropped for the sake of
computational efficiency.

5 Rule Induction

The second problem deals with the extension of an existing rule set. From the
view of artificial intelligence, the concept of learning can be stated as a search
or optimization problem [9]. More specifically, it is a search over a set of possible
hypothesis that best explains some given data.

In our application scenario this data is an existing product design graph and
we seek an explanation of why it is designed the way it is. The space of possible
hypothesis corresponds to the space of possible derivations. While in some cases
the target design graph can be derived using an existing rule set, in some cases
this set is insufficient for reaching the given example design. In this case, one or
more new rules need to be added to the rule set to establish reachability.

Often it is sufficient to learn one additional rule to reach the target graph, due
to the so-called amalgamation theorem of rules [4]. Amalgamation principally
states that multiple rules can be joined to form one composite rule. Vice versa,
one rule performing various simultaneous operations can be split up into multiple
rules, which are then applied subsequently.

In Eichhoff and Roller [5] a search algorithm is presented that can be used
to induce such a missing production rule in context of a set of existing rules.
Moreover, it suffices the confidentially requirements as it does not need to inspect
the definitions of existing rules. Three aspects are essential to this approach:



Design Automation in Multi-organization Concurrent Engineering 7

Fig. 4. Rule induction approach

(1) A production rule is formalized as a sequence of elementary graph operations,
just like a procedural computer program.

(2) The exploration of possible candidates for the missing rule is performed by
a Genetic Programming search heuristic. It tries different sequences of ele-
mentary graph operations with different parameters. The sampling of rule
candidates incorporates both randomness and goal-directedness: What com-
binations are to be tried is determined by evolutionary principles: Muta-
tion performs random changes on candidates, recombination randomly mates
pairs of promising candidates, and selection directs search towards the sur-
vival of the fittest solutions.

(3) The fitness of a rule candidate is determined with respect to the graphs it is
capable to derive. More specifically, the rule candidate is tested in derivation
together with the existing rules. The produced graphs are then compared
with the target graph. The rule’s fitness is set proportional to the highest
value that can be achieved when comparing each produced graph with the
target graph by means of a graph-similarity measure.

Instead of using a fixed rule sequence (pattern A) this approach can directly
be extended to consider variable rule sequences (pattern B). Therefore, the rule
sequence up to the missing rule is also encoded by rule candidates of Genetic
Programming using a simple list of rule indices. This list is then also exposed to
the evolutionary optimization driven by mutation, recombination and selection.
For the remaining rule sequence, a search framework is employed, to search for
a derivation (starting from the missing rule) for a derivation producing a graph
similar to the given target graph. Figure 4 provides a sketch of this.

Results from experiments with this combined approach provided a proof of
concept. A sufficient rule can be found by the rule induction mechanism and the
needed rule sequence can be determined as well. However, the precision of the
results remains an issue for future work. In the current version, the rule induction
algorithm may “take over” existing rules by adding their operations to the rule
candidate as well. A further issue is the frequent computation of derivations for
testing rule candidates which may cause long learning times. Depending on the
complexity of the rule and the embedding derivation this may take up to several
hours on a state-of-the-art PC.
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6 Conclusion

Graph-rewriting is a powerful computation model, which seems very appropri-
ate for the automation of design processes, particularly because it directly oper-
ates on a common form of representing aspects of production design – graphs.
For being used in a cooperative/distributed application scenario existing graph-
rewriting methods need to be extended. In this paper we focused on the confiden-
tially of design knowledge and how this can be reflected in derivation (use design
knowledge) and rule induction (learn design knowledge). As a common ground
for these approaches, a system architecture was presented building on the black-
board design pattern for distributed systems. Future work should be targeted at
further improvements to the efficiency of derivation and rule induction.
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Abstract. The distributed collaboration based on process knowledge has
become a main mode for manufacturing. Making good use of the manufacturing
process knowledge is becoming more and more critical. In this paper, the manu‐
facturing process knowledge is firstly defined and organized. A knowledge base
construction method based on ontology is introduced. A three-tier system archi‐
tecture of the manufacturing process knowledge base system is then illustrated
with detailed main functions. Afterwards, a manufacturing process knowledge
base system based on ontology is presented with respect to multi-technology
fields. The implementation shows that the effective management and reuse of the
knowledge can be realized.

Keywords: Manufacturing process · Knowledge · Ontology · Multi-technology
fields · Knowledge base system

1 Introduction

In the information era, the knowledge has been the key issue for the manufacturing
development and innovation. The manufacturing industry involves a very wide range
of technical fields which include Precision and Ultra-Precision Machining, Non-Tradi‐
tional Machining, Advanced Welding, Micro-Nano Manufacturing, Composite
Forming, Assembly Technique, Digital Design and Manufacturing, Precision Forming,
Heat Treatment and Surface Engineering. Therefore, it’s important to well integrate,
reuse, create and manage knowledge to maximize the benefits for enterprises.

In the past few years, the manufacturing process management focuses on the
management of process data, such as Computer Aided Process Planning (CAPP), Elec‐
tronic Bill of Process, etc. But the process data management only cannot satisfy the fast
development of the manufacturing industry. Some domestic enterprises and research
institutes have begun the research of the manufacturing process knowledge manage‐
ment.

To deal with process-related problems in Numerical Control Machining (NCM),
authors in [1] designed a NCM cloud platform which could coordinate the whole process
from drawing to parts and support various Cloud Manufacturing application modes.

To solve the problem that it was difficult to retrieve the process design knowledge
due to the complicated production process in iron and steel industry, authors in [2]
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Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 9–16, 2016.
DOI: 10.1007/978-3-319-46771-9_2



introduced a process knowledge discovery approach which could direct the decision
makers’ practice based on rough set attribute reduction.

To apply the rubber pad forming knowledge into digital manufacture of sheet metal
parts, authors in [3] developed the web-based process knowledge base and its application
system and designed the integrated application mode of the process knowledge into
components hydraulic forming.

Authors in [4] analyzed the characteristics of manufacturing process management
of mold &die. Based on the technology of knowledge reuse, manufacturing process
planning finished rapidly and the quality of products is under control.

In order to realize the digital integrated manufacturing of tube bending, authors in
[5] built the manufacturing process knowledge management system to analyze a tube’s
machinability and select manufacturing resources in the process planning. The efficiency
of tube process planning was improved.

Authors in [6] developed a knowledge base system for machining process based on
ontology to solve the problem of selecting machining parameters in high-speed
machining field, which provides a method to select the machining process parameters.

According to the characteristics of automobile body and the establishment of
drawing process, authors in [7] developed a knowledge base system based on relation
typed database. Efficiency of design for drawing die was improved.

Analyzing the current research and application situation of the manufacturing
process knowledge management, several problems are organized as follows:

• Due to the heterogeneity of the process knowledge, there exits lots of isolated infor‐
mation islands and overlap.

• The relevant research is mainly done in a theoretical way and lack of application
development in this field.

• There is no knowledge management system oriented multi-technology fields.
• An effective process knowledge model needs to be developed.
• The variety of manufacturing levels, unequal resource allocation and complex

production status of a manufacturer hinders the management and reusability of the
manufacturing process knowledge.

In this paper, considering those analyses above, the manufacturing process knowl‐
edge and its organization are presented. A methodology for constructing knowledge
base is proposed. Then the architecture, function and application of the system are
described in details. Finally, a Manufacturing Process Knowledge Base System
(MPKBS) oriented to multi-technology fields is developed based on the ontology and
hybrid recommendation method.

2 The Process Knowledge Base Based on Ontology

2.1 Manufacturing Process Knowledge

In this paper, the manufacturing process knowledge refers to the process and its manage‐
ment knowledge which is generated during the product design and manufacturing

10 H. Song et al.



process. The manufacturing process knowledge includes both the explicit and tacit
knowledge and is mainly composed of four types:

• The statement knowledge describes the process technology, technical specifications,
the application scope of technology and its current development situation, and the
static properties of products in a quantitative and qualitative way. For instance, the
key technology in the solid-phase welding process is a statement knowledge.

• The strategy knowledge is a kind of dynamic knowledge, such as the special models,
the arithmetic and the logical reasoning strategy, during the process planning. It is
usually used to obtain specific data. For instance, the empirical formula for the
strength check of a profiled bar is a strategy knowledge to calculate the strength.

• The ancillary knowledge provides users brief information, such as the technology
standard, the selection of machine tools and the work schedule etc.

• The experience knowledge describes a mass of empirical information, such as the
personal experience and historical cases etc.

In MPKBS, those four types of knowledge are structured as an organic system which
helps push the proper process knowledge at the right time.

2.2 Process Knowledge Organization

Considering manufacturing features, manufacturing technologies can be divided into
nine technical fields as stated in Sect. 1. Each technical field is tree-structured and is
composed of several sub technical fields, technology orientations, key technologies and
development priorities. This five-tier knowledge system defines concepts, characteris‐
tics, the application scope and the current development situation of main manufacturing
technologies. This system helps build a better integrated manufacturing process

Fig. 1. Organization of the manufacturing process knowledge
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knowledge model by illustrating the inheritance, independence, correlation and other
horizontal and vertical relations among all technical fields. Figure 1 is a knowledge
organization chart of the digital design and manufacturing process.

Based on the knowledge organization method above and the theory of ‘metadata’, a
Manufacturing Process Knowledge Element (MPKE) model is formulated:
MPKE =

{
K

L, B
K , P

K , A
E, R

}
 where:

K
L: Knowledge Level defines the organization structure of the manufacturing

process knowledge. It indicates a knowledge element’s knowledge level, field type, and
its father field’s and sub field’s containing knowledge elements.

B
K: Basic Knowledge represents by 

{
B

K

i
:i = 1, 2,… , ||BK||

}
 which is a finite set of

basic theories, such as key technologies, the current development situation and existing
problems etc.

P
K: Process Knowledge refers to the belonging technical field.

A
E: Application Environment illustrates a knowledge element’s application scenario

and required knowledge background.
R: Resources are related with a knowledge element’s explicit and tacit knowledge

resource sets, such as technical manuals, design specifications, historical cases and
expert review comments etc.

The definition of MPKE model combines the manufacturing process knowledge
together with the technical personnel and their knowledge requirements, which forms a
multi-level and diversified manufacturing process knowledge system and provides a
reference for the formation of a specified knowledge base model.

2.3 A Methodology for Constructing Knowledge Base

Among most theoretical and application researches, an iterative approach to ontology
development proposed by Stanford University is more mature. A new methodology for
constructing the knowledge base is created here based on this approach and the software
design method. The construction process is half-loop structured (Fig. 2).

Step 1: Determine the domain and category of the ontology. This step defines the
application object, the purpose, the function and the application scope of the ontology.

Step 2: Organize the manufacturing process knowledge. This step is to analyze and
classify technology information.

Step 3: Extract features of the manufacturing process knowledge. Key feature words
present the manufacturing process knowledge’s characteristics, connotations, exten‐
sions, conceptions and interrelations. This step helps better describe the manufacturing
process knowledge and improve the share and reusability of knowledge.

Step 4: Evaluate the reusability of the manufacturing process knowledge. The forma‐
tion of the ontology has mainly two ways: one is to duplicate the existing ontology
model, the other is to build a new ontology model based on the requirement analysis.
The advantage of the first formation way is that it helps save cost and reduce the forma‐
tion cycle.

Step 5: Determine the ontology concept class. By clarifying all technical field
knowledge and its feature words, the ontology concepts’ ranges and interrelations can
be well defined.
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Step 6: Determine the ontology hierarchy. This step is to organize the manufacturing
process knowledge by analyzing relations among ontology concept classes.

Step 7: Define properties and axioms. This step is to reduce the property redundancy
and enhance the expression ability of the ontology concept.

Step 8: Create class instance. This step is mainly to define properties for a specified
ontology instance.

Step 9: Formalize the ontology representation. By coding with a special language,
the ontology model can be recognized and processed by the computer. This step gener‐
ates specific documents which can be stored and processed later.

Step 10: Evaluate the ontology model. This step is similar to the software testing
phase, which takes into account five aspects of the ontology model: integrity, clarity,
consistency, compatibility and extensibility.

Step 11: Maintain the ontology model. After the formation of the ontology model,
the analysis and maintain work should be down to solve problems during the application
of new knowledge.

3 System Implementation

3.1 System Architecture

The MPKBS involves a large range of technical fields, a variety of system users and
roles with different operation authorities and a mass of process resources. It needs an

Fig. 2. Construction process of a manufacturing process knowledge base
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appropriate system architecture to guide the concrete design of the software, support the
system’s complexity and help maintain the stability of multiple subsystems.

C/S (Client/Service) mode is chosen to develop the MPKBS to ensure a high level
security, interaction and performance of the system. A three-tier architecture is built for
the MPKBS, which describes the system’s function modules, the interrelations of logic
layers and their interaction modes (Fig. 3). The MPKBS is divided into three layers: the
User Interface Layer, the Business Logic Layer and the Data Access Layer. The three-
tier architecture standardizes the system structure, effectively reduces the dependency
among different layers, and facilitates the development and maintenance of the system.

Fig. 3. System Architecture of the Manufacturing Process Knowledge-Based System

3.2 Functions of the System

The MPKBS has four function modules (Fig. 4): the system management module, the
knowledge retrieval and recommendation module, the knowledge browsing and main‐
tenance module, and the resources and statistics management module.

The System Management module supports the basic operation and management of
the system. The knowledge retrieval and recommendation module mainly supports the
user’s retrieval and the active recommendation of the manufacturing process knowledge.
The knowledge browsing and maintenance module, as the basic function module of the
system, is the core module to make full use of the process knowledge. The Resources
and Statistics management module is to maintain system resources and improve the
human-computer interaction performance by Big Data analysis.
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3.3 The System Application

The Knowledge recommendation and retrieval mechanism based on the hybrid recom‐
mendation method is described in another paper so it is not covered in this paper.
Figure 5 shows the main system operation interfaces.

Fig. 5. The function modules of system

This system is used by North Institute of Science and Technology Information.
According to the feedback of the institution, the system has following advantages: it has
a friendly user interface and is easy to use; the process knowledge is well described and
easy to understand; with the high accuracy and relevancy of the knowledge recommen‐
dation and retrieval, knowledge requirements are met; user roles and authorities are well
defined; and the data has high level of independence, security and manageability.

Fig. 4. The function modules of system
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4 Conclusion

In this paper, the manufacturing process knowledge is defined and organized and a
methodology for constructing a knowledge base is proposed. The system architecture
and four function modules are then illustrated in detail. A MPKBS based on ontology
and the hybrid recommendation method is finally presented and has been applied in an
institution considering the current management and application situation of the manu‐
facturing process knowledge and characteristics of the process knowledge.

The MPKBS has several advantages as follows: the process knowledge is better
integrated and organized; the management and reuse of the process knowledge is more
effective; the application scope of the knowledge management is extended.
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Abstract. Manufacturing companies face substantial challenges due to a new
industrial (r)evolution taking place. The increasing digitalization and intelligen‐
tization of manufacturing processes will lead to a higher degree of automation
and as well autonomy of production systems. Driven by these developments,
model-driven approaches gain increasing attention in the domain of manufac‐
turing. Future manufacturing processes will need to be increasingly adaptive to
highly individualized customer needs. Therefore, reengineering of such processes
must be supported by a platform that facilitates their quick adaption to changing
conditions in an unbureaucratic way. In this paper we describe the design of a
collaborative process modeling environment that is based on the principles of
wiki-engines and enables quick, easy, concurrent and transparent design of manu‐
facturing processes. Finally, we provide lessons learned from a first large-scale
evaluation case-study.

Keywords: Manufacturing · Process modeling · Wiki

1 Introduction

Manufacturing companies face substantial challenges due to a new industrial (r)evolu‐
tion taking place. The increasing digitalization and intelligentization [1] of manufac‐
turing processes will lead to a higher degree of automation and as well autonomy of
production systems. Manufacturing technology will interweave with information and
communication technology to form intelligent networks of factories, machines, devices,
materials, and workers which fulfills highly individualized customer demand in a highly
responsive manner.

Design of such responsive and data driven processes requires adequate methods that
support the systematic collection of requirements and the detailed specification of the
future manufacturing process. In particular, the sub-processes performed, their logical
dependencies, their interfaces and the data objects exchanged. The growing complexity
of manufacturing systems will not only require adequate modeling techniques but will
as well require adequate protocols for collaboration during different phases of process
design. In particular, interdisciplinary and collaborative approaches between experts of
different domains are needed to be able to quickly respond to changing conditions of
the market and technological developments.
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Software tools for process modeling (e.g. ARIS [2]) have mainly focused on the
language aspect whereas protocols for quick and easy collaboration have been neglected.
However, many vendors of respective modeling environments meanwhile have included
version control and model repositories to provide a minimum of collaboration capability.
Though, complexity and closeness of such modeling environments has prevented them
to be used in early phases of process design where diverse stakeholders are needed to
develop a shared understanding of a process [3].

In this paper we describe the design of a collaborative process modeling environment
that is based on the principles of wikis and enables quick, easy, concurrent and trans‐
parent design of manufacturing processes. In Sect. 2 we outline the peculiarities of
manufacturing processes and specific requirements for modeling and collaboration. In
Sect. 3 we will describe our wiki-based approach along with its prototypical implemen‐
tation and in Sect. 4 we will discuss preliminary learnings from a case-study.

2 Collaborative Modeling of Manufacturing Processes

2.1 Characteristics of Manufacturing Processes

Design of manufacturing processes is driven by a quality and a cost dimension. In other
words, a manufacturing process must create value for the customer and at the same time
must be efficient. Only if both criteria are met the process is considered competitive and
enables a company to generate profit. To ensure competitiveness, processes are engi‐
neered from a technological perspective and an organizational perspective. From the
organizational perspective, manufacturing processes are analyzed and optimized to
ensure global efficiency and effectiveness of multiple locally optimized processes.
Throughput time, machine utilization, inventory, and delivery date adherence are indi‐
cators that are used to express competitiveness of the whole process.

For organizational process design and evaluation both qualitative and quantitative
modeling methods are used. Examples of such methods are Value-Stream Mapping [4]
and Six Sigma [5]. In addition, engineers use formal mathematical models for optimi‐
zation and simulation purposes, e.g. Linear Optimization. A perspective that will be of
increasing importance for the design of future manufacturing processes is the informa‐
tion flow perspective [6, 7]. Information flows in production systems are usually taking
place in both the horizontal direction – between different sub-processes and related
departments – and in the vertical direction – between higher level planning and control
activities and the value-adding processes on the shop floor. Well-designed information
flows enable a company to close the control loop which in turn ensures responsive (“real-
time”) manufacturing operations.

In Fig. 1 an exemplary and extremely simplified manufacturing process is illustrated.
The process model shows the principal activity flow of a car production. In addition, the
material flow and the information flow are shown. The enclosing boxes labeled “PPC”
and Production” reflect the organizational units that carry out the tasks. The upper box
represents the planning and control activities whereas the lower box represents the value-
adding activities. The exchange of information between planning and control activities
and manufacturing activities is depicted by the dotted arrows. In the example only two

18 S. Erol



types of information are exchanged: the production order including information such as
which type of car to manufacture, the quantity and the scheduled finish date and the
completion notification at the end of the process. The flow of material is depicted by
dashed lines and boxes that indicate the type of material.

Fig. 1. Exemplary model of a car manufacturing and assembly process

Fig. 2. Wiki page architecture and mapping to process architecture.

Figure 1 shows an extremely simplified manufacturing process of a car. In fact,
the actual break-down of a car manufacturing process would reveal several hundreds
of tasks, a thousand types of material and a similar number of data objects
exchanged, e.g. a tire involves more than 25 different types of materials and about
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10 distinct steps of processing. The complexity of the process is again multiplied
when a high number of product variants is manufactured.

2.2 Requirements for Collaboration Support

Modeling of such processes in practice is a complex task that requires the involvement
of a large number of domain experts. In the following we will outline the most relevant
requirements that we have collected through an extensive literature review and a series
of expert interviews [7].

R1. Collaboration in the context of process modeling is usually taking place in a corpo‐
rate setting. Process experts involved in process modeling are usually familiar with the
process itself but are not familiar with process modeling techniques. They prefer to
contribute their knowledge in an informal manner. Formal workflows and roles must be
avoided in this phase.

R2. Experts also like to be able to contribute their knowledge continuously as issues
come up with a process. In other words, a process is usually not designed in one step
but emerges from multiple interactions of multiple people over time. Therefore, a
collaborative process modeling environment must be easily accessible and must support
multiple modes of interactions with the process model artifact.

R3. Despite the fact that during idea generation and knowledge elicitation a certain open‐
ness is perceived beneficial, process models once enacted need a certain stability and
protection from unsolicited changes. Therefore, a robust mechanism is needed that ensures
the reproducibility and traceability of changes, and at the consistency of process models.

3 Wiki-Based Approach for Modeling Manufacturing Processes

3.1 Wiki Principles of Collaboration

Wikis are a class of collaboration or social software that has gained increasing interest
in research and practice [8]. Since Wikipedia – as its most popular application – has
been launched in 2001 a plethora of wiki engines is available either as open-source or
commercial software. Wikis have been included by major software producers in their
product portfolios (e.g. Microsoft SharePoint, Lotus Notes) and therefore have found
their way as well into organizations of all kind [9, 10].

The “wiki way” [11] of software-supported collaboration is a mode of collaboration
that primarily fosters self-organized knowledge production [12] which is mainly enabled
through a very limited set of features and conventions which allow to focus on content
rather than on formalities.

F1. One such feature is the page linking mechanism. In wikis each page (which is the
central design artifact of a wiki) is considered a piece of knowledge that comple‐
ments existing knowledge pieces by linking to them (backlink) and being linked. In
a strict sense wikis do not allow unlinked pages which ensures that knowledge
evolves as a network. In wikis links do not necessarily need a target page. Rather, a
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broken link acts as stub for contributing knowledge as it reflects both unfinished
work and an encouragement for someone else to join in.

F2. Wiki pages are editable by everyone. This feature is contradicting typical corporate
settings where strict access policies prevent contributions from a wider community.

F3. Flat namespace of a wiki. In a wiki pages are organized solely through linking. Every
writer is at the same time organizer of the content. The name of a page is at the same
time its unique URL. Therefore, page redundancies can be avoided.

F4. For each page a revision history is maintained. Revision histories are transparently
accessible and allow pages to be reverted to a former revision. However, in case of
concurrent changes taking place the last change wins but can be easily reverted.

3.2 Implementation of Wiki Principles in PWiki

For the purpose of evaluating the suitability of wiki features for process modeling we
have extended an open-source wiki-engine1 with capabilities for process modeling and
governance support according to the requirements outlined (see E1, E2, E3).

1
Weasel, https://launchpad.net/weasel2.

Fig. 3. PWiki page in edit mode showing the model editor component (E1).
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E1. Process model editor. We developed a web-based frontend for process modeling
which was subsequently integrated into an existing wiki-engine (see Fig. 3).

E2. Semantic links. We introduced links based on the semantics of the BPMN [13] meta-
model. Accordingly, each model element is a candidate for a new wiki page that contains
type specific details of the element, e.g. a task element that links to a more detailed
specification of its behavior, thus becoming a sub-process in the sense of BPMN.
Semantic links foster modeling of deep process architectures in an incremental way (see
Fig. 2). The incremental approach is highly relevant for the manufacturing domain where
processes or parts hereof are usually automated in a step-by-step manner.

E3. Concurrency handling. We also introduced semi-automated merging of process
model revisions. Pages that are concurrently edited by two or more users are compared
and subsequently merged if not conflicting, otherwise the user is presented a merging
editor. For details see our previous work in [14].

E4. Integration with a Production Planning and Control System (PPCS). We currently
are developing a connector for integration with a PPCS and Business Process Engine
(BPE). Conceptual process models are transformed into executable processes which can
be scheduled and instantiated.

4 Case-Study

The prototype of our process wiki was evaluated through a large-scale case-study with
a multiple group of students. The groups totaled more than thirty individuals which
worked with the wiki over a period of 18 month.

The internal organization of groups was left to the responsibility of participants
themselves. However, all groups were asked to create at least one process model and
act as validators for process models of other group members. All students were encour‐
aged to follow the modeling activities of other groups within the wiki and add their
comments. The modeling tasks were intended to be accomplished outside the classroom
in a distributed manner. Groups were regularly encouraged to present intermediate
results to others at a dedicated session in the classroom. After completion of modeling
tasks all students had to evaluate the effectiveness and efficiency of the wiki through a
questionnaire. In addition to the interview we also analyzed the revision history of the
wiki and investigated the interactions within groups and in-between groups.

The results show a collaboration between and across groups. In Fig. 4 vertices
(circles) depict users and edges depict collaborations. The weight of edges reflects the
frequency of collaborations. Individual users belonging to one original group are high‐
lighted by light blue patches. C1 is a pilot group that created the first set of process
models which was extended and reused by the groups in a later term (C2). In a further
analysis we could find out that size of process models correlates with number of contri‐
butions and frequency of collaborations. We found as well a typical group phenomenon
where a small subset of members contributes a relatively large part whereas other
contribute only minor parts. This phenomenon could be especially observed in groups

22 S. Erol



G1, G3 and G5 whereas in groups G2 and G4 collaboration is more balanced. A detailed
analysis of link structures (process architecture) shows a maximum tree depth of eight
levels and a maximum width of seventeen pages.

Fig. 4. One-mode network visualization of collaborations in PWiki.

The results from interviews of 22 users revealed a positive tendency towards the
effectiveness and efficiency of PWiki. Their overall judgement shows a strong agreement
to the effectiveness (13 agreeing versus 4 disagreeing) and efficiency (14 agreeing versus
3 disagreeing). Five participants remain neutral to the statements given.

5 Conclusion

In this paper we proposed a wiki-based approach for collaborative modeling of processes
in the manufacturing domain. Given the increasing complexity of manufacturing
processes we regard a wiki-based way of collaborative modeling useful in early phases
of modeling where a large number of experts needs to be involved in ideation and infor‐
mation elicitation. However, in subsequent stages where high-level process models need
to be detailed and unambiguously specified for later automation purpose a certain
stability and traceability of changes needs to be ensured.

Through several extensions of an open-source wiki engine we created a prototypical
collaborative process modeling environment that proved its usefulness and usability
through a large-scale case-study. The case-study with modeling novices showed that the
approach chosen is beneficial for open collaboration within and across groups as formal
hurdles regarding participation and active involvement are low. We attribute this also
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to the linking mechanism that facilitates the breakdown of complex processes into sub
processes and encourages following up somebody else’s work. Given the prototypical
state of development we found the results encouraging for further development of the
approach.

In particular, for future digital manufacturing scenarios where data and information
flows will be of central importance, also quick, easy and transparent collaboration among
experts of different disciplines will be vital. We are currently integrating our process
modeling wiki with a cloud-based production planning and control system. Thus, mature
conceptual process models from within the wiki can be transformed into technical spec‐
ifications and subsequently are scheduled and instantiated.
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Abstract. Cloud manufacturing is emerged as a kind of networked cooperative
manufacturing mode. Under cloud manufacturing environment, the manufac-
turing resources appear as cloud services, and the amount of their performances
is very large, so every cloud service has some sub-modules every one of which
also contains many service performance indexes. How to select a suitable cloud
service by performance matching is very difficult. In this paper, the authors
employ matter-element model to describe the cloud service and user’s
requirement, and propose a matching method by calculating module similarity
with multidimensional extension distance for resource selection. A case study is
also provided for illustrating the implementation of the method.

Keywords: Resource selection � Performance matching � Cloud
manufacturing � Multidimensional extension

1 Introduction

Cloud manufacturing was put forward in the early 2000s and has gradually risen and
become the main direction of manufacturing industry. Cloud manufacturing is a net-
worked cooperative manufacturing process [1], and there are a lot of manufacturing
resources that appear as cloud services and cooperatively complete a task. Therefore,
performance matching plays an important role in massive resource selection. In pre-
vious work, we have proposed a bilayer resource model [2] and a resource selection
approach based on service evaluation [3]. In this paper, we will propose a resource
performance matching approach based on multidimensional extension theory.

The rest of the article is organized as follows. Section 2 presents the mathematical
model of cloud service. The calculation method of similarity for 1-D, 3-D and n-D
modules is described in Sect. 3. Section 4 introduces the weight calculation method.
A case study is proposed in Sect. 5. Finally, Sect. 6 gives the conclusion and future
lines of research.
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2 Mathematical Model of Cloud Service

2.1 Model Assumptions

We describe the cloud service in cloud resource pool as formula (1): IDmeans the flag of
cloud service; RCEID means the flag of corresponding manufacturing resources in cloud
end such as a certain manufacturer or service provider; BaseInfo means the basic infor-
mation set such as name, type, size, and so on; ServiceInfomeans service performance set
such as precision, cost, production time, input temple, output temple, and so on; AssessInfo
means assessment information set; StatueInfo means the working status of the cloud ser-
vice; OtherInfo is other service capability information, added or removed by the provider.

ResCloudService ¼ ID;RCEID;BaseInfo; ServiceInfo;
AssessInfo; StatueInfo;OtherInfo

� �
ð1Þ

During the process of requirement proposal and resource selection, we make
assumptions as follows:

(1) Performance similarity of cloud service is mainly aimed at the match degree of
ServiceInfo attribute, and has nothing to do with other attributes.

(2) Because of coarse granularity of cloud service, the service performance also has
some sub-service performance module which is called as SerInfo, and every
SerInfo also has many service performance indexes which are called as S.

(3) Every cloud service has a certain value in every performance index.
(4) In the requirement, there must be an ideal interval FL and the best value O in every

service performance index. So, there must be O 2 FL.

2.2 Matter-Element Description of Cloud Service

According to the rules of matter-element description, we can get the matter-element
description of cloud service and user’s requirement, just like formula (2) and (3).

CloudService¼ Ns;Cs;Vsð Þ¼

CS; ID; vid
RCEID; vrc
BaseInfo; vba

ServiceInfo; SerInfo1;

SerInfo2;

..

.

SerInfoi;

..

.

SerInfon;

S11;

..

.

S1k1 ;

S21;

..

.

S2k2 ;

..

.

Si1;

..

.

Siki ;

..

.

Sn1;

..

.

Snkn ;

vse11

..

.

vse1k1
vse21

..

.

vse2k2

..

.

vsei1

..

.

vseiki

..

.

vsen1

..

.

vsenkn
AssessInfo; vas
StatusInfo; vst
OtherInfo; vot

2
66666666666666666666666666666666666666666666666664

3
77777777777777777777777777777777777777777777777775

ð2Þ
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Here in (2), the service performance ServiceInfo contains n sub-service perfor-
mance module SerInfo, every one of which contains ki service performance indexes S,
and vseij is the certain value in the performance index j of sub-service performance
module i.

CloudDemand ¼ Nd;Cd;Vdð Þ ¼

CD; ID; vid
Demander; vdmr

ServiceDemd; SerD1;

SerD2;

..

.

SerDi;

..

.

SerDm;

S11;

..

.

S1k1 ;

S21;

..

.

S2k2 ;

..

.

Si1;

..

.

Siti ;

..

.

Sn1;

..

.

Smtm ;

vsd11

..

.

vsd1t1
vsd21

..

.

vsd2t2

..

.

vsdi1

..

.

vsditi

..

.

vsdn1

..

.

vsdmtm
CostDemd; vco
TimeDemd; vti
AssessDemd; vas
OtherDemd; vot

2
66666666666666666666666666666666666666666666666664

3
77777777777777777777777777777777777777777777777775

ð3Þ

Here in (3), the service performance requirement ServiceDemd has the same
meaning with ServiceInfo, and contains m sub-service performance requirement
module SerD, every one of which has ti service performance requirement indexes. But
vsdij contains a certain value which is the best value O and an ideal interval FL. So, there
must be m� n, ti � ki, ServiceDemd�ServiceInfo and SerInfoi�SerDi.

3 Calculation Method of Similarity

The selection of cloud service depends on the matching degree of performance module
ServiceInfo, which is consist of some sub-service performance modules. Here, we
adopt the multi-dimensional extension distance [4] to calculate performance similarity.
Assume, there is a cloud service CS, which contains n sub-service performance
modules: CS1;CS2; � � � ;CSi; � � � ;CSn, and every CSi contains ki service performance
indexes. In the requirement, there is an ideal interval FLi and the best value Oi in very
service performance index. So, the matching approach is as follows:

Step 1: According the matter-description, we get the coordinates of every

sub-service performance module CSi xCSi1 ; xCSi2 ; � � � ; xCSii ; � � � ; xCSiki

� �
, the best value

Oi xOi
1 ; xOi

2 ; � � � ; xOi
i ; � � � ; xOi

ki

� �
, and the ideal interval FLi x

FLi
1l ; x

FLi
1u ; x

FLi
2l ; x

FLi
2u ; � � � ; xFLi

il ;
�

xFLi
iu ; � � � ; xFLi

kil ; x
FLi
kiuÞ. Here, 〈 〉 means the ideal interval, it can be open interval ( ), or

closed interval [ ], or half open interval [ ) and ( ];
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Step 2: Calculate the extension distance between point CSi to the ideal interval FLi

about the best value point Oi: q CSi;Oi;FLið Þ, and the extension distance between point
Oi to the ideal interval FLi about the best value point Oi: q Oi;Oi;FLið Þ. There must be
(4),Fr FLið Þ means in the frontier of FLi;

q CSi;Oi;FLið Þ ¼
0; þ1ð Þ; CSi 62 FLi;
0; CSi 62 Fr FLið Þ;
q Oi;Oi;FLið Þ; 0ð Þ; CSi 2 FLi:

8<
: ð4Þ

Step 3: Establish the correlation function S xð Þ, which reflects the similarity of
sub-service performance module x. Calculate the degree of similarity of every CSi by
the formula (5), there must be S CSið Þ 2 �1; 1½ �;

S CSið Þ ¼ q CSi;Oi;FLið Þ=q Oi;Oi;FLið Þ ð5Þ

Step 4:With the weight wi of every CSi, calculate the degree of similarity of the CS
by the formula (6);

S CSð Þ ¼
Xn

i¼1
wiS CSið Þ=

Xn

i¼1
wi ð6Þ

According to the quantity of the service performance indexes, the performance
module can be named as n-D service performance module (n-DM).

3.1 Similarity Calculation of 1-DM

For 1-DM, showed as Fig. 1, we assume that there is a cloud service CS which has a
sub-service performance module CSi with 1 service performance index represented by
the axis D1, the value of CSi in this index is p represented by point P; In the
requirement, the best value in this index is o presented by point O, and the ideal interval
is ha; bi presented by line segment AB in the axis D1. So, there must be o 2 ha; bi.

According to the computational method of extension distance proposed by Prof.
Cai Wen [5], we can calculate the extension distance between point P and line segment
AB with the best point O as the formula (7).

Fig. 1. The Geometrical Model of 1-DM
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qðP;O;ABÞ ¼

a� p; o 2 ða; ðaþ bÞ=2Þ ^ p� a;
p� a; o 2 ða; ðaþ bÞ=2Þ ^ p� o;
b�o
a�o ðp� aÞ; o 2 ða; ðaþ bÞ=2Þ ^ p 2 ða; oÞ;
a� p; o ¼ a ^ p� a;
p� b; o ¼ a ^ p[ a;
a� p; o 2 ½ðaþ bÞ=2; bÞ ^ p� o;
p� b; o 2 ½ðaþ bÞ=2; bÞ ^ p� b;
a�o
b�o ðb� pÞ; o 2 ððaþ bÞ=2; bÞ ^ p 2 ðo; bÞ;
p� b; o ¼ b ^ p� b;
a� p; o ¼ a ^ p\b:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð7Þ

The distance q P;O;ABð Þ has the following properties:
(1) q P;O;ABð Þ\0iffP 2 AB, and the minimum value is q O;O;ABð Þ when P coin-
ciding with O; (2) q P;O;ABð Þ ¼ 0iffP 2 Fr ABð Þ; (3) q P;O;ABð Þ[ 0iffP 62 AB. So,
the S1�D CSið Þ ¼ S Pð Þ calculated as formula (5) has the following properties:
(1) S1�D CSið Þ 2 0; 1½ �iffP 2 a; b½ �; (2) S1�D CSið Þ ¼ 1iffp ¼ o; (3) S1�D CSið Þ ¼
0iffp ¼ a _ p ¼ b; (4) S1�D CSið Þ 2 �1; 0ð ÞiffP 62 a; b½ �.

3.2 Similarity Calculation of 3-DM

For 3-DM, showed as Fig. 2, we assume that there is a cloud service CS which has a
sub-service performance module CSi with 3 service performance indexes represented
by the axis D1, D2 and D3, the value of CSi in the 3 indexes is respectively p1, p2 and
p3 represented by point P p1; p2; p3ð Þ; In the requirement, the best value is o1, o2 and o3
presented by point O o1; o2; o3ð Þ, and the ideal interval is ha1; b1i, ha2; b2i and ha3; b3i
presented by cuboid S AM1M2M3BN1N2N3ð Þ. The crossover points of straight line OP
and cuboid S is P0 p01; p

0
2; p

0
3

� �
and P00 p001 ; p

00
2; p

00
3

� �
. So, there must be O 2 S.

Fig. 2. The Geometrical Model of 3-DM
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We calculate the extension distance between P and S with dimensional reduction
method as follows:

Step 1: Get p02, p
00
2, p

0
3 and p003 when p01 ¼ a1 and p001 ¼ b1 with formula (8);

p02 ¼ a1�p1ð Þ p2�o2ð Þ
p1�o1

þ p2 p002 ¼ b1�p1ð Þ p2�o2ð Þ
p1�o1

þ p2

p03 ¼ a1�p1ð Þ p3�o3ð Þ
p1�o1

þ p3 p003 ¼ b1�p1ð Þ p3�o3ð Þ
p1�o1

þ p3
ð8Þ

Step 2: Get p01, p
00
1, p

0
3 and p003 when p02 ¼ a2 and p002 ¼ b2 with formula (9);

p01 ¼ a2�p2ð Þ p1�o1ð Þ
p2�o2

þ p1 p001 ¼ b2�p2ð Þ p1�o1ð Þ
p2�o2

þ p1

p03 ¼ a2�p2ð Þ p3�o3ð Þ
p2�o2

þ p3 p003 ¼ b2�p2ð Þ p3�o3ð Þ
p2�o2

þ p3
ð9Þ

Step 3: Get p01, p
00
1, p

0
2 and p002 when p03 ¼ a3 and p003 ¼ b3 with formula (10);

p01 ¼ a3�p3ð Þ p1�o1ð Þ
p3�o3

þ p1 p001 ¼ b3�p3ð Þ p1�o1ð Þ
p3�o3

þ p1

p02 ¼ a3�p3ð Þ p2�o2ð Þ
p3�o3

þ p2 p003 ¼ b3�p3ð Þ p2�o2ð Þ
p3�o3

þ p2
ð10Þ

Step 4: We get 6 crossover points at most: a1; p02; p
0
3

� �
, b1; p002 ; p

00
3

� �
, p01; a2; p

0
3

� �
,

p001; b2; p
00
3

� �
, p01; p

0
2; a3

� �
and p001 ; p

00
2; b3

� �
. Then, we take the points with their coordi-

nates during the ideal intervals in every dimension, just as P0 and P00 showed as Fig. 2;
Step 5: Now, we get the 1-D geometrical model: the best value point O o1; o2; o3ð Þ

and arbitrary point P p1; p2; p3ð Þ, both of which is in the straight line P0P00. Then, we can
calculate the distance q P;O; Sð Þ and q O;O; Sð Þ by the formula (7);

Step 6: Calculate the S3�D CSið Þ ¼ S3�D Pð Þ by the formula (5). So, the S3�D CSið Þ
has the same properties with S1�D CSið Þ.

3.3 Similarity Calculation of N-DM

We generalized the method of 3-DM to n-DM. For n-DM. We assume that there is a
cloud service CS which has a sub-service performance module CSi with ki service
performance indexes represented by the axis D1;D2; � � � ;Di; � � � ;Dki , the value of the ki
indexes is respectively p1; p2; � � � ; pi; � � � ; pki represented by point P p1; p2; � � � ;ð
pi; � � � ; pkiÞ; In the requirement, the best value is o1; o2; � � � ; oi; � � � ; oki presented by
point O o1; o2; � � � ; oi; � � � ; okið Þ, and the ideal interval is ha1; b1i; ha2; b2i; � � � ;
hai; bii; � � � ; haki ; bkii presented by multidimensional cube S. The crossover points of

straight line OP and S is P0 p01; p
0
2; � � � ; p0i; � � � ; p0ki

� �
and P00 p001; p

00
2 ; � � � ; p00i ; � � � ; p00ki

� �
.

Just like 3.2, we calculate the distance between P and S with dimensional reduction
method, and the computational method is as follows:

Step 1: Calculate p0l and p00l when p0i ¼ ai and p00i ¼ bi with formula (11). Here,
j ¼ 1; 2; � � � ; ki, l ¼ 1; 2; � � � ; j� 1; jþ 1; � � � ; ki;
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p0l ¼
aj�pjð Þ pl�olð Þ

pj�oj
þ pl p00l ¼

bj�pjð Þ pl�olð Þ
pj�oj

þ pl ð11Þ

Step 2: We get 2n crossover points at most. Then, we take the points with their
coordinates during the ideal intervals in every dimension, at last we get 2 crossover
points P0 and P00;

Step 3: Now, we get the 1-D geometrical model: the best value point
O o1; o2; � � � ; oi; � � � ; okið Þ and arbitrary point P p1; p2; � � � ; pi; � � � ; pkið Þ, both of which is
in the line segment P0P00. Then, we can calculate the distance q P;O; Sð Þ and q O;O; Sð Þ
by the formula (7);

Step 4: Calculate the Sn�D CSið Þ ¼ Sn�D Pð Þ by the formula (5). So, the Sn�D CSið Þ
has the same properties with S1�D CSið Þ.

4 Weight

The weight reflects the importance of every sub-service performance module. Here, we
define three categories weight: (1) User-defined weight wc, which is defined by user
when proposing requirement, here we employ tone operator for users; (2) Structure
weight wp, which is defined by domain experts according to the importance during the
product lifecycle; (3) Example weight wr, which is defined with the similarity of every
sub-service performance module of cloud services in the cloud service pool. The
thinking of determining wr is that, the more greatly the similarity of the same
sub-service performance module in different cloud service varies, the more greatly this
module influents the overall performance, and the larger wr should be, and the smaller,
conversely. So, here we use standard deviation to determine wr.

The final weight of every sub-service performance module wi is defined with the 3
categories weight above by the formula (12).

wi ¼ wci � wpi � wri
� �

=
Xn

k¼1
wck � wpk � wrk
� � ð12Þ

5 Case Study

We take the car tire as an example, the cloud service has 4 sub-service performance
modules and 9 performance indexes. Module ‘Size’ contains 5 indexes (P1–P5);
Module ‘Deliver Period’ contains 2 indexes (P6–P7); Module ‘Maintenance’ contains 1
index (P8); Module ‘Price’ contains 1 index (P9). From market survey, we get per-
formance data of 100 resource and 50 users’ requirements as well as their wc, in
addition we also get the wp from domain experts.

Because of the article length limitation, we show a matching result of only 1 user
and 12 examples. Table 1 shows the extension distance (E) and similarity (S) of 12
examples. We can see that the example 1, 2, and 5-11 every similarity of which is
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positive is suitable. With the similarity of suitable examples, we can calculate the
Example weight wr. And the similarity of every suitable example is showed as Table 2.
So, the example 7 should be chosen.

6 Conclusion and Future Work

Aiming at the coarse grain of cloud service, we have proposed the matter-element
description of cloud service. Then we have also calculated the similarity of 1-DM,
3-DM and n-DM by using the extension distance, especially how to change 3-DM and
n-DM to 1-DM through dimensional reduction. In order to fully consider the user
participation, professional guidance and examples in cloud service pool, we introduce
three types of weights, which are calculated to get the final weight of every sub-service
performance module. Finally, take the care tire as an example, we show the calculating
process in detail. Performance Similarity is just one aspect of resource evaluation, there
are also many other aspects under cloud manufacturing environment, such as QoS. In
the future, we should research on the characteristic of cloud service QoS, and how to
select cloud service according to QoS evaluation.

Table 1. The Extension Distance and Similarity of Every Example

ID Module 1 Module 2 Module 3 Module 4
E S E S E S E S

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

1 0 0 −12 0.35 −500 0.25 −260 1
2 0 0 0 0 −500 0.25 −250 0.96
3 0 0 24 −0.71 −500 0.25 −230 0.88
4 0 0 33.94 −1 −500 0.25 −180 0.69
5 0 0 0 0 −500 0.25 −160 0.62
6 0 0 0 0 −500 0.25 −150 0.58
7 −26.93 0.33 −33.94 1 −500 0.25 −100 0.38
8 0 0 0 0 −500 0.25 −80 0.31
9 0 0 0 0 −800 0.4 −60 0.23
10 0 0 0 0 −1000 0.5 −40 0.15
11 0 0 −33.94 1 −1000 0.5 −30 0.12
12 0 0 −12 0.35 −1500 0.75 20 −0.08
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Table 2. The Similarity of Every Suitable Example

ID 1 2 5 6 7 8 9 10 11

S 0.35 0.25 0.17 0.16 0.49 0.10 0.10 0.10 0.35
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Abstract. BIM is often presented as a collaborative platform. However, the core
principle of BIM is about sharing data through centralized or distributed plat‐
forms. Collaboration is not at the heart of BIM. It is about requiring the actors of
the construction project network to reconfigure their patterns of relationships to
facilitate the production and exchange of the project data and the information
processing using this platform. Organization of work in construction is highly
linear and fragmented, and the construction project stakeholders don’t have the
tools to understand and represent how information is created and processed
among them.

This paper presents a collaborative mapping approach that help construction
project stakeholders to visualize the existing patterns emerging from their use of
BIM. Through a collaborative action-research project, different key stakeholders
are invited to participate into the co-construction of a visual mapping of the
information processing for the production of the BIM model within the various
organizations. The mappings for the whole project were assembled to extract the
divergent perceptions and domain-based visions of each participant. The main
contribution of this research is a framework for the co-construction of a project
process modelling. The aim is to reduce the barriers and conflicts that emerge in
a collaborative process.

Keywords: Collaboration · BIM · Barriers · Process mapping · Perceptions

1 Introduction

The AEC (Architecture, Engineering and Construction) industry context is unique and
complex. Fragmentation is considered as the main cause to this complexity and unique‐
ness inducing complications in collaboration, communication and information flows [1].
Building Information Modelling (BIM) challenges this fragmentation by offering a
centralized platform of shared information and common models. BIM tools are said to
enhance efficiency and productivity and to increase the performance of the building
product through multiple usages [2]. The potential of BIM tools is obvious, however,
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Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 34–42, 2016.
DOI: 10.1007/978-3-319-46771-9_5



the traditional practices and trust-based team practices are strong hindrances to a
successful BIM implementation in the industry [3]. Consequently, various studies claim
that the BIM promises fall short of expectations [3] and underline the need to reform
the traditional practices [3] – [5]. We argue that, to mark the areas of conflicts that impede
the transitory process between traditional practices to a new mindset [6], process
mapping can be used as a visualization tool to understand and act on redefining collab‐
orative practices around the BIM artefact.

This study proposes a new investigation method based on collaborative research-
action developed by LUCID at Université de Liège. This method was adapted to generate
project process maps on a BIM project in Quebec. It suggests the collection of data by
guiding an actor of the supply chain to model the project process in order to understand
and identify their own vision of the collaborative process. The formalization of the
mappings will enable comprehension of the visions, semantics, limitations and dispar‐
ities between the various actors.

This method aims to formalize perceptions through process maps. It takes roots in
the theory of collaborative research-action where the research team and the participant
co-construct artifacts (in this case, process maps). Afterwards, the development of the
protocol of co-construction and the theoretical background will be presented. The data
analysis will be centered on isolating in the process maps the gaps and ambiguities in
this specific collaborative process.

2 Theoretical Background

2.1 Issues in BIM Collaboration

Miettinen and Paavola suggest that the use of BIM technological tools can deliver their
benefits and advantages only if they are fully implemented [3]. Empirical studies have
shown that the benefits of BIM implementation are limited by fragmentation of the
industry, adversarial relationship between stakeholders, discontinuity in project teams
and organizational conditions [3]. In fact, the paradox regarding the so-called collabo‐
rative BIM approach is that it excels in finding the coordination problems but it does
not support the complexity of solving it through collaboration [7, 8]. A new mindset of
collaboration between the different actors is the key to develop optimized process system
for BIM implementation [6].

A first issue in collaboration is the quality and the quantity of the information
exchanges between the stakeholders. The temporary nature of the building projects and
the disparities of the various organizations involved in the different stages results in
multiple and scattered pieces of information causing low productivity and ineffective‐
ness of the construction process [7].

A second issue in collaboration is the lack of a common shared vision of the project
across all participants due to the fragmentation between specific domains and perspec‐
tives [9]. Each discipline reinterpret the information as variables specific to his domain
such as data, tools, languages, perspectives and visions [8]. Furthermore, the compre‐
hension of information can be deformed and reinterpreted individually by the stake‐
holder based on his own knowledge, role and expertise [10]. A common language
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between all the stakeholders is primordial to target a successful integration between the
human activity processes and the technologies in practice [11].

A third issue hindering collaboration is the lack of understanding of the overall
process information flows by the stakeholders. In general, players tend to focus and
optimize their own specific work, and to address the interdependencies of the others’
tasks in a very ad hoc and reactive way [9]. Each task is completed with the data that
reflects the unique perspective of the player, with little integration between the other
views creating a large amount of disparate information based on fragmented perspec‐
tives. The fundamental way to deal with this complexity is by defining and decomposing
the project work into specific tasks and to underline the interdependencies of these
activities [9]. Workflows can be used to provide a unifying perspective of the project
information exchange, resulting in a common vision and objectives to assure collabo‐
ration and efficiency [10].

A fourth issue for collaboration, induced by the introduction of new technology, is
the resistance from specialties to evolve their outdated process according to the changes
required by the new technological environment. This is characterized by the clash
between the market-driven pressure to adjust to rapid technological changes and strong
inertia of traditional practices [7]. These transformations in a collaborative project
delivery system affect the workflow of actions and mechanisms that are highly dependent
on the barriers and organizational constraints [11]. Kiviniemi [6] emphasizes the need
to drive efforts in questioning practices and proposing fundamental process changes to
enhance collaboration and information exchanges within a centralized platform. Groleau
[4] studies contradictions in the traditional practices induced by technological innova‐
tion. She suggests that the behavioural opposition to change is mainly caused by socio-
historical barriers. A way to break down these barriers is to expose these contradictions
in order to evolve the practices around the new technologies [4].

2.2 Co-construction of Senses and Cognitive Science

Organizational change management linked to the implementation of new technologies
such as BIM is based on the group’s capacity to comprehend its actual and foreseen
situation [12]. A better understanding of its situation allows the group to participate
actively in the strategy’s development of the new technology’s implementation. It also
allows the group to adapt itself to its new reality. Collaborative action-research supports
this change in every aspect: technological, socio-cognitive and organizational. Collab‐
orative action-research is an interventionist approach that involves the research team as
well as the participants from the studied context to collaborate for the collection,
processing and analyzing of the research data. [13]. Results are obtained from the co-
construction of the same activity by the researcher and the other players, which mark a
bold distinction from classical scientific research [14]. This approach is usually used in
educational support, leadership development or in the integration of social parameters
in urban planning projects. The originality of this work comes from the adaptation of
this approach to the construction sector [15].

In this study, the objective is to allow the group of players to pool its BIM activities’
knowledge, to share and/or transfer skills [16]. To do so, this paper proposes an
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adaptation of a retrospective protocol method that comes from cognitive sciences called
crossed auto-confrontation [17]. In addition to confronting participants with his percep‐
tions of his own project tasks, this research is also a joint analysis by crossing several
snapshots of a common process (between one player and another, but also between a
researcher and actor with whom he collaborated for this data collection). Therefore, the
memory of the participants is crystallized by the action and not only by a simple indi‐
vidual interview. Consequently, the researcher and the participants can co-model the
project development process and its implementation in a BIM context. Moreover, by
overlapping different maps produced by each stakeholder, we seek to map the overall
flow of activities to identify and expose contradictions which are not visible from the
mapping of a single stakeholder.

3 Research Design

This research project is part of a larger one involving two laboratories, the LUCID (ULg)
in Liege and the GRIDD (ETS) in Montreal, which aims to develop change management
methods focused in the adoption of new collaborative technologies adapted to the pecu‐
liar context of construction industry. In this particular study, collaborative research-
action method was adapted to design process mapping adding an innovative approach
to auto-confrontation.

3.1 The Context of Research

This project was selected because of its legal form and its complexity. As a public-private
partnership (PPP) contract, subcontractors are typically invited to participate early in
the design phase in order to reduce design errors and facilitate collaboration and commu‐
nication throughout the whole process. The project consists of a 250 M CAN$ medium-
security detention centre composed of 300 individual cells and eighty beds in different
dormitories. The complexity of the project stands on the complete unit separation due
to security measures. Ergo, all the technical systems are duplicated to feed, as inde‐
pendent systems, the different wings. Considering this particular context, the general
contractor paid special attention to the coordination of the mechanical, electrical and
plumbing services (MEP) by using a BIM process.

This research aims to illustrate through the process mapping the BIM collaboration
between the major participants in the coordination of the MEP during the different
phases. The selected participants were the project manager of the architecture firm, the
MEP engineering firm and the mechanical subcontractor. The general contractor had a
specific employee, called MEP BIM coordinator, who was in charge of all of the MEP
coordination between stakeholders in the overall process. The research started when the
construction of the prison was ending in order to collect information about the whole
process from the early design to the final product.
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3.2 The Development of the Protocol

This research protocol was designed to guide the participant to model the various actions
and the information exchange between the other stakeholders through the different
project stages. To drive this modelling, the project process mapping was co-constructed
between the participant and the researcher following a strict protocol. Three major
aspects in process modelling were followed:

• The workflow between the various actors;
• The input and output of the information;
• The representation of this information in material objects or documents [10].

To successfully represent these concepts, the research protocol was based on the
standard graphic of the Business Process Model and Notation (BPMN) since its notations
include the functional aspects of the tasks and activities, the organizational division and
the informational entities of documents [18] into an integrated flow. To facilitate this
collaborative method of modelling of information flows, our principal objective was to
come up with a soft protocol where the participants would feel comfortable and at ease.
Therefore, only the basic modelling elements of BPMN were adopted such as event,
gateway, activity, sequenced flow and data objects [18].

The protocol aims to extract data about these four main concepts: organizational and
role division, tasks and activity, documents output and input and collaboration problems.
These aspects were divided in four superposed layers. The first layer, named organiza‐
tion and phase division concern the principal project phases and the different stake‐
holders. Afterward, the participants combined the sequence of tasks and activities
between the various identified actors in a second layer called workflow. They were asked
to include gateways to identify the decision-making and the involvement of the different
stakeholders. Between the phases, events were added to illustrate the causes of the
beginning and the ending of the divided stages [18]. For the third layer dataflow, the
participants were requested to specify the different documents as input or output between
the activities.

The exercise started with an open discussion on the project to ease the participants
and to help them recall the events of the project. Throughout the whole process, the
participants were encouraged to explain what they were modelling, to show proofs of
documents and to define the emergent conflicts and barriers. As a fifth layer, the prob‐
lematic zone, the participants were using annotative text and group box [18] to summa‐
rize collaboration problems throughout the process map.

Modelling with cross auto-confrontation was a very long and demanding proce‐
dure. The intervention per participant was approximately three to four hours. To
assure the validity and reliance of the data, the exercises were divided in shorter
meeting of approximately one and a half hour. As the participants were getting eased
in the process, their involvement and collaboration were increased and thus outbid‐
ding further information.
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3.3 Data Analysis

As the exercises were fully completed, the process maps were refined and readjusted to
fit with a basic BPMN process mapping (example in Fig. 1). The stakeholders’ roles
were placed in the same order to facilitate comparison between the different maps. To
assure the validity of the generated BPMN process map, the participants were invited
to comment on the results and to answer further questions emerging from the data anal‐
ysis of the resulting map. To analyze the data, the different types of information were
isolated per layer. The research team focused on isolating the perceptions, the semantic
differences, the barriers, the contradictions between the perceptions and the ambiguity
throughout the overall process.

Fig. 1. Partial BPMN processed map by the general contractor

4 The Findings

The comparison of the perceived process maps allowed the researchers to identify
numerous problems, barriers and semantics ambiguities. The divergence of perceptions
on the overall process was shown to be considerable. Consequently, for the purpose of
the article, only the major identified problems to collaboration in this specific project
will be presented.

4.1 Workflow and Dataflow Ambiguity

The results show that the participants had a good knowledge of their own activities, but
had problems defining the activities of the other players. Consequently, participants
could not easily identify which information they generated was used and how it was
used by the others in order to complete their tasks. For instance, two players used large
activity box tagged “Producing documents” or “Coordination meeting” as the only
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activities attributed to another player. They were unable to define precisely the corre‐
sponding flow of activities that composed this large interpretation. For instance, when
questioned on 3D coordination, the architect said: “The 3D field coordination was the
sole responsibility of the general contractor. I did not participate in it for the vast majority
of the time” meaning that he took for granted that he did not have any good inputs to
put forward since 3D field coordination is not his job.

Another player could not precisely tell from whom, between the subcontractor, the
general contractor of the public partner, the information he had as input was coming
from. His vision of the overall process was limited to the knowledge of his own role as
a group member, as if each player was surrounded by an informational “fog of war”. As
Kiviniemi puts it, the dependencies of tasks and information exchanges in a process are
not sufficiently comprehended by the group members and it creates hindrances to a
successful collaboration process [6].

As one would anticipate, several symptoms of fragmented work were also emerging
from the analysis of the perceived flows. The maps proved to be reliable supports to
represent the multiplicity of information that were created at the same time by different
players and in different formats.

One could easily note that the actors did not acknowledge the influence of their task
on the overall workflow and how it impacted the overall productivity at different stages.
Each participant defined a different distribution of work for the four phases. As the
professionals put the emphasis on the early phases (using two of four phases to describe
the conception phase), the subcontractor and the general contractor put the emphasis on
the construction phase, subdividing it into two distinct coordination phases. These
discrepancies underline the significance each player grants to his own work and process.
The ignorance of the others’ processes limits the exchange of information and collabo‐
ration by misunderstanding the needs of the other stakeholders.

4.2 Traditional Process Vs BIM Integrated Process

The activity beginning or ending a phase was usually related to a required document
that was driving the whole process at that stage (i.e. plans, contracts or 3D models). The
participants usually explained the process on how they were working and collaborating
to emit the specific requirements for that phase. This type of perception can be related
to the underlying problem of the traditional process of information exchange. It rests on
requirements of documents for the completion of the design and construction phases
and stages and not about the actual information needed [6]. The participants did not
question the validity and the need for optimization of the information processing for
every step of their traditional process. For example, after a change in the design, the
engineer would not communicate with the subcontractors for coordination and was
producing directives with sketches, 2D drawings and text. The subcontractor was
explaining: “Since we got only 2D drawings from the engineer, we had to integrate the
information in our own model”. The engineer was following the traditional fragmented
and linear process to create uncoordinated information and to transfer it to the next
stakeholders as a complete document. The subcontractor was losing a lot of time by
remodeling, understanding and coordinating the change. Furthermore, when they were
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questioned about a task, participants were usually referring to the traditional process in
which a specific document requires a specific type of information and activity of work.

4.3 Semantic Ambiguity

Efficiency of collaboration in a group is directly dependent on the capacity of the team
to create shared mental models and exchange knowledge fluidly [5] through a common
vision and language [9]. However, the different maps based on each stakeholder’s
perception were showing, when compared, large semantic ambiguities about the actions,
mechanisms or data. These epistemic barriers were easily identified: participants did not
even use the same taxonomy to make reference to the same information, the same tasks
or the same phases. For instance, the architects refer as “conception” the stage of early
design for the sketching of the geometry and the space layout. For the general contractor,
“conception” is the entire phase of design before bidding. In addition, when the partic‐
ipants were formalizing the flows of other stakeholders, they did not use the same
semantic definitions of the actions and mechanisms than the other participants. Such
epistemic barriers compromise the successful resolution of conflicts or contradictions
resulting from collaborative work.

5 Conclusion and Future Work

This method of collaborative research proposes a new technique to collect data with the
use of formalization of processes. Co-construction of the process mapping stimulated
the emergence of a shared vision on how the work of the different actors was linked
through a complete process modelling. This approach allowed the identification of
perception gaps that generate hindrances and conflicts through a collaborative project.

This study was based on a single project case. Hence, the aim of this first exploratory
research was to investigate a new participative approach using co-construction process
mapping. Since contradictions emerge from the analysis of the process maps, this
approach seems to be conclusive. However, more cases should be studied to test the
limits of the method.

This paper is a primary investigation in a major research project based on collabo‐
rative research action and co-construction of sense. The next step of the study is an
optimization and combination of the perceived processes throughout a post-mortem
driven by a co-construction method to confront the participants to the emerging contra‐
dictions between the traditional and the BIM process. The future research aims to adjust
the process map and to suggest an optimized project process that is a step closer to the
BIM goal of holistic collaboration.
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Abstract. Scaffolding management is critical to construction industries across
the oil and gas, building, and infrastructure sectors, where static and ineffective
design and planning can lead to low productivity and cost issues. In addition, the
requirement analysis of scaffolding scoping seriously relies on the quality of the
communication between scaffolding supervisors and owners. To avoid unneces‐
sary disputations, the aim of this research is to develop a Collaborative Scaf‐
folding Scoping and Design Platform (CSSDP) to facilitate the communication
among different trades, and engage their expertise to comment, review and
improve the design scheme from the end-user perspective. The proposed CSSDP
includes three main modules: mobile application, cloud server and management
dashboard. In addition, four styles of comments will be embedded into the mobile
application, namely, text, voice, image-based sketching, and Building Informa‐
tion Modelling (BIM) model-based sketching. The implementation and evalua‐
tion of the user interface and commenting functions have been finished, and the
prototype of the application is integrated into the proposed CSSDP. The outcomes
of internal workshops conducted through industrial partners show positive
responses and further investigations for experimental adaption are expected in
the near future.

Keywords: Building Information Modelling · Scaffolding scoping and
planning · Mobile application · User interface · Requirement analysis

1 Introduction

Scaffolding is a temporary framework that requires decent design to be established for
supporting work crews, equipment and material in a typical construction or maintenance
procedure. Scaffolding is made either by a modular of metal pipes or a combination of
frames, planks, tubes and braces connected by couplers and bolts [1]. At the structural
design aspect, it is crucial to maintain sufficient support strength to satisfy the loading
requirement of every work task conducted on the temporary structure, especially when
the location of the scaffolding design is located aside complicated structures of buildings
(targets).
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In addition, consider the design, shape and location of the target it has to be
decided which type of scaffolding is appropriate. The scaffold system that is most
adaptable to the contour of the target has to be chosen in order to maximum the serv‐
iceability of the following work tasks expected.

In general, 80 % of scaffolding design is straightforward when contours of targets
are regular, such as residential buildings with consistent and smooth surfaces. As long
as contours of targets become complex, such as refinery plants with irregular pumps,
tanks or pipes exposing on site, the designers need to consider more factors in order to
avoid inappropriate design solutions below the expected serviceability. Such complex
cases usually represent essential construction or maintenance work tasks which influ‐
ence budgets of projects a lot.

Due to dynamic natures of such cases, the scoping process of scaffolding usually
involves scaffolding supervisors and owners in person at site. They will observe the
field and discuss together regarding the scaffolding work scope and coming out with
consensus. However, most of the cases lack sufficient visualized information, proper
documentation, and direct links on the scaffolding cost and inventory situation, to facil‐
itate the communication between each party. The disputes on deviations of expected
cost and functionalities would happen and cause further troubles in achieving the certain
level of customers’ satisfaction.

In order to improve current practice of scaffolding scoping and design, the aim of
this research is to develop a Collaborative Scaffolding Scoping and Design Platform
(CSSDP) to facilitate communication among different trades, and engage their expertise
to comment, review and improve the design scheme from the end-user perspective.
Contributions of this paper are as followings:

1. A uniformed user interface and requirement capturing process to be implemented
from scaffolding service provider perspective, to facilitate communication during
the requirement analysis process.

2. An integrated system for scaffolding scoping and design with the consideration of
inventory status of material and detailed geometrical properties of targets, by using
Building Information Modelling (BIM) technologies.

2 Related Works

Scaffolding usually represents crucial topics to construction industries across the oil and
gas, building, and infrastructure sectors, where static and ineffective design and planning
can lead to low productivity and cost issues. Several research topics have been carried
out in order to optimize the performance of such activities. Kim et al. [2] proposed a
feature lexicon to formalize representation of factors essential to scaffolding planning,
which can be used to create a semi-automatic planning generator. Moon et al. [3] high‐
lighted the civil and construction engineers’ obligations in oil and gas plant projects with
an emphasis on its scaffolding needs.

In addition, many researchers focus on identifying potential safety issues as well as
further preventions during the scaffolding construction and operation phases. Many
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enabling approaches have been investigated and promoted including the fomenting
standardization of scaffolding equipment in the construction industry [4], advanced
monitoring technologies [5], automatic safety code checking using visualization tech‐
nologies [6] and so forth.

Among all these research topics, few studies have been made for scaffolding scoping
considering the data synchronization in the following design phase. In addition, the
requirement analysis process during scoping seriously relies on the quality of the
communication between scaffolding supervisors and owners. There is hardly any precise
feedback from one specific discipline to another [7]. Few collaborative tools [8] are
made for facilitating communication among different trades allowing the engagement
of their expertise to comment, review and improve the design scheme from the end-user
perspective. Thus, scoping and design tools and methods must bring detailed consider‐
ation of all disciplines in the early process. And effective interface of the multiple disci‐
plines demands an appropriate collaborative design process and tool as well [9, 10].

Building Information Modelling (BIM), as a supportive approach, has potentials to
address current communication and collaborative issues. BIM technology can extract
and process precise geometric and action data in 3D models, which increases consistency
and speed in identification of design alternatives for the scaffolding (temporary struc‐
tures). At present, the construction industry does not leverage advances in BIM for
scaffolding scoping and design because it lacks formalization that defines key properties
and relationship variables for sharing [11].

This research starts by developing a collaborative platform in order to maximum the
benefits of communication and make precise reflections to the design results. It is done
by integrating BIM concepts and creating an effective scoping and design platform for
scaffolding. The following sections will introduce the details of the platform develop‐
ment in this research.

3 Scaffolding Scoping and Design

The proposed platform for effective scaffolding scoping and design can be seen in
Fig. 1. It is divided into three main modules: mobile application, cloud server and
management dashboard. They are connected by the data access abilities through Internet.
A scaffolding supervisor can utilize the mobile scoping application to communicate with
owners to get detailed requirement regarding expected work scenarios of scaffolding.
The captured requirement can be transferred and stored in the database. Once the super‐
visor comes back to the office, the information of the scoping case can be accessed
through scaffolding inventory system and design system to do the detailing process.

In order to increase the communication between scaffolding supervisors and owners
at site during scaffolding scoping phase, the user interface of the mobile application has
been designed to encapsulate common features and general procedures used in a typical
scoping activity. For the better interpretation of design scenario, BIM model of the target
can be downloaded and viewed through 3D Model Viewer on the user interface of the
application. And all the scoping forms are also embedded in the application for super‐
visors to record the messages coming out from owners. The commenting approach for
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scaffolding scoping consists of four styles: Image Capturing, Voice Recording,
Commenting and Sketching. Image Capturing utilizes the camera of the mobile devices
and help supervisors capture the site image in order to evaluate site situations; Voice
Recording is designed to record the discussion and specific requirement raised by
owners, so that supervisors can replay the messages when they headed back to offices;
Commenting is a regular capturing approach during the requirement analysis process
but it has been digitalized and used closely with the other three approaches; Sketching
lets supervisors to add arbitrary symbols, markers and annotations onto the specific
viewpoints of BIM model, which allows quick annotating and easy to be understood by
owners.

Once the owner’s requirement has been captured through the four styles of
commenting, all the scoping records including expected material lists and annotated 3D
models, will be transferred to a database (DB) on a server through Internet. Those data
can be accessed by Inventory System and Scaffolding Design System so that the require‐
ment for the material and conceptual design of the scaffolding can be utilized for the
following design phase. It allows supervisors to be able to aware if there is a lack of
stock situation. In the meantime, every requirement can be completely reserved and easy

Fig. 1. The architecture of Collaborative Scaffolding Scoping and Design Platform (CSSDP)
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to be pulled out again on such BIM-based system during the design phase of scaffolding.
All these scoping records become one of the design properties reminding designers not
to violate specific concerns observed from site. Finally, the final design of the scaffolding
can be simulated with scheduled erection timeframe through another BIM system,
Scaffolding Simulation System, helping designers and field managers to identify any
necessary of re-planning actions when a delay is happened.

4 Implementation

The proposed Collaborative Scaffolding Scoping and Design Platform (CSSDP) has
been partially prototyped and described in this section. The first version of the mobile
application developed through Android [12] operation system (OS) has been released.
As can be seen in Fig. 2, related forms, such as material list (gear list), are fully digitalized
in the application by going through an interface design and evaluation process. The user
is allowed to input the estimated amount of material based on site observations and
discussion results with owners. Such information is directly recorded and transferred
through Internet.

Fig. 2. The digitalization of a material requirement form

Figure 3 shows the process of utilizing an external program call to pull out 3D model
and enable a sketching function on it. The external program is AutodeskTM A360 [13]
and each user would have individual account to automatically log in this application and
pull out specific parts of 3D models related to design cases. In A360 application,
sketching function is built-in one, and the results of sketching can be saved as images
then encoded and submitted through A360’s web portal to its own cloud servers. The
stored images can be accessed anytime as long as the user keeps the account logged in
and with Internet capabilities.
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Fig. 3. The overview of the 3D model sketching function

The relational database has been implemented to keep all the scoping records from
different design cases. The records stored in the database include the details of the
material estimations, different styles of comments and related documents. As can be
seen in Fig. 4, the user can retrieve scoping records from different cases by simply
requesting them through Internet. It helps the user maintain comprehensive information
and double check with all the participants involving at scoping phase to avoid further
disputes when the final design is generated.

Fig. 4. Database synchronization of the mobile scoping application

As for the inventory system in this research, an existing one integrated with industrial
partner’s ERP system is planned to be integrated through data importing from the data‐
base. For the scaffolding design system, the researchers plan to use AutodeskTM Auto‐
CAD’s [14] plugin, PON CAD [15], for furthering scaffolding design. The comments
from scoping phase, such as 3D model sketching, images, voice records and annotations,
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can be imported to keep the design intentions on the right track. In addition, Auto‐
deskTM Navisworks [16] is proposed to be used for simulating the final design coming
out from PON CAD. Navisworks is a BIM software so all scaffolding and target-related
properties, including material information and inventory status, can be added in the 3D
model. And the erection process of the scaffolding with time can be simulated by site
managers to be able to get further scaffolding planning ideas to optimize the usage of
the design.

Internal evaluations (workshops) through the cooperated industrial partners have
been conducted and research team has presented the prototype of the platform. The
outcomes show positive responses from the partners and further investigations for
experimental adaption are expected in the near future.

5 Conclusion

In this research, an integrated collaborative scaffolding scoping and design platform
with consideration of visualized information, inventory status and uniform requirement
capturing user interface has been designed and developed. Related application, database
and plugin for existing management system have been proposed and demonstrated
through internal evaluations with scaffolding providers.

At the scoping phase of the scaffolding, a mobile application for tablet is imple‐
mented allowing scaffolding supervisors to capture discussion ideas through four styles
of commenting: image capturing, voice recording, text documenting and 3D model
sketching. The captured data can be stored in the database and further accessed by
inventory and scaffolding design system. They allow scaffolding supervisors to check
the availabilities of necessary material for fulfilling the design and at the same time help
reserve completed design concepts during actual scaffolding design phase.

The demonstration in this paper shows that the developed platform has potentials in
enabling better communication and coming out with sufficient information to support
the design process. Further evaluations with simulated collaborative design scenarios
are needed in order to quantify the benefit of the proposed platform.
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Abstract. Question answering (Q&A) communities are becoming
important repositories of crowd-generated knowledge. The success of
these communities mainly depends on the contribution of experts, who
provide a significant number of high quality answers. Identifying these
experts as soon as they participate in a community enables the commu-
nity managers to nurture and retain experts. However, there is a great
challenge to complete this task because lack of enough activities during
users’ early participation. To take full advantage of users’ limited activ-
ities, we study the evolution of users’ temporal behavior that indicates
deeper insights of the activities, both the absolute view and the relative
view. Based on our analysis, we propose a Temporal Behavior Model to
identify potential experts. Experiments on a large online Q&A commu-
nity prove that our model can be combined with previous researches to
improve the identification performance even further.

Keywords: Q&A community · Potential expert identification ·
Temporal behavior · Collaborative knowledge creation

1 Introduction

Question answering (Q&A) communities are now popular platforms for online
users to exchange knowledge in the form of questions and answers [1]. Those
communities often go beyond search engine queries, and offer more desirable
answers. As questions become more complex, single question often receives mul-
tiple good answers generated by different experts who share distinct aspects of
the problem. Thus, knowledge sharing and exchanging becomes a cooperative
knowledge-creation process in these communities [2].

As the creation process of crowdsourcing knowledge mainly depends on the
participation of experts [4], these Q&A communities employ voting and repu-
tation mechanism to reward experts and recognize members’ expertise [7]. The
higher the reputation of an expert is, the deeper he or she is trusted. However,
accumulating high reputation takes a long time, and users may churn before
growing into real experts. So, identifying users that have the potential to become
c© Springer International Publishing AG 2016
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experts during their early participation is an important task for community man-
agers. It enables them to improve the community such that these experts can
get nurtured and inspired to retain productive. Expert identification in Q&A
communities has been studied from several different perspectives. Part of these
studies use graph algorithms [13,14,18], while several other studies focus on
extracting features from users’ activities [3,5,15,17]. However, the activities of
users’ early participation are limited in most Q&A systems, thus previous models
may not perform well in practice.

Understanding the dynamics of users’ behavior can gain deep insights in how
their activity patterns evolve over time, thus extracts additional information to
improve previous researches. To the best of our knowledge, studies exploring
evolution of users’ activity time for potential expert identification are still lack-
ing. In this paper, we analyze the different temporal activity schemes of users,
and observe significant differences between experts and non-experts in the evo-
lution of activity frequency and answer speed. Based on our analysis of temporal
behavior schema, we propose a Temporal Behavior Model to identify potential
experts on a large domain specific Q&A community, and show that our model
can efficiently improve the performance of the state-of-art models.

The rest of the article is organized as follows: Sect. 2 presents our literature
survey and Sect. 3 describes the datasets we used. Section 4 analyzes the commu-
nity members’ temporal behavior and proposes our Temporal Behavior Model.
Section 5 describes the machine learning models and presents our results. Finally,
we draw a conclusion in Sect. 6.

2 Related Work

Expert identification methods can be broadly subdivided into graph based
approaches and feature based approaches [10]. The graph based approaches
employ graph algorithms or their modifications [13,18] to model the expertise
network, and then identify notable nodes (experts). Zhang et al. [17] proposed
ExpertiseRank, which analyzed the directed graph of questioners and answer-
ers to explore expertise models. Weng et al. [14] took both the topic similarity
and the link structure to measure user’s influence rank on Twitter. Instead of
finding top-ranked users, feature based approaches [3,5,15] focus on extracting
signals of expertise to identify experts. Zhang et al. [17] showed that simple
measures based on the number of questions and answers outperformed complex
graph algorithms. Studies which identified potential experts are most related to
our work. Pal et al. [9–11] proposed a Question Selection Model that captures
the selection bias of users based on the questions they choose to answer, and
thus identifying potential experts. Movshovitz et al. [8] considered users’ contri-
butions such as the number of answers over their early participation to predict
long-term contributors. However, these methods rely heavily on the number of
users’ early activities.

Temporal analysis of users has been used by previous works to identify users’
activity patterns, such as blog’s weekly evolve behavior [6], knowledge creation
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process [2], and user churn prediction [12]. Pal et al. [9] argued that models using
evolution information of users can be more effective on expert identification. But
they only considered the evolution of some statistic features, for example the
number of best answer, and they ignored the evolution of users’ activity time.

Our work complements previous works by using temporal behavior analysis
to present insights into how the time of experts’ activity emerges and evolves.
We use a user’s temporal features to take full advantage of user’s early activities,
and show that our model can efficiently improve previous works.

3 Data Description

StackOverflow1 is a technology-focused Q&A community, where people ask spe-
cific software engineering and programming questions. We downloaded a com-
plete dataset of actions performed on the community since it was launched in
August 2008 until August 2012. The dataset includes 3,453,742 questions and
6,858,133 answers posted by 1,295,620 users.

StackOverflow employs voting and reputation mechanism to quantify users’
expertise [8]. We consider one year is long enough to determine whether or not
a user is an expert. So we filter the 1.3 million users in our dataset, and leave
only those users that have been members for at least one year. From the filtered
set, we label the top 1 % of users to be the current experts (13,087 users).

4 Temporal Behavior Exploration

4.1 Characterization of User Temporal Behavior

There are two aspects of a user’s temporal behavior in StackOverflow, as the
absolute view and the relative view. In this section, we investigate some of the
basic principles that reflect users’ temporal behavior, and find some early signals
for our prediction tasks in the following sections.

Time Gap. For the first aspect, we investigate the absolute time of users’
activity series, such as when did a user create a StackOverflow account, when did
the user post first answer, second answer, and so on. We use time gaps between
the user’s activities to capture his or her posting pattern, which indicates the
user’s activity evolution. In this analysis, we exclude users with reputation 1
that have not performed a single reputation-gaining activity (left 584,488 users).
As reputation mainly derived from providing helpful answers, we only consider
user’s answer behavior.

In our work, time gaps are extracted in day granularity. We group a user’s
all answers posted in a day as an active unit, and time gaps are time intervals
between consecutively active units. Next, we analyze time gaps for experts and
non-experts throughout their first 100 gaps.
1 http://www.stackoverflow.com.
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Fig. 1. Evidential temporal features, (a) shows the time gaps of experts decrease more
rapidly among initial gaps and stabilize at a lower level, (b) shows experts tend to
answer early, and (c) shows the evolution of maximum time-rank with a clear difference
in both value level and change trend between experts and non-experts.

Figure 1(a) shows the mean time gap distinguishing experts and non-experts,
where experts’ time gaps decrease rapidly and stabilize at a low level, however
non-experts’ gaps decrease slowly and stabilize around higher level. This observa-
tion is consistent over time and notably over their early participation, supporting
our propose that experts can be identified during their early participation.

Time-Rank and Wall-Clock Time. For the relative time, we investigate a
user’s activity time compared with other co-answerers. To better understand the
relative location among other competitors, we take one question together with all
its answers as a thread, which is our fundamental unit of analysis. We take both the
time-order of answers (time-rank) and the answers’ wall-clock time into account,
to capture the schemas in which expertise interacts with answer speed.

For the time-rank, it reflects the relative answer speed. There is incentive to
answer questions quickly, since many users will accept the first answer that they
are satisfied [16]. In Fig. 1(b) we examine how the mean answerer reputation
varies with the time-rank of an answer within a thread, especially for questions
with a specific number of answers (2–6 answers). We find that the highest-
reputation answerers do usually occur earlier in the time-ordering of answers.
Reputation clearly decreases with increasing rank, which is evidence of a direct
relationship between reputation and answer speed.

Similar with time gaps, we analyze time-rank of community members
throughout their lifespan, the time-rank is evaluated over each month of activity
of the users. Figure 1(c) shows the mean maximum of the time-rank over experts
and non-experts in each month (other metrics such as minimal or average time-
rank which show the similar pattern are not plot here due to space constraints).
We can observe that experts usually participate in questions that already have
many answers, but they tend to become earlier participants over time.

Besides the time-rank of answers, we can also consider wall-clock time to mea-
sure answer speed—howfastusers of various reputation levels respond toquestions.
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Different from previous approaches based on answer speed in second granularity,
we present a method based on day granularity to find potential experts, and get the
same relationship with time-rank.

Following our discussion of the evidences for the time gap, the time-rank
and the wall-clock time, we find significant differences between experts and non-
experts in terms of their temporal behavior schema, both the value level and
the change trend. In following section, we show that features based on this view
efficiently improve the prediction performance.

4.2 Temporal Behavior Model

In order to extract insights from the basic principles investigated above, we
formulate users’ temporal behavior as some specific sequence. All the answers
belong to a user are grouped into an activity sequence, which is ordered by the
answers’ creation time. For each activity, we use time gap, time-rank and wall-
clock time to extract users’ temporal information. Thus we get three feature
sequence—gap sequence, rank sequence and time sequence—to list the feature
value for corresponding activity. For a given feature sequence with n items, we
define following metrics to extract its temporal insights:

1. statistics: Maximum, minimum, summation, mean, standard deviation, vari-
ance, quartiles Q1, Q2, and Q3.

2. distribution: A histogram represents the discrete probability distribution.
3. weighted sum: Modify the sequential analysis technique “cumulative sum”

to capture the overall trend, such as large values in the later part (1, 2, 3) or
the front part (3, 2, 1). We gracefully express it as:

weighted sum =
1
n

n∑

i=1

i ∗ xi (1)

where xi is the ith item in the given sequence. The later a item lie in
this sequence, the more influence it has on weighted sum. For example
the weighted sum of the sequence (1, 2, 1, 10) is greater than sequence
(10, 4, 5, 3).

4. change ratio: Contain two aspects, one is mean change ratio, it is used
to capture the value changing ratio between the mean of the later period and
the prior period, it is defined as:

mean change ratio =
(mid + 1)

∑n
i=mid+1 xi

(n − mid)
∑mid

i=0 xi

(2)

where mid = n/2, and the i start from 0 for gap sequence, and start from 1
for other sequence. If the value of this metric is large (e.g. larger than 1), the
trend of this sequence is likely increase. Another metric is std change ratio,
it is used to capture the trend of the stability between the later period and
the prior period of a user’s activities. It is defined like the mean change ratio,
but using standard deviation instead of mean. If the value of this metric is
large (e.g. large than 1), the trend of this sequence’s stability is likely reduce.
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Table 1. Features used in Temporal Behavior Model

Feature Meaning

gap0 Time gap between account creation and first post

last gap change Ratio between the last post and the post before it

from last gap Time gap between the last post and the observation deadline

weighted sum list The weighted sum of the gap, rank and time sequence

statistics list The statistics of the gap, rank and time sequence

change ratio list The change ratio of the gap, rank and time sequence

Distribution list The distribution of the gap, rank and time sequence

Based on our temporal behavior analysis in this section, we propose a Tempo-
ral Behavior Model (TBM) to identify potential experts with features in Table 1.

5 Potential Expert Prediction

5.1 Experiment Setup

We examine the activities of StackOverflow users from the moment of creating
an account and formulate the predicting task as a classification problem. Given
information of a user’s activity in the first three months, and classify this user as
expert or non-expert. We use stratified random sampling to sample users, and
divide them into a training set and testing set with a ratio of 7:3.

5.2 Prediction Results

We compared our model with (1) Pal et al. [10] predict potential experts using a
Question Selection Model (QSM), and (2) Movshovitz et al. [8] proposed a User
Activity Model (UAM) to predict potential experts.

Table 2 shows the results of Random Forest Classifier for QSM, UAM and
our TBM. We report precision, recall, and f-measure for each model. Our model
consistently achieves higher recall and higher f-measure, but lower precision than
Movshovitz et al. This result is in line with our expectation, as in real-world
applications, the cost of maintaining thousands more users is far less than the
cost of losing few real experts.

Table 2. Models’ performance (testing set)

QSM UAM TBM QSM+UAM QSM+TBM UAM+TBM QSM+UAM+TBM

Precision 0.770 0.807 0.781 0.798 0.775 0.811 0.809

Recall 0.511 0.520 0.533 0.529 0.541 0.543 0.546

f-measure 0.615 0.632 0.633 0.636 0.637 0.651 0.652
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As these three models mentioned above extracting insights from three totally
different aspects, we also investigate the performance of composite models, these
models all achieve higher performance than any single model. It is interesting to
note that, combining our TBM with Movshovitz’s UAM can achieve significant
improvement than any other model, especially in recall metric. Furthermore,
this combination achieves the highest precision, the almost highest recall and
f-measure among all models, including the model that combined all the features
from three aspects. It shows that our temporal model can sufficiently extract
valuable information from the user’s early activities, and effectively improve
previous models.

6 Conclusion

Q&A communities become valuable crowd-generated repositories which mainly
depend on experts contributions. In this paper, we address the problem of identi-
fying potential experts during their early participation, thus enable communities
to nurture and retain potential experts. Our main contributions include: (i) Find
some interesting temporal behavior schema that can help us to identify potential
experts; (ii) Propose a Temporal Behavior Model to identify potential experts,
and show that our TBM can efficiently improve previous models’ performance.

As further work, we wish to explore several other interesting dimensions to
capture the users’ behavior in Q&A communities and use these dimensions along
with our proposed methodology for the task of discovering potential experts and
other interesting users.
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Abstract. This paper tests if a web-based crowd would, in comparison with an
expert benchmark group, exhibit observable differences and similarities when
they interact with varying forms of representation. The study uses an adapted
online environment to provide the necessary decentralised and open conditions
to support collective activity. The methodology uses semiotics to comparatively
describe the processes both qualitatively and quantitatively. This paper presents
the general findings of an analysis using data collected from a permanently open
two-week design session. Comparisons with an expert benchmark group reveal
how crowds engage with representational imagery to communicate design infor‐
mation in an openly shared and decentralised web based collective design context.

Keywords: Design · Representation · Crowds · Collective intelligence

1 Introduction

Due to the explosion of web-based technologies that enable mass communication, it is
now necessary to revisit more diverse conceptual definitions of mass participation in
design. Web-based technologies are increasingly using rich media content to allow large
groups or crowds of motivated online individuals to contribute toward solving complex
problems [1, 2]. The study of collective human intelligence in design is gaining traction
through leveraging web-based outsourcing systems, known as crowdsourcing [3, 4]. The
drawback with this approach is that crowdsourcing engages an online ‘crowd’ in which
members work in isolation to a heavily mediated structure of the design process. Such
structures require participants to work according to a set of stages that artificially model
the design process alone and submit work, often in isolation. Simply stated, crowd
members who engage in crowdsourced design function independently of one another
and without real-time communication and as a result, the online crowdsourcing structure
neglects the premise that design is often characterised as much by its collaboratively
social activity [5] as it is by the process of design itself.

Collective intelligence is recognised as a universally distributed intelligence;
constantly enhanced and coordinated in real time, resulting in the effective mobilisation
of skills [6]. Crowdsourcing rarely provides a platform for members to coordinate their
activity in real time. As a result it denies the crowd the social opportunity to freely
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express design meaning independently of the mediated context. Thus, any result of the
distributed intelligence is ‘collected’ and not ‘collective’ intelligence [4]. Levy [2]
argued that one of the critical criteria for successful collective intelligence is real time
coordination. Real time coordination is fundamental for social activity where the
freedom to express and communicate enables the distributed intelligence to constantly
enhance itself. These three criteria alone offer striking parallels to the social activity of
design [5]. Through the work of Maher et al. [4] we have a conceptual framework that
describes three criteria for design in this collective context; motivation, communication
and representation. Motivation and communication have been extensively explored [7,
8], but representation has garnered less attention. Representation is an important vehicle
for generating and communicating design meaning [9–14]. What is not so well known
is how a universally distributed intelligence would coordinate its use of representation
to express and enhance design related knowledge under open, real time conditions.

2 Background

The representation, in design, is often described as a graphic notational object. By
exploiting the informational potential of different types of representation the designer
has to hand a means to create a vast visual record of ideas and concepts [15]. Fluency
with representational artefacts enables designers to effectively communicate design at
all stages of the process with other design professionals. Such graphic notational objects
are generated by using analogue media (graphite and ink), digital media (3D CAD
modeling) or a combination of both [15, 16]. By definition, it is expected that the majority
of non-designers do not possess a similar fluency with design notations. However, the
ability to exploit the informational potential of various notational signs, including
models, maps and pictures, is recognised, designer or not, as a universally human skill.
This skill is summarised as pictorial competence [17], which is a sign-based ability that
allows us to understand the representational content of “pictures, ranging from the
straightforward perception and recognition of simple pictures to the most sophisticated
understanding of specialised conventions” [17]. With pictorial competency being a sign
based ability, the informational potential of a group of signs can be well accounted for
by leveraging semiotic principles. Design and semiotics share several procedures that
are directly related to the function of design representations; they both rely on descrip‐
tively graphic notation systems to provide functional and generative content, often in
simultaneous combination [18].

At its core, semiotic theory is a framework in which three types of sign can be cate‐
gorised, depending on how they allow for comprehension. These categories include
Peirce’s semiotic triad (CP 1.369)1; Icons, Indexes, and Symbols to identify the leading
quality and characteristic of the image itself. The Icon, Index and Symbol provide a

1 All references for the work of C.S Peirce come from the collected works published by: Peirce,
Charles Sanders (1931–58): Collected Writings (8 Vols.). (Ed. Charles Hartshorne, Paul Weiss
& Arthur W Burks). Cambridge, MA: Harvard University Press. Any direct reference of the
collected papers is written as: CP (collected papers), Vol. number (1 through to 8). This is
followed lastly by the entry number (E.g. CP 3:340).
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coordinated way of talking about how meaning is expressed via the relationship between
Representamen (the form a sign takes), Object (the entity to which the sign points), and
Interpretant (the qualities expressed by the Representamen) [19–23]. The use of semi‐
otics in the interpretation of a crowd engaged when in design activity within a web
environment is an excellent qualitative approach for dissecting, explaining, and evalu‐
ating design meaning. Accounting for imagery in the online design environment by using
the Icon, Index and Symbol is the formulation for the analysis presented in this paper.

3 Research Design and Data Collection

There is no universally agreed statistic that defines a ‘crowd’, but Surowiecki [24] stated
that the crowd is best defined by the diversity of its constituent members, which is the
adopted approach for this study. Our simulated crowd group consisted of a globally
dispersed group of 18 participants. The range of personalities, gender (62 % male) and
diverse range of occupations was sufficient to simulate a crowd in a laboratory envi‐
ronment. The expert benchmark group consisted of four highly qualified design partic‐
ipants. The online environment in this study was a shared presentation tool called Prezi,
which was selected on the basis of its ability to provide participants with an openly
shared online space. The brief was open-ended and required both groups (separately,
yet under the same online conditions) to generate ideas for an environmentally friendly
approach to modular housing. The session remained open for 14 days. We aimed to
report on the experiential differences between the expert and crowd groups and expected
that the results of expert participants’ design activity within Prezi would provide a base‐
line dataset sufficient for comparative purposes with the crowd group. The data collected
from the experiment was coded using a coding scheme specifically developed for this
framework.

Coding Scheme. To review the role of representation in our study, it was necessary to
capture the activity involving the representation from the moment it was introduced from
an external source into the online design environment. By employing Peirce’s semiotic
triad of the Icon, the Index, or the Symbol (CP 1.369), it was possible to categorise the
initial semiotic value of the image according to its leading semiotic characteristics. This
was undertaken for all images used by both groups for the purpose of providing an
original general semiotic (coded as Sg) context. The general semiotic context (Sg)
provided a starting point from which it was possible to observe and code any subsequent
modifications in the semiotic quality beyond the original (Sg) state. Having been intro‐
duced into the experimental environment to convey design meaning, the semiotic value
became bound to a new design-related context (Semiotics in the design context = Sd(n)).
The movement between and within these contexts was numerically categorised as tran‐
sitions (Tr(n)). Such changes in meaning can be identified according to the type of semi‐
otic combination they transition (Tr(n)) from and to. For example:

General to design context = Sg
(General semiotic) → Sd(1)

(Semiotic value)

Design to design context = Sd(1)
(Semiotic value) → Sd(2)

(Semiotic value)

Representation in Collective Design 61



When meaning in any given image is changed through contextualisation, a shift
occurs from what the Icon, Index or Symbol originally signified to a new or additional
signified meaning. To understand how representations were used to generate design
meaning in our web-based crowd context, it was important to be able to categorise the
design-related content of the image. Larkin and Simon [25] and Suwa and Tversky [14]
suggested that the pictorial devices for expressing meanings and concepts in design
consist of depicted elements, such as objects, spaces or icons, and their spatial arrange‐
ments. These summaries of design-related information, conveyed visually, are the
distilled result of extensive protocol studies of designers sketching in action, and design
theories. In their 1997 study of designers and their sketches, Suwa and Tversky [14]
outlined four major informational categories, each containing a number of subclasses
of information. These were depicted elements, spatial relations, abstract relations and
background knowledge.

In summary, our coding scheme captures the changing semiotic and the informa‐
tional values according to two contextual shifts. The first is coded as a general to design
context and written as:

Sg
(General semiotic) → Sd(1)

(Semiotic value) +(Design Information value)

The second contextual shift is the movement that occurs within a design related
context. It is written as:

Sd(1)
(Semiotic value) +(Design Information value) → Sd(2)

(Semiotic value) +(Design Information value)

4 Results

To make the following comparison more effective, it was determined that only the first
three transitions presented enough data (Sg through to Sd(2)) to be reliable. From Sd(2)

through to Sd(4) there was not enough data in either group to be able to reliably compare
and generalise the activity. As such, the data for transitions Sd(2) through to Sd(4) are
omitted. Furthermore, there was a threshold imposed on any data below 5 %. Data falling
below this range across the transitions was merged to its nearest semiotic counterpart.
The remaining data considered viable for a comparative analysis was reduced to three
main transitions (Sg → Sd(1) → Sd(2)).
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4.1 Comparison of Representational Distribution

The following analysis is achieved using statistical information and cumulative infor‐
mation drawn from the coded semiotic and informational activity of both groups. From
this, the aim was to develop an understanding of the range and scale of the data. To
cumulatively describe the construction and movement of design meaning by both groups
in a customised online design environment, we employed a combined quantitative,
comparative analysis of the semiotic and informational values of the representations,
including the combination of semiotic and informational changes over time.

The crowd group uploaded 232 general images from external sources and the expert
group uploaded 81 images. In the crowd group, six images of the original 232 images
were copied, and subsequently re-used within a new circle by one participant; therefore,
the total final image count was 238 images (232 with six duplicates). The expert group
did not reuse any images and so their total contribution remained at 81 (Table 1). The
number of images uploaded was proportionately different between both groups, with
the experts using an average of 6.5 more images per participant than the average crowd
member who used 13.7 images per participant (Table 1).

Table 1. Contributions average by group.

Participants Images Average per participant
Expert 4 81 20.2
Crowd 18 232 13.7

Diff 6.5

Of the 232 images initially introduced by the crowd, 188 were icons and 44 were
symbols. No indexical images were provided. Of the 81 images introduced by the expert
group, 46 were iconic, one was indexical, and 34 were symbolic (Table 2). The initial
use of imagery in the expert group was heavily based on importing the icon, or symbol.
In total the expert group introduced 57 % icons and 42 % symbols with 1 % indexes over
14 days. Of these, five were initially then interacted with, followed by another two
interactions, with one final interaction based on the same imagery. The initial use of
imagery in the crowd group was also heavily based on importing the icon, or symbol.

Table 2. Distribution of semiotics types as introduced.

Sg – Starting point Crowd Expert
Count % Count %

Icon 187 81 46 57
Index 0 0 1 1
Symbol 45 19 34 42

232 100 81 100

4.2 Comparison of Informational Distributions

To determine the intended design meaning being engendered into the representation, we
adopted the first of Suwa and Tversky’s [14] two categories of design-related
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information (Major categories and Subclass). The major category is divided into: Prop‐
erties, Spatial, Functional, Technical and Background Knowledge. All images were
identified and categorised in association to their closest related major category. Table 3
presents the comparative descriptive statistics for how the images were used to describe
design content according to Suwa and Tversky’s five main types of design-related infor‐
mation classes [14]. Having applied the developed coding scheme that enables the
identification of the static and shifting semiotic qualities, it was then necessary to further
clarify the intended design meaning from Sd(1) onwards.

Table 3. Proportions of the major categories of design information.

% CROWD Sd(1) Sd(2) % EXPERT Sd(1) Sd(2)

Properties 44 15 Properties – –
Spatial 4 – Spatial – –
Functional 8 48 Functional – –
Technical 23 22 Technical 28 20
Background knowledge 21 15 Background knowledge 72 80

Table 4. Combined design information and semiotic distribution

%CROWD Sd(1) Sd(2) %EXPERT Sd(1) Sd(2)

Properties Icon 6 11 Icon – –
Index 29 4 Index – –
Symbol – – Symbol – –
Icon + Index 1 – Icon + Index – –

Spatial Icon 1 – Icon – –
Index 3 – Index – –
Symbol 1 – Symbol – –
Icon + Index + Symbol – – Icon + Index + Symbol – –

Functional Icon 2 – Icon – –
Index 6 48 Index – –
Symbol 4 – Symbol – –

Technical Icon 1 – Icon – –
Index 8 11 Index 2 –
Symbol 14 11 Symbol 23 20
Index + Symbol – – Index + Symbol 2 –

B/knowledge Icon 3 – Icon 1 –
Index 18 15 Index 40 60
Symbol 2 – Symbol 26 20
Icon + Index – – Icon + Index 4 –
Index + Symbol 1 – Index + Symbol 1 –
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Table 4 comparatively shows the proportional distribution of the representations’
semiotic values within the major categories of design information of both groups. A chi-
square test showed that the proportion of images assigned to the five categories (Prop‐
erties, Spatial, Functional, Technical and Background Knowledge) differed significantly
between the expert group and the crowd group, 𝜒2(4)

= 90.3, p < .001. Table 4 shows
that the majority of the expert group’s images are in the Background Knowledge cate‐
gory (72.2 %) and the Technical category (26.7 %), whereas the majority of the crowd
images are more widely spread across the Properties category (33.6 %), the Background
Knowledge category (23.9 %) and the Technical category (22.8 %).

5 Discussion

Both groups imported iconic imagery that was either scanned (such as book pages), or
symbolic drawings personally created by using a variety of traditional and digital media
(scanned hand sketches and Adobe Illustrator drawings). Both groups used similar
formats such as Graphics Interchange Format (*.gif) or Joint Photographic Experts
Group (*.jpeg) images. With these images, both groups exercised pictorial competence
in intuitively or intentionally borrowing existing features of iconic imagery to express
abstract meaning indexically, such as ideas and concepts. In both groups, the use of the
representation therefore was the one commonly shared act in which both groups would
engage in order to communicate design meaning within the online design environment.
Peirce (CP 5.171) referred to this borrowing of existing characteristics to describe non-
existent things or ideas, as abduction; a reasoning process allowing for the visual
description of something that does not exist, such as in design.

Abduction is crucial for the creative process because it enables the individual to
reason upon elements embedded within existing iconic imagery in order for them to be
isolated and borrowed or combined to communicate new concepts. The abductive
process of borrowing of qualities was a shared practice in both groups, but it is within
each group’s abductive processes that there were observable differences in the range of
information and the levels of abstraction by which that information was conveyed.
Figure 1 is an example of an image used by an expert. The black and white image of
exposed concrete steps was used with the main intention of conveying an abstracted
consideration based on the receptive qualities of interconnected modular components
and construction methods. The crowd member introduced an image of a refurbished
shipping container (Fig. 2). The intention was to express a component suitable for
modularity; furthermore, the image contained information regarding how such a unit
could be furnished.

For the expert group there was a much higher level of abstraction within a narrow
informational framework, in contrast to a much lower level of abstraction and a much
wider informational framework in the crowd group. The difference in semiotic distri‐
butions and the levels of abstractness by which these informational values were
conveyed suggests differences in the experts’ vs. novices’ thinking within the collective
design context of this study.
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Having generated the information (via the Sg → Sd(1) transition), certain participants
began to add new interpretations (at varying levels of abstraction) indexically for the
sole purpose of contributing new informational variables to the existing design-related
meaning of the image. These interactions occurred on an ad hoc basis over different
timeframes. All interactions that took place only occurred through indirect means in
both groups. This revealed that the movement of design meaning did not occur through
normal collaborative processes but by the incremental addition of ‘small and discreet
chunks’ of information applied to existing imagery. This type of interaction is common
to collective and web-based systems and is understood as stigmergic collaboration [26].
By comparing the semiotic data of the expert group and the crowd group in the simi‐
larities were that the movement of meaning occurred in both groups. Therefore, we can
infer that in an openly shared web-based context, such as the environment provided in
this study, experts and a crowd alike make use of the representation to generate and
express additional design thinking based on existing and already design-contextualised
imagery (Sd(n)).

6 Conclusion

Emerging from the comparative statistics were two key characteristics: both groups
similarly used the iconic image to express index and symbol based content (called
Abduction), and informational movement emerged in both groups, as revealed by the
semiotic and informational movement of design meaning (transition). The presence of
this initial activity was promising because the accumulating representational contribu‐
tions vindicated the collective laboratory conditions. Moreover, the presence of activity
centered on the representation was an important finding because it implies that in
employing the representation to communicate design meanings, the image is a pivotal
tool for the crowd and the expert alike. This suggests that there is little difference between
the crowd and the expert when it comes to the uptake of imagery to express design
information. Each participant in both groups demonstrated a capacity for intuitively
using icons to creatively build indexical analogies for expressing ideas; this indicated
that abductive processes were evident in both groups. However, the difference in semi‐
otic distributions and the levels of abstractness by which these informational values were
conveyed suggests differences in the experts’ vs. novices’ thinking within the collective

Fig. 1. Expert representational use. Fig. 2. Crowd representational use.
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design context of this study. In addition, the crowd’s individual contributions of imagery
were prolific, which were consistently added to and interacted with, creating a consistent
stigmergic movement of design meaning. This was in contrast to the expert group, whose
members traditionally do not design under collective conditions, which might explain
the participatory differences between the crowd’s consistent activity and the long period
of inactivity in the expert group until the last two days of the test period. In summary,
both the crowd and the expert group naturally adopted the image as the main carrier of
meaning under the provided conditions. However, the engendered meaning was different
between the groups.
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Abstract. In this paper, we introduce the City Probe, a participatory sensing
system that can quantify citizens’ perception of places. City Probe recruits citizens
to participate in the spatial identification and assessment. It includes the smart‐
phone APP that allows citizens to photo and rate their locational characteristics
according to some issues. Their contributions, with latitude and longitude coor‐
dinates, would be uploaded and quantified in the City Probe cloud platform and
visualized into a weighted map that reveals the collective out-come based on
citizens’ cooperation. Pilot studies in the campus have been accomplished. The
collected geospatial data is represented in terms of the weighted map for disclo‐
sure of Information and decision-making supports.

Keywords: Participatory sensing · Crowdsourcing · VGI · Decision support
system · Cooperative visualization

1 Introduction

By contributing the development of ICT technologies, many people have become “citi‐
zens” of web 2.0 social community; the use of web-enabled mobile devices to upload
data gives these devices owners the ability to act as sensors. These advances in mobile
phone technology coupled with their ubiquity have paved the way for an exciting new
paradigm for accomplishing large-scale sensing, known in literature as participatory
sensing [5]. Thus, the term citizens-as-sensors or participatory sensing refers to an
interconnected network of people who actively observe, report, collect, analyze, and
disseminate information via text, audio, or video messages [27].

Comparing with robotic sensors, citizens have the cognitive ability to perceive the
complex events or phenomena such as safe, comfortable, clean, or livable etc. The
outstanding perceptions of citizens provide opportunities to reveal and translate cogni‐
tive level phenomena into measurable data. In addition, when the participatory sensing
integrates the location-based service such as GPS, it can be used to provide useful
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contextual information. This concept sometimes is referred to VGI (Volunteered
geographic information). VGI means the widespread engagement of large numbers of
private citizens in the creation of geographic information [11]. Following the VGI
approach, numerous cooperative citizens are turned into sensors to perceive and locate
implicit events or phenomena in the city. This bottom-up approach may reveal context-
aware information that can contribute to the urban governance in different levels.

In this paper, we propose a participatory sensing approach to quantify citizens’
perception of places in the city. The system called City Probe recruits citizens to partic‐
ipate in the spatial identification and assessment via their mobile devices. City Probe
provides the smartphone APP which allows citizens to photo and rate their location
characteristics according to some issues. The results with Latitude and longitude coor‐
dinates are uploaded and quantified in the City Probe cloud platform. Finally, the visual‐
ized and weighted map will reveal the collective outcome based on citizens’ cooperation.

The paper introduces the City Probe and its application in practices. It begins by
reviewing the current and alternative methods for the assessment of city events or
phenomena based on the citizens’ participation. The prototype and the experimental
studies are addressed in follow. The acknowledgement, theoretical reflections and limits
are presented for conclusion.

2 Literature Review

Participatory sensing offers a number of advantages over traditional static sensor
networks, particularly in the urban scale [6, 10]. First, participatory sensing leverages
existing mobile communication infrastructures, the deployment costs are virtually zero.
Second, the mobile phone carriers provide ubiquitous spatiotemporal coverage. There‐
fore, using mobile phones as sensors not only affords economies of scale, but also facil‐
itates the full-scale deployment [1]. Finally, by including citizens in the sensing loop, it
is now possible to build or reveal the implicit information that can assist the decision
making process of citizens or governments [13–15, 20].

Several exciting participatory sensing applications have emerged in the recent
decade. CarTel [12] is a mobile sensor computing system designed to collect, process,
deliver, and visualize data from sensors located on mobile units such as automobiles.
The similar idea is used to design Google Maps Navigation service. Comparing with
normal GPS navigation system, the most significant feather of Google Maps Navigation
is the real-time traffic report. This function is based on traffic users’ collective feedback
data to increase its accuracy and instantaneity. In addition, some participatory sensing
applications engage the power of citizens’ perceptibility. Streetscore [17] developed by
MIT Media Lab is a scene understanding algorithm that predicts the perceived safety of
a streetscape, using training data from an online survey with contributions from more
than 7000 participants. Other applications of participatory sensing include the collection
and sharing of information about urban air [18] and noise pollution [19], cyclist expe‐
riences [9], or consumer pricing information in offline markets [4]. In short, participatory
sensing engages crowdsourcing power to compile the implicit urban context into explicit
and measurable data.
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Singleton (2010) and Goodchild (2010) emphasize scientific information visualiza‐
tion techniques as a way to handle these very large and complex data sets. When we
refer to data visualization, especially in urban scale, location and time are crucial context
for mobile data gathering. By contributing recent convergence of greater access to web-
enabled and GPS-enable mobile devices connections, vast numbers of individuals
became able to create and share Volunteered Geographic Information (VGI) [8, 22].
Recent work in geospatial visual analytics has focused on combining visualization,
spatial data mining, and statistical methods to these ends [2, 16]. For instance, Casewise
Visual Assessment (CAVE) methodology used information visualization to present
design options and analyze big data sets from public participation meetings held in urban
and regional planning [3]. Currid and Williams [7] applied GIS-based methods for
identifying hot spots to large data sets comprised of geo-referenced images. In sum,
large geospatial data benefit by geo-visualization methods to reveal the useful informa‐
tion that feedback to citizens and authorities for decision making supports.

3 The Participatory Sensing Approach for Citizens’ Cooperation

3.1 The Design of City Probe System

Taking inspiration from mobile network and the trend towards participation of citizens
in data collecting and mapping, the system called City Probe is developed for the coop‐
erative identification of place characteristics via citizens’ perception [23–26]. The City
Probe consists a mobile phone APP and a cloud platform that records citizens’ partici‐
pation for the assessment of place characteristics. Practicing the City Probe include four
following steps.

Step 1: defining the issue
Specific issues can be assigned for assessment. The issues of CLEANESS, COMFORT
and SAFETY were defined to examine the application. In the Fig. 1 we take the
“SAFETY” issue as an example to present our interface design and working process.
Step 2: installing, photo-taking and ranking
Citizens are encouraged to install the APP, to take a place photo and to give a rank of
the environment in reflecting to their perceptions (Fig. 1, left). The range of score is
from −10 (negative) to +10 (positive). Once the citizens have done the assessment,
the APP will upload the records combined with location information to the cloud
platform.
Step 3: records and geo-information analysis
All records with longitude and latitude coordinate (in degrees, WGS84) are analyzed
and displayed with CartoDB. CartoDB is a software-as-a-service (SaaS) cloud
computing platform built on open source PostGIS and PostgreSQL. It enables users
to utilize geographic information sys-tem (GIS) and geovisualization mapping for data
exploration and decision-making processes. The geo-visualization mapping provides
geospatial data analysis through the use of interactive visualization; it also simplifies
the display of raw data and facilitates the amateurs to understand the meaning of the
data.
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Step 4: data visualization and representation
Finally, the City Probe system can translate the quantitative data into color code and
mark them as dots in the map. The dot with deeper red/blue color means the higher/
lower score (Fig. 1, right).

3.2 City Probe as a Cooperative Filed Study Tool

We conduct several filed experiments to test the performance of City Probe applied to
identification and assessment of location issues. We choose Feng Chia University
campus (Fig. 2A) as our field and engage 31 students to run the pilot study. We initiate
3 issues including CLEANNESS, COMFORT, and SAFETY. After half a year data
collection, we receive 448 valid records from 3 issues.

Figure 2(B)–(D) presents visualized results of 3 issues via choropleth map. The
visualized maps shows that the most unclear area is near the southwest corner, which is
the main entrance of the campus. However, the most comfortable and the safest spots
also happen in the same areas. There is the similar spatial concentration of identified
dots in each issue.

Fig. 1. The identifying interface and identified map of city probe

72 Y.T. Shen et al.



We try to inquire the reason of concentration by post-interview of participants. One
of the convincing answers is that the southwest area is the most accessible and popular
gateway between our campus and nearby markets. Students tend to assess their familiar
environments instead of fair distribution. The result suggests that the particular subjects
may cause the bias because of their interests or hobbies. To solve this problem,
increasing the diversity of subjects may be considerable.

In short, the visualized maps help us to understand the characteristics of campus by
crowdsourcing. The distribution, density, and intensity of dots reveal the reliable and
quantitative information to assist the decision making of different levels stakeholders.
Therefore, the next step we may concentrate on the development of DSS (Decision
Support System) based on the City Probe framework.

Fig. 2. Geovisualization of cleanness, comfort and security attributes using choropleth map. (A)
the campus of Feng Chia University; (B) level of cleanness; (C) level of comfort; (D) level of
Safety. The redder parts in each attribute represent the areas with higher ranking, while the bluer
parts represent lower ranking. (Color figure online)
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4 Conclusion

City Probe provides the participatory sensing method to engage citizens’ perception
power for the identification and assessment of urban places. We can use City Probe as
the crowdsourcing tool to survey particular issues and locate their spatial distributions.
In addition, the ranking function of City Probe also turns implicit issues into measurable
data. The cooperative visualization map based on citizen-generated data reveals the
quantitative and statistic information that never existed before. The potential of up to
whole citizens’ participation to monitor the city environment, to validate global models
with local knowledge, and to provide information that only humans can capture is vast
and has yet to be fully exploited. A pilot study was provided for the case of CLEANESS,
COMFORT and SAFETY places identification and assessment in Feng Chia University,
Taiwan.

Moreover, the visualized map also delivers comprehensive feedbacks to participants
for advanced decision making supports. Compared with traditional top-down planning
and management from authorities, we provide an alternative bottom-up approach based
on citizens. In the future, those user-generated information may become the crucial
decision making supports for the smart city governance and every individual. In order
to realize this vision, the next step will be addressed on how to sustain a human coop‐
erative network at a larger scale and for a longer time than a local and short-term exper‐
imentation. The further investigation or research could take advantage of linking social
relationships, shared interests or reputation among the participants. Ultimately, the goal
of this research is to contribute to our understanding of the city that we have built, and
further, build an adaptable and livable city by engaging all citizens’ daily living.
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Abstract. We develop a small and lightweight cloud based service for
the utilization of 3D printer resources enabling users to collaborate on
models. Users can collaborate by sharing model files, discussions on
aspects of the printing process or using 3D printers as shared resources.
This service consists of user, artefact and printer management building
on existing web technology. It enables scheduling of printing jobs for
artefacts and high utilization of 3D printer resources. This cloud based
manufacturing (CBM) system enables 3D printers that are non-native
networked to be used remotely by providing easily installable low cost
networked computers or installable services. It focuses on the interface
between the physical resources and their representation in software to
form a cyber physical system (CPS). This service requires smart 3D
printers and representation of technical capabilities of physical resources.
This work is a research platform for smart machinery or the enhancement
of machinery for smart control under the paradigm of Industry 4.0. We
discuss the design and concept of this work in progress service and the
distinctions from similar systems. Furthermore, the sharing requirements
and capabilities of such a service are discussed with a focus on the data
integrity and safety for sharing data among users.

Keywords: 3D Printing · Additive Manufacturing · Cloud based
service · Cloud based manufacturing · CBM · CPS · Collaborative
manufacturing

1 Introduction

3D Printing or Additive Manufacturing (AM) is the process of creating physical
objects from digital models usually layer upon layer [9]. Technologies for AM
include Fused Deposition Modelling (FDM, trademark by Stratasys Inc., also
Fused Filament Fabrication FFF), Laser Sintering (LS), Electron Beam Melting
(EBM), Laminated Object Manufacturing (LOM), Stereolitography (SLA) and
Electron Beam Freeform Fabrication (EBF). AM technologies differ in the capa-
bilities of processable material and achievable quality. We focus our research on
FFF where thermoplastics like Acrylonitrile Butadiene Styrene (ABS) or Poly-
lactid Acid (PLA) are fed from a roll in filament form to a heated extruder that
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heats the plastic to a semi-molten state above the glass-transition temperature
and extrudes it through a nozzle mounted on the printing head that is moveable
in two dimensions (X-Y plane) by electro motors following a pre-programmed
path (Toolpath). With this setup it is possible to trace contours and interiors of
an object slice-wise. After completion of every layer, the printing bed is moved in
Z-direction, so the following layer can be added on top which makes this technol-
ogy 2.5 dimensional. For the generation of the toolpath (slicing) it is necessary
to segment the original digital model into slices that can be analysed for tool
movement along the contours. Various strategies exist for the generation of the
toolpath as models are mostly created hollow with a specific infill pattern for
reduction of weight and processing time. The initial focus on FFF technology
does not limit this research to just this technology as the 3D printing process
is the same with alterations due to technology used and parameters adapted.
It is our understanding that the following reasons mandate the use of printing
services over stand-alone 3D printers at the user’s workplace: (a) High cost of
printer (dependent upon manufacturer and technology) [21], (b) Potential health
risks (e.g., fumes, metal dust) [20], (c) Low utilization for non-shared resources
[18], (d) Process knowledge necessary for high quality results [15] and (e) Poten-
tial for collaboration and discussion.

Utilizing 3D printing resources in a service enables cooperation on these
resources. Users can be enabled to cooperate more in case of failures if the
service offers appropriate mechanisms. The 3D printing process consists of five
steps (Fig. 1) that start with the design of the product (also see [9]). For this
work we propose three research questions: (a) What requirements are necessary
to construct a 3D printing service enabling users utilizing existing 3D printer

Fig. 1. 3D printing process
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resources more efficiently? (b) How can a 3D printing service be enabled to pro-
vide an infrastructure for research? (c) How can the security and data integrity
problems arising from shared resources be addressed?

This article describes current work in progress and outlines the design and
implementation considerations and methodology. This work is an extension to
[3] in respect to the collaboration and security aspect. The design phase can be
supported by software using CAD (e.g., Autocad1 or 3D modelling software2).
The result of this first step is a CAD model that represents the 3D geometry of
the object.

Step two of this process is the positioning of the model in the virtual space
that represents the 3D printer and its physical restrictions. Positioning can
encompass single objects or multiple objects for increased printer utilization.
After the print object is positioned it is sliced using slicer software. A variety
of slicing software exists and they differ in aspects like speed, precision, quality
and strategies for printing support structures.

The following steps include the upload to the printer if it is a networked
device or other means like deployment on memory devices (e.g., SD-Card, USB
Stick) and the start of the print which can either require manual interaction or
be handled from software. Post-processing and Quality Assurance (QA) follow
when the object has been printed and influence each other. Those steps are not
part of our service.

We provide support for all steps but the design within this work. Post-
processing and QA support is limited to the discussion and exchange between
users. These are omitted for the following reasons (1) The design process is
supported by specialized software and integration is not compatible with our
lightweight approach. Recent CAD or other design software for collaboration
exists. (2) Post-processing and QA is not reasonable supportable by soft- or
hardware as these steps require intensive human interaction. Supporting discus-
sion on this step is beneficial for users to better understanding the influence of
parameter selection on the quality of fabricated objects.

The remainder of this article is organized as follows: We display current
research in this area in Sect. 2 and derive implementation requirements from
established approaches. Then an introduction of the implementation guidelines
Sect. 3 for the service is given. This paper concludes with Sect. 4 where we discuss
this research and give an outline of future research.

2 Related Work

Similar systems or services already exist in form of closed source commer-
cial services where we will name two of: (a) 3D Hubs3 (b) 3D Printer OS4.
As commercial entities their focus is on financial viability without extension
1 http://www.autodesk.com/products/autocad/overview.
2 https://www.rhino3d.com.
3 https://www.3dhubs.com.
4 https://www.3dprinteros.com.
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mechanisms for use as a research platform. Contrary to our approach they are
not intended as open services. The software octoprint5 offers remote printing and
object management capabilities but does not provide the required collaboration
capabilities. Utilizing it as a gateway to connect printing resources to the print-
ing service is feasible. Further research provides proposals from [22] for CBM
systems but our system differs from those approaches as our focus is providing
a collaborative service for shared resources as well as the sensory upgrade of
this technology. From Dong et al. [7] we will implement the video supervision
approach for the printing process and its remote error detection. Extensions of
CBM in the form of Cloud Based Design and Manufacturing [23] provide further
insight into the concept of Hardware-as-a-Service (HaaS) and the connection to
the broader concept of flexible manufacturing spanning every phase of product
development and involvement of different stakeholders. While the availability of
affordable consumer grade 3D printers certainly has helped the progression of
research in and distribution of 3D printers the scenario where every individual
will own a digital fabricator [14] is unlikely at present as the general direction is
to offer and consume services [1]. Van Moergestel et al. [13] proved the concept
of Manufacturing-as-a-Service (MaaS) on cheap, distributed and reconfigurable
production machines (equiplets) with a focus on interaction in a multi-agent
system. Lan [11] names STL viewers as Java applets or other visualization tools
as one of the key issues in his review. We employ JavaScript embeddable visual-
ization into the service as to alleviate the dependency on thick clients. Further
key issues e.g., (a) Remote control and monitoring (b) Job planning and schedul-
ing and (c) Collaboration of users on models and printing are addressed in our
service.

3 Implementation

Our service follows the software framework proposed by Schulte et al. [19] with
a focus on the action executioner. It acts as the connector between the printing
resources and the printing service in our proposal in contrast to the proposed
functionality by Schulte et al. Further foci are the service registry for keeping
information on production capabilities and the monitoring data manager that
connects the real execution in the 3D printer with the virtual representation.
From CloudMan [17] we incorporate the layered service approach but restrict
our focus to 3D printers and not manufacturing infrastructure in general. See
Fig. 2 for overview of the intended architecture with BPMS supporting the main
service controller.

As per the definition of NIST (SP 800-145) [12] of cloud computing, the sys-
tem is set up to provide a user management system by incorporating available
libraries. Besides standard user management information the user is able to store
appropriate files6 in his account. For this we define an interchange format [2] for
printing related information consisting of original CAD file(s), resulting STL and
5 http://octoprint.org.
6 CAD files, STL files, Printing Log files.

http://octoprint.org
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Fig. 2. Abstract architecture for 3D printing service

GCode [8] files, conversion and printing protocols as well as imagery (for quality
assessment). The service is accessible in a standard compliant web browser that
supports HTML 57 and JavaScript, both are necessary for rendering purposes for
the phase of positioning. The resources necessary for slicing and preparation of the
models are shared amongst the users based on a scheduling scheme that reflects
first-come first-serve. As the 3D printer is the limiting resource at present the
pooling of the computing resources not regarded as critical. In anticipation of mul-
tiple 3D printers controlled by the system the distribution of computing resources
for the preparatory tasks is becoming queue based with data stored in associated
cloud service storage (e.g., Amazon S38). Users will be informed if the capacity of
the 3D printers is depleted and the projected processing time for an object exceeds
a defined threshold. The requirement for “rapid elasticity” is severely impaired by
the physical restrictions set by the geometry of the object to be printed and the
limitations in the speed vs. quality trade-off of a 3D printer. Basic measurements
are intended where the user can track the number and nature of printed objects
as well as associated information and a full audit trail for research purposes. Uti-
lization of machines and computing resources is measured and associated with
respective user accounts. The systems control layer resides in the cloud and is
expandable by utilizing proven technology (e.g., Docker9) as means of deploy-
ment. The interfacing layer consists of gateway computers that interface directly
with 3D printers if they do not support network access natively. These interface
solutions depend on rapidly deployable, cost sensitive and reliable computer sys-
tems. In the first phase these interfaces will allow direct manipulation of 3D print-
ers via the Internet and limited control information backflow. Further iterations
extend this system to a broader sensorial back channel ultimately leading to closed

7 http://www.w3.org/TR/html5.
8 http://aws.amazon.com/s3.
9 https://www.docker.com.

http://www.w3.org/TR/html5
http://aws.amazon.com/s3
https://www.docker.com
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loop printing systems. Data provided by users as CAD models or other model
files are stored in a cloud backed service. Data integrity, file security and privacy
are of increasing concern to users [6,16]. Risks range from untrustworthy service
providers, compromised services by third parties (Cybercriminals or Hackers) or
governmental spying program. Due to the risks provided the user cannot trust the
service provider with safeguarding the submitted data but client-side data pro-
tection by encryption is warranted. Common encryption mechanisms can ensure
the data submitted by the user is only accessible by the user. The proposed ser-
vice requires access on parts of the uploaded data for processing (e.g., transfor-
mation from CAD file to STL file or for the slicing step) and also for collaboration
between users. Approaches to ensure data integrity and privacy exist for the use
cases of shared information with partially trusted providers and are described in
[5,10]. This work conceptually builds on these asymmetric encryption schemes
to ensure privacy by design. Employing these security mechanisms the service
provider still can derive protected information during the necessary decryption
but this is indicative of malevolent behaviour. See Fig. 3 where User A is submit-
ting a data file (Model A) to the printing service which the user encrypts locally.
The Printing service stores the encrypted Model A in its storage. For slicing the
model the user has to submit an access token (Access Token B) that the slicing
service uses to temporarily decrypt the file and complete its work. After comple-
tion of the work the resulting file is encrypted using the users public key or a key
provided with the access token b so only the legitimate user can access the file.
For collaborating on a model file or a partial result from intermediary steps the
user A provides an access token to the intended user (User B) with specific access
permissions. User C as the attacker can only access temporary decrypted files on
the computing resources or encrypted information in the service storage system.

Fig. 3. Information sharing scenario in printing service



Collaborative Cloud Printing Service 83

We describe the following use case for collaboration in this system. Here, user
A has a series of failed prints on a specific machine and can ask other users of the
same machine if they experience the same phenomena. For further analysis the
users can share all print related information in an aggregated form within the
system. Users can also contact the machine operator and issue notes or warnings
on machines within the system.

4 Discussion and Future Work

To the best of our knowledge no open source 3D printing service is published
yet. Despite a number of publications on CBM, no implementation is available.
There are existing solutions that focus on separate parts and provide solutions
to different aspects of the 3D printing process or frameworks for CPM services.
Our approach is characterized and differs from other approaches by: (a) Focus on
3D printer (b) Focus on communication with manufacturing device (c) Platform
for testing BPMN extension (d) Smartifying 3D printer [4] (e) Provides an open
source implementation (f) Platform for testing sensor array and (g) Interchange
format for print related information. By designing the system security at its core
the users are at lesser risk of unauthorized data access. Providing collaboration
features like data and model sharing enables the users to quickly adapt to the
service. For future work we want to evaluate the acceptance and usability factor
for this service. This software service is designed as an open research platform for
academic users to embed experiments and utilize distributed resources. Further
projects are aimed at 1. providing means of control of 3D printers from within
process models as we are writing an BPMN extension, based on the work of [24]
tailored for 3D printers, 2. utilize sensors for print status observation and as a
means for quality research into 3D printing (see ICRM 201610). 3. implement
secure data storage for print related artefacts Those projects are to be incor-
porated in the umbrella project described in this work. As a related project we
develop a BPMN extension for 3D printer integration into BPMN where the
hardware resources and data flows can be modelled using the extension. Fur-
thermore we utilize this platform for research on active-control for 3D printers
as an additional component. This extension and the active-control are out of
scope of this work and published separately.
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Abstract. Suppliers’ selection is important for any enterprise. Most
available approaches for facilitating processes of choosing suppliers from
a number of alternatives focus on which criteria are to be used according
to a particular business. This implies that the role of a decision maker is
to confirm or modify the outcome of an already chosen method. In this
work we present a way of incorporate decision maker’s opinion along with
previous customers experience in the process of suppliers selection.

Keywords: Suppliers · Multi criteria decision making ·
Recommendations

1 Introduction

The vendor selection problem was presented in [10] as a pair of decisions a firm
has to make, i.e. “which vendors to do business with and how much to order
from each vendor”, [9]. In [8] the vendor selection problem is described as an
unstructured, complicated, and multi-criteria decision problem. Vendor selection
problem has been treated in [4] “as a fuzzy Multi-objective Integer Programming
Vendor Selection Problem, formulation that incorporates the three important
goals: cost-minimization, quality-maximization and maximization of on-time-
delivery with the realistic constraints such as meeting the buyers demand, ven-
dors capacity, vendors quota flexibility, etc.” Decision support systems have been
employed for a number of years to assist in the process selecting optimal solutions
for choosing vendors.

The model presented in this article gives opportunity to decision makers to
incorporate their preferences through the entire selection process instead of just
having the final word on the preselected items where the rules remain practically
hidden. We also use compensative weighted averaging which “provides an addi-
tional parameter that controls the power to which the arguments of aggregation
are raised, [2]”.

2 Preliminaries

Values (a1, a2, ..., an) can be aggregated applying a weighting vector w.

c© Springer International Publishing AG 2016
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Definition 1. [1] A compensative weighted averaging (CWA) operator of
dimension n is a mapping CWA : Rn

+ → R+ defined by arguments (a1, a2, ..., an),
an associated weight vector w = (w1, w2, ..., wn) such that

∑n
i=1 wi = 1 and

wi ∈ [0, 1], and a parameter 0 � λ ≤, λ �= 1. The aggregated value using CWA
operator is obtained as CWA(a1 , a2 , ..., an) = logλ(

∑n
i=1 wiλ

ai )

Examples showing the need of weighted averaging are shown in [5]. Among
them is a case where: “several sensors measure a physical property” and since
they “may be of different quality and precision, a weighted mean type aggre-
gation is necessary”. Another one refers to a “situation when a committee of
experts has to assess several candidates or proposals.” Then “a weighted mean
type aggregation is suitable for reflecting the expertness or the confidence in the
judgment of each expert.”

For a mapping from one partially ordered set into another unstructured set
one can apply methods presented in [6].

3 Main Results

Suppliers are first ranked by consumers who have experience using their products
and services. Criteria in Tables 1 and 2 are a subset of the ones listed in [8].

Consider an enterprise which is in a process of selecting suppliers. New ones
should be taken into account and existing ones ought to be reevaluated. Apart
from using information provided by suppliers of themselves, it is beneficial to
incorporate experience of other firms which have had business interactions with
them. The latter can be usually obtained via recommender systems. Through
such channels one can receive somewhat general ideas about levels of satisfaction
with a product or service, where the voter’s level of interest in an item remains
hidden. In the proposed approach below, we provide an opportunity for decision
makers to influence items’ choices not only as the final step but also at the point
where criteria for purchasing an item are based on what matters most to them.

For this scenario suppliers are first ranked by consumers who have experience
using their services or products. Criteria in Tables 1 and 2 are a subset of the
ones listed in [8]. For the ranking scale we recommend Likert scale (a five or seven
point scale) since a ten point scale often leads to more hesitation. A number of
users find large point scales time and energy consuming and very quickly drop
the entire ranking. In this work we use positive integers for ranking. If however
decision makers prefer nonnumerical terms then they should be converted to
numbers.

An entrance in Table 1 indicates the importance of a corresponding item
to a decision maker with respect to different criteria. Compensative weighted
averaging can be used while implementing decision maker’s views.

An entrance in Table 2 can be calculated by f. ex. arithmetic average. This
would imply equal influence of all opinions. If previous consumers are identified
then one can assign weights to each consumer, as in [7]. Assigning of weights can
also be used to signify the time factor, f. ex. several years old opinions might
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Table 1. Items

Quality Price Terms Purchase order Delivery Technical
reactiveness support

I1 4 5 3 2 4 2

I2 3 4 2 1 5 1

I3 5 3 4 3 2 4

I4 4 4 5 4 5 3

Table 2. Suppliers

S1 S2 S3 S4 S5 S6 S7 S8 S9

Quality 3 2 5 4 4 5 3 3 4

Price 2 5 3 4 5 2 4 2 3

Terms 4 3 4 2 4 3 5 3 4

Purchase 3 5 2 1 5 4 2 4 5
order
reactiveness

Delivery 5 4 3 2 4 5 2 5 5

Technical 2 3 4 1 4 5 4 4 4
support

not have the same value as the ones that are done several months ago. In both
Tables 1 and 2 larger numbers indicate higher level of satisfuction.

The isotone Galois connection λ direct product [3] IΔλS lists all resulting
concepts. The extents of IΔλS relate items and suppliers. The amount of thus
obtained concepts is definitely unpractical. Here we adopt a filtering technique
with three values {1, 0.8, 0}. The outcome is divided into two sets called first
and second choice, respectively. The latter is offered just in case something goes
wrong with suppliers listed as first choice.

First choice: item I1 should be ordered from supplier S5, item I2 should be
ordered from supplier S9 while items I3 and I4 should be ordered from supplier
S6. These recommendations are denoted with ‘x’ in Table 3.

Second choice: item I1 should be ordered from supplier S3, item I2 should
be ordered from supplier S3, item I3 should be ordered from supplier S8, and
item I4 should be ordered from supplier S7. These recommendations are denoted
with ‘.’ in Table 3. In both first and second recommendations it is not taken into
account what will be the outcome if suppliers offer discounts for multiple orders.

Deployment of recommender system with intelligent agents will provide a
decision makers with opportunities to customize both Tables 1 and 2 according
to decision makers current needs. If opinions are available in text form and or
different numerical scales have been used by different data sources a converter
has to be applied first and then continue with already described work.

In future research we plan to address some issues related to supplier
attributes, f. ex. how many consumers participated in the process of grading
suppliers, how current each grading is, and how many suppliers a consumer has
business interactions with.

Table 3. Items and suppliers

S1 S2 S3 S4 S5 S6 S7 S8 S9

I1 . x

I2 . x

I3 x .

I4 x .
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4 Conclusion

The presented approach aims at facilitating suppliers selection processes. It
allows adjustments of criteria choices, degrees of influence of each criterion along
with opinions of former supplier customers. Assigning weights to recommenders
implies that some opinions can be more valuable than others, like f. ex. recom-
menders that are in a similar situation and or have been previously providing
valuable opinions. The alternative is not using weights for recommenders, which
means that the system does not distinguish between different sources of infor-
mation.
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Abstract. In urban transportation assessment system, semi-supervised extreme
learning machine (SSELM) can be used to unite manual observed data and
extensively collected data and cooperatively build connection between con-
gestion condition and road information. Optimized by kernel function,
Kernel-SSELM can achieve higher classification accuracy and robustness. In
this paper, Kernel-SSELM model is used to train the traffic congestion evalu-
ation framework, with both small-scale labeled data and large-scale unlabeled
data. Both the experiment and the real-time application show the evaluation
system can precisely reflect the traffic condition.

Keywords: Kernel-SSELM � Cooperative learning � Traffic congestion
evaluation

1 Introduction

Urban road network, is, an integral part of the organic link to achieve mutual coor-
dination for a city. Among them, road traffic congestion is an important indicator to
measure the level of road service and traffic capacity. Based on the collection of the
floating car data combined with the urban road conditions to achieve urban congestion
assessment is the main way of the current study.

Urban Transportation Assessment and Forecast System analyzes the traffic con-
gestion of transportation network in a city of southwest China and shows the evaluation
results of the real-time traffic states on the GIS map using different colors.

Seen from the Fig. 1, traffic congestion evaluation system based on floating car data
is the fundamental part of core function whose data source consists of road sections
information (containing road grades, the number of lanes, the number of neighborhood
lanes) and floating car data. We pre-process the floating car data and match the effective
floating car speed information to the every road section. Finally, road section traffic
flow eigenvalues are calculated.

In previous work of traffic congestion evaluation, the empirical evaluates frame-
works [1–3] are adopted to build connection between average speed of floating cars and
congestion. The Table 1 shows the road congestion evaluation framework of Beijing.
This method is easy to implement and consumes a little system resources. But the
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empirical evaluation frameworks do not take full consideration of the road information
and network conditions and it causes a significant gap between the congestion infor-
mation on the map and users’ experience.

To overcome the shortcomings above, machine learning methods are introduced into
the traffic congestion evaluation system such as Random Forest, SVM and etc. However,
many approaches such as SVM have deficiencies when applied to huge data and
semi-supervised task. First, the reliable labeled data of congestion costs too much on
human resources and working time, so that classifiers based upon the supervised learning
are ineffective because of the sparse labeled samples. Second, the quantity of data is huge,
which results in huge computation cost for many semi-supervised learning algorithms.

Gao Huang et al. [4] proposed the semi-supervised framework of ELM to extend
the capacity to deal with unlabeled data with high training efficiency and accuracy.
Optimized by kernel function, this model can achieve higher classification accuracy
and robustness.

This paper applied Kernel-SSELM in traffic congestion evaluation system to unite
small-scale labeled data and large-scale unlabeled data cooperatively, and build con-
nection between congestion condition and road information with high efficiency and
accuracy.

2 Traffic Congestion Eigenvalue

Traffic congestion evaluation system takes the road sections as the individual samples.
Specifically, a road section demonstrates a portion of a road in a single direction. The
traffic congestion evaluation of each road section originates from two sources
cooperatively.

(b)  Floating car distribution on the map(a) Congestion evaluation on the map

Fig. 1. Traffic congestion evaluation system

Table 1. Empirical framework based on average speed (km/s)

Congestion Smooth Average Congested

Highway >65 35*65 <35
Main road >40 30*40 <20
Minor road & Branch road >35 25*35 <10
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2.1 Road Section Information

The first source is the essential information of the road section from the Transportation
Department. The following information is extracted:

Number of lanes: the number of lanes represents the road capacity. Under the cir-
cumstances of same congestion, the more lanes there is, higher the speed is.

Number of Entrance and Exit: these two numbers are how many lanes the road has in
the two adjacent directions that represent the capacity of the road’s input and output
traffic flow. This capacity has obvious effect on stopping time and speed of cars in the
different conditions of congestion.

Number of traffic lights: the number of traffic lights influences the stopping time and
average speed of cars on the road, especially at the intersection. Despite of long
stopping and low average speed, if cars have a certain velocity the road is clear.

Road grades: roads in the system have four road grades. They are highway, major
road, minor road and branch way. This eigenvalue is defined with the numerical value.
From branch way to highway the numerical values are 1, 2, 3, 4 in order. The higher
the road grade is, the higher road standard speed and maximum speed the road has. The
congestion evaluation is also different because of different road grades.

2.2 Speed Information Based on FCD

The second source is the real-time speed information of the road section from the
floating car data. In the interval DT defined by DT = 5 min, the data is calculated and
matched to the corresponding road section and is transformed to the following kinds of
eigenvalues:

Average speed: first, we calculate the average speed of every car in the interval of DT
on the road section. Then the average speed of all cars is attained. In the interval of DT,
the velocity measurement sites of the floating car r on the terminal road section are
distributed as shown in the Figure below.

Sequence {t0, t1, …tp} and sequence {u0, u1, …up} are the time sequence and
speed sequence of floating car r on the road section. The floating car’s driving distance
Sr is defined by:

Sr ¼
Z tp

t0

udt � u0
t1 � t0

2

� �
þ up

tp � tp � 1
2

� �
þ

Xp�1

i¼1
ui

tiþ 1 � ti�1

2

� �
ð1Þ

Therefore, the average speed of floating car c can be represented as Ur ¼ Sr
tp�t0

.

If the number of floating cars on the road section at the moment is n, the average

speed of all cars on the road section can be written as ~U ¼
Pn

1
Ur

n .
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Speed distribution: the car speed is distinguished into different levels and the his-
togram is used to represent the distribution of speed data of all floating cars on the read
section. The standard of division is based on the speed distribution of floating cars in
the city. Car speed data is mainly no more than 75 km/h except those of highway.
Therefore, the car speed is distributed into 5 grades as shown in the Table 2.

Average stopping time: when a car’s speed is below 5 km/h, it is identified as a
stopped car. The stopping time of floating car r can be represented as

Pp�1
i¼0 tIþ 1 � tið Þ

ui\5ð Þ.
Thus the average stopping time of all cars on the road section can be written as

~T ¼
Pn

1
Tr

n .
From all kinds of eigenvalues above, 12-dimensional traffic congestion eigenvalue

can be calculated.

2.3 Congestion Value

The work of labeling training samples is completed by 5 experts from the Trans-
portation Department of the city. Through surveillance cameras experts recorded
information and gave evaluation of the traffic congestion at that time. Congestion
evaluation is divided into three grades: Smooth, Average and Congested. The final
label is in the grade which receives the most votes in 5 experts.

We indicate the congestion grades with the 3-dimensional eigenvalue. In each of
the evaluation results, each dimension corresponds to a congestion level. The dimen-
sion of the corresponding congestion grade is set to 1 and other dimensions are set to 0.
Thus congestion evaluation problem is transformed into classification problem.
Therefore, the evaluation result is the congestion grade which corresponds to the
dimension having the largest value.

3 Kernel-Based SSELM

Gao Huang et al. [4] introduced manifold assumption into ELM [5], and proposed the
solution of b in SSELM. For a training data set having l number of labeled samples and
u number of unlabeled samples, the output weights b of a SSELM is:

b ¼ HT Iþ ~CHHT þ kLHHT
� ��1~C~Y ð2Þ

The formulate is valid when the number of hidden nodes is more than the number
of labeled samples l. The ~Y is the training target including the first l rows of labeled

Table 2. The 5 levels of the speed of floating cars

Speed Grades 1 2 3 4 5

Range(km/h) <15 15*35 35*55 55*75 >75
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data equal to Y and the rest equal to 0. k is user-defined semi-supervised learning rate.
~C is a 1þ uð Þ � 1þ uð Þ diagonal matrix with the first l diagonal elements of cost
coefficient and the rest equal to 0. ~C can be calculated as:

Ci ¼ c0
Npi

i ¼ 1; . . .; l ð3Þ

where C0 is user-defined cost coefficient, and Npi represents the sample quantity of the
pattern of i th sample. L is Laplacian matrix, which can be calculated as L ¼
D�W :W ¼ ½wi;j� is the similarity matrix of all the labeled and unlabeled samples. D is
a diagonal matrix with its diagonal elements Dii ¼

Pn
j¼1 wij.

G.B. Huang et al. [6] suggested using a kernel function if the hidden layer feature
mapping h(x) is unknown. The kernel matrix v for ELM can be written as follows,
where K(xi, yi) is kernel function:

vELM ¼ HHT vELMi;J
¼ h xið Þ � h yið Þ ¼ K xi; yið Þ ð4Þ

Then the output function of Kernel-SSELM can be written as:

y ¼ FSSELMðxÞ ¼ hðxÞb ¼
K(x,x1)

..

.

K(x,xn)

2
64

3
75 (Iþ ~CvELM + kLvELM)

�1~C~Y ð5Þ

4 Evaluation Performance

4.1 Experimental Setup

In the experiment, we collect the floating car data from June 15th to Jun 16th 2015, and
the quantity is more than 30,000,000. The data is grouped in interval for 5 min and
matched to the corresponding road section. Finally we collect 13681 samples. The
evaluation of experts is based on the video from surveillance cameras about 30 typical
road sections in the city. 537 valid samples were finally collected, and the rest 13144
samples were unlabeled. The experiment was implemented using Matlab R2013b on a
3.40 GHz machine with 4 GB of memory.

4.2 Comparisons with Related Algorithms

For comparison, we tested the empirical rule, SSELM, Kernel-SSELM and
state-of-the-art semi-supervised learning algorithms such as TSVM, LDS, LapRLS,
and LapSVM. The test set had 100 samples randomly selected from the labeled sample,
and the random generation process was repeated 10 times. The cost coefficient C0 was
fixed to 100 and the semi-supervised learning rate k was chosen from in 2�20;

�
2�19; . . .; 220g. The kernel function of Kernel-SSELM is Gaussian function with the
parameter c fixed to 1. The number of hidden layer nodes of SSELM was set to 5000.
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Table 3 shows that the evaluation model trained by Kernel-SSELM had the highest
average accuracy at 86.2%. In addition, Kernel-SSELM only takes 48.2 s for training,
which keep the high training efficiency of SSELM. In comparison, the other
semi-supervised learning algorithms can also get relatively high accuracy, but the
training consumptions are too huge.

Figure 2 shows that with the increase of the proportion of unlabeled data in the
training set, the performance of Kernel-SSELM and SSELM get better. In particular,
Kernel-SSELM gives a more significant growth when the percentage of unlabeled part
is 40% below, and its performance get stable when there are more unlabeled data. By
comparison, the performance of SSELM grows slower and is hard to get stable result.

4.3 Performance Sensitivity on Parameters

Figure 3 shows the Performance Sensitivity. In order to achieve good generalization
performance, the cost coefficient C0 and kernel parameter c need to be chosen
appropriately. The best performance is usually achieved in a very narrow range of cost
coefficient C0, which means the Kernel-SSELM model is very sensitive to C0. How-
ever, when the C0 is properly chosen, the performance will be not sensitive to the
kernel parameter c. Semi-supervised learning rate k also significantly affect the per-
formance of Kernel-SSELM. There is an obvious trend that Kernel-SSELM gives
lower prediction error with more unlabeled data. However, the best performance is

Table 3. Evaluation result on realistic traffic data

Empirical
rule

TSVM LDS LapRLS LapSVM SSELM Kernel-SSELM

Average
accuracy

68.9 % 81.3 % 82.2 % 81.4 % 84.8 % 82.6 % 86.2 %

Best accuracy 73.0 % 87.5 % 86.0 % 86.0 % 88.0 % 87.5 % 88.0 %
Training
time (s)

– 18437 35334 931 825 41.6 48.2

Fig. 2. Evaluation comparison with different percentage of unlabeled data
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achieved in a very narrow range of k. Moreover, with different number of unlabeled
data, the best value of k varies in a small rage.

4.4 Evaluation on the Realistic Traffic Data

The trained model was used in the Urban Transportation Assessment and Forecast
System. Figure 4 displays the real-time traffic condition. In the map, Green represents
smooth traffic, yellow shows average condition, and red means the road is congested.
Seen from the image taken by surveillance cameras, the traffic evaluation accurately
reflects the road traffic congestion at that time.

Fig. 4. Real-time traffic evaluation

Fig. 3. Performance Sensitivity of Kernel-SSELM on the parameters
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5 Conclusion

In this paper, Kernel-SSELM was used to train the evaluation model on the large-scale
data set. Both the experiment and the real-time application shows the evaluation system
unites small-scale labeled data and large-scale unlabeled data cooperatively, and build
connection between congestion condition and road information with high efficiency
and accuracy. Extreme learning machine has high training efficiency and is easy to
implement. In the case of large data scales, high training speed ensures that despite
traffic conditions changes it can still renew training for several times to choose a better
model. Kernel-SSELM improves the recognition accuracy of evaluation models by
involving unlabeled data in the training. In neglecting the number of hidden layer
nodes, the optimization of kernel function improves the stability.

Acknowledgement. This work was supported by National Nature Science Foundation of
P. R. China (No. 61272357, 61300074).
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Abstract. Previously, we developed a mobile learning system that allowed
students to watch an instructor, the slides and annotations using their tablets in
real time. Students could ask questions via text chat. Students, however, found
the text chat interaction inconvenient and slow. Thus, based on our observation
that one student asks a question at any instance of time, we present a tablet-based
synchronous learning system that allows only one student with the floor control
to ask questions via audio and video that is multicast to all users. A preliminary
user survey shows that regarding user interaction, more than half of the users
found the proposed system more convenient and faster than the previous one.

Keywords: Mobile learning · Synchronous collaboration · Floor control · Tablet

1 Introduction

The distance learning has its strong merit that enables students to participate in a class
from a distance without actually going to the classroom. And as the mobile device and
network technology advances and its user population grows over the last decade,
researchers have been attracted to mobile learning since it allows students to participate
in a class remotely from anywhere with their mobile device [1]. MLVLS [2] is a mobile
learning system that allows students to watch video and slides with annotation remotely
on their Symbian smartphone in real time. Classroom Presenter [3] is a tablet-based
learning system that enables users to share slide and annotation in real time. These
systems, however, don’t provide the user interaction capability that allows students to
ask questions in real time.

Previously, we had developed a mobile learning system that allowed students to
watch an instructor and slide with annotation in real time [4]. It also allowed students
to interact with the instructor and other students through text chat. The students,
however, find it slow and inconvenient to look in the text chat to see the questions and
answers between students and the instructor.

Thus, we present a tablet-based synchronous learning system that allows only one
student who has the floor control to ask a question via voice and video, which, in turn,
is multicast to all the clients. It is based on our observation that most of the time only
one student asks a question at any instance of time. Floors are temporary permissions
granted dynamically to collaborating users to guarantee mutually exclusive usage of
resources such as telepointers or continuous media such as video and audio in networked
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multimedia application [5]. It should be noted that our system doesn’t allow voice and
video of all the students to be multicast at the same time since it could cause network
congestion and server overload.

2 Tablet-Based Synchronous Learning System with Floor-
Controlled Interaction

Figure 1 shows the run-time communication architecture of the proposed tablet-based
synchronous learning system with floor-controlled multimedia interaction for student.

Multicasting Server

Android tablet client for instructor

Android tablet client for student NAndroid tablet client for student 1

Slide & Anno.

Audio

Video

C
hat Text

Session U
pdate

Floor C
ontrol

Slide & Anno.

Audio

Video

C
hat Text

Session U
pdate

Floor C
ontrol

Slide & Anno.

Audio

Video

C
hat Text

Session U
pdate

Floor C
ontrol

Fig. 1. Run-time communication architecture of the system

The system consists of a multicasting server and multiple tablet clients that are of
two types: instructor client and student client. During the lecture, the instructor client
encodes the video and audio of an instructor in H.263 and in G.723.1, respectively and
sends them to all the student clients through the multicasting server. The student client
then decodes them and renders or plays them. When a student takes the floor control,
the student client also encodes the video and audio of the student and sends them to the
multicasting server. We exploited the floor control to allow only one student’s video
and audio to be multicast because making all the student clients’ video and audio multi‐
cast simultaneously would overload the multicasting server as well as cause network
congestion. The instructor client sends the slide to the server in pdf format. A series of
annotation events made by an instructor are grouped into a packet and sent to the server.
When a student client receives these slide and annotation data from the server, it decodes
and renders them on the tablet display. A chat text from a client is multicast to all the
clients through multicast server. When a client joins or leaves a lecture, it sends the
session update to the server, which, in turn, updates its own data and multicasts the
update to the clients. When a student gets the floor control, the floor control information
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such as who just took the floor control, is sent to the multicasting server, which also
updates its own data and multicasts it to the clients.

Figure 2 shows the user interface of the Android tablet client for instructor. The
instructor starts the lecture by clicking a “Start Lecture” icon in the slide control panel,
typing a lecture title and opening a slide file. During a lecture, the instructor can speak
and make gestures as well as make annotations on a slide. When a student takes a floor
control of asking questions, his/her appearance starts to show in the student video panel.
Any student can also ask a question by typing it in the text chat panel. The instructor
can answer a question by speaking, making gestures, making annotations on a slide, and/
or typing some texts in the chat.

Fig. 2. UI of the Android tablet client for instructor

Figure 3 shows the user interface of the Android tablet client for student. During a
lecture, a student can watch the instructor and see the slide, annotation and chat in real
time. A student can ask a question via text chat. And one student is also allowed to ask
a question via voice and video through floor control. When a student clicks on a floor
control button that reads “Speak”, other students’ buttons except the student’s button

Fig. 3. UI of the Android tablet client for student
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become disabled and its text changes from “Speak” to “On Air” so that other students
cannot take the floor control. Then, the voice and video of the speaking student is multi‐
cast to all the tablet clients. When the speaking student finishes the conversation and
clicks on the “On Air” button, the button on all the student clients gets enabled and its
text changes from “On Air” back to “Speak”, at which time any student can take the
floor control and ask a question via voice and video.

Regarding development platform, the client has been implemented in Java using
Android Studio IDE with Android SDK and Java SE Development Kit 8. The client runs
on the LG G Pad II 10.1 tablet with 10.1 inch display (1920 × 1200) and Android 5.1.1
Lollipop. The multicasting server has been implemented in Java using Eclipse IDE for
Java Developers with Java SE Development Kit 8 on Windows 8.1 Pro.

3 Conclusion

We proposed a tablet-based synchronous learning system with floor-controlled multi‐
media interaction for students. Students can watch an instructor and slide with annotation
using their tablets in real time. They can also interact with the instructor with text chat.
When a student acquires a floor control, his video and audio is also multicast to users.
We conducted a preliminary usability testing by having 7 undergraduate students in our
computer engineering department use the prototype system and our previous system
without floor-controlled multimedia interaction, for 3 days. In our simple user survey
on the student’s interaction with the instructor, 4 students (57 %) said they felt that the
proposed system is more convenient and faster than the previous one. 2 students (29 %)
said they are not sure which one is better. 1 student (14 %) said she preferred the previous
system because she didn’t feel comfortable with herself being shown to all the users.
We are working on the prototype implementation. We plan to conduct detailed empirical
study after the implementation is finished.

Acknowledgements. This work was supported by 2016 Hongik University Research Fund.
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Abstract. We have addressed the problem of improving CIAM (Collaborative
Interactive Application Methodology) in order to support design, modeling and
evaluation of collaborative and interactive mobile applications. CIAM Mobile
(m-CIAM) is the result of the integration of CIAM with MoLEF (Mobile Learning
Evaluation Framework), which serves as a basis for an evaluation tool that allows
for analyzing characteristics of applications in m-Learning. In this paper, we
endeavor to show how to apply m-CIAM to the design of m-Learning applications
that were previously developed with the original version of CIAM. The selected
application to describe this process is called GreedEx Tab, which is the iPad
version of the GreedEx tool. Our objective is to develop a new prototype for the
iPad applying m-CIAM as methodological approach and compare the results with
the initial version of this application. These results show that we can obtain
improved relative values in pedagogical and technological usability.

Keywords: Collaborative mobile systems · Group interaction in mobile
systems · Cooperative learning · Mobile usability · m-Learning · Methodology

1 Introduction

Mobile Learning (or m-Learning) came into existence at the end of the 20th Century. It
facilitated access to information anytime, anywhere, and enabling a flexible and person‐
alized learning experience in which the context is important. Nowadays, the number of
people using mobile phones and using broadband is constantly growing [1]. In 2012,
the number of connected mobile phones exceeded world population for the first time in
history [2]. Thus, we have an excellent opportunity to improve the collaborative teaching
and learning of millions of people around the world if we take advantage of their full
potential.

CIAM (Collaborative Interactive Application Methodology) is a methodological
approach for the modeling and development of groupware applications that takes the
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modeling of work in-group and interaction issues into account [3]. It guides engineers
through several modeling stages, starting from the analysis of the context of the group
work until obtaining an interactive task model. The final user interface is obtained from
the interaction model, applying a semi-automatic method supported by the CIAT-GUI
tool [4].

The problem is that CIAM is not primarily focused on the mobile computing para‐
digm and does not deal directly with evaluation mechanisms and processes of the arti‐
facts produced when this methodology is applied. To solve this problem, we decided to
improve it by the proposal of CIAM Mobile (m-CIAM).

m-CIAM is the result of the integration of CIAM with MoLEF (Mobile Learning
Evaluation Framework). MoLEF is a design and evaluation framework for collaborative
m-Learning systems, focused on the support of Pedagogical Usability and User Inter‐
face Usability. These two main features are subdivided in design and assessment of
different factors or sub-characteristics [5]. This framework serves as a basis for a design
and evaluation tool that allows for analyzing characteristics of m-Learning applications
and depicting results in a radar chart. Thanks to this framework and its integration with
CIAM, pedagogical aspects can also be considered during the modeling process. These
are not taken into account by other proposals for design of collaborative systems, espe‐
cially in m-Learning contexts [4].

We hypothesize that applying m-CIAM applications with more user interface and
pedagogical usability are obtained. Thus, in this paper, we address how to apply m-
CIAM to the design of m-Learning applications that were previously developed with
CIAM. GreedEx Tab is the application selected to describe this process. It is the iPad
version of GreedEx [6]. Our aim is to implement a new prototype for iPad applying m-
CIAM as a methodological approach and compare the results with the original version
of this application. These results show that we can obtain improved relative values in
pedagogical and technological usability.

2 Previous and Related Work

In [4] we introduced CIAM methodology and we mentioned that it is necessary to
improve it to deal with the development of collaborative m-Learning applications. In
this paper we briefly describe m-CIAM, which is the enhanced version of CIAM inte‐
grated with MoLEF.

MoLEF is a design and evaluation framework for collaborative m-Learning systems.
It is divided into two main categories: Pedagogical Usability and User Interface
Usability. Pedagogical aspects are considered a key factor for providing a pleasant and
rich learning experience in a mobile environment [7], meanwhile user interface usability
is fundamental to achieve the acceptance and satisfaction of the students [5]. Each cate‐
gory is organized into several factors and criteria that must be taken into account in the
development and evaluation of m-Learning collaborative applications [1]. Thus, Peda‐
gogical Usability is divided into Content, Multimedia, Tasks and Activities, Social
Interaction and Personalization; while the User Interface Usability is composed of
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Design, Navigation, Customization, Feedback and Motivation factors. Each of these
factors splits further into a series of dimensions. These dimensions and their criteria are
described in depth in [5].

The main improvement obtained using m-CIAM is that pedagogical aspects can be
considered during the modeling process.

Other authors have addressed similar issues. For example, in [8] a usability frame‐
work for the design of m-Learning applications is introduced. In [9] the universal
instructional design principles for m-Learning are described. Paper [10] presents peda‐
gogical usability criteria for designing or evaluating m-Learning applications. Finally,
[11] describe a design requirement framework. The main aim of m-CIAM is to integrate
these important aspects during stages of development: pedagogical and technological
usability.

In the following section, we describe how to apply m-CIAM to develop a new proto‐
type of GreedEx Tab in order to improve a previous version and discuss the main
differences.

3 CIAM Mobile Vs CIAM on Development of GreedEx Tab

GreedEx Tab v1.0 (Greedy algorithms Experimentation for Tablets) [12] is an iPad
application developed by the CHICO1 research group to improve and solve the problems
encountered in the previous conventional computer version called GreedEx [6], devel‐
oped by the University Rey Juan Carlos of Madrid (Spain) within the LITE2 (Laboratory
of Information Technologies in Education) research group. GreedEx Tab is an interac‐
tive assistant used to learn greedy algorithms. This app takes advantage of the conven‐
ience of use and the ability of interaction, visualization, and animation of mobile devices,
in order that users learn the behavior of greedy algorithms [12].

In GreedEx Tab, users first select a problem and then interact with it. The statement
is immediately shown and then they need to introduce or randomly generate the neces‐
sary data to solve it. Next, a simulation can be executed in which users interact with it
in real-time. Finally, a small historical summary of the process is shown.

The original version (v1.0) was implemented by applying only CIAM methodology.
Our aim in this paper is to design and implement a new iPad prototype (v2.0) using m-
CIAM instead and compare the results. In the next sub-sections we briefly introduce the
first version implemented and then we explain how to apply m-CIAM. Finally, we
comment on some comparative results.

3.1 GreedEx Tab v1.0: CIAM Version

GreedEx Tab v1.0 was developed in its first version using only the CIAM methodology,
together with the use of OpenUP [13] as a development methodology and Scrum [14]
as an agile management framework.

1 http://chico.inf-cr.uclm.es/cms/.
2 http://www.lite.etsii.urjc.es/.
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We followed all the habitual CIAM steps, such as the generation of the Sociogram,
the Responsibilities Model, the Process Model, the Group Work Task Model and finally,
the Interaction Model. The most relevant is the Interaction Model (CTT, Concur-Task-
Trees) [15], because of its proximity to the final stages in the definition of the user
interface. Using CTT, an interactive task tree is created for each individual task or indi‐
vidual responsibility and for each work in-group task [3]. In the case of collaborative
tasks, the interaction model is obtained from the shared context definition [4].

In GreedEx Tab v1.0 we had to generate various interactive task trees using CTTE
(ConcurTaskTrees Environment) [15] for each of the functionalities extracted from
previous requirements and the Sociogram, Participation Table and Responsibilities
Model designed. Thanks to this process, developers could improve the cooperative and
collaborative interactivity, among other advantages.

In Fig. 1 we can see the appearance of the user interface obtained. One of the main
tasks on GreedEx Tab it is to allow students to simulate a problem with the data intro‐
duced on their own previously. In Fig. 1, the simulation view can be seen as example
of the final user interface of GreedEx Tab v1.0.

Fig. 1. Simulation view of GreedEx Tab v1.0

3.2 GreedEx Tab v2.0: CIAM Mobile Version

m-CIAM integrates the CIAM process model and stages with the MoLEF’s factors.
These stages were described in [4], and this paper addresses how they are applied.

Figure 2 shows the process model and stages of m-CIAM methodology, where “A”
(Content, Multimedia, Tasks or activities, Social interaction and Personalization) corre‐
sponds to the factors for evaluation of Pedagogical Usability requirements and “B”
refers to the evaluation of User Interface Usability. In this diagram there are six types
of elements which are described in [4]. Pedagogical Usability is spread across most
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stages of CIAM. However, the dimensions of User Interface Usability are focused on
the GUI Design stage because it is applied to the artifacts managed by the process of
model-based user interface design (MBUID) that is developed in this stage [16].

Fig. 2. Process model of m-CIAM

Thus, to obtain the final user interface, it is necessary to develop each of the CIAM
models considering the related artifacts and factors of MoLEF. Each of these factors has
different dimensions that developers can choose to include or not during this process
(depending on the characteristics and requirements of the application to design). These
dimensions are composed of one or more questions that developers must take into
account to improve the final result.

For example, referencing Fig. 2, to obtain our Responsibilities Model we must take
into account the Participation Table and the Sociogram artifacts (previously developed)
during the Responsibilities Modeling process. In the same way, we must add the appro‐
priate dimensions for our application belonging to the Content factor. These dimensions
are described in [5]. Furthermore, developers must also select some of the questions
pertaining to this factor to finally obtain the Responsibilities Model in CIAM with those
characteristics added. That is the MoLEF framework is used as a checklist that ensures
compliance with the requirements of pedagogical and technological (user interface)
usability desirable in a collaborative m-learning application.

In Table 1 we show one of these typical checklists where developers can detail the
accomplishment of the different usability requirements. These questions in particular
are related to the Content factor and its dimensions selected for the development of our
application. In this case, we were able to determine that the content must be organized
into modules or units (question C1). In our case, GreedEx Tab has five different and
independent problems to solve by the students. However, it is not necessary to organize
them according to levels of difficulty (question C5) and users can choose one of them
whenever they want.
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Table 1. Checklist of accomplishment for the Content factor dimensions on GreedEx Tab

ID Question Accomplishment
C1 The content is organized into modules or units Yes
C2 The learning objectives are defined at the

beginning of the module or unit
Yes

C3 Disclosed if prior knowledge are required No
C4 The explanation of the concepts is presented in a

clear and concise manner
Yes

C5 The modules or units are organized according to
levels of difficulty

No

C6 There are links to external resources related to the
content and adapted for mobile devices

No

These steps are followed in each of the typical CIAM processes (Process Modeling,
Responsibilities Modeling, Interaction Modeling, Group Work Task Modeling and GUI
Design –MBUID-) to generate the different artifacts (Participation Table, Responsibil‐
ities Models, Interaction Models -CTT-, etc.) needed to achieve the desired collaborative
and interactive mobile interface.

As can be noted, the Pedagogical Usability factors are spread across most stages of
CIAM. However, the factors of User Interface Usability are focused on the GUI Design
stage because it is applied to the artifacts with evaluative character, i.e., they allow
evaluating the user interface during the design process trying to recognize possible
problems and intervene in time.

GreedEx Tab v2.0 is a prototype which focuses on the enhancement of the user
interface, so some functionalities of GreedEx Tab v1.0 were not implemented (i.e. to
show information related with the historical processes or to perform an intensive

Fig. 3. Simulation view of GreedEx Tab v2.0
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execution). Nonetheless, as illustrated in Fig. 3, its user interface differs from the first
version. The simulation view is shown in this figure as in the section before to better
comparison.

3.3 Discussion

The main difference between the two versions developed is that pedagogical aspects
were not considered in the modeling process of GreedEx Tab v1.0. Nevertheless, user
interface usability differences were also found. Thus, some of the most relevant (peda‐
gogical and user interface) are detailed in the next lines, in reference to Figs. 1 and 3
and relying on factors of m-CIAM introduced before.

In “a”, we have a Content related problem. In GreedEx Tab, we have five problems
to choose from. Three of them use weight and profit values, information that must be
shown for better comprehension and learning. In GreedEx Tab v2.0 (Fig. 3) this infor‐
mation is shown every time, meanwhile in the original version, it does not appear.

In “b”, a Feedback problem occurs. Thanks to the new visual metaphor (‘barrel’),
users are always informed about the situation of the problem (also textual information
appears below). Meanwhile, in GreedEx Tab v1.0, this information is shown in a hori‐
zontal bar. This bar also has several problems when the information previously intro‐
duced has high values (weights and profits), because the knapsack continues growing
but graphically these changes cannot be seen.

In “c”, we found a Navigation problem. The dropdown menu with all the selection
functions in the new prototype is more intuitive and when it is pressed, all the information
related to it is immediately refreshed. In the original version, users need to select the
function using the wheel and then press a button to refresh. Another significant problem
is that the button is allocated in a different place than the wheel, so it causes usability
problems for the users.

In “d”, the problem is related with Tasks and Activities. With the addition of the new
navigation buttons, step back and rewind functionalities were also achieved. In GreedEx
Tab v1.0, only step next and forward it is possible. The problem is that to reinitialize
the problem we must start another from scratch.

This is just a small sample of the differences found after the application of m-CIAM.
We can conclude that there are multiple benefits of taking the pedagogical aspects into
account when applying CIAM. This reinforces our initial hypothesis, providing both
pedagogical and technological usability improvements.

4 Concluding Remarks and Future Work

In this paper we introduced m-CIAM, a methodology which integrates CIAM (Collab‐
orative Interactive Application Methodology) with MoLEF (Mobile Learning Evalua‐
tion Framework) in order to develop mobile and collaborative learning applications with
enhanced user interface and pedagogical usability. For this, an evolution of a prototype
of a specific mobile application has been described and it has been compared with its
previous version. This comparison shows that better relative values in pedagogical and
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technological usability dimensions are obtained when this new approach is applied.
Therefore, these results suggest that our initial hypothesis was correct.

In order to generalize our proposal, we also plan to apply this method in other
collaborative learning scenarios and applications such as COLLECE (Collaborative
Edition, Compilation and Execution). COLLECE is a groupware tool that enables users
who are located at different workstations to collaborate in real time in the building of a
computer program.
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Abstract. Modelling and communicating scientific data are paramount
in Disaster planning, yet is not easily communicated and interpreted by
non-expert stakeholders. These stakeholders are important to the disas-
ter response planning because they can provide firsthand experience and
knowledge not capture by quantitative methods. This project aimed to
develop a method for catching the attention of community members and
engaging them in disaster preparation discussions around real data. A
scale model visualisation tool was developed that allows users to interact
with flood levels and visualise the impact on their community. Using an
“in the wild” Human Computer Interaction (HCI) field trial approach,
we found community members engaged in self-directed discussions with
strangers about the mitigation of floods and the current zoning of new
housing estates in flood prone areas. TerrainVis has helped residents
understand the significance of disaster preparation and changed perspec-
tives on evacuation plans by situating them within the data.

Keywords: User experience · Flood modelling · Visualisation · HCI ·
Disaster preparation

1 Introduction

Threats from natural disasters including cyclones and flooding are a frequent
occurrence for residents of Northern Australia. Preparation for these events has
a strong association with successful evacuation [3], coping with trauma and social
recovery after events. A major motivating factor of residents in preparation for
natural disaster is the perceived personal risk of an event [5]. Communicating
the risks and importance of disaster planning and preparation is paramount for
ensuring the safety of the wider community.

Emergency service organisations and local governments are already deeply
involved in disaster planning, educating stakeholders and residents about risks
and the importance of preparation. This communication is based on the wealth of
expert and scientific knowledge in forecasting and around the impacts of events.
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-46771-9 15



TerrainVis: Collaborative, Interactive, Visualisation Tool 111

However, the communication of this knowledge in a form the public can under-
stand is a barrier to furthering community understanding and preparation. Tech-
niques involving community members in the disaster recovery planning process
have shown an improvement of plan quality and benefits for both planners and
individuals [6]. Tools that can directly communicate complex data, such as out-
put from mathematical models, to the community have the potential to improve
the quality of planning and buy-in of residents.

Technologies that can offer immersive data driven learning experiences to
help communicate spatial properties of the datasets include Virtual Reality (VR)
and Augmented Reality (AR) [7] headsets and 3D simulation [4]. However, each
of these technologies poses barriers to collaborative planning. The VR and AR
technologies are effective but headsets are costly because each concurrent partic-
ipant needs a separate device. These technologies also present a barrier to entry
as new users require preliminary training on use. As a result VR and AR head-
sets are often considered infeasible to use as large scale community engagement
tools. 3D visualisations and serious games also offer the potential to make data
easier to interpret, however delivering these in large groups is a complex process.

A new application is presented that allows users to view and interact with
datasets on physical terrain scale models. The focus for this paper is flood visual-
isations developed for an Australian city in the tropics. A system was developed
to communicate storm surge data and is capable of visualising local and web
based maps. Users can define parameters and make adjustments to the storm
surge level to predict locations that would be prone to flooding. Disaster plan-
ners can engage the public around this system and use it as a tool to stimulate
conversations and collect local knowledge from residents to improve their under-
standing of storm surges. A series of 10 field trials were conducted to refine
the tool and observe how the system can support collaborative planning. The
“in the wild” Human Computer Interaction (HCI) field trials found community
members engaged in their own discussions with strangers about the mitigation
of floods and the current zoning of new housing estates in flood prone areas.

2 Design and Implementation

Storm surges from tropical cyclones pose a flood risk to costal communities. To
manage these risks in the event of a cyclone or storm evacuation zones were
developed. These zones are based on historic data and modelling of likely events
and help emergency services evacuate residents during natural disasters. Evacu-
ation zones are presented to the community as paper maps and the justification
behind these is only available in a large technical report. Residents often express
concerns around the accuracy of the evacuation maps as they are often related to
insurance premiums. A new method is needed to help improve the communities
understanding of the risks from storm surges and justify the evacuation zones in
an easier to interpret format. The idea for this research project centered around
visualising storm surges in an interactive manner to help justify the evacuation
zones to residents. Using an interactive tool will allow users to take control and
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build their own understanding. The tool must be accessible to all community
members and useable with limited instruction or prior understanding.

2.1 Implementation

The first version of the interactive tool used an AR approach, comprised of a
printed map that was projected onto from a projector mounted above the table.
A physical marker that represented the high water line of the storm surge could
be moved around to adjust the peak of the storm surge. A value is shown that
indicates the height above mean sea level required to flood the selected area.
Users could see how flood prone a particular area was by moving a physical
marker to that area. An initial field trial was conducted with this first prototype
where the tracking of the physical marker proved to be imprecise causing frus-
tration or confusion in users. The poor tracking performance was caused by the
camera used to track markers being unable expose the image very well in bright
or unevenly lit environments. This trial helped to inform the next iteration of
the development of the interactive tool that aimed to minimise these limitations.
Furthermore users were observed using the markers and surge height to under-
stand the topography of the map, this indicated a need for the visualisation of
the height independent of the storm surge model.

The second and third versions of TerrainVis use a 3D physical scale terrain
model of the landscape. The model used by the second version was built by an
artist, which was difficult to align the projected map to. The third version uses a
Computer Numerical Control (CNC) mill to build a scale accurate representation
of the landscape. Light Detection and Ranging (LiDAR) data of the city was used
to mill a physical terrain model out of a block of foam, which was coated with a
matte white paint to improve the projection quality. The elevation in the LiDAR
data was exaggerated in the physical terrain model to highlight landmarks and
make the coastline and rivers more pronounced. A projector is mounted above
the physical model using a light stand and the map is projected onto the physical
model (Fig. 1). The projection is aligned to the surface and uses the TerrainVis
software to align geospatial data to the physical model.

TerrainVis is built as a Web Application in Node.js using WebSockets for
communication, OpenLayers for loading map layers and a custom visualisation
library for handling animation of spatial layers. A controller Web Application
running on an iPad (Fig. 2) allows users to toggle layers, such as evacuation and
population maps, control the water level of flood scenarios or explore historic
aerial imagery. To ensure the accessibility of the tool to all community members
the controller was designed with the objective of requiring limited instruction
yet still providing more technical participants the ability to change advanced
settings. The design of both the controller and visualisation went through many
revisions based on user feedback and in the field observations throughout the
research cycles.
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Fig. 1. The TerrainVis software projected onto a CNC milled physical terrain model,
showing an (unlikely) storm surge of 11 m in the city of Townsville.

Fig. 2. Tablet controller user interface
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3 Methodology - in the Wild Field Trials

Trials and naturalistic deployments of systems have become a core method for
investigating user interactions with computing systems. A standard method to
test experimental systems within HCI are “in the wild” field trials [1]. This
method involves testing new systems with groups of users in settings that are
commonly unconstrained and outside of the laboratory. The users can be explic-
itly or implicitly asked to use the system “naturally”. In some cases the users are
constrained with set tasks for them to carry out, while other trials avoid controls
to encourage “natural” use. Some trials can be a part of a wider experiment,
while others adopt a more ethnographic analytic mode [1].

3.1 Methods

This project adopted an observational approach during the field trial where the
researcher only interacted with the participants during a preliminary stage. The
trial aimed to exploit the unconstrained and unanticipated use of the system
“in the wild” to observe actions and reactions of the interplay between groups
of random people and how they interact with each other and the system. We
observed how people were interacting with the tool, discussions it provoked and
how they used it to support the discussions they were having. We also took
particular note of any technical problems users ran into using the system. The
observations from each session were recorded in a note book and compiled notes
were used to refine the user interface and visualisations.

The field trial sessions were run at public events that had an environmental
focus, such as a public event run to promote World Wildlife Foundation’s Earth
Hour. The tool was observed at 10 public events over several years. Participants
were not chosen, but instead comprised of random inquisitive community mem-
bers, from an age demographic that ranged from five to eighty, who stopped
to interact with the system out of curiosity. All participants were local to the
region and had an interest in how their property would be affected by storm
surge. Events ran for between 3 and 7 h and had between 20 and 100 participants
controlling the tool. The observations were conducted in an unconstrained envi-
ronment that allowed community members to enter into and leave discussions
freely. The researchers were available to answer questions about the system and
the technology and provide preliminary examples of realistic flooding scenarios
but the predominant interplay was left to the participants.

4 Results and Discussion

The field trials of the second version of the model generated substantially more
interest and engagement of community members than the first. While the first
version saw mostly individuals the second version had more groups involved
including families and at times large collections of strangers who had joined
in. As new groups or individuals would come through, there was often initial
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Fig. 3. Community members interacting with the visualisation system at a public
event.

hesitation to interact with the display if it was currently not being used. However
if it was being used at the time, community members would join in, observing at
first and usually asking follow-up questions about the extent of the model and
the location of their house. The initial hesitation was easily overcome by the
researchers introducing the model with a brief explanation and demonstration
of how to interact with it.

At times large groups of participants, up to 15 people, would form on their
own (Fig. 3). One of the large groups discussed the vulnerability of their proper-
ties and their suburbs. The group also moved on to discuss new housing estates
being developed in flood prone areas after one resident shared his aversion to
buying a property in a new, low lying, estate. As the discussion developed par-
ticipants would adjust the model to investigate queries they had and to support
their discussion points. Similar discussions developed around the proposal for a
new sports stadium and entertainment precinct being developed in areas that
are vulnerable to storm surges caused by cyclones.

A trial was conducted at the Mission Beach Cassowary Day using a terrain
model of the region developed using the same process. Perspectives of the Mission
Beach participants centred on evacuation and the events that would leave their
community isolated. This was in direct contrast to the participants in Townsville
whose primary concerns were about their personal property and insurance prices.
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This difference in the community’s perspectives was an unexpected result as
both communities have similar issues with roads out of town flooding and are
clearly shown on the model. The Townsville residents we pointed this out to were
observed adjusting the model to confirm our comments. This seems to indicate
an interest of the community members in wanting to learn more about their
community and disaster preparation.

4.1 Field Trials

Field Trials of TerrainVis allowed us to test the tool out of a controlled setting
and understand how citizens interact with community engagement tools in the
real world. Limiting training time was one of the initial requirements for the
visualisation tool and this could be easily measured and observed with large
numbers of new users each time. The use of such a large participant base wouldn’t
have been possible with more traditional organised focus groups or observation
sessions. Each iteration of the design could be observed and tested with large
groups of users all experiencing it for the first time. While the field trials gave
an overview of the real world benefits of this tool, more controlled studies are
required to refine the delivery process and quantify the value of such an approach.

4.2 Value and Further Applications

During the field trials TerrainVis has received attention from emergency service
organisations and several local governments as a tool to support their commu-
nity engagement efforts. Local councils from the region have already started
adopting TerrainVis as a method for engaging the public around their spatial
datasets, including storm surge, riverine flooding and urban growth using his-
toric aerial imagery. Furthermore, the planners from these organisations have
expressed interest in the value the tool could provide to planning and real-time
decision making in their co-ordination centres. Discussions around the tool with
planners have provoked novel ideas about how similar tools and technology can
be applied to enhance the community engagement activities already undertaken.
The visualisation of datasets over a physical model could assist in decision mak-
ing scenarios where elevation is an important factor in the process.

The findings and software can be applied far beyond simple flood visualisa-
tions, for example to urban planning. Urban planning decision-making is based
on derived information from a diverse range of requirements but the perspec-
tive of the community is not usually integrated in this multifaceted approach.
The general public can provide a distinct perspective and firsthand experience
at a level not otherwise captured by town planners [2,8]. The use of interactive
tools like TerrainVis could enable town planners to uncover community values by
allowing community members to experiment and adjust town plans. This inter-
rogation of data by residents will allow them to build a better understanding of
plans and assist in the expression of their local knowledge.
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4.3 Conclusion

This paper set out to explore the use of interactive, collaborative communica-
tion tools to help residents understand the risk of flooding caused by storm
surges. Using Field Trials as an exploratory process we developed TerrainVis, a
tool that reflected the needs of the users and helped provoke discussions around
disaster preparation. The final tool has changed substantially from the outset
through the process of observation and analysis. The tool successfully engaged
large groups of residents in self-directed discussions and allowed them to inves-
tigate the influence of storm surge’s on their property and the community. Ter-
rainVis is already enabling local councils to educate and engage residents in
disaster planning. Future research into this technology will focus on building a
deeper understanding of the potential applications of this tool and identifying
best practices for interaction.
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Abstract. Organisations with a clear focus on design and development need to
carefully and strategically invest in projects. When collaboratively analysing
various project proposals, decisions must be made at the macro level using a high-
level strategic perspective of the entire portfolio of projects while at the same time
considering details at the micro level. It can be difficult for decision makers to
absorb the wide range of information about technical, financial, aesthetic, ergo‐
nomic, market, and other project factors that need to be considered. Hence, there
is a need to better support decision making teams as they collaborate to effectively
access and evaluate information. This paper explores the synergies between
research and practices in the domain of Project Portfolio Management (PPM) and
the disciplines of Design Innovation (DI) and Design Management (DM) to
propose a new collaborative visual tool to assist design project review boards in
small and medium enterprises (SMEs).

Keywords: Project portfolio management · Design management · Design
innovation · Visual collaboration

1 Introduction

The success of design and development organisations pivots on their ability to invest
wisely in projects. Decisions must be made at the macro level using a high-level strategic
perspective of the entire portfolio of projects, and at the same time at the micro level
through design reviews that scrutinise the details of each proposed and existing project.
Such design reviews require the evaluation of a range of information about technical,
financial, aesthetic, ergonomic, market, and other factors. The difficulty of informing
such decisions is compounded when organisations review multiple projects together as
a portfolio. The multi-dimensional complexity of design decisions can result in a situa‐
tion where decision makers ‘cannot see the forest for the trees’. Teams of high level
decision makers focusing on strategy and overall business outcomes may find it difficult
to absorb enough information about individual projects to make the best decisions. In
this environment, there is a need to better support decision making teams to effectively
access and evaluate information so that they can see both the high level (the forest) as
well as the project level (the trees).

We explore the synergies between research and practices in the domain of Project
Portfolio Management (PPM) and the disciplines of Design Innovation (DI) and Design
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Management (DM) to propose a new collaborative visual tool to assist design project
review boards. Our proposed tool is designed with the needs of small and medium
enterprises (SMEs) in mind.

SMEs face extra challenges on two levels. First, their decisions can be particularly
multi-faceted as they must make strategic decisions about project investments while also
considering project level details that would not be considered at the strategic level in
larger organisations. For example such decisions may be tied in and conducted in parallel
with detailed design reviews. Second, SMEs do not have the resources or need to justify
a fully comprehensive PPM software solution. Such systems are evolving, but are
generally large, cumbersome, and expensive and require standardized approaches to
most project work that present constraints and barriers that are not matched by benefits
in a SME environment.

This paper proposes a tool that aims to provide an enhanced cognitive fit by
displaying project information in a manner sympathetic with the problem at hand using
network mapping principles augmented by a temporal dimension, and allowing tailored
parsing, filtering and synthesis of diverse information. To better understand the context,
we now turn our attention to Project Portfolio Management (PPM).

2 Project Portfolio Management (PPM)

Project Portfolio Management is an evolving discipline for the strategic management of
a portfolio of projects [1]. By taking a portfolio perspective for decisions about project
decisions, organizations aim to achieve the necessary collaborative oversight to increase
the overall value of the portfolio. Such group decisions require balancing factors such
as risk, return, resources and benefits so that the portfolio as a whole meets the strategic
and other objectives.

From a portfolio level, group decisions must be made to select and fund new projects,
monitor existing projects and at times to reprioritize projects, including cancelling
projects and reallocating resources to projects when better opportunities arise. PPM
decisions are often made in stages throughout the project lifecycle with the aim to reduce
project and portfolio risk over time. Best practice research shows that such decisions
are best made by teams of experienced decision makers [2, 3]. By bringing experienced
people together, and providing structures, processes and systems to provide access to
information about the decisions at hand, PPM provides a locus for accumulation of a
large amount of information about projects (for example about technical, financial,
aesthetic, ergonomic, market, and other factors) and a forum for strategic decision
making.

The challenge for PPM decision making is how best to capture and analyze such a
large amount of information. Multiple research studies attempt to address this problem
by proposing computational optimization models that aim to quantify all aspects of the
decision problem and use computer algorithms to select the best projects. Such systems
are not well adopted by industry amid concerns that the aggregation of information
obscures important considerations and complex interactions between aspects are not
usually included [4]. Such optimization systems are especially unsuited to the types of
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multifaceted decisions made in SMEs. However, computers do have a strong role to
play in assisting SMEs (and other organizations) manage portfolio information and
decision making. The use of computers to generate visual displays of portfolio data
assists teams of decision makers and is associated with improved portfolio outcomes,
and research indicates that visual displays with high cognitive fit (the design of the
display aligns with the nature of the task and the mental models required to evaluate the
information) will support better decisions [5, 6]. Systems that provide a visual interface
and facilitate human input, allowing for intuition and interaction, have the potential to
offer the best of both computer power and human cognitive capability [7, 8].

Portfolio decisions in SMEs generally include high level management and key
stakeholders. Managing and balancing risk is a central aspect of portfolio approaches,
however a focus on financial concerns can dominate the discussion at the expense of
more strategic considerations [9], especially in SMEs. The literature contends we need
to be concerned about larger socio-economic, cultural, legal and environmental issues
that are dynamically interrelated to technology and science [see: 10–12]. These aspects
must be embedded in the decision making processes for PPM.

Given the accelerating rate of change adding to the complexity of PPM decision
making, there is equally an accelerated need for tools to assist with complex collabora‐
tions within diverse decision making teams drawn from an increasingly large variety of
backgrounds, expertise, and domains of knowledge. Moreover, those who are respon‐
sible for PPM increasingly work in an extremely intense environment. Yet, in SMEs
they still need to make highly detailed and nuanced technical design decisions along
with portfolio-level strategic decisions. In such an environment decision makers need
to have tools, skills, and experiential knowledge suited to ‘extreme’ collaborative envi‐
ronments.

The issues highlighted above suggest a need to shape new approaches to support
the PPM decision environment. We next turn to the literature in the areas of Design
Thinking - Design innovation and Design Management to draw inspiration and
understanding of decision processes in uncertain environments to support the devel‐
opment of appropriate tools for operating in a new era of PPM.

3 Design Innovation and Visual Reasoning

Design Innovation [DI] and Design Management [DM] are disciplines for fostering the
development of new and successful designs. The design disciplines emphasise the
importance of divergent types of information flows and thinking strategies. In many
ways DI and DM rely heavily on design thinking methods in order to move projects
forward.

The literature surrounding design innovation suggests design is a problem solving
activity, and like all such activities requires reasoning. Designers often use drawings
(visual imagery) to aid conceptualisations and design reasoning to reason through
complex concepts (for example see [13, 14]). Hence design reasoning can be considered
synonymous with visual reasoning in that designers may use drawing as a vehicle for
reasoning. In point of fact, according to Herbert [15] drawing is considered to be a
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designer’s principle means of thinking. The design process is seen as one in which
designers visually reason internally via mental imagery, then draw generating external
representations of that imagery, reflect and reason about the external imagery, then draw
again. Moreover, this symbiotic relationship between the internal visual imagery and
the external visual imagery to reason to a solution is seen by Goldschmidt [13] as a
systematic dialectic between the two modes of reasoning.

Essentially the cognitive psychology literature (for example see [16]) views visual
reasoning as the use of visual spatial relations in making inferences about corresponding
conceptual relations, concluding that external visual representations have special prop‐
erties which can aid reasoning about higher order abstract concepts. Moreover, the
cognitive research focusing on visual reasoning (see for example, [16–21]) has some
common themes. While the research mentioned here investigated the resolution of
physics problems, economics problems, or biology problems, the overarching view is
that diagrams can, and often do, have a significant role in reasoning through problems.
Hence, in general when operating across varied domains of knowledge, problem solvers
must; (1) identify the underlying nature and structure of the problem (2) generate repre‐
sentations of the problems (i.e. Diagrams) to aid solution discovery, (3) make inferences
from these representations which lead to a resolution of the problem. A detailed analysis
of the visual reasoning literature reveals these three aspects of reasoning through a
problem are seen as interdependent. Fundamentally, abstract knowledge and drawings
are thought to mutually influence each other. They are thought to be co-dependent.
Indeed, Kindfield [20] argues conceptual knowledge and diagrams co-evolve. These
studies are significant here in that their core themes are not unlike those found in the
design literature (see for example [22–24]) or indeed the PPM literature.

The above notwithstanding, in the main the visual reasoning research found in the
cognitive psychology literature empirically investigates well-defined problems, which
have one solution [i.e. solving a physics or chemistry problem]. Conversely, both of the
domains of Design and PPM require a capacity to work through complex problems filled
with uncertainty. Just as the act of design involves creative visual reasoning about
abstract relationships, PPM decision makers also draw upon visual reasoning to make
inferences about corresponding conceptual relations. For example, visual representa‐
tions are commonly used to assist with PPM, for example 2 × 2 matrix displays are
commonly used to help decision makers balance aspects such as risk and reward [25]
and network displays provide visual spatial information about interdependencies
between projects [6]. Such tools are shown to promote collaborative decisions and are
associated with better portfolio outcomes [2, 3] however such existing tools only focus
on specific aspects of the decision space. The availability of a more comprehensive
visual tool could further assist PPM decision makers and improve portfolio outcomes.
Such a tool would employ visual representations with special properties which can aid
reasoning about higher order abstract concepts. Given the parallels between the domains
of visual reasoning, design, and PPM, it seems prudent to turn our discussions towards
a possible collaborative visual reasoning tool.
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4 Project Analysis Review Clusters [PARC] and Visual Reasoning

The literature highlights three important aspects that are common to both the PPM and
design (DI and DM) decision environments; (1) Decisions are best made in teams by
collaboration between experienced people, (2) Decision makers need access to a wide
range of information about the projects, and (3) Visual representations of data enable
teams of decision makers to better evaluate and discuss relevant information.

Building on these three aspects, we propose a new visual collaborative tool to
improve the effectiveness of design project review board decisions. The tool is designed
to meet the needs of SMEs by providing groups of decision makers with prompts to
consider a wide range of aspects of the problem at hand, and tools to promote and capture
discussions and decisions about the specific issues under consideration. As one of the
common shortcomings of PPM can be a narrow reliance on financial issues at the
expense of more strategic and longer-term consideration, we draw upon the EPISTLE
framework [26]. EPISTLE is an acronym for the seven main issues: Economic, Psycho‐
logical, and so on as shown in Fig. 1 along with symbols used in the Project Analysis
Review Clusters [PARC] tool.

Economic issues = Psychological issues =

Institutional /Political issues = Social and Human Resource issues =

Technological issues = 

Legal issues = 

Environmental issues =

Fig. 1. Symbols representing the EPISTLE framework

Project 5

Project 4

Project 3

Project 2

Project 1

TIME

Fig. 2. Project analysis review clustering panel. (Color figure online)
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In our proposed tool, decision makers interact with a visual interface providing an
overview of projects over time as shown in Fig. 2. Each project is shown on a row, over
set time intervals representing the frequency of meetings for design project portfolio
reviews. Each column represents one meeting where a number of projects are evaluated
and decisions are made, and projects start and end at different times.

The interface prompts the decision making team to consider each of the seven
EPISTLE factors for each project at each time period, and provides visual symbols to
record team decisions on the factors that are important at each stage. The prompts and
the visual display are designed to promote active discussion and collaboration among
the decision makers members.

At any one time the column indicates the current issues of concern for the ongoing
project decision making. For example the first column (starting on the left) shows the
first time period where three projects are discussed by the decision making team, usually
in a face-to-face meeting (this tool could also be designed for virtual meetings). The
next column represents a new meeting of the decision team in the next time period (which
could be each month or quarter for example). The tool enables review of the previous
input and prompts identification and discussion of the current issues and their interac‐
tions before making decisions.

Figure 3 shows an expanded view that provides more detail about the decision
considerations of Project 1 in the first time period (indicated by the red oval in Fig. 2).
This expanded view prompts decision makers to consider interactions and relationships
between the relevant factors and provides a format to record the information in a visual
spatial ‘networked’ arrangement. In an intuitive display, each arrow indicates an inter‐
action between factors and allows textual or other information to be captured and easily
retrieved (see the right side of Fig. 3 for example textual information). At its core this
aspect of the tool draws upon an empirical study that demonstrated the utility of non-
hierarchical mind-mapping as a visual reasoning tool for ill-structured design problems
[27]. Portfolio level design project review decisions are also ill-structured and stand to
benefit from such an approach.

Sample explanatory notes on relationships:
[1] When considering the technical material 
specification aspects and the associated manufacturing 
aspects in the development of the proposed product, 
there is a need to consider the environmental
sustainability aspects [2] If we fail to appropriately 
consider the environmental aspects of the material me 
are likely to encounter both legal and social problems.
[3] Legal problems due to environmental issues may 
result in a law suit adding unnecessary cost to the project 
[4] Damage to the social reputation may result in a drop 
the share value of the company and add costs to the 
project and may also stimulate action by political 
institutions. [5] Action by political institutions could 
result in changes to environmental regulation and
affecting all our operations.

3

4

2

4

2

5

1

5

Fig. 3. Project 1 detail of cluster for cross project analysis and review.
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By eliciting a wider range of considerations and discussions, our proposed tool is
designed to enhance collaborative decision making and more effectively draw upon the
diverse expertise of the members of the decision team. Furthermore, by providing visual
feedback on the status and a visual interface for recording further details of the discus‐
sion, the tool is designed to provide easy access to past information to help inform both
ongoing and future collaborative decision making.

5 Conclusions

This paper draws upon the domains of PPM, Design, and Visual Reasoning and has
identified a number of core themes that have resonance within the three domains. We
have proposed a tool that aims to promote collaborative decision making in design
project review boards in SMEs.

The tool uses the power of a visual interface that provides access to data and promotes
interaction to support decisions at the macro level (using a high-level strategic perspec‐
tive of the entire portfolio of projects) and at the same time at a micro level (capturing
the nuanced relationships between and among the various issues). The tool is designed
to prompt decision makers to consider a wide range of factors, and uses network-based,
non-hierarchical relationships to allow for capturing the complexity of the situation. In
an era of exponential technological change, it is especially important to ensure that
decisions are made that consider the larger socio-cultural issues that are dynamically
interrelated to technology and scientific advances.

In short, we have proposed a tool to improve decision makers’ ability to access the
right information, at the right time, in a graphical form. The tool is proposed to enhance
collaboration among teams of decision makers so that they see and understand the
‘forest’ and the ‘trees’ and are able to make the best decisions to support organisational
success. Further work is required in the development of the tool, followed by testing
with design project review boards in SMEs. Such research would serve to advance our
understanding of the collaborative visualization process while taking a step toward
improving PPM in SMEs.
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Abstract. This article presents our interaction design for DataChopin,
based on an extensive survey and classification of visualisation for
exploratory data analysis. Its distinctive characteristics are the use of
a large-scale display wall as a shared desktop, as well as flexible compo-
sition mechanisms for incremental and piece-wise construction of visuali-
sations. We chose composability as a guiding principle in our design, since
it is essential to open-ended exploration, as well as collaborative analy-
sis. For one, it enables truly exploratory inquiry by letting users freely
examine different combinations of data, rather than offering a predeter-
mined set of choices. Perhaps more importantly, it provides a foundation
for data analysis through collaborative interaction with visualisations. If
data and visualisations are composable, they can split into independent
parts and recombined during the analytical process, allowing analysts to
seamlessly transition between closely- and loosely-coupled work.

Keywords: Co-located collaboration · Exploratory data analysis ·
Visualisation composition

1 Introduction

The need for better understanding of abstract data is not new, although it is
exacerbated by the growing ease and speed of data acquisition. When automatic
methods fail, human background knowledge and intuition are required. Yet as
Norman [13] points out, human cognitive abilities are highly constrained and our
real ingenuity lies in the ability to devise external aids that enhance them. While
our cognitive capabilities for storing and manipulating data may be limited, we
have evolved to perform many analytical processing tasks visually. Therefore, a
common approach is to devise visual representations of data. However, the choice
of representation is not trivial and depends heavily on the task at hand. Con-
sequently, a wide range of visualisation systems have been developed, designed
specifically for certain tasks. While such systems with predefined components are
typically effective in their intended area of application, they are often too limited
for open-ended, exploratory analysis, which requires the ability to manipulate
c© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 126–133, 2016.
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and tailor representations based on emerging questions and insights. In order to
address this, researchers have systematically studied the structure of graphical
representations, along with the rules by which visualisations are constructed. Our
proposed system continues this line of research, building on existing theoretical
and formal models to arrive at a practical implementation and explore suitable
interaction techniques and metaphors for cooperative visualisation specification.

A key promise of novel interaction technologies are better ways for people to
work cooperatively. Concepts that were previously only explored in research –
such as large-scale environments augmented with interactive capabilities – are
becoming technologically feasible. We aim to utilise such technologies to create
engaging experiences that put multiple analysts in a shared environment and
elicit contextual knowledge from these analysts. The importance of contextual
knowledge for the analytical process was already pointed out by Cleveland:

“Conclusions spring from data when this information is combined with the
prior knowledge of the subject under investigation.” [6, p. 5]

When multiple analysts join efforts, and are given effective tools to share
and communicate their visions, the potential for more diverse and unexpected
insights stands to grow accordingly.

2 Related Work

As part of this review, we examine existing systems that allow flexible visu-
alisation specification for exploratory data analysis. Since a multitude of such
systems have been developed, we do not attempt to create an exhaustive survey.
Instead, we aim to highlight conceptual differences based on notable examples.
Furthermore, we identify and categorize the predominant interaction methods,
highlighting their commonalities and differences. Since our goal is the design of
an interface for ad-hoc end-user composition and collaboration, we place partic-
ular focus on how the different conceptual models relate to interface mechanisms
and metaphors for visualisation construction.

In order to develop flexible systems for visualisation specification it is nec-
essary to understand the integral components and structure of graphics. The
systematic analysis graphical representations, lies at the core of an important
set of visualisation theories, sometimes referred to as structural theories of graph-
ics. Much of this research can be traced back to the Semiology of Graphics by
Bertin [2], which represents one of the first attempts to interpret graphics as
a language with formal rules. Another prevalent theoretical model is that of a
visualisation pipeline, as popularised by Card et al. [5]. This model provides a
description of the visualisation process as a sequence of transformation steps.

Depending on the chosen theoretical perspective, certain paradigms for com-
posing visualisations naturally lend themselves. Perhaps the most obvious form
of visualisation specification is an imperative algorithm that issues drawing com-
mands to produce graphical primitives. Such specifications provide fine grained
control, but require familiarity with programming concepts, such as variables
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and control flow. However, the approach as its strengths, as evidenced by the
popularity of Processing [7]. In contrast to imperative algorithms, more recent
approaches employ a declarative paradigm, placing emphasis on what to display
rather than how to produce it. Such a specification features a description of a
graphical scene, and allows connecting data attributes to visual attributes of
graphical elements. Libraries based on the data binding model are Protovis [3]
and its successor D3 [4]. On another end of the spectrum, researchers have cre-
ated automated presentation tools eliminate the need for a specification entirely.
Such research advanced the study of graphic primitives and pioneered key ideas,
such as composition algebras for graphical marks [11,14]. Extending further on
the ideas of structural theories of graphics, researchers have developed sophisti-
cated graphics grammars [20,21], resulting in specification languages that allow
the assembly of statistical graphics from fine-grained, modular units of com-
position. These ideas also provide the foundation for Vega [15], the low-level
declarative language behind Lyra – as well as VizQL [8], the query-based lan-
guage behind Tableau. Meanwhile, the prominence of the visualisation pipeline
model has lead to the adoption of a data flow paradigm in many systems. The
pipeline structure provides a blueprint for the implementation of reconfigurable
visualisation components, such as those in VTK [16].

In addition to underlying conceptual models, there are different options for
exposing them through graphical interfaces. These aspects are closely related,
since a good interface effectively communicates the conceptual model to help
users develop their mental model. The following classification aims to char-
acterise the predominant interaction concepts in visualisation software today,
including select examples beyond the domain of visualisation as guideposts for
future developments.

Chart Typology. Novice friendly programs are often limited to a predefined
set of charts, often represented as a catalogue of icons in the graphical inter-
face. However, chart typologies have been heavily criticised by researchers like
Wilkinson, who claim that choosing from a limited charts gives “the user an
impression of having explored data rather than the experience” [21, p. 2]. This
appears problematic especially for exploratory analysis, as it offers no way
for users to produce visual representations beyond those explicitly supported
by the system.

Text and Preview. A very basic form of graphical support is an environment
where text-based specification is accompanied by a preview window. This
approach is adopted by software like Processing Development Environment [7]
and GPL [21]. The former employs an imperative programming style, whereas
the latter is a proprietary implementation of Wilkinson’s graphics grammar.
A modified version of the grammar is publicly available in the form of the
ggplot2 [20] module for the R statistical computing environment. While text
input is often challenging on touch interfaces, it can be assisted through auto-
completion or direct manipulation of the parse tree.

Tokens and Slots. More sophisticated graphical interfaces allow data binding
via property sheets, or by dragging and dropping tokens on designated regions
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of the interface. Such a model is realised in software like ILOG Discovery [1],
Polaris [17], and its successor Tableau [8]. These interfaces often incorporate
abstract representations of the variables in a data set, which can be manip-
ulated via drag-and-drop gestures. This commonly represents data binding,
whereby variables are bound to properties of the visual representation. Fur-
thermore, Polaris and Tableau also inherit ideas from visualisation grammars,
such as a compositional algebra to specify combinations and nestings of data
variables.

Boxes and Wires. Another interaction concept are boxes and wires, also
known as the node-link model of visual programming, which is a natural
fit for the data flow model of visualisation. This approach combines a visual
notation with expressive power of text-based specification languages. Com-
plex flows are created by placing processing units that act as operators on
the data, and subsequently connecting their inputs and outputs to create a
graph. Such a model employed by VTK [16] in the form of VTK Designer.

Pipeline Stages. Such interfaces are characterised by high-level abstractions
focused on the application domain. For example, they might be restricted to
pipelines with a limited set of stages, which are directly represented within the
interface as text or icons. This style is followed by the Lark [18] application,
which uses a pipeline with customisation points at three stages: analytical
abstraction, spatial layout, and presentation. Furthermore, LIVE Singapore!
Data Browser [10] and Datacollider from MIT’s SENSEable City Lab apply
similar models. Outside of the visualisation domain, other notable interfaces
using very specialised programming models are Reactable [9] for musical com-
position and Kodu [12] for specifying simple behaviours in games.

Drawing Canvas. Generally, the interaction model of graphical applications is
not a good fit for the task of visualisation specification, as manual manipula-
tion of marks quickly becomes repetitive and tedious. However, paired with
facilities for automation and data binding, this interaction style can become
feasible. In this respect, the web-based Lyra [15] application is worth men-
tioning, as it is inspired by Victor’s interface for drawing dynamic visualisa-
tions [19]. The users create and arrange visual marks on the canvas through
direct manipulation. Subsequently, data variables are dragged onto various
anchors in order to bind data to visual properties.

3 Design Process

Based on our review, we assessed the identified interaction concepts for use co-
located, collaborative settings. Ultimately, this process informed the design our
final artefact, named DataChopin. The system was designed from the ground up
for co-located, multi-user interactions. Therefore, data sets and visualisations
are associated with user accounts. Once a user authenticates with the system,
their presence is indicated by a top-level menu element on the shared desktop,
which features an avatar and provides access to personal content.
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Fig. 1. Selecting and combining data attributes to compose expressions.

Data Interactions. The interaction metaphor for selecting and manipulating
data attributes was inspired by poker chips. Our design intuition was that
these elements would introduce interesting dynamics to a collaborative analy-
sis process. Poker chips are employed in a variety of tabletop games, enabling
playful mechanics and social interactions. They carry associations with collect-
ing, exchanging, and negotiating. Our goal was to capture the affordances of
poker chips, while enhancing their digital counterparts with capabilities for data
analysis.

Piling tokens on top of each other provides a mechanism for mapping func-
tions over the data, as illustrated in Fig. 1. Tapping on a pile of tokens opens
a radial auto-completion menu of applicable functions based on the types of
the tokens in the pile. If we limit ourselves to unary or binary functions, we
can display the menu as soon as a user drops one token onto another, if there
are applicable functions based on their types. If tokens originate from different
data sets, they are considered to be incompatible. In this case we can intro-
duce a repulsive force pushing the tokens apart to indicate that they cannot be
combined. Once a function is applied, the token pile merges into a single token
representing the composite expression. The action can be undone by repeated
tapping on a composite token to recover the constituent parts.

View Interactions. The primary interaction mechanism for creating and manipu-
lating graphical marks is through direct interaction with the visualisation canvas,
along with a drag-and-drop mechanism for data binding. Interactive elements in
the drawing canvas are the origin, axes, marks, and background. They are ani-
mated to change colour and size as the user drags data tokens to indicate when-
ever meaningful actions are possible, based on the type of the expression that
constitutes the dragged payload. Initially, the visualisation canvas is empty with
only the origin visible. Placing a token on any of the interactive elements creates
or modifies the mark layer associated with the data set. Dropping tokens on the
origin spawns new coordinate axes, binding the data attribute to the respective
positional component of the marks. Placing tokens on any of the axes creates
or replaces the existing binding. Dropping on tokens on any of the marks binds
the data attribute to a visual attribute of the mark as determined by the type.
Finally, dropping tokens on the background prompts the system to automatically
choose an appropriate mapping.
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Fig. 2. Collaborative configurations based on arrangements of interface elements.

Cooperative Analysis. The top-level interface elements adopt a classical window
metaphor and can be freely positioned in the large-scale, shared-desktop environ-
ment. As different users have access to different data sets through their personal
profiles, it introduces the need to exchange tokens and work together to achieve
the desired visualisation results. The system allows users with different areas of
interest and expertise to build personal repertoires of data, and subsequently
share and divide responsibilities as they work together.

A common starting configuration is a single data repository and visualisation
canvas for each user. This supports a loosely coupled style of cooperation, during
which the users mostly work independently on their own canvas. Nevertheless,
due to the nature of the shared desktop, even such configurations frequently
bring about interactions, such as users glancing over to see other visualisations
and asking for instructions. Often times, once users recreate somebody else’s
visualisation with their own data, they are eager to compare the results.

Another configuration that we explored was a single, shared drawing canvas
that multiple users gathered around, as illustrated by Fig. 2a. This configurations
supports a closely coupled style of cooperation, and is either based on a single
data of shared interest, or on multiple data sets from the repositories of different
users, resulting in a combined, layered visualisation. The latter is made possible
due to composability being an integral feature of the system. Finally, as a single
view can lead to contention, we also experimented with compromises between a
single, shared and multiple, independent views. One configuration that appears
promising are two drawing canvases, with a number of shared data repositories in
between them, depicted in Fig. 2b. That way, two groups can work independently,
both having access to the same data sets. If the data used by both groups comes
from the same data sets, the visualisations are always compatible, meaning that
the groups can interchange and combine parts of their visualisation specifications
at any given time.

4 Discussion

Our work lead us to survey the spectrum of conceptual models and interac-
tion concepts for visualisation specification, weighing their associated trade-offs
in the specific context of exploratory analysis in collaborative environments.
Early on, we ruled out static chart typologies, due to concerns that their rigidity
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would stifle creativity. Furthermore, piece-wise and iterative specification is con-
sidered beneficial for open-ended analysis, and forms an important cornerstone
for collaboration in our proposed system. Text-based specifications have proven
effective, especially for seasoned users who are familiar with the syntax and
semantics of the underlying specification language. However, they are in conflict
with direct manipulation principles and pose challenges with regard to text input
on touch-based interfaces. While boxes and wires provide a visual notation capa-
ble of modelling general-purpose programming languages, their generality comes
at the cost of usability. In our experience, we found the domain of exploratory
analysis sufficiently constrained to employ a special-purpose abstraction. In our
classification, DataChopin is a hybrid of tokens and slots, combined with a visu-
alisation canvas for declarative data binding.

So far, we have conducted informal evaluations our system, and our initial
experiences have been positive. Cooperating in a co-located setting successfully
elicited discussions about the data and participants were quick to share their
interpretations. The use of a multi-user, shared-desktop environment was com-
monly regarded as beneficial. In contrast to the single-user, personal systems that
participants were accustomed to, the idea of multiple analysts working in tandem
was perceived as empowering. Rather than a single person being in charge and
driving the analytical process, the interface enabled them to perform actions in
parallel and pursue smaller tasks independently. Therefore, we continue to focus
our efforts on placing participants in shared interaction environments, aiming to
leverage the implicit and explicit communication channels to stimulate creativity
and assist analysis. In future work, we are planning more formal evaluations to
assess the expressiveness and effectiveness of the proposed compositional model.

5 Conclusion

Our review has shown that HCI research on cooperative visualisation specifi-
cation is still lacking. While some systems support distributed, asynchronous
collaboration, few focus on co-located, synchronous settings. With the exception
of Lark, the majority of existing interfaces were designed for single-user, personal
environments. This article represents another step towards closing the research
gap. We have classified predominant interaction methods for visualisation spec-
ification, and derived a design specifically aimed at facilitating cooperation in a
shared interaction environment. The result is DataChopin, a system for large-
scale, shared-desktop environments, based on the premise of composable visu-
alisations. Often, formal visualisation models have been studied in theory and
divorced from HCI considerations. In contrast to that, our work presents a prac-
tical approach, covering the design and implementation of a working prototype.

Acknowledgments. We would like to thank the Visualisation and eResearch (ViseR)
team at QUT for their technical support. Illustrations in this article contain icons by
GestureWorks, released under CC BY-SA.

http://www.gestureworks.com


Cooperative Visualisation Composition 133

References

1. Baudel, T.: A canonical representation of data-linear visualization algorithms.
Technical report, IBM, Software Group, ILOG Products (2010)

2. Bertin, J.: Semiology of Graphics: Diagrams, Networks, Maps. The University of
Wisconsin Press, Madison (1983). (Translated by Berg, W.J.)

3. Bostock, M., Heer, J.: Protovis: a graphical toolkit for visualization. IEEE Trans.
Vis. Comput. Graph. 15(6), 1121–1128 (2009)

4. Bostock, M., Ogievetsky, V., Heer, J.: D3 data-driven documents. IEEE Trans.
Vis. Comput. Graph. 17(12), 2301–2309 (2011)

5. Card, S.K., Mackinlay, J.D., Shneiderman, B.: Readings in Information Visualiza-
tion: Using Vision to Think. Morgan Kaufmann, San Francisco (1999)

6. Cleveland, W.S.: Visualizing Data. Hobart Press, Summit (1993)
7. Fry, B.: Visualizing Data: Exploring and Explaining Data with the Processing

Environment. O’Reilly Media, Sebastopol (2007)
8. Heer, J., Mackinlay, J.D., Stolte, C., Agrawala, M.: Graphical histories for visu-

alization: supporting analysis, communication, and evaluation. IEEE Trans. Vis.
Comput. Graph. 14(6), 1189–1196 (2008)
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Abstract. Current state of the art in personalized visualization of web
information is tailored to provide a better view of how the information is
resided and connected to each other inside the internet. With the recent
enhancement in information and communication technology, users are
provided a very large amount of information when they search for a par-
ticular information from a specific website. Studies show that, user can
perceive the information in a more better way if they are provided the
information with visual representation instead of its textual counterpart.
However, to be effective to the users, the visual representation should be
specific to the need of a particular user. Research is conducted from var-
ious viewpoints to make the visual representation (graph-representation
of the web information) more user-specific. To achieve this, filtering and
clustering techniques have been applied to web information to make large
web graphs to compact ones. Besides, user modeling has been applied
to infer the user’s need for a specific time and context. These tend to
make the navigation of web information easy and effective to the end
user. This paper discusses the current progress in graph-based web infor-
mation visualization and also outlines the scopes of improvements that
could benefit the user exploring the desired information from the web
space effectively and efficiently.

Keywords: Visualization · Webgraph · User model · Clustering

1 Introduction

Websites provide various types of information to their users who have varying
needs. Therefore, it is now difficult to present information with an unequivocal
c© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 134–141, 2016.
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utility to the users. From the users’ viewpoint, finding the interested information
is a time-consuming and laborious task. To manage and control the information
on the web space, the users use various tools such as web browsers, email clients
and search engines. Web browsers facilitate the end users to view and navigate
through the web information. Search engines along with web portals retrieve
information for user-queries and provide a result list to the users. Search engines
generally present the list of information sorted by popularity and relevance of the
web content for a specific user query whereas web portals extract information
from different sources and represent them in a uniform way. With these lists of
information and browser views, the end users can only go forward and backward
and consume the web content to check whether these can satisfy their informa-
tion needs. However, the users do not get an idea of where the information is
located in the web space and how the information chunks are related.

Visualization improves the user experience by presenting a pictorial view
of the web information. Navigation and searching are improved by web graph
visualization because it shows the relationships among the web documents. To
achieve this, the web information is processed through several steps from the web
data collection to the final visualization. However, to make the visualization more
effective, the user interests or preferences need to be incorporated into the web
graph generation procedures. The web graph is a widely used tool for visualizing
the web information. The web graph shows the relationships between web data
so that the users can navigate and explore the information in more effective way.

The web information has to go through several steps before it is displayed in
the form of a graph. The steps usually include gathering the information from the
web (data collection), removing less important and noisy information (filtering),
and connecting the remaining information to form the graph (graph generation).
These steps establish the architecture of the web information visualization. Many
examples of such architectures start with collecting the information from the web
space and end by presenting the visuals to the end users.

The roadmap of the paper is as follows: Sect. 2 describes the existing frame-
works for information visualization and their extensions, Sect. 3 describes work
related to personalized visualization of web information, Sect. 4 presents the
probable extensions of the works for betterment of the visualization, Sect. 5
presents some directions from different view-points which could be beneficial for
personalized web information visualization and Sect. 6 concludes the paper.

2 Architectures of Information Visualization Systems

Kamada and Kawai [9] propose a visualization model for translating textual rep-
resentations into pictorial representation. The translation process presented by
them proceeds through four representations. A reference visualization pipeline
described by Ward et al. is presented in [16]. The stages of this simple visualiza-
tion pipeline can be mapped to most other visualization pipelines and systems.

When the dataset is relatively large, it is difficult for a system to produce
the visuals. For the end users, these visuals are also difficult to comprehend.
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The visualization pipeline developed for datasets like web information includes
techniques to reduce the size of the dataset and to compress it. Huang et al. [8]
present a framework which applies filtering and clustering techniques to the
dataset, before creating the visuals for the users. From the web data they create
graph representations which are known as web graphs.

Gao [5] proposes a content-based clustering approach for the web information
visualization. The web information can be presented to the visualization module
in both clustered and unclustered forms. Gao applies content-based clustering
to the structure-based clusters for grouping the web documents based on their
semantic similarities. This makes the visualization more beneficial to the users
by showing content-based relationships between structurally clustered nodes.

From the above discussion, it is clear that filtering and clustering techniques
are very useful in reducing the size of the web graph. However, these approaches
are limited (lack effectiveness) because they produce the same web graph (every
time for the same data source) for the users with different information needs.
To avoid this, the architecture should include the user interests wherever appro-
priate. The above discussed visualization frameworks do not consider the user
interests in their procedures. This calls for the development of a new architecture
for the web graph visualization.

3 The Architecture of the UIWG Visualization

The visualization of the user interest-based web information is a system that
converts the raw web dataset into a meaningful visual representation for its
users. To achieve such visualization, several challenges arise. One of the most
important challenges is to decide on the relevant web documents for a user. To
accomplish this, the system needs to know the user interests. Another challenge
involves the user interest-based representations. To present the web information
as a graph, the user interests need to be integrated with the graph construction
process. The constructed graph needs to be mapped into visual representation
for the user. In addition, a process is needed to keep the user interests updated.
In light of the above discussion, the architecture, which is presented in [12] is
broadly divided into three processes as presented in Fig. 1:

Fig. 1. The High-level architecture of the UIWG visualization
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– User Interest Modelling. This is responsible for collecting the interests of
a user and keeping them updated. This collects the information about the
user interests directly from the user and/or from the interaction of the user
to the visualization interface. The information is stored in the client device
for later usage and is updated according to the user’s interactions and further
usage. The process is also responsible for assisting the information processing.
Because some of the processes need user interest-based measurement scores,
this process computes the similarity of the information such as web docu-
ments and document-terms to the user interests. For example, calculating the
relevancy of a web document for a particular user (comparing with the user
interest profile). This assists the system to decide whether the web document
is to be filtered out or not. A user model is present in [14].

– Information Processing. This process is responsible for collecting the data
from the web space and producing the graph representation for visualization.
This process also performs the clustering of nodes to make the final graph rep-
resentation compact. To present the web graph according to the user, interests
are incorporated to some of the processes of this process. [14] describes how
the user information can be fitted into various phases of the architecture. This
architecture incorporates the user interests into the core processes related to
web graph generation and in the clustering process.

– Visualization. This process is responsible for converting the user interest-
based web graph (UIWG) representation into visuals for displaying them to
the users. The graph can be mapped to different visual structures depending
on the underlying graphics API. This produces an interactive visual so the
user can interact with the produced UIWG. This process enables the user to
browse and navigate the information. The user interactions are also collected
and sent to the user interest modelling process to update the user interests.

4 Extension of Current Visualization Strategies

The work described above presents a complete architecture for producing a user
interest-based web graph for the users. The work presented in [12–14] paper could
be extended further in some areas. Several methods are developed to accomplish
the tasks of generating a UIWG and visualizing it. However, there is a scope of
extending the work in several directions. These are listed below:

4.1 Extended Approach to Address the Cold-Start Problem

User interest profiles are presented in [12,14] which capture and utilize the user
interests during UIWG generation. The user interests are generally entered man-
ually by the user or extracted automatically from the implicit user feedback (by
the feedback analyser). As a result, for the first use of the system, the user data
may not be present in the system, this is known as the cold-start problem.

This paper handles the above stated cold-start problem by invoking the
content-based similarities. However, this can be approached differently. Nowa-
days, there are many sources in social web, such as ‘Facebook’, ‘Twitter’ and
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‘LinkedIn’, which contain information about the user. An initial user interest
profile developed from the user information collected from social media and
other such sources could address the ‘cold-start’ problem more effectively. How-
ever, it is difficult to quantify the users information from such sources. It is
shown in a recent study that only 29 % of new posts of his friends is shown by
‘Facebook’. Which means that a lot of user interested information is missed out,
despite the user interests being spread across different domains. A recent news
article1 claims that user information in social media can easily be distorted. As
a consequence, it is essential to justify the authenticity of the user data.

4.2 Extended User Model

[14] considers only the user interests. However, users generally demonstrate dif-
ferent types of information such as demographic information, location, time, and
device usage etc. Utilization of this information could minimize the ‘Personae’
problem [6]. Consideration of a user’s demographic information such as age, eye-
sight and colour choice are also important in some cases. From the view point
of user interests, in addition to the positive interests, the negative interests of a
user can also be considered in the user interest profile to better understand the
user’s information need.

For updating the user interest profiles, [14] uses only browse and expand
interactions from a list of five interactions (refer to Paper [14]). Other interac-
tions on the list can be used to calculate negative interests. For example, the
contract (putting back the expanded nodes of a cluster into its abstract form)
can contribute to the list of negative interests.

4.3 Probabilistic Clustering

Grouping similar information to form an abstract node plays an important role
in reducing the size of the web graph. The clustering methods presented in [13]
wait for all the web documents to be processed to form the UIWG. This method
can be sped up by using probabilistic clustering techniques. Probabilistic topic
modelling [1] and probabilistic clustering for uncertain data [10] are among the
promising research areas of the IR. Similarly, the approach presented in [13] could
benefit from the use of probabilistic clustering which would assign a document
to a cluster using a probability function after extracting the document-terms.
In such a case, the potential set of clusters could be generated beforehand from
the user interests. The probability function could be used to assign a probability
score for a document to decide under which cluster it should reside. This whole
process could be sped up by using single document term-extractions instead of
using the TF-IDF, because TF-IDF needs all the documents for weighting the
terms of the documents.

1 http://www.independent.co.uk/travel/news-and-advice/woman-finds-herself-in-
southeast-asia-with-a-little-help-from-photoshop-to-satirise-facebook-bragging-972
6396.html- The Independent (UK) - Satirise Facebook Bragging.

http://www.independent.co.uk/travel/news-and-advice/woman-finds-herself-in-southeast-asia-with-a-little-help-from-photoshop-to-satirise-facebook-bragging-9726396.html
http://www.independent.co.uk/travel/news-and-advice/woman-finds-herself-in-southeast-asia-with-a-little-help-from-photoshop-to-satirise-facebook-bragging-9726396.html
http://www.independent.co.uk/travel/news-and-advice/woman-finds-herself-in-southeast-asia-with-a-little-help-from-photoshop-to-satirise-facebook-bragging-9726396.html
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4.4 Browser Extensions

Nowadays the most common tools to navigate and explore web information
are the web-browsers. The common web-browsers used for exploring web-based
information resources do not provide any type of assistance to the users for
specific tasks such as researching a subject in a large network of articles [11]. The
UIWG visualization interface facilitates the end users in visualizing networks.
However, it could be more accessible to the end users if the system can be
implemented as a browser extensions. Both the visualization interface and the
browser area can be placed side by side. This also provides the opportunity to
the users to swap between the visualization and browser interfaces.

4.5 Usability Studies and Extended Prototyping

The work in [12] could be benefited by conducting usability studies, involving
real users. Feedback from these users could be helpful to rectify the flaws of the
system and improve the suitability of the system. The usability studies could
be followed by extensive experimentations and case studies. The result of these
experimentations and case studies could also be compared with the existing
web graph visualization systems from different aspects such as collecting and
analysing the information processing time based on parsing level, analysed words
and interests of the user.

The work in the paper [12] does not consider the deep web pages in the
prototype for simplicity and privacy issues. However, for better visualization,
the deep web pages could be included in the UIWG in some cases. For example,
in the websites where this particular user is an authorised user and provides
the login information for these websites to the system. Moreover, based on the
request of the user, the filtered (based on user interests) web pages could be
added in a sub-graph when the user chooses to explore a cluster node of the
original UIWG. The extended prototype could also be benefited by use of more
customization rules apart from setting the level of parsing or maximum number
of pages to be downloaded during crawling.

5 Improvement from Other Directions

5.1 Layout of the Web Graph

UIWG generation and clustering are described in [12]. During the UIWG gen-
eration process, the focus remains on how to integrate user interests. However,
readability of the UIWG is also an important factor for the end users. The
readability of a graph depends heavily on the layout of the visualization. Huang
et al. [7] discuss various aesthetics of graph drawing and propose a new algorithm
utilizing multiple aesthetics. Consideration of multiple aesthetics contributes to
increasing the effectiveness of the graph visualization. Therefore, to increase the
readability of UIWG, [12] can be extended by the introduction of the research
encompassing web graph layout to choose the optimal layout.
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Because the clustering is hierarchical, the initial display of the UIWG can
expand the clusters to a certain level (to fit it best on the screen). In a recent
study, Gansner et al. [4] present methods to convert a clustered graph into a
map presentation which is more accessible to the users. Moreover, the visual-
ization provided to the users could be improved by employing numerous user
specific characteristics such as presenting different visualization images of the
same graph to various age groups, introduction of meaningful colours, placing
the most important nodes in the hot-spot of the screen which is calculated based
on the users eye-movement. This paper can also be extended from the above dis-
cussed directions.

5.2 UIWG for Portable Computers

The searching of information from the web is experiencing a paradigm shift
because of the dominance of smart-phones and personal digital assistants (PDA)
over the general purpose computers. These new devices have different types of
display sizes and interaction methods. Recall the visualization mantra [15] which
speaks for the overview first and details on demand (Overview+Detail (O+D))
during visualization. Unlike the general purpose computers, the effectiveness of
visualization using Overview+Detail (O+D) method for mobile devices is yet to
be justified [2]. On the one hand, the web information visualization presented in
[12] aims to benefit the users. The users, on the other hand, may change the com-
puting platforms. Therefore, to adjust to this change, the visualization should be
changed in terms of layout and interaction. To produce a platform independent
effective visualization, a study on the UIWG visualization for portable computers
needs to be explored.

5.3 Natural Language Processing in Keywords Extraction

Apart from filtering and clustering based on the user interests, the effectiveness
of [12] can be improved with the introduction of better techniques to extract
keywords from a document. It is very important to address the linguistic ambi-
guities (mostly occur when the order and relation of the words in a sentence are
not considered) during the term or document similarity calculations. A lot of
research is currently being conducted in the field of natural language process-
ing which can assist a system to extract the thematic notations from the text.
One such work focuses on clustering and diversifying the web search result using
graph-based word sense induction [3]. Similarly, the work can be benefit by a
keyword extraction technique which considers the order of the words and their
relations in a sentence.

6 Conclusion

This paper discusses the current state of the arts of personalized visualization.
Although, it is very beneficial for the users to visualize the information that they
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are searching for, the methods could be benefit from several other directions. This
paper summarizes the directions from the view points of effective and efficient
personalized web information visualization.
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Abstract. Merging organizations face a number of challenges related
to creation of a new establishment. Short deadlines put serious pressure
on those, responsible for planning and implementing all possible types of
changes. The main issue we direct attention on in this work is concerned
with placing employees in new units according to their competencies in a
well-organized and controlled way. Isotone Galois connections are used to
secure a systematic approach for establishing a correspondence between
employees’ competencies and units’ contents.

Keywords: Employees · Management · Isotone Galois connections

1 Introduction

Every organization has to find a way of assigning the right people to the right
tasks. Dynamic changes due to merger of various autonomous entities and
restructuring of existing ones is a challenge to leadership on different levels.
Let’s direct our attention on structural changes in higher education. The ten-
dency is to form larger universities in order to reach the critical mass required for
obtaining excellency in both teaching and research, as well as satisfying current
and future society needs. In order to facilitate the process of developing new
units’ structure we propose application of isotone Galois connections. The latter
are used to provide a systematic way of establishing a correspondence between
people competencies and units’ contents.

The rest of the paper is organized as follows. Related work and supporting
theory may be found in Sect. 2. The obtained results are presented in Sect. 3.
The paper ends with a conclusion in Sect. 4.

2 Related Work

Our initial setting is to consider a mapping f : A → B from a partially ordered
set A into an unstructured set B, and then characterize those situations in which
the set B can be partially ordered and an isotone mapping g : B → A can be
built such that the pair (f, g) is an isotone Galois connection [11].

c© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 142–148, 2016.
DOI: 10.1007/978-3-319-46771-9 19
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Definition 1. [11]
Given a partially ordered set A = (A,≤A), X ⊆ A, and a ∈ A.

– Element a is said to be the maximum of X, denoted max X, if a ∈ X and
x ≤ a for all x ∈ X.

– The downset a↓ of a is defined as a↓ = {x ∈ A|x ≤A a}.
– The upset a↑ of a is defined as a↑ = {x ∈ A|x ≥A a}.

A mapping f : (A,≤A) → (B,≤B) between partially ordered sets is said to be

– isotone if a1 ≤A a2 implies f(a1) ≤B f(a2), for all a1, a2 ∈ A.
– antitone if a1 ≤A a2 implies f(a2) ≤B f(a1), for all a1, a2 ∈ A.

As usual, f1 is the inverse image of f , that is, f1(b) = {a ∈ A|f(a) = b}. In
the particular case in which A = B,

– f is inflationary (also called extensive) if a ≤A f(a) for all a ∈ A.
– f is deflationary if f(a) ≤A a for all a ∈ A.

As we are including the necessary definitions for the development of the con-
struction of isotone Galois connections (hereafter, for brevity, termed adjunc-
tions) between posets, we state below the definition of adjunction we will be
working with.

Definition 2. Let A = (A,≤A) and B = (B,≤B) be posets, f : A → B and
g : B → A be two mappings. The pair (f, g) is said to be an adjunction between
A and B, denoted by (f, g) : A � B, whenever for all a ∈ A and b ∈ B we have
that

f(a) ≤B b if and only if a ≤A g(b)
The mapping f is called left adjoint and g is called right adjoint.

Let y be a vertex of a graph G such that y has exactly three distinct neighbors
{a, b, c}. Let H be the graph obtained from G by deleting y and adding a triangle
on the vertices, {a, b, c}. The graph H is said to be obtained from G by a Y
Δ-exchange at y. The inverse operation is called a Δ Y -exchange at (abc). The
Petersen family is the set of seven graphs that can be obtained from the Petersen
graph by repeated Y Δ- and 2 Δ Y -exchanges, [10]. For further readings on
graphs we refer to [1–3]. Importance of human capital is discussed in [4].

Grey theory is an effective method used to solve uncertainty problems with
discrete data and incomplete information. The theory includes five major parts:
grey prediction, grey relational analysis, grey decision, grey programming and
grey control, [5–7] and [9]. Grey numbers are particularly useful for handling
information in decision making, [14]. A quantitative approach for assessing the
qualitative nature of organizational visions is presented in [12].

3 Human Capital

Consider first a set of all employees and another set of all units in an organization.
The question we try to answer is how to allocate people to units based on units
descriptions and employees competencies (employees qualifications).
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Fig. 1. Units and competencies

In order to establish an optimal placing in organization’s units for each per-
son we put forward employment of isotone Galois connections, [11]. The two data
sets are to be prepared first. One of them contains a list of all organization’s
units and competencies required from members belonging to each unit. The
other set contains a list of all employees and their corresponding competencies.
For obtaining higher level of accuracy both required and available competencies
should be represented with agreed upon non binary degrees. A person’s com-
petency can be graded depending on f. ex. education, experience and whatever
else the organization considers to be important. This can be realized by using
linguistic hedges such as ‘very’, ‘rather’, ‘more or less’, etc. as in [8].

An arrow from a competency to a unit implies that a particular unit needs
employees with a specific competency, Fig. 1. Unit U3 needs competencies C2
and Ck while competency C3 is needed by units U1 and Um, and competency
C1 is needed by unit U2.

An employee has often several skills. In Fig. 2 we observe that:

employees E1 and E2 share skill C1,
employee E3 has two skills C2 and Ck, and
employee En has skill C3.

Fig. 2. Employees and competencies
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Fig. 3. Several levels of competence

In Fig. 2 a person and a skill are connected without applying non binary
degrees for simplicity. If however the number of employees that can be assigned
to a particular unit is less than the number of employees that can be poten-
tially assigned to that particular unit, application of non binary degrees to the
person/skills connections can be very helpful.

In practice assigning employees to units can be realized by isotone mapping
f : (A,≤A) → (B,≤B). In this case the employees are elements of the set A and
the units are elements of the set B.

Next step is related to assisting leaders in the process of finding an employee
formally belonging to one unit that can be called in to work with tasks handled
by other units. This can be realized by developing a graphical representation of
various competencies shared by the employees.

The diagram in Fig. 3 represents one of the graphs belonging to Petersen
family graphs [13]. Vertices represent people and an edge connecting two vertices
implies that they share the same qualification. Vertices P1, P2, and P3 represent
people with somewhat general qualifications. Vertices P4, ..., P8 represent people
with more specific qualifications.

Five disjoint groups

(M1,M2,M3,M4),
(M5,M6,M7,M8),
(M9,M10,M11,M12),
(M13,M14,M15,M16),
(M17,M18,M19,M20)

with four members in each group are associated with the Flower snark graph in
Fig. 4.

In a group one person is sharing expertise with each of the other three group
members and does not share any expertise with members outside of its group.
In our notations these members are M1, M5, M9, M13, M17. One member of
each group shares two specific skills with two members of two other groups
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Fig. 4. Flower snark

(the most inner circle composed of members M4, M8, M12, M16, M20). Each
of the remaining two members of a group shares two general skills with two
members of two other groups (the most outer circle composed of the rest of the
members).

The structure in Fig. 4 can also be used to visualize how different skills are
related. In this sense a vertex will represent a particular skill and two vertices are
connected by a direct line when there is a certain degree of similarity between
them. Grey numbers can be used for establishing applicable degree of similarity.

In Fig. 5 a vertex representing an absent member say ‘M18’ is denoted by
red color while the vertices ‘M2, M14, M17’ representing members sharing a

Fig. 5. Member search outcome (Color figure online)
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Fig. 6. Graphical configuration illustrating a case where four groups remain in the
team

skill with ‘M18’ are filled by pink color. If a third party is asking for a person
with particular expertise one can click on the corresponding edge (provided it is
available) and see who can be eventually suggested to do the job. A request for
skill ‘s711’ is illustrated in Fig. 5, where the edge representing skill ‘s711’ and
the vertices for members ‘M7, M11’ possessing it are highlighted in dark green.

The principal for constructing Fig. 4 can be used for smaller or larger amount
of groups. They will not necessarily be Flower snark graphs but they will serve
well for supporting visualization of resources.

Graphical configuration in Fig. 6 is obtained by reducing the number of
groups in Fig. 4 by one.

4 Conclusion

Restructuring workforce in a new organization is a difficult and laborious task.
Misplacing employees is costly for the organization and for the workers. Success
or failure in organizational restructuring very much depend on correct workers
placement. In this work we have presented a systematic approach to assign people
to different units in an organization and a quick way to find the right people for
the right job when a situation calls for it.
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Abstract. With the rapid increasing size of the network, mining and analyzing
the network structure characteristics to enhance network awareness and under-
standing are facing severe challenges. We use community detection algorithm to
obtain the community division. The network nodes are layout by force directed
methods to visualize the network structure. At the same time magnifying
metaphor method is used to enhance interactively inquiring details to achieve
focus-context display. Experimental results show that this can help the network
understanding and situation awareness.

Keywords: Community detection � Visual analysis � Force directed algorithm

1 Introduction

This paper aims to analyze network structure characteristics with visualization. Com-
ponent division and community detection are adopted to obtain the structure charac-
teristics, and then we use force directed algorithm (FDA) to layout network nodes.
Nodes within the same community move closer to each other to aggregate in space
based on community detection. Quadtree is constructed to reduce the computational
complexity during the iteration process to improve traditional FDA. Meanwhile dis-
placement factor is taken into consideration to lower system oscillation and improve
system stability in the layout procedure. At last, magnify metaphor by fisheye and
enhanced information display by convex hull of concerning provide us contextual
information, which contribute to the mining and cognition of network connection mode
and structure (Fig. 1).

2 Related Works

Community refers to the internal structure of the network, where internal links within
the same community are close while sparse between them. Communities detection
divides the network into different group, and the community has many internal edges,
and almost no edges exist between communities [1]. It is an important tool to analyze
and understand the network structure, and community detection can make large-scale
network connection mode that can’t easily be directly observed more clearly, thus
benefit understanding and awareness of the network structure. Modularity optimization
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method can quantify divided communities, and are efficient, so optimized modularity
method by CNM [2] to detect the network community is used in this paper.

Classical FDA (Force Directed Algorithm) [3–7] usually models nodes in the
network as charged particles repelling mutually, and edges are modeled as spring with
desired length, and elastic spring force applied on the two endpoints is depended on the
length of the edge. Significantly accelerating force-directed algorithms have been
developed by [8–14], which can generate nice drawings of a big range of large graphs
in reasonable time. Some of these methods guarantee a sub-quadratic running time in
special cases or under certain assumptions but not in general.

3 Visual Analysis on Network Structure Characteristics

3.1 Communities Detection by CNM

Nodes with the same type are grouped together, and edges between them should have
large proportions since connections within the same community are close. Modularity
use the proportion of edges connecting nodes in the same type to the value without
considering node-type in a random network. When proportion of edges with same
node-type is significantly greater than that in random conditions, community division
makes sense.

Q is modularity which can measure the quality of community dividing and how
tight connections are.

Q =
1
2m

X
vw

ðAvw � kvkw
2m

Þdðcv; cwÞ ð1Þ

Where Avw is an element of adjacency matrix corresponding to the network, cv is
the community where node v with degree kv locate, and number of the total edges of
network is m ¼ 1

2

P
vw

Avw. To simplify description of the algorithm, we define auxiliary

variable eij to represent the proportion of edges connecting community i and j to total
edges number. Auxiliary variable ai represents the proportion of edges connecting

Component division

Community detection

FDA layout

Quadtree calculation

Fisheye magnify

Convex hull

Structure mining Network drawing Interactively 
analysis

Visual analysis process
Step1 Step2 Step3

Fig. 1. Visual analysis process of network structural characteristics
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nodes in community i to total edges number, then formulation that calculate modularity
Q can be rewritten as below:

Q¼
X
i

ðeii � a2i Þ ð2Þ

Higher modularity Q corresponds to better community division, and the opti-
mization process is to choose maximum change during each iteration and merge
respective communities. CNM algorithm keeps and maintains incremental matrix DQ,
in which each element DQij means the modularity change after merging community i
and j. The time that each merging costs is Oððjij þ jjjÞ log nÞ, then total time cost of the
algorithm reaches up to Oðlog nÞ multiplying total degrees of nodes in communities.
Assuming that the network is divided into d levels, and sum of all nodes degrees is 2m,
then total time cost is Oðmd log nÞ. Real networks are often sparsely connected, so
m� n, and community structures have division depth d� log n, then time complexity
of the algorithm can be represented as Oðn log2 nÞ.

3.2 FDA Layout

After getting community structure, layout algorithm will be used to render network
drawing, and to keep nodes in the same community close to each other in space. Under
the interaction of spring force and repulsion force, the system eventually reaches an
equilibrium state when the system has overall lowest energy. During the layout process,
forces applied on nodes are continually calculated to update their positions until the
system reaches stability. At the same time, repulsion forces between nodes in the same
community are weakened and spring forces are reinforced based on community
detection, in order to ensure nodes within the community closer to each other. In this
way, nodes aggregation forms, facilitating to observe community structure of the
network significantly.

As the diagram shown Fig. 2, network node P0 is connected to P1 and P2, and it get
spring forces from adjacent nodes P1 and P2, and repulsion forces from non-adjacent
nodes Q1 and Q2. Among them, the force from adjacent node P1 is defined as:

2
0( )Q

repelF P

1
0( )P

springF P

1
0( )Q

repelF P

2
0( )P

springF P

Fig. 2. FDA model schematic diagram
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FP1
springðP0Þ ¼ Cs � logðjjP1 � P0jj

l
Þ � jjP1 � P0jj � ðP1 � P0Þ ð3Þ

In which, Cs is community spring factor. The spring force is positively correlate to
the distance. Force from P2 can be obtained similarly.

Repulsion from node Q1 is defined as:

FQ1
repelðP0Þ ¼ Cr

P0 � Q1

jjP0 � Q1jj2
ð4Þ

In which, Cr is community repelling factor, and repulsion force is inversely cor-
relate to the distance, and direction is from Q1 to P0. Repulsion force Q2 can be
obtained similarly.

During the iteration, spring forces from adjacent nodes and repulsion forces from
all other nodes need to be calculated for any node v, that is:

FrepelðvÞ ¼
X
u2Vnv

Fu
repelðvÞ ð5Þ

FspringðvÞ ¼
X

Aðu;vÞ¼1

Fu
springðvÞ ð6Þ

Then resultant forces applied on node v are:

FresðvÞ ¼ krepel � FrepelðvÞþ kspring � FspringðvÞ ð7Þ

In which krepel is repelling coefficient and kspring is spring coefficient. During FDA
iteration process, nodes update their positions according to resultant forces to new
iteration. Mapping resultant forces directly to nodes’ displacements will cause oscil-
lation and jitter, to avoid system oscillations, we define displacement factor Df ðv; iÞ to
adjust displacement Fi

dispðvÞ of node v at i round of iteration.

FdispðvÞ ¼ Df ðv; iÞ � FresðvÞ=jjFresðvÞjj ð8Þ

Df ðv; iÞ ¼
d � jjFi

resðvÞjj ; if Fi
resðvÞ\ci;v � jjFi�1

dispðvÞjj
d � ci;v � jjFi�1

dispðvÞjj ; else

(
ð9Þ

d ¼ ðMaxIter � i)=MaxIter ð10Þ

In which d is decay factor, assuming that total iteration rounds is MaxIter. As the
increase of the number of iterations, node applied with same resultant get smaller
displacement. aði; vÞ is the angle between resultant force Fi

resðvÞ and displacement
Fi�1
dispðvÞ at last iteration, and ci;v is piecewise function of aði; vÞ:
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ci;v¼

2; if aði; vÞ 2 ½�p=6; p=6�
3=2; if aði; vÞ 2 ðp=6; p=3� [ ½�p=3;�p=6Þ
1; if aði; vÞ 2 ðp=3; p=2� [ ½�p=2;�p=3Þ
2=3; if aði; vÞ 2 ðp=2; 2p=3� [ ½�2p=3;�p=2Þ
1=3; other

8>>>><
>>>>:

ð11Þ

As shown Fig. 3, ci;v is 2 if aði; vÞ is between ½�p=6; p=6�, when node v maintains
the main direction of last displacement. And ci;v is limited to 1/3 (without considering
decay factor) if aði; vÞ is �p when node v moves inversely. In this way, displacement
factor Df ðv; iÞ ensure one node to move towards specific direction as much as possible,
trying to reducing system oscillations.

During the iteration, calculating repulsion forces cost most time. Consider a net-
work with N nodes. Each node needs to be calculated N times during one iteration,
totally OðN2Þ. To large-scale network, the computation complexity is too high, so one
efficient method to reduce complexity is by appropriate division of space, so that nodes
located distant can be calculated more efficient. This paper uses Barnes-Hut method to
construct quadtree of network nodes, and group distant nodes to single node. Thus
calculation can be applied on that single node instead of nodes in the group, in this
way, computation complexity in one iteration can be lowered to OðN logðNÞÞ.

3.3 Interactively Analysis Technology

Due to the large scale of the network, visual clutter caused by node occlusion and edge
cross-cutting issues inevitably arise. To obtain valuable information, interactively
analysis technology is needed to provide both overview information (context) and sense
of details (focus). Highlighting regions of interest and weakening information display of
the rest contribute to gain perception of network structure. Following that principle, this
paper provide focus + context [15] details display technology based on Fisheye
[16, 17], and uses magnifying glass to provide users with detailed information to explore
the region of interest, allowing users to see the overall context observed around the
details. And Fisheye can amplify that central region to emphasize the region without
losing macro perception. Meanwhile, convex hull of the focus node by interactively
selection is highlighted to reduce interference from network redundancy information.

Fig. 3. Piecewise function schematic diagram
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4 Case Analysis

Dataset consist of 260,000 connections from network layer, and network topology is
built from the IP connections. During the data processing stage, connections with the
same origin and destination are merged to one edge, thus 6281 nodes and 9068 edges
are obtained. After component division, 981 independent components are gained,
99.8 % of which are “isolated islands” with less than 20 nodes. Thus the two biggest
scale component are selected for community analysis, one with 3704 nodes, another
with 500 nodes as shown in the following Table 1 in bold dark.

115 communities are gained by CNM communities detection algorithm, and scales
of communities differs vastly. The biggest community owns 976 nodes while the
smallest owns only 2 nodes, and communities with scale less than 5 count for 61.7 %
of all nodes. To avoiding color confusion, top 20 communities are encoded by different
colors, and small scale ones are colored the same. As shown Fig. 4, communities with
ellipse shaded are colored, and nodes in the same community has the same color and
positioned close in space due to community adjust factor.

Users can analyze the network at different scale extent, when zooming to a con-
cerning node in community at the left part as shown Fig. 5, the center node outlined by

Table 1. Distribution of component scales

Component Scale
(inner nodes number)

Number of components

2 911
3 49
4 12
5 2
6 1
7 2
11 1
19 1
500 1
3704 1

Fig. 4. Components scale distribution (left) and network topology structure diagram (right)
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red with IP 10.67.220.221. It belongs to community 4 which has 775 nodes, and has
261 adjacent nodes, and most of them belong to the same community. Connections of
that node are highlighted, and other nodes and connections are weakened. At the same
time, convex hull of the connections is calculated and encoded with the same color of
that center node to identify community attribute and attract user focus.

When visual clutter seriously influences network understanding, fisheye view can
magnify central area. As shown above in Fig. 5(b), circular shadow with radius R1 is
an enlarged area to enhance contrast with surrounding area of the region of interest.
Scale extend and fisheye radius can be adjusted for further interactively analysis. As
shown in Fig. 5(c), magnifying area with radius R2 is enlarged, bigger than that with
R1, making it available to analyze connection modes in larger scale.

5 Conclusion

This paper mined network structure characteristics by component division and com-
munity detection, and improved traditional force directed algorithm. Case analysis
revealed that this algorithm improves the stability of layout and help to understanding
and perception of network structure. Magnifying tool and convex hull display were
provided to enhance interactively analyze detail information, and contribute to obtain
network connection modes. This paper mainly focuses on static structure, mining on
dynamic characteristics method to reduce visual clutter needs further research, and this
paper has limitation in cooperative visualization
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Abstract. Visualizing dynamic networks is a challenging task. One of
the challenges we face is how to maintain visual complexity and overall
quality of visualizations at a reasonable and sustainable level so that
the information about the network embedded in the visualization can be
effectively comprehended by the viewer. Many techniques and algorithms
have been proposed and developed to facilitate the discovery of changing
patterns. Much research has also been done in investigating how visual-
ization should be constructed to be effective. However, how to measure
and compare the quality of visualizations of a changing network at dif-
ferent time points has not been well researched. In this paper, we report
on a preliminary work towards this direction. In particular, we apply an
existing multi-dimensional overall quality measure in a user study data
of different networks and found that the measured quality is positively
correlated with user task performance regardless of network size.

Keywords: Cooperative visualization · Quality metrics · Evaluation ·
Visualization · Dynamic networks

1 Introduction

Cooperative visualization of dynamic networks, such as social networks and bio-
logical networks, is often seen in practice. For a given network and at any given
time, some actors leave while new ones join the network. Accordingly, relation-
ships among these actors also change. These dynamic features make visualization
of these networks a challenging task [8]. Much research has been done on how
dynamic networks can be better visualized while many tools are available to
assist practitioners and researchers in making sense of this type of networks.
In visualizing dynamic networks, one criterion that is commonly adopted is to
preserve layout stability or mental map so that layout changes in a series of
individual visualizations are kept to the minimum when possible [9]. Although
empirical evidence for its positive effect is not conclusive [11], it is commonly
c© Springer International Publishing AG 2016
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believed that keeping node positions unchanged across the visualizations will
reduce the effort that is otherwise needed for a viewer to look for the same
nodes in their new positions and refresh/rebuild their relationship patterns. This
in turn will allow him/her to focus more on knowledge discovery and network
comprehension while the network changes over a time period.

Although it may be an important factor for viewers to understand change pat-
terns of a dynamic network quickly, maintaining mental map could be counter-
productive as it can also have a negative effect on overall quality for individual
visualizations. To explore this effect in the context of dynamic networks, as a
first step towards this direction, we conducted a preliminary research into the
method of measuring overall quality of networks of different sizes. More specifi-
cally, we took an existing quality measure of static networks [3] and apply it on
an experimental data of dynamic networks. We examined whether the quality
measure was correlated with the task performance.

In what follows, we first briefly review related work on quality metrics of
network visualization, followed by the report on this preliminary research. The
paper finishes with a short summary and our plan for future work.

2 Related Work

Dynamic networks are commonly visualized in the format of animation or a
collection of static node-link diagrams [7]. For static graph drawings, aesthet-
ics, such as minimum crossings and maximum crossing angles, are used to
define layout for readability [5]. For dynamic networks, mental map has been
widely accepted as an important criterion in judging the quality of layout. Much
research has been done to develop visualization principles, tools and algorithms
for both static and dynamic networks. For example, Friedrich and Eades [6]
derived a set of criteria and measures for a good visualization of dynamic net-
works when animation is used. The criteria include uniform movement and
symmetrical movement while measurements include minimize temporary edge
crossings and maximize structured movements. Diehl et al. [12] developed an
algorithms that is able to preserve mental map while the underlying graph struc-
ture changes. Animation also has implications on attention, memory and learning
process which has been investigated in different domains [4,10,14].

While mental map requires that layout be changed as little as possible when
the underlying graph is changed, aesthetics imply that different layouts should
be used for different graphs. As a result, it is important to understand possi-
ble interactions between aesthetics and mental map in the context of dynamic
networks. And measuring overall quality should help toward this goal. Different
approaches have been proposed in the literature to measure visualization quality
from different perspectives. Eades et al. [2] proposed a set of new shape-based
quality metrics for large graphs, while Janicke and Chen [1] proposed a qual-
ity metric for visualization based on visual salience that can quickly guide the
viewer’s attention to the most relevant part of the image. Huang et al. [4] pro-
posed an overall quality measure that takes into consideration performance gain
in relation the cognitive cost devoted during the task performance.
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Recently, Huang et al. [3] proposed an overall quality measure that aggregates
z scores of individual quality metrics in a formula that outputs a single numeric
value. The formula is as follows:

O = −zcross# + zcrossRes + zangularRes − zuniEdge (1)

In this formula, cross# is the number of crossings in the visualization;
CrossRes is the minimum crossing angle. AngularRes is the minimum angle
formed by any two neighboring edges. uniEdge is the standard deviation of all
edge lengths. The authors also conducted a user study in which the measure-
ment was tested on different visualizations of a same static network. The study
demonstrated the sensibility and predictability of this measure with statistical
significance, indicating its validity in measuring overall quality. In our study
of exploring the possibility of measuring quality of different visualizations of a
dynamic network, this formula is used. The details of the study are described in
the following section.

3 Experiment

Visualizations of a dynamic network can be considered as visualizations of a
series of static networks. Therefore, to examine the validity of formula 1 in
measuring overall quality of dynamic networks, we applied it on visualizations,
or drawings, of different networks (or graphs). We wanted to know whether this
measure was still sensitive enough to predict task performance when different
graphs were used. We used part of the experimental data of Huang et al. [5] for
this purpose.

3.1 Data

There were 100 graphs, which were randomly selected from popular benchmark
test suits: Rome graphs [13]. Rome graphs were a graph collection that were col-
lected from real world applications in the field of software engineering, and have
been widely used in graph drawing for testing purposes. The selected graphs were
of different sizes, ranging from 15 to 50 (Mean = 33.63, StDev = 6.47). These
graphs were drawn using a force-directed algorithm, resulting in 100 drawings
in total.

The drawing stimuli were displayed one by one by a custom-built system.
Forty-three subjects participated in the study. They were asked to find the
shortest path between two pre-specified nodes in each drawing. Task comple-
tion time, responses to the task and mental effort were recorded. Visualization
efficiency [4] was also computed afterward based on the recorded data. Therefore,
the dependent variables for the study were time, effort, accuracy and efficiency.
Overall quality, the predictor, was computed for each of these drawings using
formula 1. Figure 1 shows three drawing examples that were of different graphs,
but had close overall quality valued at 2.70, 2, 74 and 2.80 from left to right,
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Fig. 1. Three drawings with close overall quality. The left drawing has 34 nodes and
42 edges, the middle drawing has 33 nodes and 37 edges, and the right drawing has 15
nodes and 24 edges

respectively. To test its predictability, we first looked at the scatter diagrams,
and then regressed each dependent variable on overall quality. The results are
reported in the next sub-section.

3.2 Results

The scatter diagrams are shown in Fig. 2. It can be seen that there was a general
trend between each dependent variable and overall quality.

Fig. 2. Scatter diagrams between dependent variables and overall quality
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Table 1. Results of simple linear regression tests

Dependent Var. Predictor β F -statistics R2

Time overall quality −0.568 46.777 *** 0.323

Effort overall quality −0.610 58.072 *** 0.372

Accuracy overall quality 0.279 8.242 ** 0.078

Efficiency overall quality 0.597 54.310 *** 0.356

Notes: **: p < .01; ***: p < .001

The results of simple linear regression tests are shown in Table 1. The overall
regression test of time was significant, F (1, 98) = 46.777, p < 0.001. Time was
negatively correlated with overall quality, β = −0.568. Overall quality accounted
for 32.3% of the variance in time. Similarly, overall regression tests of effort,
accuracy, efficiency were also significant with p < 0.01, or p < 0.001.

4 Discussion

The results of our data analysis indicated that the overall quality measure
(formula 1) was significantly correlated with each of the dependent measures
with a medium or large effect size. In other words, the overall quality measure
has significant predictive capacity for the performance of human graph compre-
hension with graphs of different sizes.

This finding indicates that the measure can be used to compare the over-
all quality of different visualizations, regardless of the size of the underlying
networks and their internal structures. Being able to compare overall quality
without having to hold the underlying graph constant makes the measure more
widely applicable. For example, given a large graph dataset, interaction tech-
niques are often used to show one part of the graph at one time to facilitate the
human graph reading process. However, designing and implementing an interac-
tion method can be time-consuming. Even if it has been implemented, there is
still a need of knowing whether the interaction method in consideration is actu-
ally effective or not by conducting more time-consuming user studies. By apply-
ing the overall quality measure on the layout of the whole graph and the intended
layouts of its sub-graphs, the visualization designer can quickly decide whether
the proposed interaction method is effective, without having to go through the
whole implementation process as required otherwise.

Further, in visualizing dynamic networks, it is often desirable to keep posi-
tions of nodes unchanged in order to preserve mental map. However, empirical
research on dynamic visualization has so far not been conclusive in supporting
this practice [11]. Being able to compare the overall quality of snapshots of an
evolving graph, the measure of formula 1 may offer us new insights into visu-
alizing dynamic networks and explaining the current research results on mental
map.
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It should be noted that our study had limitations. For example, only one
specific path-search task was used and further, this task might not be generally
related to comprehension of dynamic networks in practice.

5 Summary

In this paper we presented an initial study that is part of our effort of investigat-
ing how preserving mental map and at the same time maintaining overall quality
at a reasonable level can be balanced for visualization of dynamic networks. We
applied an existing overall quality metric that is an aggregation based measure
on a number of visualizations of different networks. The results showed that
the quality measure was significantly correlated with the user task performance,
indicating its validity for the purpose of measurement. For future work, more
comprehensive studies with various types of benchmark datasets, use cases and
tasks should be conducted to test the validity of the measurement.
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Abstract. This paper presents research on the design and development of an
ontology to represent knowledge about food and nutrition for patients and on the
development and optimization of SWRL (Semantic Web Rule Language) rules
to select suitable ingredients for patients. Emphasis was placed on optimizing
search response times by testing different rule processing approaches to achieve
the fastest processing time. According to the effort on seeking the way to optimize
SWRL inference rules for recommending the most appropriate ingredients to the
patients, it was found that the particular rule pattern can be processed faster than
the previous rules designed for the original structure at an average of 35 %.

Keywords: Ontology · Semantic Web Rule Language · Rule optimization ·
Dietary knowledge representation · Knowledge management · Algorithm

1 Introduction

Dietary requirements are second only in importance to medical treatment for hospital
in-patients. Nutritional principles and suitable ingredients that take into account the
patients’ medical condition, particular illness and physical conditions are essential and
contribute to the relief of the patient’s illness and to the continuing rehabilitation of the
patient. This is particularly the case for many specific diseases, diabetes, high blood
pressure, coronary artery disease, gallstones, gout and cancers [1]. Consumption of
inappropriate food and foods to which the patient has an allergy will exacerbate and
prolong the medical condition of the patient. Hospitals have to manage numerous and
diverse groups of patients; specific disease conditions and allergies as well as social,
ethnic and religious food preferences and prohibitions must be catered for. All of these
factors create a complicated and time consuming process in hospitals.

To overcome these problems, the application of a technology-driven solution of an
automated dietary planning system is suggested. This system is responsible for managing
ingredient selection for a suitable diet for each particular patient. The proposed ingredient
selection system is based on a food ontology developed with SWRL. The system uses
SWRL rules optimization of ontology reasoning to find and rank the most appropriate
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nutrients. An important aspect of such a system is to be user friendly and provides timely
information to the users, as well as being sufficiently comprehensive.

2 Literature Review

In general, it can be said that a food ontology provides automatic food recognition capa‐
bility. Within the contemporary information technology environment, these automated
food recognition methods can connect to a cloud-based lookup database comprising
data, food and plate images, food item barcodes, previously classified Near Infrared
(NIR) spectra of food items, and as many other aspects of food preparation, nutrition
information and ingredient composition as may be required, and provides the ability to
match and identify a scanned food item, and report the results back to the user. However,
these methods remain of limited value if we cannot reason with the identified ingredients
and quantities/portion sizes in a proposed meal in various contexts; i.e., to understand
from a semantic perspective food types, properties, and interrelationships in the context
of health conditions and preferences [2].

The development of special knowledge ontologies has been discussed previously.
The food ontology presented in [3] is appropriate to, for example, elderly users, when
recommending meal plans. Other researchers have proposed diet planning systems for
diabetes patients using ontology and SWRL. In [4] a recommendation system based on
domain ontology and SWRL for anti-diabetic drugs selection with a knowledge base
developed by experts in a Taiwan hospital, which is based on the American Association
of Clinical Endocrinologists Medical Guidelines for Clinical Practice for the Manage‐
ment of Diabetes Mellitus (AACEMG). These ontologies are used to store knowledge
about drugs and patient’s condition, and the SWRL is used to create rules for choosing
the most appropriate medication regarding the physical condition of patients. The system
is implemented using the Java Expert Systems Shell (JESS). In [5] an ontology based
system for predicting disease uses SWRL rules. Our system, reported in [2] included a
web-based food menu recommender system for patients with diabetes. All of these
examples show the successful application of ontologies.

The current proposed system discussed here manifests a significant processing
difference. In the systems identified in our literature review and mentioned above, the
SWRL rules have not been optimized. This means that if the semantics of the data are
very large it can be very time consuming to generate the output from JESS, rendering
these system less than optimal for the users. Timeliness of response is almost always a
key factor in system acceptability. To overcome this significant problem, we have
designed and developed an ontology to represent the knowledge about food and nutrition
for patients with a novel technique to optimize the SWRL rules using JESS, thereby
substantially increasing the speed of response and reducing the time taken for the SWRL
rules to arrive at a conclusion. In our research, we first constructed the SWRL rules and
then iteratively modified, varied and tested the rules to achieve optimal processing time.
The main outcome of this part of the research is a new technique for optimizing SWRL
rules used in the suitable ingredient selection system.
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3 Methodology

3.1 Ontology Design

We reused the FOODS ontology [6] and redesigned it for patient dietary and menu
planning. The new food ontology includes classes providing knowledge about restric‐
tions when specific medical disorders are present.

The ontology is divided into fourteen classes, including Regional Cuisine, Religious
preferences (Nationality), Foods, Patient, Gender, Preparation Method, Types of Diet,
particular Meal components, Specific Dishes, Seasonal considerations, Ingredients,
Nutritional information, Body Organs, and Disease information. A class tree includes
classes further divided into up to a further three levels of sub-classes depending on the
suitability of the information for actual use.

Data about nutrients and ingredients was retrieved from The USDA National
Nutrient Database for Standard Reference which is a database published by the United
States Department of Agriculture [7]. We have comprehensively analyzed and
regrouped the ingredients, such as meats, cereals, vegetables, fruits, dairy products,
beverages, and spices and seasonings in order to make it appropriate for the meals
provided by hospitals in Thailand. It is suggested that the ontology is appropriate for
any country but the data can be reconstructed or otherwise modified according to local
cuisine and cultural norms.

3.2 SWRL Rules Development

The SWRL rules have been designed and developed in selecting the suitable ingredients
for the patient according to the design principles of SWRL [8] which consists of
(Table 1): (1) Atom: symbol used to represent classes, properties or variables within the
rules such as food: Diseases (? X) represents the class form, food: essentialNutrients

Table 1. An example of the SWRL rule construction for Gout disease (original rule)

Rule 1 Atoms Atom Description
1 food:Diseases(?x) ^ Access Diseases class for finding diseases
2 food:hasDiseaseName(?x, “Gout”)^ Find disease name which is Gout disease
3 food:essentialNutrients(?x, ?ess) ^ Find essential nutrients from Gout disease
4 food:avoidNutrients(?x, ?avoid) ^ Find avoiding nutrients from Gout disease
5 food:Ingredients(?ine) ^ Access Ingredients class for finding ingredients with

essential nutrients for Gout
6 food:Ingredients(?ina) ^ Access Ingredients class for finding ingredients with

avoiding nutrients for Gout
7 food:hasNutrients(?ine, ?ess) ^ Find ingredients with essential nutrients
8 food:hasNutrients(?ina, ?avoid) -> Find ingredients with avoiding nutrients
9 food:shouldConsume(?x, ?ine) ^

food:shouldNotConsume(?x, ?
ina)

Display results: Ingredients should and should not
consume
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(? x, ? ess) represents a property format and ?x or ?ess represents variables. (2) Classes:
the concept of knowledge or information, such as food: Diseases (? X) presents concept
or knowledge of the disease. (3) Properties: the property of the class, such as food:
essentialNutrients (? X, ? Ess) is a class of property Diseases, and (4) Variables: is used
to represent a variable in classes or properties such as food: Diseases (? X) where ? X
is a variable represents any diseases in class.

Table 1 is the example of the forty SWRL rules developed for selection of ingredients
that should and should not consume for patients with Gout disease. The SWRL rules
were developed and tested via JESS [9]. An example of an original rule of selecting the
most suitable ingredients for Gout disease which consists of 9 Atoms: Atoms 1 to 8 as
Processing Atoms, and Atom 9 is a Result Atom. There is only ever one Result Atoms
for a Rule. Each Rule has the same set of Atoms but a different ‘variable’ in each Rule.

4 SWRL Rules Optimization and System Architecture

Our objective was to optimize the SWRL rules to achieve the fastest possible rule
processing time that still produced a complete and correct result. In this part, we show
how to optimize the SWRL rules and test for the best rule that gives the least processing
time. The terminology appropriate here is that each SWRL rule comprises 8 ‘processing’
atoms, and 1 ‘results’ atom. The ontology consists of 40 rules in total. One data prepa‐
ration process (Sect. 4.1) and a technique of alternating pairs of atoms for the best posi‐
tion (Sect. 4.2) were used and tested for finding the optimal SWRL pattern to be used
in the system.

4.1 Data Preparation

This section consists of two processes as follows:

(1) Test original rules (Table 1) to get processing time and Table 2 (atom order 0) shows
the results of the processing time of the original rules.

Table 2. An example of the possible pairs of swapped atoms with the processing time

Atom order Swapped Atom pair Processing time (second)
Gout Gastritis Liver cirrhosis Average

 0 original rule 3.48 3.73 3.78 3.66
1 5 -> 8, 8 -> 5 3.48 3.62 3.64 3.58
2 7 -> 8, 8 -> 7 3.51 3.65 3.67 3.61
3 3 -> 5, 5 -> 3 3.46 3.70 3.76 3.64
4 1 -> 6, 6 -> 1 3.45 3.75 3.79 3.66

(2) The pair swapped atoms with Combinatorics

This section has adopted the Combinatorics [10] used in preparation for the pair
swapped atoms process without duplicate data using C(n, r) = n!∕(n − r) ∗ r!, where the
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C(n, r) represent the possible pairs of swapped atoms without duplicates, n is the number
of processing atoms and r is the number of atom pairs.

For example, the SWRL rule processing uses 8 processing atoms (n = 8) to switch
atom pairs (r = 2); therefore, C (n, r) = 8!∕ ((8 − 2)!2!), which has 28 possible pairs of
swapped atoms as presents in Tale 2 ordered by the processing time (three examples of
rules based on Gout, Gastritis, and Liver cirrhosis were analyzed to get an average time).

4.2 Alternating Pairs of Atoms for the Best Position

Part of the process is to compare possible pairs of swapped atoms (Table 2) against the
time for the original processing. The distinct pairs of atoms that give the minimum
processing time to form new rule patterns consist of 1 pair swapping, 2 pairs swapping,
and 3 pairs swapping of atoms. The fastest rule is chosen to be used. The alternating
pairs of atoms for the best position technique process can be described as follows:

1. Compare and choose the pairs of atoms with the combinatorics that takes less
processing time than the original rules (Table 2).

2. Find all possible pairs of alternating atoms to be constructed with the new rule
pattern.

3. Compare the processing time of the possible pairs from 2.
4. Choose the optimal rule with the fastest processing time from 3.

The selection of these pairs is gained by alternating pairs of atoms with the best
position technique, as described in the process stated above in Sect. 4.2. Table 2 shows
that the atom pairs 1–3 are better than the original rule in terms of processing time.

The best atom pair swapping that gives the least processing time (less than the
original rule) is the atom swapping between 5 -> 8 and 8 -> 5 (average 3.58 s).
Therefore, the first new rule of 1 atom pair swapping is constructed by swapping the
atom pair 5 -> 8), resulting in a new atom order of 1, 2, 3, 4, 8, 6, 7, 5. For 2 atoms
pair swapping rule construction we use atom order no. 4 and swap the pairs 5 - >8
and 1 -> 6), resulting in the atom order of 6, 2, 3, 4, 8, 1, 7, 5. The reason we did not
use atom order no. 2 (7 -> 8, 8 -> 7) and 3 (3 -> 5, 5 -> 3) was that atom 8 and 5
were already used in atom no 1. Also if we consider a rule of 3 atom pair swapping
we would have the distinct atom order no. 5 included (switching pair 3 -> 4, 4 -> 3)
as 6, 2, 4, 3, 8, 1, 7, 5. As can be seen from Table 3 the 3 atom pair swapping (6, 2,
4, 3, 8, 1, 7, 5) gives the least processing time (3.53 s) to be used in the system.

Table 3. Result of processing time from atom swapping

Rule no. and pattern Detail Time (second)
Techniques Gout Gastritis Liver cirrhosis Average

(1) 1, 2, 3, 4, 8, 6, 7,5 1 Pair swapping 5 -> 8 3.48 3.62 3.64 3.58
(2) 6, 2, 3, 4, 8, 1, 7,5 2 pairs swapping (5 -> 8 and 1 -> 6) 3.46 3.62 3.66 3.58
(3) 6, 2, 4, 3, 8, 1, 7, 5 3 pairs swapping (5 -> 8, 1 - >6 and 3 -> 4) 3.50 3.58 3.63 3.53
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4.3 Ingredient Selection System

The process of Fig. 1 can be described as follows:

1. Retrieve patient information from a database of Personal Health Record (PHR),
which consisted of weight, height, age, sex, type of disease, food allergies, etc.

2. Analyze and summarize the number of cases of the disease and calculate the nutri‐
tional needs of patients per day.

3. Retrieve the ingredients that should and should not be consumed for patients with
the diseases from optimal SWRL rules (SWRL Rules Optimization) via Jena API
and SPARQL.

4. Select and rank the suitable ingredients for the patient by calculating and ranking
appropriate ingredients in each nutritional category using worthiness algorithms.

5. The results of suitable ingredient selection for patients which can be divided into 7
nutritional categories: flour, meat, fruits, fats, vegetables, milk and spices.

Fig. 1. Process of the ingredient selection system for patients

The algorithm for ranking the most suitable ingredients uses Wi = Ni ∗ TN∕Pi,
where Wi is worthiness of ingredient, Ni is number of nutrition needs in ingredient, TN
is total amount of nutrition in ingredient and Pi is ingredient price:

• Take the suitable ingredient list (take out the list of ingredients that should not
consume out from the list of ingredients that should consume) and calculate worthi‐
ness of ingredients using the above equation

• Rank result of suitable ingredients from the highest to lowest values for each category
of ingredients. Sort the number of ingredients in each category in descending.

• Recommend the suitable ingredients with the first two or three with highest values
(depending on user defined) of each ranking category.

An example of the worthiness calculation of flour and cereals category is presented
in Fig. 2. The corn and egg noodles can be selected for suitable ingredients since they
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are ranked with the highest worthiness 34.2 and 15.75, respectively, according to the
calculation above.

Fig. 2. An example of the worthiness calculation of flour and cereals category

5 Testing and Result

This section shows the result of optimal SWRL rule with processing time on the system
and the result of suitable ingredient selection system with the optimized rules.

First, we took the 40 optimized rules from the process in Sect. 4.2 and tested with
original rules using the suitable ingredients selection system. The result shows that the
rules which have been optimized still gives the faster processing time (8.72 s on average)
than the original rules (13.48 on average). From the experiment results, the gain on
processing time on the system is not substantial. However, it provides a huge difference
in user’s experience since the faster result generating better ingredient selection adjust‐
ment can be achieved by nutritionist which is around 35 % faster
((13.48−8.72)∕13.48) × 100 = 35.31.

Second, we discuss the results of the system testing for patients in hospitals. The
testing process uses simulated patient data to obtain a sufficient number and variety,
which consisted of 120 patients divided into 83 male and 37 female admitted with total
40 diseases, (equal to the number of SWRL rules construction) containing 26 general
diseases and 14 specific diseases.

Figure 3 shows the most suitable ingredient selection with nutritional categories for
all diseases, which consists of three parts: (1) the ingredients identified as suitable for
individual patients, (2) ingredient prices (baht per kilogram), and (3) the cost saving
summary. In the category of flour and cereals, the system selects two kinds of ingredi‐
ents: corn and egg noodle with have the highest worthiness. In the category of meat, the
system selects two kinds of ingredients: Pangasius and Tilapia which have the lower
worthiness than the first five ingredients (egg yolk, egg, duck egg, chicken meat and
chicken drumstick). These top five ingredients cannot be consumed by patients with
diseases such as gout disease (cannot consume poultry). Therefore, the system selects
ingredients that can be consumed for all patients with the highest worthiness and are not
in the ingredient prohibited. From this result, the system separates ingredients for general
and specific diseases since this provides better results in terms of food consumption and
cost savings as shown in Fig. 4.
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Fig. 3. Result of the ingredient selection system for all diseases

Fig. 4. Result of the ingredient selection component for diseases

Figure 4 shows that the system recommended the most suitable ingredients for 71
patients with 26 general diseases and 49 patients with 14 specific diseases. For general
diseases, patients can consume all ingredients with the first two or three ingredients
ranked, such as corn and egg noodle, egg yolk, and mango and grape in the category of
flour and cereals, meats, and fruits, respectively. For specific diseases, the result of suit‐
able ingredient selection is the same as in Fig. 3 but it differs in terms of cost savings
due to the number of patients.

As can be seen in Figs. 3 and 4 the system both shows nutrient values and cost
savings. Regarding the 120 patients from the example, the budget per day and patient
was 100 baht per person/day, amounting to 12,000 baht in total per day. However, the
ingredients suggested by the system used for all diseases had cost 8,760 baht in total per
day and therefore, the saving was up to 3,240 baht in total. Similarly, in case of using
the system separately for general and specific diseases (Fig. 4) the saving would was up
to 5,221 baht (3,906 baht for general diseases and 1,315 baht for specific diseases).
Consequently, the effective use of the system would save a substantial amount of money
for ingredients each fiscal year.
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6 Conclusion

This paper has presented the results of a design-and-create research leading to an opti‐
mized set of SWRL rules for knowledge representation relating nutritional data consid‐
ering health conditions and food preferences of individual patients. The resulting system
can be used by hospitals to improve their dietary service processes and optimize
processing times. The research shows that it is possible to speed up the search through
changing an order of evaluation of atoms within the rules. In such a way a collection of
rules becomes better “adjusted” to a pre-defined collection of queries. For a given
collection of queries it has achieved 35 % improvement in time of the selected queries.
Further work will be carried out to identify a set of techniques to arrange the atoms of
knowledge representation in an optimized order to further improve the performance of
the selection process.
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Abstract. In this paper, we present HOME 2.0, an improved version of an
ontology mapping tool that can create subject ontologies from subject curricula.
To illustrate the design and test of the system we use a computer science curric‐
ulum. The semantic data of standard computer science topics can be created using
synonyms of topics that are categorized in Wikipedia for mapping improvement
of the relevant topics. The tool generates the curriculum data automatically into
a course ontology with instances and properties, then finds the correspondences
with a standard curriculum ontology using a combination of instance-based and
structure-based ontology mapping techniques. The test results with sample data
show that the tool works sufficiently and shows improved performance regarding
results.

Keywords: Ontology mapping · Knowledge management · Semantic
representation · Information-integrated collaboration · Web application

1 Background and Problems

Standardization of curricula and teaching approaches across all universities is a matter
for higher education management to consider. In practice, however, the process to
improve and standardize curricula is difficult and time consuming. Moreover,
approaches to compare a given subject curriculum with a standardized curriculum is a
complex and tedious task. Automated methods would be of great help but they should
be easy enough to be used by technically inexperienced staff, e.g. educational adminis‐
trators. Some technology-based approaches to decision-making in the area of curriculum
standardization and teaching practice have been developed previously, but they have
not been able to successfully and accurately support the decision-making process due
to lack of standardization in their data content, lack of comprehensive content and
complicated algorithms and language.
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The purpose of our study was to create a software tool that has processing techniques
that are easy-to-use and understand, allowing the construction of a comprehensive,
standard set of data, relevant to the subject of the curricula using Wikipedia essentially
as a Thesaurus of terms, their synonyms and definitions, and SKOS features to make
accurate and efficient terminology comparisons.

The rest of this paper is structured as follows: after an overview of related work we
detail the design of the ontology and the process steps of the system: preprocessing,
matching and instance-based/structure-based mapping of the ontologies. Section 4
shows an overview of the tests and results before conclusions are drawn and an outlook
on further work is given.

2 Related Work

There are several ontology mapping techniques used to evaluate the standards of
curricula. Nuntawong et al. [1] have developed the TQF: HEd ontology with the
semantic-based ontology mapping tool that can find similarity of words, which relate to
the same meaning in course descriptions (computer science context) by extending Wu
& Palmer’s algorithm. However, there was no standard of evaluation and the semantic
technique seemed to give unrelated words in computer science contexts. Subsequently,
Nuntawong et al. [2] presented the HOME tool, a combination of semantic-based and
structure-based ontology mapping techniques. The standard curriculum data in
computer science has been developed using SKOS, which is a semantic data language
defined by W3C. The advantage of the structure-based ontology mapping technique is
to determine the correctness of the body of knowledge categories sufficiently. However,
the semantic–based technique was still time consuming in the process and the results of
similar words matching by Wu & Palmer [3] and WordNet need to be improved in term
of the meaning of words that can related to the similar computer science contexts espe‐
cially long words.

An instance-based ontology mapping technique is also applied, especially to
consider the relationship of instance, property, or both [4]. Instance is like a record in a
database and can be used to map the relational data, such as in Octaviani et al. [5], who
presented the tool D2RQ for mapping the relational educational data using instance or
property from various DBMS’s (e.g., MySQL, PostgreSQL or Oracle). Jin et al. [6]
introduced PROMPT-V applying an instance-based mapping technique which can
create visual instances from all ontology nodes. Natural Language Processing and
Vector Space Model are used in the virtual instance mapping process. The results of this
mapping show that PROMPT-V gives a better performance against such string matching
techniques as COMA [7] and PROMPT [8]. Zheng et al. [9] presented ontology mapping
techniques based on structure and instances. The similarity of the instance mapping was
calculated using Bayesian analysis and used the structure based to consider the mapping.
Singh and Cheah [10] presented an approach for ontology mapping using a library of
ontology mapping algorithms to produce a composite algorithm. The F-measures for
each ontology mapping module are calculated and form a chromosome in a genetic
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algorithm; then a fitness value is used to determine the optimal ontology mapping
technique (single or combination) to employ.

From the literature review above, the instance-based ontology mapping seemed to
be simple and well-used. So, we combined the instance-based and structure-based tech‐
niques into our new tool, which we call HOME 2.0. We also improved the standard
curriculum data relating computer science by generating the synonyms from that domain
in the Wikipedia for solving unrelated meanings of words.

3 Methodologies and System Design

3.1 Ontology Design

Many state-of-the-art matching systems apply internal matching processes and rely only
on the knowledge stated in the ontologies to match. Systems using such external knowl‐
edge sources as dictionaries and synonym lists apply external matching processes.
HOME 2.0 is a system with external matching processes. Three ontologies were used
in the development and test of this tool, TQF: HEd ontology (OTQF), curriculum ontology
(OCC) and SKOS ontology with synonym (SOSCC) for knowledge management and
information-integrated collaboration.

We modified some class levels from the TQF: HEd ontology (OTQF) described in [1]
for better performance in the mapping process. The OTQF contained classes of all
“Knowledge Area”, e.g. Intelligent Systems, Software Engineering, Operating Systems,
etc. Each knowledge area class contained the “Body of Knowledge” class. For example,
the “Intelligent Systems” knowledge area must contain “Fundamental Issues”, “Basic
Search Strategies” and “Knowledge Based Reasoning”. The example of OTQF can show
in Fig. 1.

Fig. 1. The example of OTQF in Intelligent Systems knowledge area

The tool can generate the curriculum ontology (OCC) for each curriculum automat‐
ically. This ontology contained the classes that categorized by subject, such as “Required
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Subject”, “Selective Subject”, etc. Each subject class contained instances and properties
that generated when input the curriculum data. In each instance of subject must have the
datatype property: “hasSubjectName”, “hasSubjectID”, “hasDescription” and the object
property: “hasCredit” and “hasLecturer”. Figure 2 shows the example of OCC classes
and some instance of subject, and instances as detail of Artificial Intelligence (AI)
subject.

Fig. 2. An example of OCC, some instances of subject, and detail of AI subject

The tool needs the standard data for the computer science curriculum to check the
correctness of the mapping process. In this work, we created the SKOS ontology with
the synonym (SOSCC) using data from the standard curriculum data in computer science
(SKOSCC) designed by [2] that uses data from the Computer Science Curricula 2013
[11] defined by the joint task force of ACM and IEEE, and use synonyms generated
from Wikipedia (see Sect. 3.2). Figure 3 shows knowledge areas in SOSCC and the
Intelligent Systems concepts, such as the body of knowledge and synonyms of topics.

Fig. 3. An example of SOSCC
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3.2 System Architecture

Figure 4 shows the system architecture. It illustrates the two phases; the preprocessing
phase and the ontology mapping phase.

Fig. 4. The system architecture

3.2.1 Preprocessing Phase
A lecturer in computer science will input the subject data, such as course syllabus or
course description by uploading a plain text file or entering the data through a web form.
The curriculum ontology converter will then convert the subject data to instances or
properties and import to the OCC automatically.

For SOSCC, the Wikipedia synonym generator will use the body of knowledge and
topic from SKOSCC to find the titles and categories in Wikipedia that are relevant, using
MediaWiki API. The tool will use only titles and categories that are relevant for
SKOSCC to create as synonyms, then that data is stored as the body of knowledge from
SKOSCC and synonyms created from Wikipedia to SOSCC for use in the ontology
mapping phase.

3.2.2 Ontology Mapping Phase
For the ontology mapping phase, the ontology mapping module can be described as
follows:

• Collect the instances and properties of each subject from the OCC, classes from OTQF,
and structures and synonyms from SOSCC using SPARQL queries.
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• Create a mapping between the OCC and OTQF using the combination of instance-based
and structure-based ontology mapping techniques (see Sect. 3.2.3).

• Show the results of the subject mapping and details, such as the topics from the subject
with matches and mismatches.

• Calculate the accuracy measurement using F-measure and present in the summary
of mapping.

3.2.3 Instance-Based and Structure-Based Ontology Mapping
Now we present the combination of the two ontology mapping techniques: instance-
based and structure-based techniques [2]. The methodology of the mapping technique
can be described as follows:

• First, the tool will check the correspondence of each instance in the OCC and each
class in OTQF that matches with each body of knowledge or synonyms from the
specific knowledge area in SOSCC.

• If the correspondence is found, the tool will continue to check the position of the
instance and class using the structure levels received from SOSCC.

• But if the instance is not found in this knowledge area, that may be because the course
description is not relevant to this knowledge area. Then the tool will check with all
the body of knowledge classes, topics and synonyms in SOSCC because that particular
body of knowledge or topic may cross-reference with other knowledge areas.

• But if the instance is still not found to correspond to all concepts in the SOSCC, the
tool decides that this instance is not relevant to the OTQF (and also with SOSCC).

4 Testing and Results

We developed HOME 2.0 as a web based cooperation tool and users can view the
mapping results from both SOSCC and OTQF. Both show the topic harnessing the course
description that matches within each body of knowledge, matches another body of
knowledge as a cross-reference (in case it occurs). It also shows mismatched topics that
the user can edit to improve future accuracy, and the weight value for each body of
knowledge that represents the teaching objectives of the respective subject. The test
process consists of two main parts: mapping with standard curricula SOSCC and mapping
with standard curricula TQF. When users import the course description of the AI subject
into HOME 2.0, the system separates each section of the course description using the
comma separator (,) and compares all these descriptions (instances) with SOSCC

(mapping with standard curricula SOSCC) based on the class name, the body of knowl‐
edge, topic and synonyms of each topic that comes from Wikipedia synonyms.
Figure 5 shows an example of the mapping using test data from a course description in
the Artificial Intelligence (AI) domain matched with five bodies of knowledge: Funda‐
mental Issues, Basic Search Strategies, Basic Knowledge Representation and
Reasoning, Basic Machine Learning, and Advanced Machine Learning. As an example,
for the first body of knowledge, Fundamental Issues, the system found that there are
three matching course descriptions: the “intelligent agent concept” matches with
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“Intelligent agent” by synonym of “Problem characteristics” (Wikipedia synonym),
“fundamental issues of artificial intelligent” matches with the “Fundamental Issues”
topic, and “development and application of artificial intelligence” matches with the “AI
applications” topic. The system then calculates the average of each course description
correspondences to the body of knowledge to allow users to see the importance of
content in body of knowledge, called weight values. The weight values indicate how
much the course of AI has stressed the importance of content in teaching in each body
of knowledge, e.g. Fundamental Issues is a very important piece of knowledge due to
the highest weight value of 25 % (number of course description matched in each body
of knowledge divided by total number of course description in AI, which is
(3∕12) x 100 = 25%).

Fig. 5. The interface of HOME 2.0 test with AI subject

Finally the system calculates the f-measure, which indicates the accuracy of the
HOME 2.0 calculation, and in this example of the AI subject f is equal to 0.91. The
testing process repeated the mapping with standard curricula TQF and revealed that the
mismatch topic has the highest weight value at 33 %, and the f-measure is 0.80. This
test shows that the body of knowledge in SOSCC covers almost all topics because
SOSCC has more body of knowledge classes than OTQF, which may be due to the OTQF
using the standard reference from the computer science curriculum which is older than
the newer version used by SOSCC. This difference or discrepancy can be illustrated by
such terms as “machine learning” and “neural network” which are relatively new terms.
These mismatches limit the accuracy of the results.

In this research, examples of five subjects in a computer science course from a
university in Thailand, with course descriptions written in English, were tested. These
were Artificial Intelligence (AI), Software Engineering (SE), Operating Systems (OS),
Database Systems (DB), and Fundamentals of Programming (PL). The F-measure was
used to evaluate the accuracy of the HOME 2.0 with SOSCC and to compare with three
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other techniques identified in the literature: semantic with Ext. WUP [1], HOME [2],
HOME 2.0 with OTQF and other mapping algorithms that use WordNet as the standard
data such as PROMPT-V [6], and COMA [7]. The results of our evaluation using F-
measure are presented in Table 1.

Table 1. The tool evaluation and comparison using F-measure against sample subjects

Semantic with
Ext. WUP [1]

HOME [2] PROMPT-V [6] COMA [7] HOME 2.0
with OTQF with SOSCC

AI 0.67 0.80 0.82 0.80 0.80 0.91
SE 0.63 0.70 0.85 0.80 0.87 0.96
OS 0.55 0.77 0.57 0.55 0.77 1.00
DB 0.31 0.84 0.77 0.72 1.00 1.00
PL 0.56 0.92 0.92 0.64 0.92 0.96
AVG 0.54 0.81 0.78 0.70 0.87 0.97

The F-measure of HOME 2.0 with OTQF is 0.87 and with SOSCC, 0.97, which indi‐
cates that HOME 2.0 provides greater accuracy than both Semantic with Ext. WUP
[1] and HOME [2]. The F-measure of the semantic with Ext. WUP is quite low (0.54)
due to the descriptions of the subjects in the OTQF not including many topics. This was
especially so in the DB subject. This means that certain topics in the DB subject are not
relevant to the OTQF, resulting in many mismatches. We found that the semantic with
Ext. WUP, HOME and HOME 2.0 with OTQF failed to match the topics in OS and PL.
For example, the topics “inter-process communication” should appear in OS and “recur‐
sive functions” should appear in PL. However, these topics were matched using HOME
2.0 with SOSCC and this increased the F-measure score. We used HOME 2.0 to test with
OTQF and SOSCC to allow us to see the difference between the body of knowledge repre‐
sented in both ontologies, using our technique. The body of knowledge in SOSCC was
found to be more up-to-date than the OTQF in terms of the variety of topics and the extent
of the body of knowledge. Furthermore, the F-measure of PROMPT-V and COMA
provide lower accuracy than the HOME2.0. Since, the algorithms use WordNet as the
standard data in word mapping process which some words were not relevant with the
subject data.

5 Conclusions and Further Work

In this paper, we present an improved curriculum evaluation tool (HOME 2.0) for the
computer science curriculum and academic body of knowledge and demonstrate
improvements for the standard data content and extent on computer science by gener‐
ating synonyms of each body of knowledge and topics from Wikipedia that are relevant
to our domain. We use a combination of instance-based and structure-based ontology
mapping techniques which has achieved better accuracy and correctness than the tech‐
niques developed previously.
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Limitations are: the data and synonyms used in our tests may not be fully authori‐
tative and reliable, being generated from Wikipedia, but this data was sufficiently
extensive and correct for our testing purposes.

This work will be continued to find improved algorithms to check and update the
synonyms of standard data recorded in our ontology to achieve greater relevance of
content. We will increase the features of the tool to analyze all subjects in a compre‐
hensive body of knowledge for different subject courses, and use more ontology
mapping techniques that may improve the correspondence between terms. Test data
from other universities in other countries will be incorporated to ensure better results.
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Abstract. Many Aboriginal languages are becoming extinct due to lack of fluent
speakers. Computer games offer a way to help teach these languages in a fun and
engaging way. However, computer games like all technology objects are based
in the culture of their creators. In this paper we describe a project where we co-
designed a language application for mobile phone with the Gugu Badhun, an
Aboriginal community from north Queensland Australia. The participatory action
research process allowed our Aboriginal partners to embed their own culture in
the games, leading to a product that supported their goals and aspirations for
language renewal. This collaboration has not only provided a way to sustain their
language, but also added capacity to their community in ICT development.

Keywords: Participatory action research · Game based learning · Cooperative
design · Indigenous research methods

1 Introduction

Every day, ICT professionals are required to bridge the communication divide that exists
between technologists and everyday users of technology [1, 2]. When the research team
is working with members of marginalised cultures such as Indigenous peoples, this
requirement becomes more challenging [3]. Much of the previous research conducted
with Aboriginal people has provided little benefit to the communities involved [4], and
so any new projects must ensure positive outcomes for Aboriginal people for the time
they invest in the research [5].

This paper describes a participatory action research project conducted with members
of the Gugu Badhun (an Australian Aboriginal language/community group). The
purpose of the project was to develop a smart phone based language teaching game that
both children and adults of the group could use to learn their original language in order
to aid its preservation.

The language game is an Android application created using Android Studio. The
game contains a login screen, a dictionary with audio pronunciation of words, a game
demo, and 34 levels which contain 270 words in all. The android application developed
was created using Android Studio with Java SE 8’s JDK targeting Android 4.0.3 (Kit
Kat) to Android 5.0 (Lollipop). A SQLite database was used to store the dictionary of
language words, the user’s details, and any other data.
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The main features of the game are the dictionary and the levelling system. The
dictionary contains all of the language words used in the application and their English
translations. Further information can be discovered about each word, such as the words
definition and an audio example of the pronunciation. The application is broken into 34
levels, with each 5th level a revision level. In order to ‘Level Up’ the user must achieve
100 % on the match-a-word game using the level specific words. As the user progresses
through the levels they will acquire badges to emphasise certain achievements (Figs. 1
and 2).

Fig. 1. Match a word functionality in game

Fig. 2. Development process from sketches through high fidelity application Findings
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2 Methods

Information from interviews with the participants was used to create two paper proto‐
types which were then evaluated by the group. After analysis of the playtesting with the
paper prototypes, a high fidelity version of the game was created and tested by the group.
The final product developed was a small android game, which taught users a few words
at a time and re-enforced this knowledge with a word-match game. Once a black and
white storyboard showing potential functionality was approved then two paper proto‐
types were developed and then presented to the group. The best aspects of each paper
prototype were combined in a final version of the game.

The participants were particularly concerned that the game not be tokenistic or
contribute to further misunderstanding about their culture. Through the use of co-design
methods such as sketching, paper prototypes and short iteration cycles the researchers
were able to focus on aspects of the game that were of the most interest to the participant.
One of the primary outcomes of the research (other than the creation of the game) was
a kindling of interest in the community to develop further games which might be of a
more immersive aspect. A further outcome was the realization that making the game
available via Google Store or other public mechanisms might restrict the group’s ability
to control who has access to the intellectual property embodied in the game. To this end
the group decided to make the game only available by USB installation.

3 Conclusion

Digital games, like all other technology objects reflect the culture of their creators. Salen
and Zimmerman [8] emphasize that “games are culture…The Sims is not merely a
simulation of suburbia, but a representation of cultural interaction that relies on an ideo‐
logical reality located beyond the scope of actual game play” (p. 507). By involving a
group in the design of a game that reflects their culture, we help ensure that the under‐
lying norms of that culture are embodied within it [9]. Co-making a game with a cultural
focus, i.e. a game that focuses on the culture of a given group avoids the problem of
stereotypical representation in the larger non-indigenous society. Indeed, Shaw suggests
that while complete non-representation in the video game market is better than stereo‐
typical representation this lack of presence leads to the increasing invisibility and lack
of voice in the wider gaming community [9]. Facilitating Indigenous partners to create
games that reflect their own culture, gives them increased “voice” and presence in the
dominating culture.
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Abstract. This paper presents the design and evaluation of a collaboration plat‐
form which enables secure information sharing and interaction across profes‐
sional and organizational boundaries in the biosecurity domain. The platform
integrates shared digital workspace and eAuthentication and eAuthorisation tech‐
nologies in a multi-display environment. It aims to support the diagnosis and
decision making meetings between committee members working in different
laboratories and organizations in their cooperative work of emergency response
on animal diseases. Results from a user study on the security features of the plat‐
form show that the integrated platform can provide the basis of trustworthy infor‐
mation sharing, particularly real-time information from laboratory instruments.

Keywords: Collaboration · Authentication and authorization · Evaluation

1 Introduction

Collaboration technology has been used to support individuals and teams from diverse
disciplines to coordinate their work and share information across organizational boun‐
daries. With technology advances there has been a trend of expanding the context of
collaboration, such as large-scale initiatives for health related collaborations and crisis
management and emergency response [1, 2]. These changes have broadened the scope
of collaboration settings and introduced challenges in technology design.

We have explored the design of a secure collaboration platform to support multi-
organizational collaborations in emergency response on infectious animal diseases. The
outbreak of animal diseases, such as foot-and-mouth disease and Hendra virus, can
potentially impact on animal welfare and cause enormous economic consequences. A
strong national biosecurity management infrastructure for emergency animal disease
has been developed by the Australian government. One component of the initiative is
the establishment of national Consultative Committee for Emergency Animal Disease
(CCEAD) and its associated subcommittees. Each committee is essentially a distributed
set of representatives that collaboratively analyse information and discuss the strategies
for monitoring and controlling of emergency animal diseases. Committee members are
geographically dispersed across Australia and distributed teleconferencing meetings are
held during the outbreak of an emergency animal disease. A challenge faced by these
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committees is to collaborate across multiple locations and groups to share and discuss
information in a timely manner. Information security is of high priority due to the
confidentiality of the information in managing disease outbreaks. An effective secure
collaboration platform has been identified as one of the potential tools to enhance the
information sharing in their collaborative meetings.

This paper describes our work in designing and evaluating a secure collaboration
platform for the collaborations in this particular biosecurity application. We present the
collaboration and security requirements that have guided the design of the platform. We
provide an overview of the design and report on a user study which aimed to understand
the appropriateness of the integrated access control technology.

2 Background and Challenges

We have engaged with members of CCEAD and conducted workplace studies to under‐
stand their collaborations [3]. The use case we explored during the design of the secure
collaboration platform is the work of LSC-CCEAD (Laboratory Subcommittee
CCEAD). LSC-CCEAD is formed immediately following emergency animal disease
laboratory findings to facilitate coordination among laboratories involved. It consists of
members from the Australian Animal Health Laboratory (AAHL), jurisdictional animal
health laboratories at all states, and Department of Agriculture, Fishery and Forestry
(DAFF). The work of the LSC-CCEAD is essentially analysing information from
multiple sources to provide technical advice to CCEAD. AAHL takes the lead in the
diagnostic services based on its expertise and advanced containment facilities.

The challenges in this context relate to supporting real-time information sharing
across different organizations [1, 3]. Information is disseminated within and between
different organizations through different channels. The data-centric diagnosis meeting
is for experts from different disciplines (e.g. microscopy, antigen detection, veterinary)
to get together to discuss data from various resources, such as laboratory information
systems and databases that can only be accessed by particular workgroups. Email and
audio-based teleconferencing are not efficient in supporting the sharing and visualisation
of complex data in the diagnosis meetings between LSC-CCEAD members.

The collaboration may involve sensitive information, such as occurrence of a new
animal disease. The secure access and sharing of information is important to build shared
understandings and support the actions carried out by different members [2]. In addition,
a particular challenge in this biosecurity context relates to the sharing of real-time infor‐
mation from scientific instruments. Collaboration systems supporting scientific data
analysis need to address three core capabilities: linking people with people, linking
people with information and linking people with facilities [4]. These pose specific access
control requirements in interacting with instrument applications, such as expensive and
sensitive microscopes, since remote participants may be inclined to manipulate devices
that they do not know how to operate. These requirements have led to our investigation
of secure, trustworthy collaboration infrastructure allowing real-time information
exchange and interaction, while preserving confidentiality and privacy.
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Balancing the competing goals of collaboration and security represents a multidi‐
mensional challenge in collaboration system design. Collaboration systems allow
groups of users to share and interact with information in real-time, whereas information
security seeks to ensure information availability, confidentiality and integrity while
providing it only to those with proper authorization [5, 6]. As the demand of collabo‐
ration application increases, diverse access control solutions for sharing resources across
organizations have been investigated [7, 8]. Researchers argue that access control in
collaborative systems needs to be simple and user-friendly, ease of administration,
adaptable to changes, and tailored to the particular work practice [5]. We are interested
in contributing to this body of research by exploring the design and evaluation of a secure
collaboration platform in a challenging collaboration setting.

3 Integrated Collaboration Platform

Our ultimate goal is to enable information from various data resources to be shared and
interacted by experts and officers who work in different organizations. The proposed
solution is to introduce a secure collaboration platform which has workstations over
multiple sites for distributed workgroups. There are two broad requirements that needed
to be met. The first is information sharing and interaction, and the second is access
control for information security.

The integrated collaboration platform is built on our prior work of Biosecurity
Collaboration Platform (BCP) which supports the first requirement [9]. The BCP work‐
station has four high-resolution large displays and supports shared interaction with
various resources, such as computer screens, documents and applications, via its Shared
Workspaces (Fig. 1). It also enables telepresence video-conferencing. Two BCP work‐
stations have been installed at AAHL, one inside the containment area and the other
outside the containment area. The workstations have been used regularly to support the
internal collaboration across the containment barrier within AAHL. The underlying BCP
has three components: the workstations themselves (one per site), Shared Workspaces
which generally run as VNC servers, and a central unit that controls login and distributes
configuration information.

Fig. 1. The BCP workstation

Our work in supporting the second requirement is the design of access control tech‐
nology that has been integrated into the BCP and tested in the biosecurity use case. The
eAuthentication and eAuthorization technology allows users to log into the platform
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using their individual access card, rather than a single user typing in user name and
password. Meeting participants are not only authenticated to use their respective work‐
stations, but also authorised to join in the distributed meetings and interact with data
resources that they are entitled to access. It also addresses the particular requirement in
the collaboration by allowing participants at different sites to share instrument operation.
Figure 2 shows the architecture of secure collaboration platform and major components.
We use XACML to specify the security policies protect individual resources within the
collaboration. The user interfaces will be described in Sect. 4.1. How the key compo‐
nents work together to manage the accesses of disease-specific meetings, participants,
resources are described below.

Fig. 2. Integrated secure collaboration platform architecture

The Authentication and Authorisation server enforces an attribute-based access
control mechanism. Before a staff of an organization joins a distributed meeting or
accesses shared resources, the BCP servers request from the security service whether
this access can be permitted. The Authentication and Authorisation server checks the
permission of the staff based on their attributes which are encoded in cryptographic
credentials issued by their organisation. This access control mechanism is driven by the
dynamic and multi-organizational feature in emergency response meetings. The Authen‐
tication and Authorisation server simply makes judgements based on the signature of
the organizations without concerning the details of the staff.

To support this level of trust, each organisation has a Credential Issuer which issues
credentials to certify the staff attributes, including staff name, organization and skills
(e.g. microscope expert). In addition, the Credential Issuer at the Coordination organi‐
zation issues separate disease-specific credentials for each organizations involved. This
is because of the need to manage the accesses for different incident meetings which have
different requirements in terms of expertise and resources. The Credential Issuer at the
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Coordination organization works together with each organizational LDAP server which
checks the validity of the staff members in an organization to ensure that particular staff
can take part in particular meetings dealing with particular disease incidents.

The data resources involved and the associated access control policies are configured
at each organization by using the Collaboration Management component in the platform.
The access control policies are then stored in the Authentication and Authorisation
server. The Collaboration Management component at the Coordination organization
manages the schedules of specific disease incident and the participants involved. The
overall resource configuration descriptions and meeting schedules are stored at Collab‐
oration Management server.

4 User Study of the Secure Collaboration Platform

We have conducted a user study to evaluate the prototype of the integrated collaboration
platform, focusing on the Authentication and Authorisation component, in supporting
emergency response meetings. Due to the unpredictable and confidential nature of the
CCEAD meetings, it was difficult to conduct the study in the actual meetings. The study
was conducted with actual users by using a mock-up scenario and in a workshop format.
The workshop was designed to allow participants to experience the security function‐
alities and provide feedback as part of the iterative design process. The mock-up collab‐
oration scenario required participants to use the workstation to interact with and discuss
various protected data resources (Fig. 3). Participants were given different access cards
which contained ID, skill and organization details to log in/out of the system and acted
on specific roles to exercise the interaction as realistically as possible.

Fig. 3. The organisations, distributed participants and data resources in the scenario

We focused on AAHL staff since their work covers a range of activities in disease
diagnosis and LSC-CCEAD. We recruited staff who were familiar with the existing BCP
at AAHL. We carried out three workshops. Each audio-video recorded workshop lasted
1.5 h and had three participants. The nine participants included three microscopy scien‐
tists, one veterinary leader, one veterinary diagnostics scientist, two veterinary virolo‐
gists and one epidemiologist. The questions asked in the workshop focused on the
appropriateness of the access control technology, usability, areas of improvement and

Design and Evaluation of an Integrated Collaboration Platform 189



potential technology extensions. The audio recordings of the discussion sessions were
transcribed and the transcriptions were analysed using thematic coding.

4.1 Technical Setting

In each workshop a point-to-point connection was set up between the workstation at
AAHL where the participants were located and the workstation in our lab. Two
researchers of our team facilitated the workshop at the AAHL site and two researchers
attended from our lab. Settings of data access and interfaces are described below.

Protected Resource. Three protected resources from AAHL were made available for
the participants to use during the workshops. Each protected resource had its own access
policies. Participants could access protected resources through the interface designed
on the Shared Workspace toolbar. These resources included:

• AAHL Lab Information System which is the AAHL diagnostic web portal
• A microscope running a VNC server and accessed through a VNC Viewer
• A personal computer running a VNC server and with specific application opened

inside to access to specific databases

Roles and Access Cards. Authentication and authorization cards were prepared before
the workshops. These RFID access cards contained data of staff attributes to allow the
testing of the access policies. For example, the electron microscope was accessible to
anyone with the skill of microscope expert; the Lab Information System was accessible
to anyone with one or more skills of microscope expert, serology expert, molecular
expert, histology expert, antigen detection expert and veterinary investigation leader. A
card reader was connected to the BCP workstation computer. Each registered user could
swipe their cards to access the system if they were assigned to.

Policy Creation. Access control policies for instruments and data resources were
created and managed by using a graphical user interface that simplified the use and
understanding of these policies. The interfaces were demonstrated in the workshops to
illustrate how an administrator from the Coordination organization could set up and
manage the access control for different organization users and resources.

4.2 Results

There was broad consensus in the workshops that the overall solution of the prototype
had the capabilities to support secure information sharing in LSC-CCEAD type of
collaborations. The key results are summarized below.

Enhanced Microscopy Collaboration. The importance of supporting secure access to
microscope and other laboratory instruments was highlighted by the participants. All
participants believed that the real-time and secure access to laboratory instruments
would be particularly useful in certain technical-driven meetings. One of the future work
pointed out by the three microscopy scientists was the fine-grained access control which

190 J. Li et al.



would involve the development of access control rules to define different types of users
when accessing certain functions on the microscope application.

Log In/Out Card. There were positive responses to the use of the eAuthentication cards
to replace the existing user name and password login mechanism. Some of the CCEAD
meeting sites have more than twenty meeting participants and most of them are
observers. The workshop participants commented that the protocol of everyone swiping
card to attend a meeting could provide necessary access control for all meeting partic‐
ipants and maintain a record of participation in a large group.

Interaction. When we asked “Does this access control technology constraint the flow
of interactions with your remote collaborators when using the platform”, most of the
participants responded that it would not be an issue as long as the security technology
were robust and ease of use.

Usability. The usability was assessed in terms of transparency, ability to define security
policy, ease of learning and ease of use. We differentiated two types of users: normal
user and access control administrator. The participants were satisfied with the usability
for normal users in terms of log in/out and access to different data resources in general.
The administrator management component was introduced as a guided use only during
the workshop to allow the security policies to be explained thoroughly to the participants.
Thus, the participants had limited hands-on experience on this and their responses were
just neutral. They expressed their willingness to assess this component in the future.

Potential Extensions. Supporting mobile users emerged as one of the important require‐
ments. Quite often, members of the CCEAD travel or work in the fields and need to join
the meetings by using mobile communications. The integration of mobile devices into
the overall secure collaboration platform has been highlighted as one of the future direc‐
tions. Similarly, the need of a desktop solution was also mentioned since the multi-
display type of collaboration workstation may not be always available to some meeting
participants and some of them prefer to join the meeting from their offices.

Implementation. The veterinary investigation leader at AAHL suggested that a pilot
trial in informal meetings would be helpful before introducing the technology into the
real meeting practices. Workshop participants also pointed out that the requirements for
different situations would be vary and the design would need to address the flexibility
need to support different forms of collaborative activities and contexts.

5 Discussion and Conclusion

The priority of improving information sharing in this biosecurity collaboration setting
is not to support a shared data repository across organizations but rather to develop
technologies to support collaboration during the analysis and interpretation process. The
data is distributed in various repositories with different access requirements. The Shared
Workspace in a multi-display environment supports simultaneous visualization of
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multiple data resources and synchronous interactions. However the Shared Workspace
in itself will not solve all the information sharing requirements. Access control for
sharing a range of resources is critical for the accomplishment of the collaborative tasks,
particularly when discussing real-time information results from instruments.

The integrated collaboration platform we developed entails eAuthentication and
eAuthorisation at a distributed platform level and provides security support for the
collaborations between various types of experts in different organizations. Protection of
information resources in this application addresses more complicated security require‐
ments than those for the traditional single-user environments [5, 6]. In our design, access
rights can be easily configured and managed to meet the particular needs of the coop‐
erative work. Importantly, our work has demonstrated that a collaboration platform can
be extended by facilitating transparent access control for multi-organizational users in
a flexible manner that does not constraint real-time distributed collaboration.

The findings of the user study indicate several directions worthy of further explora‐
tion. One is to incorporate mobile solutions. We have a long-standing interest in the area
of integrating mobile interaction technologies into a collaboration platform, for example
using iPad to interact with large displays [10]. The integration of mobile devices and
the implementation of associated security mechanisms will be explored. A second
direction is to evaluate the technology design in a real collaboration environment. It will
be valuable to observe the real use of the platform to understand how it can be designed
to fit well with the work practices and contexts.

In sum, we have investigated the design of a secure collaboration platform to
support real-time information sharing in a biosecurity use case. Cross-organizational
eAuthentication and eAuthorisation are integrated into the collaboration platform and
issue accesses to well-defined meeting participants based on their respective organi‐
zations, skills and capabilities. Positive responses have been received from the user
study. We believe our explorations have broader implications for supporting multi-
organizational collaborations in other domains where secure information sharing is
important.

References

1. Fitzpatrick, G., Ellingsen, G.: A review of 25 years of CSCW research in healthcare:
contributions, challenges and future agendas. J. CSCW 22, 609–665 (2013)

2. Pipek, V., Liu, S.B., Kerne, A.: Crisis informatics and collaboration: a brief introduction. J.
CSCW 23(4–6), 339–345 (2014)

3. Li, J., O’Hara, K.: Understanding distributed collaboration in emergency animal disease
response. In: Australasian Conference on Computer-Human Interaction, pp. 65–72 (2009)

4. Finholt, T.A., Olson, G.M.: From laboratories to collaboratories: A new organizational form
for scientific collaboration. J. Psychol. Sci. 8(1), 28–36 (1997)

5. Tolone, W., Ahn, G.J., Pai, T., Hong, S.P.: Access control in collaborative systems. J. ACM
Comput. Surv. 37, 29–41 (2005)

6. Baïna, A., Deswarte, Y., Abou El Kalam, A., Kaaniche, M.: Access control for cooperative
systems: a comparative analysis. In: Third International Conference on Risks and Security of
Internet and Systems, pp. 19–26 (2008)

192 J. Li et al.



7. Demchenko, Y., Gommans, L., Tokmakoff, A., Buuren,R.V.: Policy based access control in
dynamic Grid-based collaborative environment. In: International Symposium on
Collaborative Technologies and Systems, pp. 64–73 (2006)

8. Lv, B., Wang, Z., Huang, T., Chen, J., Liu, Y.: Virtual resource organization and virtual
network embedding across multiple domains. In: International Conference on Multimedia
Information Networking and Security, pp. 725–728 (2010)

9. Li, J., Robertson, T., Muller-Tomfelde, C.: Distributed scientific group collaboration across
biocontainment barriers. In: International Conference on Computer Supported Cooperative
Work, pp. 1247–1256 (2012)

10. Cheng, K., Li, J., Müller-Tomfelde, C.: Supporting interaction and collaboration on large
displays using tablet devices. In: International Working Conference on Advanced Visual
Interfaces, pp. 774–775 (2012)

Design and Evaluation of an Integrated Collaboration Platform 193



Securing Shared Systems

Mandy Li(B), Willy Susilo, and Joseph Tonien

Centre for Computer and Information Security Research,
School of Computing and Information Technology,

University of Wollongong, Wollongong, NSW, Australia
{ml414,wsusilo,joseph tonien}@uow.edu.au

Abstract. With increasing reliance on new and interactive technologies,
a challenge producers face is the requirement of a secure system to con-
trol users of their cooperative designs or applications to reap economic
benefit. An authentication code is the series of letters and numbers, often
disclosed after purchasing a product or service and that allows access for
that user. This paper provides insight into the generation and verification
of existing authentication codes and proposes a new scheme, which uses
cryptography to embed mathematical structure within the codes to better
protect cooperative applications. The proposed method uses a changing
key based on a secret key and a random number, and symmetrical block
cipher.

Keywords: Cooperative applications · Security · Cryptographic
design · Authentication

1 Introduction

In an age in which there is increasing demand in computer technologies and
growing interaction in digitalised areas, providers of cooperative products and
services face a problematic issue - in order to remain useful or profitable, they
must protect their products or services to only be accessible to certain user
groups. Authentication codes are used in diverse applications and this method
of proof by possession can be adapted to be also relevant for cooperative applica-
tions. The authentication generation and verification must be efficient and secure
to be effective. If the process is not efficient then the end user may become frus-
trated and dissatisfied, and if the codes are not secure then unlicensed codes
could be generated and the application is prone to piracy. It is therefore vital
for these two conditions to be met, to an extent, in operational authentication
code systems. Security in cooperative applications is not extensively researched
or explored, but this paper proposes a new scheme using cryptography becoming
a valuable method of securing cooperative operations.

There are many different circumstances where authentication codes are or can
be implemented for the security of cooperative applications. Computer gaming
and other digital services that connect users through internet, network connec-
tion or multiplayer gaming from the same computer, utilises the authentication
c© Springer International Publishing AG 2016
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code approach to ensure only those who register or purchase the application
can download the program. These, however, are currently not very advanced
systems, with the example of StarCraft using a simple checksum with the last
digit [1]. The verification checks the 13th digit is true in relation to the other
12 digits, providing very little security with an attacker able to change the last
digit ten times until guaranteed entry. A stronger cryptosystem will be more
beneficial for these gaming companies.

Verification codes can also used to protect online resources intended for spe-
cific user groups, an example is a restricted website provided by a school or com-
pany to access internal information, or an online quiz that must be completed
at a certain time and only when the access code is disclosed allowing controlled
entry into the site. A textbook is another example, where buyers can be given
access to additional online collaborative learning support on a given website by
entering a specified unique code. The authentication code can be stored under
a scratch card in the cover of the textbook and those who have purchased the
book will have access to interactive resources or forums for correspondence and
interactions with other students to learn collaboratively.

In an alternate way, the produced access code can be incorporated into the
URL of web-based cooperation tools such as Google Docs to share private doc-
uments. By generating access codes to be inserted within the URLs, only those
who have the correct URL will be able to access the documents and any adver-
sary trying to access documents will be very unlikely to randomly guess an
accepted code.

Authentication codes may be printed on the bottom of receipts allowing
customers of a business to provide feedback and rate in-store experiences. It
provides a unique code to enter at a specified website. Fast food restaurants
such as KFC and departments stores such as Big W all use the authentication
code method to ensure only customers who have purchased their items are able to
return feedback. The collection of collaborative feedback from customers allows
the businesses to adapt and improve.

Other major uses of authentication codes are to licence software and to acti-
vate software to prevent piracy. Many software companies use product keys
including Windows XP [3], Microsoft, Kaspersky Internet Security, SolidWorks
products [8], and on CDs and Antiviruses. Windows XP uses cryptography tech-
niques in their activation and verification processes to ensure the buyer has a
product key that is unique and valid. The process begins when a customer pur-
chases Windows XP and receives a product key. This product key is verified
using a digital signature and an installation ID is produced allowing the user to
register their product online or over the phone to prevent piracy [3]. Similarly,
any software supporting concurrent design, collaborative editing, or multiple
location collaborative design can be protected using this method.

Protocol. This paper introduces a new method to generate and verify authenti-
cation codes, where the generation of codes involves one entering the secret key
and the number of desired codes into the developed program and it will output
the specified number of unique codes of length 30. These are then distributed or
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sold for economic benefit. The users have the code verified by entering the 30
characters in an indicated space, whether it is on a website or in a dialogue box.
The code and the embedded secret key are entered into the verification program
and an output of true or false is provided. This designates whether the user is
granted access or not and directly causes the product or service to become more
valuable. The necessity in this method is to have the key embedded and unable to
be obtained by the general public otherwise codes may be forged. The proposed
program generates codes with mathematical structure rather than comparing to
those stored in a database, allowing the program to have more structure, have
the ability to operate offline if required, be more efficient, secure and reliable.
This program will be effective for cooperative software, restricted website or
gaming use, and other cooperative applications.

Related Work. The Data Encryption Standard [7] was a cryptographic algo-
rithm that protected sensitive digital data. With the advancement in technology,
it has been deemed insecure and withdrawn as a standard. The basis is still how-
ever relevant where the Feistel cipher is an effective cryptography technique that
can be applied to the generation and verification of authentication codes. The
Feistel scheme involves splitting a 64-bit plaintext into two halves where the
halves undergo 16 rounds of encryption with a secret key to obtain a ciphertext.
Verification of the ciphertext has the same structure. Michael Luby and Charles
Rackoff proved the original plaintext becomes a pseudorandom permutation with
three rounds of the system [4]. The downside to the standard was the key size,
which was too small to be secure and is amended in our scheme [7]. Gerhard de
Koning Gans and Eric Verheul proposed a method of generating and verifying
activation codes called Best Effort and Practice Activation Codes that similarly
incorporates a Feistel network. A combination of a hash function with Feistel
is believed to satisfy both authenticity and confidentiality. The activation code
scheme produces a text combining a hash of a plaintext and the plaintext, which
is encrypted using the Feistel network to create a ciphertext. The ciphertext is
verified by undergoing the reverse of the encryption [2]. The Windows Product
Activation process also requires code verification with the use of a digital signa-
ture as well as the Feistel system in the process. The product key is 25-characters
long, roughly 115-bits and 15 bytes when stored in little endian byte order. Of
the 15 bytes, four bytes contain the raw product key and eleven contain the
digital signature of the raw product key, verified using hard-coded public key.
An installation ID is then formed from the user’s computer hardware and the
product key involving Feistel to prevent pirating. The software is then registered
and activated for the device [3].

2 Scheme Selection

Definition 1 ([6]). Symmetric cryptography refers to an encryption system in
which the sender and receiver of a message share a single, common key that is
used to encrypt and decrypt the message.
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Let p be a plaintext in which there is an encryption rule eK based on a key
K that produces c, where c is ciphertext. Let there be a decryption rule dK that
is applied to c to return to p, where dK is the inverse of eK [10].

The process involves creating an algorithm with mathematical structure to
determine if the code belongs to an allowed user. All authentication codes have
the same plaintext, however, the key will change depending on a random number
r and the secret key. Using symmetrical cryptography, codes are generated using
eK , transforming p to c, where c along with r is used as the given authentication
code. When verifying user-entered codes, dK is applied to c, revealing p. p is
tested causing a true or false result, determining whether the code is accepted
or declined. This identifies allowed users.

To produce the codes, input variables into the program: f(kS , n) = codes,
where kS is a chosen key and n is the number of codes required. The algorithm
uses symmetric encryption, so to check user-entered codes, input variables into
the program: g(kS , code) = T/F , where the code is entered by the user and the
key is embedded, outputting a true or false answer.

1. choose a kS ∈ KS

2. select a n ∈ Z+

3. compute C = f(kS , n)

4. distribute C

5. verify using ans = g(kS , c ∈ C)

6. if ans = true then

allow access (success)

else if ans = false then

deny access (failure)

2.1 Setup

The proposed scheme can be seen in Fig. 1, where encryption is based upon the
Feistel network [11]. Two equal halves of the 120-bit plaintext are inputted and
undergo 16 rounds of encryption using the key to output a ciphertext. The key
is specific to each produced code and is generated from the combination of the
18-character secret key and a 10-digit random number. The secret key is unique
to every different product or service using the program to ensure entered codes
are only valid for the expected product. The random number is coupled with
the ciphertext to produce the authentication code. This authentication code is
distributed to allowed users and verified in reverse.

The authentication code uses the following alphabet:

A B C D E F G H J K M N P R T U V W X Y Z 2 3 4 6 7 8 9 (1)
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Fig. 1. Scheme

The system is a five-tuple (r, kS , p, c, n) where:

1. r is a finite set of possible random numbers
2. kS is a finite set of possible secret keys
3. n is the number of required codes
4. For each r ∈ R and each kS ∈ KS , there is a c ∈ C �→ p ∈ P .

2.2 Generation

The number of codes and the unique secret key is entered into the program to
generate authentication codes. p is a common binary code of 120-bits of 1s, yet
all different applications of the program require a unique kS . For each code, a
different r is chosen and subsequently a c can be produced. K for the particular
c is 120-bits in length and is made from converting the 18-character hexadecimal
kS to 90-bits of binary combined with the 30-bit r converted from the 10-digit
decimal. The K is divided and used in subkeys [9] in the Feistel Network to
encrypt p to c. A subkey is an allocated 60-bit portion of K specific to each
round, where one round of the network is described as:

Li = Ri−1 Ri = Li−1 ⊕ f(Ri−1,Ki)

The entire Feistel Network contains 16 rounds of the encryption, and after the
16th round, the ciphertext is outputted in 120-bits of binary. This, in combination
with 30-bits of r, gives 150-bits of binary, where finally it is converted to 30
characters of hexadecimal from the allowed alphabet characters (1) to reveal the
authentication code. The process is repeated n times with different values for r,
resulting in a different K and a different c.

2.3 Verification

The authentication code is entered into the program on a given website or in a
dialogue box and undergoes the following verification. The first step in verifica-
tion involves checking the length of the code and the characters to ensure the
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entered access code contains the correct number of characters and only charac-
ters specified by the allowed alphabet (1). The 30 character hexadecimal code
is converted into 150-bits of binary code. The last 30-bits are combined with
the binary conversion of kS to create K. The remaining 120-bits of binary are
decrypted using the Feistel Network converting c back to p. The decryption has
the same structure as in encryption, however reversing the order of the subkeys:

Li = Ri−1 ⊕ f(Li−1,Ki) Ri = Li−1

After the 16th round of decryption, p is obtained. Since the required p is
known as 120 1s, it can be easily identified whether the p that is obtained
matches the required p. If no 0 s are in the final p, the authentication code is
accepted and the user is allowed access, however, if there contains one or more
0s, the authentication code is rejected and the user is denied access.

2.4 Example

This method of authentication code generation and verification can be very prac-
tical when it comes to profiting from cooperative learning resources by restricting
access to only those who have purchased a specific textbook. In this example,
students studying a certain course in high school can interact with others in
the same course both in their school and in other high schools by accessing the
online collaborative resources protected by an authentication code. The authors
and publishers of the textbook generate a number of authentication codes using
the proposed system and distribute the codes in the back cover of the textbook
behind a scratchcard. Those who purchase the textbook can then enter the given
code on the specified website, where the code and the embedded secret key are
verified using the method described in this paper. The student will either be
accepted or denied into the website depending on whether the code is valid. If
the student is allowed access, they will be prompted to register and then given
entry to collaborative learning support and forums restricted to only those who
are in the same subject.

2.5 Analysis

The proposed system of generating and verifying authentication codes ensures
efficiency and reliability. Security is ensured due to a number of features includ-
ing the structure of the encryption and the complexity in the key. The system
relies upon the Feistel Network, where two halves undergo rounds of encryption
functions and exclusive or logical operations [11]. This symmetrical cipher has
been greatly experimented with, especially in regards to DES, and theoretical
work is continuously conducted to prove the Feistel cipher to be quite secure,
where three rounds have been proven to create a pseudorandom permutation [4].
The proposed system uses a key that is constructed from two sources, a secret
key and a random number, where in each round the key is split into different
subkeys. A different secret key is used for every different product or service that
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requires a group of codes and a different random number is generated for every
single code generated, and so the key is different for every code.

In terms of protection against unauthorised users, the 30-character authen-
tication code and the 28-character alphabet (1) allows for 2.6 × 1043 code pos-
sibilities. Every random number maps to an accepted code and thus with a
10-digit random number, 10 billion codes are considered allowed and there is
only a 3.8 × 10−34 chance of an adversary entering a random allowed code. The
secret key is 18-characters long, ensuring the secret key is, again, very unlikely
to be guessed. The security of each set of authentication codes is reliant on the
protection of its secret key. The program’s coding can be revealed to adversaries,
yet the secret key must be kept hidden and embedded into the website or disc
in which the verification occurs.

There are, however, some negatives identified in the proposed system. The
size of the random number determines the number of available codes and so
this number must be large enough to allow for the possibility of requiring large
amounts of codes, however, it must small enough to ensure the chance of guessing
a code is very little. The random number may also be re-chosen when producing
a new code, however this is quite unlikely when producing a small number of
codes. Another issue arising is the program does not have the means to prevent
a code from being accepted multiple times as it is not an online system. A
solution is to employ an online registration system in conjunction with the code
verification such as in Windows Product Activation [3] or in the example.

The proposed scheme is superior to related authentication code generation
and verification methods such as DES [7], Windows Product Activation [3],
BEPAC [2] and the database system mostly due to its efficiency and reliability
comparatively. It has the ability to run offline, the structure is less complex and
doesn’t employ techniques that take extensive time to run, for example public-
key encryption [5] and HASH functions.

By implementing the described authentication security system for cooper-
ative applications, these resources can identify allowed users though proof by
possession and accordingly accept or decline access. Methods for protecting col-
laborative resources are not greatly researched and so the proposed system is
aimed at introducing a new authentication scheme that is relevant, specifically,
for these applications. It can be applicable in collaborative learning, multiplayer
gaming, sharing documents, collaborative design software and many others. The
proposed system includes many arbitrary values which have been set and can be
easily modified with little change to the entire system. This allows the program
to be very flexible and customisable.

3 Conclusion

Authentication codes are very widely implemented and are important in gain-
ing the benefits of developing a commercial computer program. The proposed
scheme combines the symmetrical encryption of the Feistel network with ran-
domly selected numbers to produce a system that can generate and verify access
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codes and allow the codes to contain mathematical structure, hosting a range of
benefits. The design is very flexible and can be altered to meet different require-
ments. In comparison to several other authentication systems, the described is
effective, efficient and secure. A notable difference from many modern authenti-
cation code schemes is the change from asymmetrical encryption to symmetrical
encryption, which is much more efficient, where public key encryption systems,
such as Windows, are effective but lack efficiency.

The proposed system has many advantages and can be very revolutionary
to the authentication of cooperative digital designs. Currently, there is little
research in the development in the security of applications that promote collab-
oration, yet the proposed authentication code approach is a successful system
combining the needs of the program creator and the user. It is quite simple for
a user to enter the given code, however, in this way the intellectual property of
a cooperative product or application is protected. Cooperative applications are
becoming increasingly more prevalent in today’s society and thus it is vital to
employ schemes for these applications to ensure higher digital security.
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Abstract. Netflow logs record the interactions between host pairs on
both sides of the monitored border, and have got more attention from
researchers for security concerns. Such data allows analysts to find inter-
esting patterns and security anomalies. Visual analytics provides inter-
action and visualization techniques that can support these tasks. In this
paper, we present a system called NetflowVis to analyze communication
patterns and network abnormalities from netflow logs. This system con-
sists of four views, including the communication trajectories view, the
traffic line view, the snapshot view and the protocol view. The commu-
nication trajectories view is a composite view that dynamically describes
the communication trajectories. This view combines a link-node tree and
an improved ThemeRiver. The protocol view is designed to display statis-
tical data of the upstream and downstream traffic on different protocols,
which is an improved radial view based on an area filling strategy. The
system provides a multilevel analysis architecture for netflow cognition.
In this paper, we also present a case study to demonstrate the effective-
ness and usefulness of our system.

Keywords: Network security visualization · Netflow logs · Temporal
visualization · Traffic trajectory

1 Introduction

Netflow logs, as a kind of temporal data, describe the real-time hosts status and
network traffic on different protocols. Detecting network events and communi-
cation patterns from the netflow data is a critical task. This task is challenging
because of the complexity of events and the large amount of hosts. As it combines
visual schemes and interaction, providing an effective way for users to make sense
of massive datasets, visual analytics has been widely used for various analytical
purposes, including netflow analysis [2]. However, much of the current research
for netflow analysis focuses on specific parts of data, lacks overall network analy-
sis with static analysis and has poor interaction.

In this paper, we present the NetflowVis system, which supports communi-
cation patterns discovery and network abnormalities analysis from netflow logs.
c© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 202–209, 2016.
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The system shows the overall network states through interconnected views and
interactions between them to support dynamic multi-granularity analysis. Our
system consists of four views:

Communication trajectories view shows connections between clients and
servers. It provides an overview of the dynamic network. In order to avoid
visual clutter, IP segmentations are used to describe these connections.

Traffic line view describes upstream and downstream traffic dynamically. The
traffic is a significant feature for network status.

Snapshot view catches anomalies and records some parameters. A series of
snapshots are used to record the anomalies and their conditions for further
analysis.

Protocol view displays traffic distribution on different protocols. Traffic dis-
tribution on different protocols and traffic ratios always indicate unusual
activities.

2 Related Work

2.1 Traffic Visualization

Network traffic data is important to study network security. If the amount of
traffic exceeds a certain range, or there is a mutation in a normal traffic flow,
then it is highly likely there is an anomaly, such as DDoS(Denial of Service
Attack), SYN Attack, etc.

Many innovative approaches for visual analytics have been proposed in the
literature [4]. Among them, visualization tools have been specifically developed
to detect anomalies. For example, NVisionIP [7] displays data records of netflow
logs to detect class-B network abnormal events by a hierarchical manner. It can
find DDoS, Port Scan, etc. However, it can not simulate communication tracks
in real-time.

VisFlowConnection [11] uses the parallel axes view with interaction mech-
anisms for the analyst to find anomalous traffic patterns between networks.
Stoffel et al. [10] use time-series visualizations together with similarity modelling
so that correlations and anomalies in large data sets can be easily detected for
security-related events. Promrit and Mingkhwan [9] provides an approach to
show abnormalities and normal communication activities, and helps analysts to
find possible causes of a network malfunction. Although these methods are able
to effectively visualize the network status, they often do not scale well with the
complexity of data sets. More specifically, if the data used increases in complex-
ity, visual clutters become unavoidable in the final traffic visualization as a result
of edge crossings, thus undoing the benefits of visualization in assisting analyst
with detecting anomalies.

2.2 Multi-dimensional Visualization

Many techniques have been developed to visualize multivariate data, such as
Parallel Coordinates [5], Andrews curves [1], and Star Coordinates [6]. Promrit
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and Mingkhwan [9] use parallel coordinates to display the SIP (source IP), Sport,
Time, DIP (Destination IP), Dport and Size (Packet Size), which allows users to
see the shape and distribution of these dimensions information. Lu et al. [8] pro-
posed a concentric-circle method for visualization of multi-dimensional network
data. This method uses polycurves instead of polylines to link dimensional val-
ues. With some additional visual features, this method was shown to be effective
in recognizing network attacks, such as DDoS attack. However, these methods
can not show real-time network status.

3 Visual Design and Implementation

Our NetflowVis system was developed to dynamically display network status.
The system consists of four views: Communication trajectories view, Traffic line
view, Snapshot view and Protocol view.

The Traffic line view dynamically depicts upstream and downstream traffic
in the selected period, which helps users to analyze the changes of traffic. The
Snapshot view contains a series of snapshots which record the anomalies and
their conditions for further analysis. To analyze more details in different granu-
larity, users can reset the whole system to any specific moment. We describe the
remaining two views in more detail in the sub-sections that follows.

3.1 Communication Trajectories View

In this paper, we explore 7 aspects of netflow: timestamp, source IP, destination
IP, port, protocol, upstream traffic and downstream traffic. As a large num-
ber of clients/servers can easily cause visual clutter, to avoid this, raw data is
divided into client groups and server groups according the type of IP. Client
groups are clustered into different subnets. Figure 1 shows the visual design and
implementation.

The structure of Fig. 1(a) is a virtual tree, which is drawn by link-node layout
algorithm. The positions of nodes depend on the radius and the angle, which
is calculated according to the total number of nodes. We utilize edge clustering
and curve smoothing methods to avoid waste of space. Every node in the tree
represents a server or a subnet. The two parts are connected together by lines
which display the trajectory of the communication. The color of lines indicates
the type of the current communication protocol. If a malicious host scans the
entire network for the same port, this view would appear as asymmetric so that
the anomaly can be easily detected.

Figure 1(b) is an improved version of ThemeRiver [3], which takes asymmetric
plotted strategies. It displays upstream traffic and downstream traffic on different
protocols. The baseline is a timeline, traffic on different protocols is accumulated
along the vertical coordinate. Each ribbon in this view corresponds to a special
protocol. We control the width of each ribbon by a certain ratio to avoid disorder
of the size of different areas. To make the stack flow diagram visually appealing,
we use Bezier curves.
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Fig. 1. Fusion views. (a) radial layout view represents the path from server groups to
client groups. (b) Improved ThemeRiver displays upstream and downstream traffic.
The color of the path corresponding to special protocol. (Color figure online)

The changes of the traffic trend in a short period are described by anima-
tions. In a normal status, the ribbons usually have a gentle trend and a small
vibration amplitude. We can get the distributions and trends of the upstream
and downstream traffic on different protocols within a specific time window.

3.2 Protocol View

While the communication trajectories view dynamically depicts connection tra-
jectories at a specific time, the protocol view displays traffic statistics on dif-
ferent protocols. Protocol view analyzes the protocol distribution of upstream
and downstream during a longer period of time, which helps users to understand
network security incidents, such as DDoS and Worms. The view is an improved
dimensional radial coordinates visualization method. It displays upstream and
downstream traffic trends in real-time. The size of the block represents the total
traffic on different protocols under the current time window.

As shown in Fig. 2, in the traditional radial coordinates method, each axis
corresponds to an attribute and each closed polygon represents an object. It will

Fig. 2. Radial coordinates: (a) the traditional method, (b) our improved method.
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cause segments overlap if the data has too many dimensions or distributes
unevenly. After post-processing operations, such as color encoding, it would be
more difficult to obtain information effectively.

Since humans are sensitive in identifying shape and size, we design an area
filling visualization method based on radial coordinates. This method maps a
multi-dimensional data point into an area with a specific color, which makes
the comparison between different objects easier and more efficient. The drawing
formulas of these points are shown as following:

xi = radiusserver × cos θi (1)
yi = radiusserver × sin θi (2)

θi = π −
[
widthangle

n
× (i − 1) + (1 + (−1)i) × widthangle

4n

]
(3)

Bezier curve equation is used to smooth curve in this view.

4 Case Study

We use the data provided by 2015 ChinaVis Challenge to conduct our experi-
ments. The data ranges from 23th April to 30th April, with 24th and 25th of
April being weekends.

4.1 Discovery of Distribution and Pattern

Figure 3 shows that April 25th has a similar communication pattern to 24th,
but its overall traffic is lower than 24th. Moreover, the activities of 24th covered
a wide communication protocol, and most of which were web access. As shown
in Fig. 4, daily network communication patterns in a week were “rise - steady -
drop”. Frequent communication happens between servers in the network every
day around 2:00 am, which appears as a peak traffic. We can presume that there
was a data backup task between the network servers at that time. The web
access traffic reached its peak between 8:00 am and 4:00 pm. During this period,
the traffic of upstream and downstream was relatively stable and the protocols
were mainly http or http proxy (normal web activity). Overall network traffic
started to decrease at 4:00 pm.

Fig. 3. Traffic statistics line chart in day mode. (a) 24th, April (b) 25th, April
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Fig. 4. Traffic statistics line chart in week mode.

For each period, the overall network traffic of weekends was much smaller
than the weekdays had, and the general trend changed in a more moderate and
stable manner.

4.2 Network Status Analysis

On the traffic level, network anomalies generally have the following features:

1. The proportion of upstream and downstream traffic is normal, but upstream
traffic increases sharply.

2. The proportion of upstream and downstream traffic is not balanced. The
downstream traffic is significantly greater than the upstream traffic, and has
a continuous feature.

3. The proportion of upstream and downstream traffic is normal, but they keep
at the same level, and exist local steep and dips characteristics.

To demonstrate the strength of NetflowVis for identification of network
anomalies, we analyzed the abnormal network status by looking at the four
views of the system in combination with the underlying network structure char-
acteristics.

First, we selected the time period [15:00, 18:00] of 24th. The changes in
traffic on different protocols are shown in Fig. 5. As can be seen, there were
frequent data operations during [15:00, 17:30], which contain a lot of uploading
and downloading activities. The traffic rose with web accesses based on the http
protocol that became more frequent at 15:30. By observing the traffic evolution
on different protocols, we can find that database operations reduced and web
connections based on http connect rose around 17:45, as shown in Fig. 5(a). To
identify whether this period was abnormal, the time window was set to 1 s in
the period from 17:35 to 17:45, and the vertical scale was set to 80, 000 bytes.

The upstream traffic periodically reached the peak before 17:42, while the
downstream traffic stayed at around 4, 000 bytes or below. From 17:43 on, a
large number of connections based on http connect appeared, which kept the
upstream traffic in the peak state. Communications mainly occurred between
the server 10.26.52.169 and the client group 10.59.X.X. Such status matches the
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Fig. 5. A downloading activity is abnormal: (a) normal traffic, (b) abnormal traffic.

DDoS attack pattern, which starts with periodical illegal SYNs, followed by a
large number of high-frequency network connections, and resulted in network
congestion.

As shown in Fig. 6, most of the protocols were http proxy/http connect and
ssl. The Traffic line view shows that the distribution of upstream traffic has an
obvious pattern, which has constant peaks. However, downstream traffic kept at
a low level. This phenomenon indicates that clients only sent requests to servers
but hardly received messages. Therefore, it can be safely concluded that the
network was under SYN attack at that time.

Fig. 6. Network communications during [9:00, 9:30].
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5 Conclusion

NetflowVis provides four interconnected views for analysts to interact with the
system and understand the characteristics of network status. The intuitive inter-
faces of the system provide users with information about communication objects,
traffic and protocols. The effectiveness of our system has been demonstrated in a
case study. In summary, our system is effective in analysis of network activities,
particularly for identification of network anomalies.

For future work, we plan to extend our system to be used in other domains.
Further, we will improve it to deal with on-line analysis of netflow logs.
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Abstract. We propose an efficient and simple rigid-fluid coupling scheme
employing rigid surface sampling and boundary handling for particle-based fluid
simulation. This approach samples rigid bodies to boundary particles which are
used for interacting with fluids. It contains two steps, sampling and relaxation,
which guarantees uniform distribution of particles using less iterations. We
integrate our approach into SPH fluids and implement several scenarios of
rigid-fluid interaction. The experimental results demonstrate that our method is
capable to implement interaction of rigid body and fluids while mainly ensuring
physical authenticity for rigid-fluid coupling simulation.

Keywords: Physically-based simulation � Surface sampling � Boundary
handling � Rigid-fluid coupling

1 Introduction

Physically-based fluid simulation is a popular issue in computer graphics while has a
huge research and application demand in virtual reality. Two major schemes are used
for animating fluids, the grid-based Eulerian approach and particle-based Lagrangian
approach. Eulerian method is particularly suited to simulate large volumes fluid, but it
is restricted by time step and computing time for small scale features. In contrast,
Lagrangian method are suitable for capturing small scale effects such as spindrift,
droplet. Among various Lagrangian approaches, Smoothed Particle Hydrodynamics
(SPH) is the most popular method for simulating fluid due to computational simplicity
and efficient.

In reality, rigid-fluid interaction widely exists in many scenarios. As a result, the
interesting fluid behavior emerges when rigid objects are added to fluid simulation.
While coupling of particle-based fluids with rigid objects seems to be straightforward,
there are still several issues not well resolved. For one thing, rigid bodies must be
sampled to particles in order to interact with particle-based fluids, but only a few rigid
boundary sampling methods can be directly employed in rigid-fluid coupling simula-
tion. For another thing, boundary handling method for rigid-fluid coupling is consid-
erable. To cope with the increasing demand for more detailed fluids, we present

© Springer International Publishing AG 2016
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integrate rigid sampling and boundary for rigid-fluid coupling and design a practical
and easy animation simulation scheme of rigid-fluid interaction.

2 Related Work

Monaghan’s simulating free surface flows with SPH [1] serves as a basis for SPH fluid
simulation. Muller et al. [2] proposed using gas state equation with surface tension and
viscosity forces for interactive applications, which also bring compressibility issue.
Becker et al. [3] proposed WCSPH which reduces compressibility with Tait Equation.
It significantly increased realistic effects but the efficiency is limited by time step. As
incompressibility is time-consuming, many improved algorithms were addressed to
enhance the efficiency. Solenthaler et al. presented PCISPH [4] using a
prediction-correction scheme which significantly improved efficiency. Ihmsen et al.
addressed IISPH [5], which carefully constructs pressure poisson equation and solves it
using Relaxed Jacobi, which has a great improvement in stability and convergence
speed. Recently, Bender and Koschier [6] proposed a promising approach for
impressible SPH. It combines two pressure solvers which enforces low volume com-
pression and a divergence-free velocity field. It allows larger time steps which yields a
considerable performance gain since particle neighborhoods updated less frequently.

For boundary handling and rigid-fluid coupling, distance-based penalty methods
with boundary particles have been commonly used [7, 8]. However, these approaches
require large penalty forces that restrict the time step meanwhile particles tend to stick
to the boundary due to the lack of fluid neighbors. The sticking of particles is avoided
with frozen and ghost particles based models [9]. In order to ensure non-penetration,
the positions of penetrating particles should be corrected [10]. However, handling
two-way interaction is problematic in these approaches since the elevated density on
one side of a boundary particle affects potential fluid particles on the other side. For this
reason, Ghost SPH scheme [11] resolves this with a narrow layer of ghost particles and
Akinci et al. employed boundary particles to correct the calculation of fluid density
[12]. Due to Ghost SPH is time-consuming, we employ Akinci’s boundary handling
method which is simple and easy to achieve in this paper.

For rigid surface sampling, Turk used repelling particles on surfaces to uniformly
resample a static surface [13]. Witkin and Heckbert employed local repulsion to make
particles spread uniform [14]. Cook addressed stochastic sampling of Poisson-disk
distributions with blue noise [15]. Blue sampling has the ability to generate random
points and get uniform distribution of sampling points. Hence, the following sampling
methods always have blue noise characteristics. Corsini et al. sampled triangular
meshes with blue noise [16]. Dunbar et al. [17] modified Poisson-disk sample using a
spatial data structure. Bridson [18] simplified Dunbar’s approach with rejection sam-
pling and extending it to higher dimensions. Then Schechter [11] modified Bridson’s
approach and employed it to Ghost SPH. Inspired by Schechter’s approach, we address
a sampling method which is more efficient and easy to implement.

Rigid Body Sampling and Boundary Handling 211



3 Particle-Based Fluid Simulation Framework

In the Lagrangian description, flow controlled equations of Navier-Stokes for fluids can
be expressed as

dqi
dt

¼ �qir � mi ð1Þ

qi
Dvi
Dt

¼ �rpi þ qigþ lr2vi ð2Þ

Where vi is the velocity, qi is the density, pi is the pressure, l is the viscosity
coefficient and g represents the external force field. Eq. (1) is mass equation and Eq. (2)
momentum equation.

The SPH theory is to utilize the form of discrete particles to characterize the suc-
cessive fields and use integration to approximate the fields. For particle i at location xi,

A xið Þh i ¼
X
j

mj
Aj

qj
W xi � xj; h
� � ð3Þ

Where mj and qj represent particle mass and density respectively, W xi � xj; h
� �

is
the smoothing kernel and h the smoothing radius.

Applying Eq. (3) to the density of a particle i at location xi yields the summation of
density

qi ¼
X
j

mjW xi � xj; h
� � ð4Þ

Thus, forces between particles including pressure fpi and viscous force fvi can be
represented as

fpi ¼ �
X
j

mj
pi
q2i

þ pj
q2j

 !
rWij ð5Þ

fvi ¼ l
X
j

mj
vji
qj

r2Wij ð6Þ

In this article, we employ Tait equation [3] to calculate the pressure and use the
method in literature [12] to compute viscous force.

4 Boundary Handling for Particle-Based Fluids

Considering influence of boundary particles, density formula of fluid particles in (4)
need to introduce weighted summation influence of boundary particle [12], that is

212 X. Wang et al.



qfi ¼
X
j

mfjWij þ
X
k

mbkWik ð7Þ

Where fj, bk denotes fluid particle j and boundary particle k respectively. This
formula can overcome boundary defects in SPH fluid simulation to some extent.

The density of fluid particles is incorrect and instability when the setting of
boundary particle mass is unreasonable or distribution of boundary particles is uneven.
Hence, using the contribution of boundary particles to a fluid particle through taking
the volume of boundary particles into account as

Wbi q0ð Þ ¼ q0Vbi ð8Þ

With q0 denotes rest density of fluid, Vbi is the estimation value of boundary area
volume of corresponding boundary particles. Applying Wbi q0ð Þ replace the boundary
particle mass can guarantee the stability.

Therefore, Eq. (7) can be written as

qfi ¼
X
j

mfjWij þ
X
k

Wbk q0ið ÞWik ð9Þ

The pressure acceleration generated by boundary particles to fluid particles is

dvfi
dt

¼ � kpfi
q2fi

X
k

Wbk q0ið ÞrWik ð10Þ

Where pfi [ 0 takes k ¼ 2. When pfi\0, boundary particles and fluid particles
attract each other, then we can adjust parameter k 0� k� 2ð Þ to realize different
adsorption effects, we choose k ¼ 1 in our experiment.

To simulate the friction between fluid and rigid body, we have to compute the
friction between boundary particles and fluid particles. The friction consults from
artificial viscosity, that is

dvfi
dt

¼ �
X
k

Wbk q0ið ÞPikrWik ð11Þ

Where Pik ¼ �m
vTikxik

x2ik þ eh2

� �
; m ¼ 2ahcs

qk þqj
.

Then we can get the forces of boundary particles using Newton’s third law. The
forces generated by fluid particles to boundary particles is

Fbk ¼
X
i

kpfi
q2fi

þ
Y
ik

 !
mfiWbk q0ið ÞrWik ð12Þ

where i denotes the fluid neighbors of boundary particle k. It is the counter-acting force
of Eqs. 10 and 11.
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For a rigid body, the total force and torque need to be calculated. It can be sepa-
rately written as

Frigid ¼
X
k

Fbk ð13Þ

srigid ¼
X
k

xk � xcmrigid
� �

� Fbk ð14Þ

Where xk denotes the location of boundary particle k, xcmrigid is the mass center of a
rigid body. The total force and torque will be transmitted to the physics engine to
handle the motion of rigid bodies.

5 Rigid Boundary Sampling

In order to optimize the position of sample points, reduce noises and get a uniform
distribution set of sampling points, we propose a sampling method with a surface
relaxation step. For rigid objects sampling, boundary particles is used to sample the
surface of rigid objects, which has several merits. For one thing, using particles can
derive a rigid model which can handle different shapes even with complex geometry
structure. For another thing, the use of boundary particles successfully alleviates
sticking artifacts and makes sampling uniform. As shown in Fig. 2, we first sample the
surface of rigid object using the sampling method in [11], then we improve it with
surface relaxation (Fig. 1).

Surface relaxation algorithm is presented in Algorithm 1. Unlike using random
testing way in [11], we compel particles move by density gradient. It makes particles
move to sparse aera, which insures uniform distribution of particles. It starts with the
initial sample obtained by surface sampling. Then it computes density qiðtÞ and density
gradient rqiðtÞ of each surface particles, using deviation of qiðtÞ and average density

       (a) Surface sampling               (b) Surface relaxation 

Fig. 1. Surface sampling and relaxation. Black points: newly added points. Gray points: Surface
sampling points. White points: exterior points before projected to the surface.
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qiðtÞ as a coefficient to tune distance d. Next it employs d � rqiðtÞ t o adjust particle
locations. Surface sample candidates are additionally projected to the surface of the
level set and merely reserved which satisfies the Poisson disk criterion. Particle’s

density gradient using SPH gradient formula which is \rqi [ ¼P
N

j¼1
mjrWðjxi�

xjj; hÞ, while projection formula is pnew ¼ pþ d � rqiðtÞ � r/ðpnewÞ.

We compare our method to fast Poisson disk method [11] in a 2 dimension exper-
iment. We randomly generate 100 points in a 0:1� 0:1 square and relax it using our
method and fast Poisson disk method respectively. Figure 2 shows the relaxation results,
the first row is our method and the second row is fast Poisson disk. The column (a)
reveals the distribution of points after relaxation and the red point means it do not satisfy
Poisson disk condition. Each algorithm iterates 100 times, while column (b) illustrates
the number of points that do not satisfy Poisson disk conditions each iteration. It is
obvious that our method get a better results with a slight concussion. Besides, our
method is more efficient, in matlab environment our method takes 2.44691 s while
relaxation fast Poisson disk method costs 56.44153 s for 100 iterations.

6 Implementation and Results

We implemented our method to rigid-fluid coupling animation system and verified the
validity of our method. The simulation is performed on an Intel 3.50 GHz CPU with 4
cores. Bullet is used for simulating rigid objects and OpenMP is used for parallelize
particle computations. We reconstruct fluid surface using anisotropic kernels [19].
Images were rendered with Blender.

In order to demonstrate the validity of fluid-rigid coupling simulation system, we
designed a scene of water shock sculpture using 873 k fluid particles. The experimental
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results are displayed in Fig. 3. In this scenario, the breaking dam of water hit the
sculpture which is knocked down and pushed for some distances due to kinetic energy
of water. The motions of sculpture are in line with expectations which proved the
simulation and calculation of fluid-rigid coupling system accord with physics laws.

The experiments proved our method can implement vivid fluid-rigid coupling ani-
mation simulation system with high realistic effects. It can be expected that this ani-
mation system can be used to virtual reality domain, special effects in film and game.

(a) Relaxation results                     (b) points not conform to the conditions
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Fig. 2. Relaxation results comparison of our method with fast Poisson disk.

Fig. 3. Water shock sculpture. Top: simulation in particle view; Bottom: rendering results.

216 X. Wang et al.



7 Conclusion

We proposed an efficient and simple rigid-fluid coupling scheme for particle-based
fluid simulation. Our approach samples the surface of rigid bodies with boundary
particles that interact with fluids. It insures uniform distribution of particles which
requires less iterations. In addition, we combine rigid bodies sampling with boundary
handling for rigid-fluid coupling. The scheme is implemented in rigid-body coupling
scene which has a good sense of visual reality. Overall, our sampling and coupling
method can be applied to other particle-based simulation or relevant approaches. Future
work would be extending the method to IISPH and large-scale scenarios.

Acknowledgements. This work was supported by National Natural Science Foundation of
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Abstract. We propose a novel non-Newtonian fluid simulation method for
SPH. The variable viscosity under shear stress is achieved using a viscosity
model known as Cross model. By adopting a density-correction scheme, larger
time step is available for simulation. The achieved results show that both
Newtonian fluid and non-Newtonian fluid could be achieved by our model.
Furthermore, density-correction scheme improves the stability and efficiency of
simulation significantly.

Keywords: Physically-based animation � Non-Newtonian fluid � SPH

1 Introduction

Lagrangian fluid simulation is a popular topic in computer animation. Currently,
physics-based fluid animation research has focused on homogeneous incompressible
Newtonian fluids with linear physical characteristics, while non-Newtonian fluids is
rarely involved. However, the non-Newtonian fluid is widely present in the chemical
industry, oil industry, mining engineering, biomedical, food processing and many other
fields, such as pit filled paste, the body of blood, melted chocolate, mud (Fig. 1), etc.
Since non-Newtonian fluid have the properties of solids and fluids both [1], it is pretty
difficult to simulate non-Newtonian fluid realistically. In recent years, Smoothed par-
ticle hydrodynamics [2] (SPH) has become an important particle-based methods for
computer animation.

There are several approaches to simulate Non-Newtonian fluid. In 2004, Goktekin
et al. [3] proposed a quasi linear plastic model to control the change of viscosity in the
process of a solid turn into a Non-Newtonian fluid gradually. This model obey the von
Mises’s yield condition. Losasso et al. [4] modeled fluid with different viscoelasticity
and density unified by extending the particle level set. Bergou et al. [5] proposed a
method based on discrete differential geometry to simulate one dimensional linear
viscous fluid. This approach can simulate one dimensional phenomenon vivid, but
distortion often appears when the flow layer become more and more thicken. Batty
et al. [6] simulate viscous thin layer by dimensionality reduce technology. This
approach can achieve the physical properties of viscous thin layer preferable, such as
bend and drape.
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Müller et al. [7] simulate fluid with High elasticity and high plasticity by structuring
an animation modeling method based on point. He combined continuum mechanics
with von Mises’s yield condition, and calculated the displacement and the velocity by
using moving least squares. [8] modeled non-Newtonian fluid by General Newtonian
Fluid model. It implemented the process of the heated non-Newtonian fluid with high
viscosity melting for low viscosity fluid. [9] proposed a SPH method applying to free
surface. This method can apply to Newton fluid and viscoplastic fluid, and implement
the blend phenomena of the viscous fluid. [10] implemented the unified molding of
viscous Newtonian fluid and shear thinning non-Newtonian fluid. However, this
method can only simulate fluid with low viscosity, unstable phenomenon will appear
when the time step is larger.

In recent years, the density-corrective method has been used widely. Predictive -
corrective algorithm was first proposed by [11], the core idea is to predict the fluid state
without pressure, then use pressure on their conduct correction. Solenthaler and
Pajarola [12] proposed an implicit SPH method through the relationship between
density and velocity in the next time step, and then adjust the density by pressure. [13]
proposed a divergence-free velocity method, which prevents volume compression and
enforces a divergence-free velocity field formulation of the physical laws.

We present a density-correction method for SPH Non-Newtonian Fluid. In order to
capture the viscous behavior, the viscosity of Newtonian fluid and non-Newtonian fluid
flows is achieved by using Cross model. Larger time step is achieved by
density-corrective method, which corrects density error by pressure and predictive
intermediate velocity.

2 The Non-Newtonian Model

2.1 Governing Equations

In the Lagrangian formulation [14], the governing equation of non-Newtonian fluid
should be written as follow:

Fig. 1. Non-Newtonian fluid (mud)
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dv
dt
¼ � 1

q
rpþ 1

q
r � sþ g ð1Þ

where t denotes the time, v the velocity field, q the density, p the pressure, g the gravity
acceleration vector and s the shear stress tensor.

Lagrangian formulation of Eq. (1) represents the acceleration of a particle moving
with the fluid flow. The term � 1

qrp is related to particle acceleration due to pressure

changes in the fluid. While, the term 1
qr � s describes the viscous acceleration due to

friction forces caused by particles with different velocities, which plays a key role in
non-Newtonian fluid animation.

2.2 Cross Model

For our simulation, we use the Cross model [15] to build a unified model for New-
tonian fluid and shear thinning non-Newtonian fluid. The Cross model can not only
realize the physical properties of non-Newtonian fluid, but also suit for low viscosity
Newtonian fluid simulation. In particular, for non-Newtonian fluids, the shear stress s is
a nonlinear function of the rate-of deformation tensor D ¼ rvþðrvÞT as follows:

s ¼ qtðDÞD; with D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
� traceðDÞ2

r
ð2Þ

For shear-thinning non-Newtonian fluid, the fluid’s viscosity decreases with
increasing of the local shear rate D, thus the kinematic viscosity t is defined as a
function of D:

t Dð Þ ¼ t1þ t0 � t1
1þ KDð Þn ð3Þ

where K and n are positive parameters to control the viscosity of the fluid and usually
positive, t0 and t1 are the limiting values of the viscosity at low and high shear rates.

2.3 Smoothed Particle Hydrodynamics

In the Lagrangian setting, the density at location xi: is to approximated as:

qi ¼
X
j

mjWij ð4Þ

where Wij ¼ W x� xj; h
� �

is the kernel function with h the particle radius, j iterates all
the neighbors.

For simplicity, we use equation of state proposed by [13] to compute the pressure:

pi ¼ kðqi � q0Þ ð5Þ
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where k is a gas constant that depends on the temperature, q0 is the rest density. The
value q0 ¼ 1000 kg/m3 is tuned out to be suitable for all experiments.

The pressure acceleration is computed as following:

� 1
qi
rpi ¼ �

X
j

mj
piþ pj
qj
rWij ð6Þ

In order to compute the shear stress si at particle i, we adopt the same SPH
approximation as [16] for the deformation tensor Di ¼ rviþðrviÞT with:

rvi ¼
X
j

mj

qj
vi � vj
� ��rWij ð7Þ

After updating shear stress at all particles, the viscous acceleration is approximated
by:

1
q
r � si ¼

X
j

mj
si
q2i
þ sj

q2j

 !
rWij ð8Þ

3 Density-Correction Method

To avoid the time step restriction, we propose to use a density-correction scheme based
on the SPH algorithm. In this work we introduce a new solver which set a separate
stiffness parameter ki for each fluid particle i to satisfy local incompressibility.

The pressure force of particle i caused by pressure acceleration is determined by:

Fp
i ¼ �mi

1
q
rp ¼ �ki mi

qi

X
j

mjrWij ð9Þ

We consider the pressure forces Fp
j i that act from particle i on the neighboring

particles j. According to Fp
i þ

P
j
Fp
j i ¼ 0, we can get:

Fp
j i ¼ ki

mi

qi
mjrWij ð10Þ

Using a semi-implicit Euler scheme for position and velocity update, the velocity

can be rewritten as: viðtþDtÞ ¼ viðtÞþDt F
adv
i ðtÞþFp

i ðtÞ
mi

with unknown pressure forces Fp
i

and known non-pressure forces Fadv
i tð Þ such as gravity, surface tension and viscosity.

We consider intermediate velocities v�i :

v�i ¼ viðtÞþDt
Fadv
i ðtÞ
mi

¼ viðtÞþDt � gþDt � 1
q
r � si ð11Þ

According to [13], the intermediate density resulted by predicted velocity is:

q�i ¼ qiðtÞþDt
X
j

mj v�i � v�j
� �

rWij ð12Þ

222 Y. Zhang et al.



We now search for pressure forces to resolve the deviation from the rest density Dqi:

Dqi ¼ �
ki
qi
Dt2

X
j

mjrWij

 !2

þ
X
j

mjrWij
� �2

0
@

1
A ¼ q0 � q�i

Solving for ki yields:

ki¼ q0 � q�i
Dt2

ai; with ai ¼ qi

P
j
mjrWij

 !2

þ P
j

mjrWij
� �2

0
@

1
A

ð13Þ
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4 Implementation and Results

All timings are given for an Intel 3.50 GHz CPU with 4 cores. The simulation and
surface reconstruction are actualized with C++ language and multi-threading tech-
nology. Images were rendered with Blender. The density fluctuation is set to 0.01.

Figure 2 shows the Newtonian fluid and non-Newtonian fluid in particle state
according to our method. When K ¼ 0 the non-Newtonian fluid model is simplified to
a Newtonian fluid with constant kinematic viscosity (Fig. 2, left). When the fluid
touches the container in the bottom of scene, the fluid particles interact with container
splash upward. In contrast, the non-Newtonian fluid particles (shown in Fig. 2, right)
won’t splash when they couple with container due to their viscosity.

During the experiment, we found that, when the scene is small or the fluid particles
move gently, it takes more running time for the algorithm with density-corrective step,
which consumes storage space and computing time. Take the experiment shown in
Fig. 2 as an example. Figure 2 shows a free falling non-Newtonian fluid column with
13671 particles, t0 ¼ 2, t1 ¼ 0:2, K ¼ 1, n ¼ 0:5. When the time step is set to 0.2 ms,

Fig. 2. Comparison between the Newtonian fluid (left) and the non-Newtonian fluid (right)

Fig. 3. Test for stability. Fluid particles scattered in all directions without predictive-corrective
step (left), while the algorithm still run with predictive-corrective step (right).
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it takes 53.3 ms for every time step without density-corrective step, while it takes
83.4 ms with density-corrective step. However, when the scene is large or the fluid
particles intense collide, the non-Newtonian fluid will be unstable with larger time
step. As shown in Fig. 3 left, when the time step is set to 0.3 ms, fluid particles
scattered in all directions without predictive-corrective step, while the algorithm still
run with predictive-corrective step (Fig. 3, right).

5 Conclusion

This paper presents a novel SPH-based technique for animating non-Newtonian fluid.
The technique relies on the SPH approximation of a non-Newtonian fluid, where the
variable viscosity is ruled by the Cross model. A predictive-corrective method is
proposed to avoid tensile instability and numerical instability. Furthermore, we sug-
gested an adaptive time-stepping method which increases and decreases the required
time step according to the state of the simulation.

Acknowledgment. This work was supported by National Natural Science Foundation of China
(No. 61272357, 61300074, 61572075).
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Abstract. This paper presents a framework to mine and identify the areas of life
and the way they are perceived, understood cognitively, and effectively using
visualisation and machine learning. We provide an overview of the network of
users including their activity and connections as well as zoom and details on
demand of each individual areas of life. This research identifies the factors of each
area of life which are significant on the user’s social media profile in relation to
information associated with each user such as time and location, including
dynamic social behaviours. It aims to identify the key psychological factors and
salient behaviours in order to find out the psychological factors of the user, and
other overheads that can be portrayed in an image.

Keywords: Data visualisation · Areas of life · Social networks · Psychology ·
Dynamic social behaviours · Twitter · Machine learning

1 Introduction

Analysis of large-scale network datasets using visualisation is a trend of growing impor‐
tance. This is true for social networks as more of our daily lives are recorded onto our
online profiles. Examples of events that trigger users to post on social networks include
being at a particular venue, to communicating with other people from their workplace,
vent out emotional discomforts, and to express to the world their relationship statuses.
There are no set number areas of lives as different theory concludes with different
numbers of areas of lives. Henrique proposed eight areas of life [1]. Martin argues that
there can exist more than eight, and instead of seeing each area as equal, they can be
different and are interlinked with each other [2].

A number of psychology information can be extracted from social networks. It is
stated that narcissism can exist on social networks, where the messages and photos a
user posts are taken into account [3]. Many users tend to have more than one profile on
different websites to display their peer groups more than themselves [4]. Personality
traits are related to who these users present themselves. Self-efficacy was reflected by
their number of friends, the amount of details in their profile, and the photo they have
[5]. Research also discovered that the mean rating for each subject was different from
the subjects with lowest personality scores [6]. Extravert people used the internet for
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researching, and extraverts did not use the internet for socialising [7]. Social networking
can lead to better personal development as a whole and also better psychological well‐
being and improved skills [8].

Available network visualisation techniques often rely only on automation. However,
these tools could face challenges of creating meaning, clear representations and high
user acceptability. While there are many research works on predicting and visualising
personalities on social networking websites such as Facebook and Twitter, limited
research has been done on the areas of life of each user. Areas of life refer to the different
matters in our lives – such as work, family, and entertainment – and how they relate to
each other. Research has shown that for a person to be satisfied with their life, these
areas of life must be in a balanced equilibrium.

The visualisation can be used to provide an overview of the network of users
including their activities and connections with other users, as well as the ability to zoom
in and retrieve detail on demand for each user’s node and their areas of life. It allows
the analyst to get the optimum display of the system by shifting different modules into
different areas, which as a result. Attributes can be also used to portray extra information
such as if there are any friends within the network, and how many, as well as interpreting
how of much their profiles have been dedicated to each area of life to give a birds eye
view of each user in general and also common nature of the entire network.

This paper introduces a system that mines and identifies the areas of life and the way
they are perceived, understood cognitively, and affectively, by the use of machine
learning and other psychological theories to output them into a meaningful visualisation.
In our research, we are focusing on Twitter network, however the process can be applied
to any social network. The system includes algorithms for accessing Twitter API and
processing the data into a systematic way. It then interprets the data and presents in an
interactive visualisation that allows the analyst to interact with the system, and consis‐
tently update the display after each interaction.

2 Related Work

Several visualisation tools already exist for social networks. Crimson Hexagon [9]
allows users to listen to online conversations posted on social media websites including
Twitter and Facebook. The algorithm known as BrightView, is used to track and calcu‐
late the most highly influential users based on certain hashtags and mentions. Analyst
can use IntelliViz [10] to browse through users within a connection of a certain hashtag
and shows their number of friends and followers, and how many of them have also
mentioned the same hashtag. Clarabridge [11] collects data from popular sites like
Facebook and Twitter, as well as Trip Advisor and Booking. A visualisation is then
shown using social management software such as Radian6 [12] and Sysomos [13] in the
forms of pie charts, line graphs, and bar charts.

There are many ways in which social networking data are mined and analysed but
one of the most popular one includes using n-grams, and has been proven to be able to
show opinions [14] and emotions [15] of users making the posts. The results have then
been used to detect stock market results and subjects related to money and finance [16].
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In addition to this, using a dictionary with machine learning has also been beneficial
[17]. A language detection research has been carried out using decision trees as the
machine learning technique that also uses n-grams [18], This same technique has also
been used to classify users into groups based on ethnicity, political orientation and
behaviour [19] and classify latent users attributes [20].

Research has shown users are able to understand hints displayed in graphical user
interfaces placed in order to teach them how to use the system, but not a lot of research
has been applied to text-based user interfaces [21]. Most often, immersive virtual reality
is used, and uses software not optimised for large data sets [22]. The English usage
should be simple, have domain knowledge and natural [23]. Five aspects that need to
be considered includes awareness, collaboration, interaction, creativity and utility [24].
When creating meaningful personal visualisations, there should be two types of features
when classifying data queries: filtering and browsing. There is, however, no classifica‐
tion that merges the two together [25].

The issues arising when a system contains a large set of data and how the visualisation
can be generated because the way a user interacts with the visualisation remained
unchanged regardless how much data there was. But because of the large number of
data, complex compression, deeper deaths and sophisticated hierarchy, the system was
unable to process what the user was asking for despite what they did were the same for
every dataset [26].

3 Framework

Our system contains several phases to analyse the social behaviours of users and relate
them to their appropriate areas of life as illustrated in Fig. 1.

Fig. 1. Framework of our system.
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The Data process utilises the Twitter API with Javascript and PHP to collect all
messages posted by a user, along with further details including time, followers and
location. In most cases, a hashtag is inputted to mine data from a network of users that
have mentioned the hashtag. The data are stored in a text file and processed to have
certain words changed, such as typos and other internet acronym into more familiar
wordings that will be understandable by our system. Symbols and emoji are removed.
Extra processing is carried on for two of the areas of life which depends on the infor‐
mation already collected. The first is the “Friends and Family” area of life, which counts
the number of messages exchanged between users through mentions and retweets. The
second is the “Physical Environment” area of life where geometrical details from each
message are taken into account in our calculation.

The Data Processing process organizes each message into n-grams. Several numbers
of n-grams are used, starting at 1, and reaching to the total number of words in the
message. In the Dictionary process, machine learning using a decision tree decides
which area of life each post falls into. Before this process can be fully automated, it must
be trained by the analyst. Each n-gram is matched with a n-gram in a dictionary, which
is a database, containing predetermined n-grams from our literature review, as well as
new ones resulted by the analyst training the machine.

Each of these n-grams in the dictionary are assigned with a score/likelihood of it
falling into a certain area of life. For example, the phrase “I LOVE YOU” may have the
likelihood of 70 % being in the Relationships area of life, and 10 % being in the Career
area of life. Because Relationships has the highest likelihood, the n-gram will be
assigned as Relationships. The likelihood of all of the areas of life are compared, and
the match with the highest score/likelihood will take the title of that area of life.

The longer the n-gram, the higher the score is assigned to it for its corresponding
area of life, which before being normalised, will have a score of 100 %. This is because
the longer the n-gram, the more likely it is devoted to a specific area, while a shorter n-
gram can fit into more ambiguous areas. For example, “I LOVE YOU VERY MUCH
-” the n-gram containing the entire number of words – will have a higher probability of
falling into the area of relationship (therefore assigning it a likelihood of 100 % before
normalization) more than the n-gram, “I” (0 % regarded as not significant enough before
normalization). These scores are finally normalized by averaging them with the score
of the n-gram already in the database, reflected in the dictionary and used to decide
which area of life the message belongs to.

4 Interactive Visualisation

Due to the nature of our research dwelling in the realms of online data, a web application
is the most appropriate to create our visualisation upon. The system is based on a server
running on PHP, extended from IntelliViz’s framework [10].
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4.1 Layout and Visualisation

We applied a spring force algorithm based on work created by Dwyer and Jakobsen’s
work which makes the movements of the nodes abide to the law of physics [27]. Quad‐
ratic programming techniques are used to ensure that the spacing between each node is
equal by making sure the gravity forces between each node matches the equilibrium.
We use a JSON call to retrieve the data from our database. In the visualisation, each user
is represented as a circular node whose size is proportional to the number of followers
that are also following them. On other social network, this can be referred as friends as
the term ‘friends’ does not exist on Twitter. The thickness of the ring around each node
represents the number of followers. The visualisation shows relationships that the user
has with other users on the network by the colour of its node. A grey node represents
the user having no connections present in the network while a blue one represents other‐
wise. Figure 2 illustrates a visualisation corresponding to different attributes. In this
Figure, the smallest node has 5 friends where the largest has 15. The thinnest ring has
5 followers where the largest has 15. The thickness of the lines between nodes indicates
the number of private messages exchanged.

Fig. 2. Visual property of the visualisation.

Edges indicate connections between friends in the same network. The thickness of
the lines represents the amount of communication between both users. If they have not
communicated before, the line will be defaulted at 1px thickness. In terms of Twitter,
this was calculated by the number of mentions, however on other social networking
websites, this could be the total number of comments left and private message sent if

Fig. 3. Layout of user interface of visualisation. (Color figure online)
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the information can be extracted via an API. As it loops through each user and calculate
their customised areas of life, a pie chart is created and fills the centre of each user’s
node (see Fig. 3). The pie charts are designed using a colour palate that is also suitable
for colour blindness. Together with these attributes, the influence of each user can be
seen such as the journey in which a message is posted by a user with a lot of friends and
followers, and then the way it gets retweeted and mentioned into the greater community
until it turns into a trending topic.

4.2 Interaction

We update the spring force layout so that the analyst is able to adjust each node using
their mouse or touch screen. As soon as a node is altered, the user will have the option
to have the node escape the algorithm’s gravity that positions it in a way where the spaces
between each of the nodes around it are equal. The opposite is also possible. The advan‐
tages of the first is that the links between nodes can be better seen, and since it will not
return into its initial layout proposed by the algorithm, the adjusted nodes would stand
out from the rest of the nodes that are in the spring force layout, giving it better attention
to when it is needed.

To get additional information, the pie chart that represents the areas of life contained
in each node can be enlarged by clicking on it. A new window will pop up, showing the
enlarged version with some accompanying details of their number of friends and
followers. Several filtering options are available to let the analyst view optimal infor‐
mation based on their intentions. One includes hiding nodes that have no connections
so that the analyst will only see what is useful to them, in this case, nodes only with
connections. This is done by labelling each node with a class type, and adding styles to
each class depending on the filter. Another option is to allow labels, which are the user‐
names displayed beside each node, to be hidden, and the visualisation to be shown in
full screen without the physical interferences of the user interface.

4.3 Case Studies

We collected 20,848 tweets from 150 users who had mentioned the hashtag, “#deals.”
This resulted around 250,000 n-gram entries being generated and entered into our data‐
base, which had common stop words filtered out. In the visualisation, the majority of
the user pie charts inside each node had the “Career” taking most of the space. This can
be confirmed when all nodes not showing “Career” as the dominating area of life was
hidden. The following most popular areas of life, judging only what can be seen, were
ego, appearance, money, fun, relationship, environment and health. It was also inter‐
esting to learn that it seemed everyone had around the same number of followers and
friends, and the differences between the influential levels from both ends were not very
wide (see Fig. 4).
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a b

Fig. 4. Figure 4a shows the visualisation of the network. The nodes are scattered randomly across
the canvas, and are all around the same sizes. The coloured nodes with a teal outline are users
with friends in the network. The grey nodes are users with no friends. Figure 4b indicates that one
of the most influential people in the network came by the name of “TheWoundGod”. Further
inspection on the profile reveals that the user hosts an online radio with several retweets proving
their popularity. (Color figure online)

5 Conclusion

We have presented a system that retrieves and visualises psychological and general
networking data from a social network. We introduced the idea of using rules to measure
certain social behaviours from literature and machine learning with the use of n-grams
and a dictionary. Data obtained from each user in the network, based on a certain hashtag,
are automatically categorised for the user to use to train the machine learning to decide
which area of life the messages are most likely belong to. After the initial training, the
machine learning will then be able to decide on its own the areas of life automatically.
We have also contributed a simple pie chart with colours to reflect the different areas of
life that fill the centre of each node, and can also be enlarged when clicked on.

References

1. Henriques, G.: A Vision for psychological check-ups. Psychology Today (2014). https://
www.psychologytoday.com/blog/theory-knowledge/201405/vision-psychological-check-ups

2. Martin, F.: Perceptions of links between quality of life areas: implications for measurement
and practice. Soc. Indic. Res. 106(1), 95–107 (2012)

3. Buffardi, L.E., Campbell, W.K.: Narcissism and social networking web sites. Pers. Soc.
Psychol. Bull. 34(10), 1303–1314 (2008)

4. Kluemper, D.H., Rosen, P.A.: Future employment selection methods: evaluating social
networking web sites. J. Manag. Psychol. 24(6), 567–580 (2009)

5. Livingstone, S.: Taking risky opportunities in youthful content creation: teenagers’ use of
social networking sites for intimacy, privacy and self-expression. New Media Soc. 10(3),
393–411 (2008)

Areas of Life Visualisation: Growing Data-Reliance 233

https://www.psychologytoday.com/blog/theory-knowledge/201405/vision-psychological-check-ups
https://www.psychologytoday.com/blog/theory-knowledge/201405/vision-psychological-check-ups


6. Wilson, K.F.: Psychological predictors of young adults’ use of social networking sites.
Cyberpsychology, Behav. Soc. Networking 13(2), 173–177 (2012)

7. Yu, A.Y., Tian, S.W., Vogel, D., Kwok, R.C.W.: Can learning be virtually boosted? an
investigation of online social networking impacts. Comput. Educ. 55(4), 1494–1503 (2010)

8. Jin, L.,, Wen, Z.: An augmented social interactive learning approach through Web 2.0. In:
33rd Annual IEEE International Computer Software and Applications Conference
(COMPSAC 2009), pp. 607–611 (2009)

9. Crimson Hexagon (2015). http://www.crimsonhexagon.com/
10. Tran, J., Nguyen, Q.V., Simoff, S.: IntelliViz- a tool for visualizing social networks with

hashtags. In: Bebis, G., et al. (eds.) ISVC 2014, Part II. LNCS, vol. 8888, pp. 894–903.
Springer, Heidelberg (2014)

11. Clarabridge (2015). http://www.clarabridge.com/
12. Radian6 (2015). https://radian6.com/
13. Sysomos (2015). https://sysomos.com/
14. Pak, A., Paroubek, P.: Twitter as a corpus for sentiment analysis and opinion mining. In:

International Conference on Language Resources and Evaluation, pp. 1320–1326 (2010)
15. Agarwal, A., Xie, B., Vovsha, I., Rambow, O., Passonneau, R.: Sentiment analysis of twitter

data. In: The Workshop on Languages in Social Media, pp. 30–38 (2011)
16. Bollen, J., Mao, H., Zeng, X.: Twitter mood predicts the stock market. J. Comput. Sci. 2(1),

1–8 (2011)
17. Marafino, B.J., Davies, J.M., Bardach, N.S., et al.: N-gram support vector machines for

scalable procedure and diagnosis classification, with applications to clinical free text data
from the intensive care unit. J. Am. Med. Inform. Assoc. 21(5), 871–875 (2014)

18. Häkkinen, J., Tian, J.: N-gram and decision tree based language identification for written
words. In: 2001 IEEE Workshop on Automatic Speech Recognition and Understanding
(ASRU 2001), pp. 335–338 ((2001))

19. Pennacchiotti, M., Popescu, A.M.: A machine learning approach to twitter user classification.
ICWSM 11(1), 281–288 (2011)

20. Rao, D., Yarowsky, D., Shreevats, A., Gupta, M.: Classifying latent user attributes in twitter.
In: Proceedings of the 2nd International Workshop on Search and Mining User-Generated
Contents, pp. 37–44. ACM, October 2010

21. Krämer, N.C., Winter, S.: Impression management 2.0: The relationship of self-esteem,
extraversion, self-efficacy, and self-presentation within social networking sites. J. Media
Psychol. 20(3), 106–116 (2008)

22. Donalek, C., Djorgovski, S. G., Cioc, A., et al.: Immersive and collaborative data visualization
using virtual reality platforms. In: 2014 IEEE International Conference on Big Data (Big
Data), pp. 609–614 (2014)

23. Scholtz, J.: Beyond usability: evaluation aspects of visual analytic environments. In: 2006
IEEE Symposium on Visual Analytics Science and Technology, pp. 145–150 (2006)

24. Nafari, M., Weaver, C.: Query2Question: translating visualization interaction into natural
language. IEEE Trans. Visual. Comput. Graphics 21(6), 756–769 (2015)

25. Mizuno, H., Mori, Y., Taniguchi, Y., Tsuji, H.: Data queries using data visualization
techniques. In: 1997 IEEE International Conference on Systems, Man, and Cybernetics,
Computational Cybernetics and Simulation, pp. 2392–2396 (1997)

26. Wong, P.C., Shen, H.W., Johnson, C.R., Chen, C., Ross, R.B.: The top 10 challenges in
extreme-scale visual analytics. IEEE Comput. Graphics Appl. 32(4), 63 (2012)

27. Dwyer, T.: Scalable, versatile and simple constrained graph layout. Comput. Graphics Forum
28(3), 991–998 (2009)

234 J. Tran et al.

http://www.crimsonhexagon.com/
http://www.clarabridge.com/
https://radian6.com/
https://sysomos.com/


Discovering the Social Network and Trust
Relationship in a Networked Manufacturing

Environment

Tingting Liu(&) and Huifen Wang

Nanjing University of Science and Technology,
Nanjing 210094, Jiangsu, China

liutingting@mail.njust.edu.cn

Abstract. The aim of this paper is to apply the trust relationship in a social
network to support access control policy development in a NME. Considering
that social relations and their trust feature between users in a NME are asso-
ciated with the roles these users assume, we first classify the social network in a
NME into three types. Then, an extended markup language (XML) schema is
proposed as the access control mining format to support a unified representation
of system logs. Based on the scheme, we discuss the factors affecting the trust
intention, analyze the trust relation types, and propose trust intention calculation
algorithms.

Keywords: Access control � Social network � Trust relation � Trust intention

1 Introduction

A Networked Manufacturing Environment (NME) is a distributed, highly dynamic, and
collaborative network environment [1, 2]. Access control in a NME is closely related to
the users and organizations. The social relations of users within the collaborating
organizations have a direct impact on the development, application, and implementa-
tion of the access control strategy, and furthermore, affect safety management. A social
network refers to the relatively stable system of relations formed by interactions
between social individual members and is concerned with the interactions between
people. As a virtual form of a social network, relations in a NME have many simi-
larities with those in a social network and it is a good idea to define the access control
model and strategies based on the social network.

From the viewpoint of the social network, interactions between people are based on
relationships of trust and understanding. “Trust” derives from a concept in sociology
and can be expressed as the subjective expectation an agent has about another’s future
behavior based on the history of their encounters [3]. As the NME involves a large
number of enterprise organizational affairs and collaborative project related information
resources, and at the same time contains some private information distinguished from
the general distributed application environments, trust relations in a NME have their
own particularity, which is mainly reflected in the organizational business correlation
and project co-correlation. An employee in a NME not only needs to be involved in the

© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 235–244, 2016.
DOI: 10.1007/978-3-319-46771-9_31



enterprise/departmental affairs, but must also be involved in some collaborative projects
across the enterprises and sectors. In these two different types of work domain, trust
relationships between the employees have different characteristics, properties, and
nature. For example, assume Tom and Jack are colleagues in the same department and
have close contacts in the business. Now Tom is involved in project X whereas Jack has
no connection with X. Therefore, in this case, the trust relationship strength between
Tom and Jack is high in the sub-environment related to enterprise/departmental affairs.
On the contrary, the strength of the trust relationship is low in the sub-environment
related to project X.

The trust management concept was originally proposed in 1996 by Blaze et al. [4].
It adopts a unified approach for describing the security policies, security credentials,
and trust relationships for direct authorization of security-critical operations. As a
result, it helps minimize risk and assures the network activity of benign entities in
distributed systems [5], improves the accuracy and security of the authorization, and
reduces the complexity of authorization [6]. In recent years it has been introduced into
distributed network systems as an emerging technology in the data security field [7].

Although certain aspects of trust management are dealt with satisfactorily by
existing services in some distributed systems, the trust management problem in a NME
has not previously been investigated, particularly as the basis of an access control
policy. Owing to the complexity of trust relationships in a NME, existing trust research
does not apply to NMEs. It is our thesis that a coherent trust model is needed for the
study of access control in a NME. Our idea is to mine the social networks in a NME to
establish a resource-type-oriented trust model for different types of resources.

2 Resource Classification in NMEs

If the numbers of users and data resources in a NME are very large, a huge amount of
work is required to develop and manage security policies. If the social network of a
NME can be identified automatically, it can provide preliminary strategies to support
access control strategy development and application.

Assume an actual scenario as shown in Fig. 1. User A is an employee of the
production department in an enterprise with users E and D in the same division. User A
is undertaking a task in project P together with users B, C, and other staff. Now, as an
employee in the production department, user A may submit production data, daily
reports, and production planning to the NME server; he may need to share project
Power-point with team members of project P after he has completed a project report; in
addition, certain private pictures may be uploaded to his personal space. The access
control requirements of these data are given in Table 1. At the same time, while
performing a project task, such as planning a new plant assembly line for a new product
model, user A may need to access task-related resources from similar projects.

From Table 1, we see that the access control requirements are closely associated
with the social relations of the access subject and source owner. Moreover, the social
relations and their trust feature between users in a NME are associated with the roles
assumed by these users. Because we wish to discover the social relations of user A in
order to manage and control the distribution of his daily report, the main characteristics
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we should be focusing on are possibly departmental structure, working relationships,
and sector members. However, if we are concerned with the project Power-pointer
preliminary program of project tasks introduced in Table 1, the main issues we should
consider are project division, project process, and cross-project management methods.
The issue of trust is particularly relevant; user A may trust D when it comes to the daily
report, however, A should not trust D in relation to the project Power-pointer. Further
more, the trust strength between users A and B is higher than that between users A and
C because users A and B are in one sub-team. That is, the relation between users A and
B is different from that between users A and D. Thus, we can say that the social
relations between users are not unified in a NME.

According to the above analysis, we divide the NME into three sub environments: a
Daily-Affairs Environment (DAE), Collaborative Project Environment (CPE), and
Personal Social Environment (PSE). In the DAE, the company’s organizational structure

Organization 
domain

Project team

Task 1 Task 1 Task n...

Project P

User A User B User C

User D

User E

UndertakesUndertakesUndertakes

has

has

has

Project PPT

Daily report

Picture

Fig. 1. An actual scenario

Table 1. Access control requirements of the data produced by user A

Sequence Data Why the data is submitted Data
owner

Access control
requirements

1 Project PPT To exchange the
implementation of the
project task with project
team members

User A Can be accessed by
all project
members

2 Preliminary
program
of project
tasks

The program needs to be
discussed in the
forthcoming sub-team
meeting

User A Can only be
accessed by
closely related
sub-team members

3 Private
picture

Stored on the server User A Can be accessed by
good friends

4 Daily report During or after completion
of the day-to-day work,
he needs to submit work
information

User A Can be accessed by
work-related
employees and the
department head
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is relatively stable, and organizational affairs generally have good repeatability and great
regularity. In a CPE, the collaborative project team is configured according to the scope,
time, and cost of each project, the project team structure is usually not the same, and the
roles of the team members are usually one-time and time limited. In a PSE, social
relations are random and subjective, and do not follow any fixed rules.

A further division can then be carried out, that is, information resources in a NME
can be divided into three categories: organizational information, project-related infor-
mation, and private information, as shown in Fig. 2.

Organizational information refers to a series of transaction information from each
organizational level produced during the day-to-day operations and management of
enterprises. This information only has a bearing on the staff’s role within the organi-
zation through out its life cycle, is not directly related to the specific tasks of various
projects, and usually includes daily production information, site management infor-
mation, and logistics information, amongst others.

Project-related information refers to the information generated in the planning and
implementation of project tasks. This information is only associated with the project
(task) roles, is not directly involved in organizational affairs, and usually consists of
planning information, progress information, execution information, and so on.

Private information refers to the individual’s personal privacy and is not involved in
daily work or projects, for example, holiday travel photos.

3 Modeling Logs Based on XML: Access Control Mining
Format

Almost all computer systems record and store logs. Web logs record a variety of original
information, such as received and handled client requests and run-time errors, while
Windows logs record the hardware, software, and system information and monitored
system events. Most WFM, ERP, CRM, SCM, and B2B systems record transactions in a
systematic way. To discover the social network for NME access control, an XML schema
is proposed (Fig. 3) specifying what data need to be extracted from the log. XML

collaborative project 
environment

personal social 
environment

Enterprise 
employeesdaily-affair 

environment

project-related 
information

organizational 
information

privacy information

divided

divided

divided

Maping

Maping

Maping

Identify 
information type

Discovering sub-social 
relationTrust calculationAccess 

control policy

Fig. 2. Information resource classification
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provides a unified approach to describe and exchange structured data independent of the
application or system platform. Van der Aalst et al. proposed an XML schema for a
workflow mining format. Here we also use the XML schema to describe the access
control mining format. The difference between our research and that of Van der Aalst
et al. [8] is that we mainly focus on the factors affecting access control policies.

Our schema has the AccessLog element as the root element with Data, Source, and
AccessEventas elements. The Source element contains information about the net-
worked system used to record the log, for example, ERP and MES. The AccessEvent
element represents the access events occurring in the system and each AccessEvent
may contain many access instances, which map to the access control history. An
AccessEvent Instance is the core element of our schema, including mainly Actor,
Object, Timestamp, Operation, and AccessPerformance. Actor refers to the persons
involved in the access control event, including Subject (the user who submitted the
access request) and Object-Owner (to whom the accessed resource belongs); Object
refers to the relevant information concerning the accessed resource, composed of
ResourceID, ResourceType, and ResourceSL; Timestamp is a description of the time of
the event in a standard format; Operation denotes the behavior access the subject
executed (such as view or modify); while the AccessPerformance element refers to the
access result of this access event. Like the schema proposed by van der Aalst et al., to
make the format more expressive, we also define a Data element, which other elements
can use as a sub tag. If users wish to specify more information than the basic elements,
they can record the additional information using the Data element.

Based on the schema, we define the formal concepts of discovering social networks
and trust calculations as follows:

• L ¼ l1; l2; . . .lNf g denotes the set of all logs; setting nL¼ Lj j gives the number of
logs in the current environment.

• S ¼ s1; s2;...;sM
� �

denotes the set of access control subjects.
• Ow ¼ w1;w2; . . .;wKf g is the set of resource owners (that is, to whom the accessed

resource belongs).

Fig. 3. An XML schema for discovering social networks for NME access control

Discovering the Social Network and Trust Relationship 239



• AR ¼ S� Ow ¼ ar1; ar2; . . .; arJf g denotes the relations between S and Ow

involved in access control events, where arj is a binary relation between sm and wk:
This means sm accessed some resource wk owns, which is expressed as
arj ¼ sm;wkð Þj 2 1; J½ �. Setting nr ¼ ARj j gives the cardinality of AR.

• RT is the set of resource types in the NME, of which there are three: daily pro-
duction information, site management information, and logistics information,
expressed as Affair, Project, and Social, respectively.

• RSL is the set of sensitivity levels of the resources. The level number is determined
by the system security requirements and can take one of five levels: insensitive,
weakly sensitive, generally sensitive, highly sensitive, and very highly sensitive.

• Op is the set of operations; for example, view, download, modify, and delete,
amongst others.

• Ap is the set of access results. We define three kinds of results: Permit, Reject, and
Suspend. Permit means the access requirement is permitted; Reject means the access
requirement of the subject is refused; and Suspend implies that the system has
detected a malicious intrusion and immediately terminates its access connection.

• T is the time the access event occurred.
• AE ¼ S� Ow � RT � RSL � Ap � T is the set of access events. Each element in AE

is a six-element vector and nE denotes the number of elements in AE.

4 Trust Relation and Calculation in a NME

Definition 1: A trust relationship refers to the trust intensity between the access subject
and source owner for a specific trust type.

As previous defined, S is the access subject, OW is the source owner, and RT is the
sub-environment type. Let VT be the trust intensity, then TR can be expressed as:

TR ¼ S� OW � RT � VT ¼ AR � RT � VT :

4.1 Factors Affecting Trust Intensity

If we consider the access history in a system, a recent visit is more trust worthy than an
earlier access. This means trust has a time decaying characteristic. There are two
common time decay functions: the exponential decay function (Eq. 1) and reciprocal
decay function (Eq. 2).

f ðtÞ ¼ e�at; t� 0; a� 0 ð1Þ

f ðtÞ ¼ 1
atþ 1

; t� 0; a� 0 ð2Þ

In Eqs. (1) and (2), a is the attenuation coefficient. It shows that the decay rate of
the exponential decay function is faster than that of the reciprocal decay function.
In access control, we need to ensure data security and prefer to take a more recent visit
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event as the foundation of the trust relationship. So here the exponential decay function
is adopted to describe the time characteristic of the trust relation in a NME.

In addition to the time factor, a visitor’s subjective intention should be taken into
account. Typically in a computer system an access request is accepted and handled
based on the preset access control policy, with the access result recorded in the system
log. The result may be success or failure, with the latter result usually caused by one of
the following reasons: (a) The access request is rejected owing to the access requestor’s
low rights. In this case, the requestor perhaps does not clear the purview and performs
some routine operations. (b) The access requestor tries to access certain system
resources through an illegal attack with malicious intent. Obviously, failure owing to the
former access behavior can be regarded as the requestor’s misjudgment of his/her rights
and the access event will not have a negative impact on the trust relation between the
requestor and resource owner. However, once a requestor tries to access certain system
resources through illegal means, the system needs to pay special attention to the visitor’s
behavior and he/she cannot be trusted by the resource owner. Considering the visitor’s
subjective intention, feedback operator b is used to describe the access result-trust
relation. Table 2 gives the values of b for different access statuses. In Table 2, Permit
means the access requirement is passed in an access event, Reject means the access
requirement is declined, and Suspend means the requirement is monitored to be illegal.

In real life, if an owner allows a visitor to see very important data, it means that the
owner has a high level of trust for the visitor. In a NME, some data is very important,
while other data can possibly be ignored. So if some successful access has happened,
the degree of importance of the accessed resource can reflect the trust level of the
visitor from the perspective of the resource host. Then the sensitivity index operator d
can be used to describe the importance degree of the accessed resource.

Considering the time, the nature of the historical access incident, and the data
sensitivity level, the trust value of a single access event ei ¼ ari; rti; rsi; api; tið Þ can be
expressed as

v eið Þ ¼ Vr � Vp � e�t��tg ; i 2 ½0; nE�:

In the above formula, the values of Vr ¼ d rsið Þ and Vp ¼ b apið Þ are given in
Tables 2 and 3, respectively. Here tg is the interval between the current time and event
time, and t� is the time attenuation coefficient. The larger the value of t� is, the faster vi
attenuates.

Table 2. Values of for different
access statuses

Access result b

Permit 1
Reject 0
Suspend � /

Table 3. Sensitivity index operator d

Sensitivity level Sensitivity value

L1 0.2
L2 0.4
L3 0.6
L4 0.8
L5 1.0
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4.2 Trust Strength Calculation

Trust relations can be divided into two types: direct trust relationship (DTR) and
recommendation trust relationship (RTR), as shown in Fig. 4. For A and B, if a direct
interaction exists from A to B, i.e., A visited B’s resources directly, we say there is a
DTR from A to B. If no direct interaction exists between A and B, but there is a
credible body or trusted group C who can provide B with the interaction history
between A and C, then we assume there is an RTR from A to B.

Obviously, a DTR directly reflects the interactive relationship from A to B, while
an RTR reflects an indirect relationship from A to B.

If the trust strength from A to B needs to be evaluated, the direct interaction history
can be applied to assess the strength in the case that a DTR exists from A to B, or the
indirect interaction history can be applied based on the social network in the case that
only an RTR exists from A to B.

In Algorithm 1, the input parameter tw is the access event number for a specific
defined time period. In a NME, information interactions occur frequently and the
number of events in the NME log is huge. So if all the elements in AE are considered as
the foundation of the trust strength, the complexity of the calculation is enormous.
Taking into account the smaller effect of earlier access events on the trust relationship,
a time window can be used to limit the number of access events.

Person 
A

Person 
B

Direct Trust relation Person 
A

Person 
B

Person 
C

Recommend Trust Relation

(A)Direct trust relation           (B) Recommendationtrust relation

Fig. 4. Direct and recommendation trust relations
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5 Conclusion

In this paper, we used social network discovery and a trust relationship calculation to
support access control policy development in NMEs. Considering that access control
requirements are closely associated with the social relations of the access subject and
source owner, a NME can be classified into three types, namely, DAE, CPE, and PSE.
Based on the classification, we used XML to standardize the system logs, and presented
a trust strength calculation method.

An NME is a very broad concept and a variety of access control models can be
applied in an NME. However, irrespective of which access control model is applied,
social network discovery and trust relationships can be used in two ways. In the first
method the trust strength value is placed between the subject and object owner as the
basis for access control decisions. The second method uses the social network as an
auxiliary tool to assist in the access decision. Future work involves incorporating an
access control scheme into the current study.
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Abstract. Employing delayed differentiation in the customization product
supply chain network (CPSCN) can bring customers more opportunities for
personalized products, but bears the cost pressure. As to assemble CPSCN, on
the basis of building the cost model, considering the changes of the fixed
investment and product cost at transferring standard production to customization
production, this paper proves firstly, the fixed investment has economy threshold
and diseconomy threshold. When the real fixed investment is less than economy
threshold (or greater than diseconomy threshold), the production cost of the
supplier decreases (or increases) with the increase of postponement degree.
When the real fixed investment is between the two thresholds, postponement
degree has a threshold; if the actual postponement degree is less or more than
this threshold, the production cost decreases or increases with the increase of
postponement degree. Secondly, by deducing relationship between the total
costs of CPSCN and the fixed investment, and the postponement degree, it is
proved that, the economy of the supplier’s delayed differentiation directly
decides the economy of CPSCN’s delayed differentiation; the impact of different
supplier on the total cost of CPSCN is different. Finally, the conclusions have
been verified through the simulation. The economy analysis provides the
measurement tools, identification criteria and decision foundation for evaluating
CPSCN’s delayed differentiation.

Keywords: Mass customization � Postponement � Supply chain � Product
differentiation � Cost model � Economy

1 Introduction

Under mass customization, the customization product manufacturer chooses several
customized modules according to the customer needs; and these customized modules
are produced by suppliers which have corresponding customization capability. Under
postponement manufacturing, the entire manufacturing process of each customized
module is divided into standard production process and customization production
process by customer order decoupling point (CODP) [1]. As the module is not dif-
ferentiated until the customization production stage, call this differentiation the delayed
differentiation in the paper.
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As to CPSCN consisting of several customized module suppliers and a cus-
tomization product manufacturer, if some standard production are transferred into
customization production, this transferring inevitably brings the change of production
equipment and technological process, which augments the fixed investment, and
therefore the customized module suppliers will consider whether the delayed differ-
entiation is carried, which postponement strategy shall be taken if postponement has to
be employed; in other words, economic problems of module’s delayed differentiation
must be taken into account. Meanwhile, the customization product manufacturer which
is the leader of the supply chain must consider from the CPSCN how to choose
appropriate customization modules, which postponement strategies the customization
product family should possess to fulfill the diversified demands of customers; in
another word, economic problems of CPSCN’s delayed differentiation must be taken
into account [2]. This paper will expand the previous research [3], focuses on the
impact of the delayed differentiation on supplier cost and the supply chain network
cost, and valuates the economic effect of the delayed differentiation.

2 The Cost Model of CPSCN

2.1 The Cost Model of Suppliers Sub-Network

The total cost of suppliers sub-network consisting of customized module suppliers
should be the sum of all customized modules cost. As to each customized module,
operation cost can be made up of two parts, the product cost of semi-finished goods and
the product cost of customization process.

2.1.1 The Product Cost of Semi-finished Goods
Under the centralized strategy, according to the orders of customers, customization
product manufacturer will transfer the total demand rate D, and corresponding variance
r2D to each customized module supplier; and also give cycle service level (CSL).
Assuming that a manufacturer assembly production cycle is Ts, the ordering cycle shall
be Ts. Hence the demand is Q ¼ Ts � D in production cycle Ts.

Assuming that customization products contain M customized modules; the k th

customized module has mvðkÞ variants and an integer variable “ v” represents its v th

variant; the customer’s choice rate for the v th variant of customized modules k is

fdðk; vÞ, PmvðkÞ
v¼1

fdðk; vÞ ¼ 1; The variety number of products is N ¼ QM
k¼1

mvðkÞ; demand

rate and variance of the i th customization product is respectively dðiÞ,rðiÞ2 [3].
The total production time, the standard production time and the customization

production time of a k th module are denoted as SðkÞ, StðkÞ and SdðkÞ respectively
(ignoring the small differences between variants). Considering the uniform produc-
tivity, we can define the postponement degree as LðkÞ ¼ SdðkÞ=SðkÞ, LðkÞ 2 ½0; 1�, thus
StðkÞ ¼ ð1� LðkÞÞ � SðkÞ, SdðkÞ ¼ LðkÞ � SðkÞ.

Define that htðkÞ, htwðkÞ – average inventory holding cost rates of semi-finished
goods and WIP respectively, MtðkÞ –unit manufacturing cost of semi-finished goods.
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TtðkÞ, TdðkÞ – the total time of standard production and customization production
respectively when order quantity is Q. As the average inventory costs of WIP at the

ordering cycle Ts are Q�TtðkÞ
Ts � htwðkÞ, and semi-finished product’s safety stock ssðkÞ ¼

U�1ðCSLÞ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TtðkÞþ 1

p � rD while the safety factor is U�1ðCSLðkÞÞ [4, 5], manu-
facturing cost per period of the customized module k at standard production and at
ordering cycle Ts is CtðkÞ:

CtðkÞ ¼ D�MtðkÞþ Q� TtðkÞ
Ts

� htwðkÞþ ½1
2
Q� TtðkÞ

Ts
þU�1ðCSLÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TtðkÞþ 1

p
� rD� � htðkÞ

ð1Þ

Considering that each supplier adopts the parallel move method in the process of
production, TtðkÞ ¼ StðkÞþ ðQ� 1Þ � trðkÞ, TdðkÞ ¼ SdðkÞþ ðQ� 1Þ � tdðkÞ, here
trðkÞ and tdðkÞ is respectively the longest working procedure time of a part at standard
stage and at customization stage.

After standard production, semi-finished products are transferred to the cus-
tomization production and each of them will be processed into multiple variants of this
customized module by the delayed differentiation.

2.1.2 The Cost Model of Customization Process
Let hdðkÞ, hdwðkÞ –the average inventory holding cost rate of customized modules k’
finished goods in customization production and WIP, pdðkÞ –the production rate, TdðkÞ
–the customization production time. Hence, there are inventory costs:
Q� ðTs� TdðkÞÞ � htðkÞ; when all variants of module k are delivered to manufac-
turers as a whole after the delayed differentiation, the finished goods inventory costs of
module k is D� Ts� TdðkÞ � hdðkÞ=2.

Considering the changeover cost Adðk; vÞ required to switch to the variant v’s
production from other variants’ production, the customization average production cost
MdðkÞ, and the inventory costs of WIP Q� TdðkÞ � hdwðkÞ, the manufacturing cost
CdðkÞ of customized module k in Ts by expanding the previous research [3] is:

CdðkÞ ¼D� ðTs� TdðkÞÞ � htðkÞþ 1
Ts

XmvðkÞ
v¼1

Adðk; vÞ

þD�MdðkÞþD� TdðkÞ � hdwðkÞþ 1
2
D� TdðkÞ � hdðkÞ

ð2Þ

After each supplier finishes the production of customization module respectively,
these customized products will be delivered to manufacturers.
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2.2 The Cost Mode of Customization Product Manufacturer

After the manufacturer orders and receives each customized module (variants), the
manufacturer will organize customization products assembly production. Thus at this
stage, the total cost consists of the ordering cost and the assembly production cost.

2.2.1 The Manufacturer’s Ordering Cost Model
The manufacturer orders the required finished products of (customized module k’s)
variants from its supplier at once. We may define that average order price of cus-
tomized module k as CpðkÞ, average inventory holding cost rate is hgðkÞ and the order
start-up cost is AgðkÞ when the order quantity is Q, according to Economic Ordering
Quantity, the order cost per period in ordering cycle Ts is:

CgðkÞ ¼ 1
Ts

AgðkÞþ 1
2
Q� hgðkÞ ð3Þ

2.2.2 The Manufacturer’s Assembly Production Cost Model
As to the manufacturer’s assembly cost [6]. While an approximate optimal production
sequence is obtained by the heuristic algorithm of customization production [7], and
assuming that the customization products’ assembly operating costs is Mz per unit, the
optimization model of assembly cost per period in ordering cycle Ts is:

Cz ¼ 1
Ts

XN
j¼1

AzðjÞþMz� Dþ 1
2
Ts�

XN
j¼1

hzðjÞ � dðjÞ � ½1� dðjÞ
pðjÞ� ð4Þ

In formula (4), AzðiÞ, hzðiÞ, dðiÞ, pðiÞ respectively are customization products
changeover cost, inventory cost rate, demand rate and productivity; therefore, the first
term, the second term and the third term on the right side represent changeover costs,
production costs, and inventory costs respectively.

2.3 The Total Cost Model of CPSCN and Parameter Analysis

2.3.1 Suppliers Cost Model and Parameter Analysis
The lot cost of the supplier in the ordering cycle Ts can be expressed as:

STCðkÞ ¼ CtðkÞþCdðkÞ
¼ D�MtðkÞþD� TtðkÞ � htwðkÞþ ½D

2
TtðkÞþ ssðkÞ�htðkÞþD� ðTs� TdðkÞÞhtðkÞ

þ 1
Ts

XmvðkÞ
v¼1

Adðk; vÞþD�MdðkÞþD� TdðkÞ � hdwðkÞþ 1
2
D� TdðkÞ � hdðkÞ

ð5Þ

Then the total lot cost of suppliers sub-network’s in the cycle Ts becomes:
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ATC ¼
XM
k¼1

STCðkÞ ð6Þ

Without loss of generality, assuming that each production process of customized
module has linear cost function, and the production cost increases by linearity mode,
production cost per unit at standard and at customization stage can be written as:

MtðkÞ ¼ ðgðkÞþ qðkÞ
Q

Þ � StðkÞ ¼ ðgðkÞþ qðkÞ
Q

Þð1� LðkÞÞ � SðkÞ;MdðkÞ

¼ ðuðkÞþ zðkÞ
Q

Þ � LðkÞ � SðkÞ

Here, gðkÞ, uðkÞ represent the same module variable costs per unit respectively
from two aspects of the standard production and customization production; qðkÞ, zðkÞ
represent the fixed investment of the standard production and customization production
respectively, as the standard production and customization production may need dif-
ferent equipment and tooling, both of them can be different.

Let I –return rate on capital per period, hyðkÞ –raw materials inventory holding cost
rate, thus the inventory holding cost rates of the semi-finished goods and WIP at
standard stage are htðkÞ ¼ hyðkÞþ I �MtðkÞ, htwðkÞ ¼¼ hyðkÞþ I �MtðkÞ=2
respectively. The inventory holding cost rates of the finished goods and WIP at cus-
tomization stage are hdðkÞ ¼ htðkÞþ I �MdðkÞ, hdwðkÞ ¼ htðkÞþ I �MdðkÞ=2.

2.3.2 The Manufacturer Total Cost Model and Parameter Analysis
The total cost of customization products’ manufacturer can be expressed as:

MTC ¼
XM
k¼1

CgðkÞþCz ð7Þ

After the suppliers have finished customized module production, considering cer-
tain cost margins, transportation costs, inventory holding cost and administration cost
of logistics, suppliers will provide customized modules to the product manufacturer. In
this paper, prðkÞ has been used as the increasing rate of unit price.

When the cost of raw materials is mcðkÞ, the unit price for customized module after
the customization production is cpðkÞ ¼ mcðkÞþ STCðkÞ=D. Thus, inventory cost rate
at replenishment can be expressed as hgðkÞ ¼ prðkÞ � cpðkÞ � I.

Usually, the order start-up costs can be considered as a percentage of stock value,
we denote this percentage by raðkÞ; therefore, the order start-up cost for a batch is
AgðkÞ ¼ raðkÞ � cpðkÞ � Q. Inventory cost rate of assembly operation becomes:

hzðjÞ ¼
XM
ik¼1

hgðikÞþ
XM
ik¼1

AgðikÞ � I=Q ¼
XM
ik¼1

hgðikÞþ ½
XM
ik¼1

raðikÞ � cpðikÞ� � I
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2.4 The Total Cost Model of Customization Product

The average total cost per period in the ordering cycle Ts can be expressed as:

TC ¼ ATCþMTC ¼
XM
k¼1

STCðkÞþ ½
XM
k¼1

CgðkÞþCz� ð8Þ

Substitute htðkÞ, htwðkÞ,hdðkÞ, hdwðkÞ into the formula (8) and then substitute
MtðkÞ, MdðkÞ into this expression; expand and merge similar items. Let

ssðkÞ ¼ U�1ðCSLÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� LðkÞÞ � SðkÞþ ðD� Ts� 1Þ � trðkÞþ 1

p
� rD

f ðLðkÞÞ ¼ ½hyðkÞþ I � gðkÞþ qðkÞ
D� Ts

� �
� ð1� LðkÞÞ � SðkÞ� � ssðkÞ

aðkÞ ¼ 1
2
SðkÞ2 � D� I � gðkÞþ qðkÞ

D� Ts

� �
þ SðkÞ2 � D� I � uðkÞþ zðkÞ

D� Ts

� �

bðkÞ ¼ �SðkÞ � D� hyðkÞþ f�D� 3D
2

SðkÞ � I � ðtrðkÞþ 1
2
tdðkÞÞ � ðD� Ts� 1Þ � D� I

� D� Ts� Ig � gðkÞþ qðkÞ
D� Ts

� �
SðkÞþ fDþðD� Ts� 1ÞtdðkÞ � D� Ig � uðkÞþ zðkÞ

D� Ts

� �
SðkÞ

cðkÞ ¼f3
2
½SðkÞþ ðD� Ts� 1Þ � trðkÞ� � DþD� Tsþ D

2
ðD� Ts� 1Þ � tdðkÞg

� hyðkÞ þ fDþ ½SðkÞþ ðD� Ts� 1Þ � trðkÞ� � D� IþD� Ts� I

þ D
2
ðD� Ts� 1Þ � tdðkÞ � Ig � gðkÞþ qðkÞ

D� Ts

� �
� SðkÞþ 1

Ts

XmvðkÞ
v¼1

Adðk; vÞ

Then, we get STCðkÞ ¼ aðkÞ � LðkÞ2 þ bðkÞ � LðkÞþ cðkÞþ f ðLðkÞÞ.

3 The Economic Analysis Based on Deterministic Demand

Based on deterministic demand, in this section we are going to explore the delayed
differentiation influence on the cost respectively from the suppliers and CPSCN.

3.1 The Impact of the Delayed Differentiation on Suppliers’ Cost

Proposition 1: For a customized module supplier, the fixed investment for the delayed
differentiation possesses two thresholds. When the real fixed investment is less than the
lower one, the production cost of the supplier decreases with the increase of post-
ponement degree. When the real fixed investment is more than the higher one, the
production cost of the supplier increases with the increase of postponement degree.
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When the real investment is between the two thresholds, the production cost of the
supplier has a minimum point in the range of postponement degree; if the actual
postponement degree is less or greater than the minimum point, the supplier’s pro-
duction cost decreases or increases with the increase of postponement degree; if the
actual postponement degree is greater than the minimum point, the supplier’s pro-
duction cost increases with the increase of postponement degree.

Proof: under the deterministic demand, safety stock ssðkÞ ¼ 0, hence f ðLðkÞÞ ¼ 0.
(i) When �bðkÞ=2aðkÞ� 0, because aðkÞ[ 0, bðkÞ� 0 and STCðkÞ is a convex

function. By substituting expressions of bðkÞ into bðkÞ� 0, we get

zðkÞ� hyðkÞþ f1þ 3I
2 SðkÞþ ðtrðkÞþ I

2 tdðkÞÞðD� Ts� 1Þþ Ts� IgðgðkÞþ qðkÞ
D�TsÞ

1þðD� Ts� 1Þ � tdðkÞ � I
� uðkÞ

( )
� D� Ts

Denote the right side of the inequality by z1�, hence zðkÞ� z1�.
On the other hand, as postponement degree LðkÞ 2 ½0; 1�, the range of LðkÞ is at the

right side of the convex function STCðkÞ’s symmetric axis L ¼ �bðkÞ=2aðkÞ.
Therefore, while the fixed investment for the delayed differentiation is greater than

z1�, STCðkÞ increases with the increase of LðkÞ (see curve 3 in Fig. 1). Obviously, the
delayed differentiation is not economical (it can be taken as delayed differentiation
diseconomy, and z1� as diseconomy threshold).

(ii) When �bðkÞ=2aðkÞ� 1, substituting aðkÞ and bðkÞ, we get:

zðkÞ� hyðkÞþ f1þ I
2 SðkÞþ ðtrðkÞþ I

2 tdðkÞÞðD� Ts� 1Þþ Ts� IgðgðkÞþ qðkÞ
D�TsÞ

1þ 2� SðkÞ � IþðD� Ts� 1Þ � tdðkÞ � I
� uðkÞ

( )
� D� Ts

Denote the right side of the inequality by z3�, hence zðkÞ� z3�.

Fig. 1. The total cost trend of customized module
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On the other hand, LðkÞ 2 ½0; 1�, viz. the range of LðkÞ is at the left side of the
convex function STCðkÞ’s symmetric axis L ¼ �bðkÞ=2aðkÞ.

Therefore, while the fixed investment for the delayed differentiation is less than z3�,
STCðkÞ decreases with the increase of LðkÞ (see curve 1 in Fig. 1). Obviously, the
delayed differentiation is economical (It can be taken as delayed differentiation econ-
omy, and z3� as economy threshold).

(iii) When 0� � bðkÞ=2aðkÞ� 1, z3� � zðkÞ� z1�, the fixed investment is between
the economy threshold and the diseconomy threshold, let L� ¼ �bðkÞ=2aðkÞ, and it is a
minimum point of the convex function STCðkÞ. When 0� LðkÞ� L�, this range of LðkÞ
is at the left side of the convex function STCðkÞ’s symmetric axis, STCðkÞ decreases
with the increase of LðkÞ. When L� � LðkÞ� 1, STCðkÞ increases with the increase of
LðkÞ (see curve 2 in Fig. 1).

Therefore, L� ¼ �bðkÞ=2aðkÞ is the postponement degree’s threshold by which to
judge if the delayed differentiation is economical. Only when the postponement degree
is in the scope of this threshold, the delayed differentiation is economical, we say here
the delayed differentiation has economy of scope (It can be taken as delayed differ-
entiation scope economy). h

Above all, the proposition 1 provides two kinds of identification criteria about the
economy analysis and evaluation of the supplier’s delayed differentiation: The fixed
investment for the delayed differentiation has both critical values, economy threshold
and diseconomy threshold;while the delayed differentiation has economy of scope, and
the postponement degree has a critical value.

3.2 The Delayed Differentiation’s Impact on the Cost of Supply Chain
Network

Proposition 2: As to the customization product supply chain network, the economy of a
supplier’s delayed differentiation directly decides the economy of the supply chain
network’s delayed differentiation; The impact of different supplier at employing
delayed customization on the total cost of the supply chain network is different.

Proof: substitute cpðkÞ ¼ mcðkÞþ STCðkÞ=D into hgðkÞ, AgðkÞ and hzðjÞ and then take
three of them into formula (8). Merge similar item of STCðkÞ, let

w1ðkÞ ¼ 1þ raðkÞþ I
2
Ts� prðkÞ

� �
þ 1

2
Ts�

XN
j¼1

ðprðkÞþ raðkÞÞ � I
D

� �
� dðjÞ � ½1� dðjÞ

pðjÞ�
( )

w2ðkÞ ¼
XM;n 6¼k

n¼1

STCðnÞþ
XM
n¼1

raðnÞ � mcðnÞ � Dþ D
2
Ts� prðnÞ � mcðnÞ � I

� �

þ
XM;n 6¼k

n¼1

raðnÞþ I
2
Ts� prðnÞ

� �
� STCðnÞþ 1

Ts

XN
j¼1

AzðjÞþMz� D

þ Ts
2
�
XN
j¼1

ðprðkÞþ raðkÞÞmcðkÞ � Iþ
XM;n6¼k

n¼1

½hgðnÞþ raðnÞ � cpðnÞ � I�
( )

dðjÞ½1� dðjÞ
pðjÞ�
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Then, we get:

TC ¼ w1ðkÞ � STCðkÞþw2ðkÞ
¼ w1ðkÞ � ½aðkÞ � LðkÞ2 þ bðkÞ � LðkÞþ cðkÞþ f ðLðkÞÞ� þw2ðkÞ ð9Þ

Therefore, the total cost of supply chain network is a function of the postponement
degree LðkÞ of module k, and of the fixed investment by parameters aðkÞ, bðkÞ.

Using the similar method and process of customized module suppliers’ cost anal-
ysis, when the demand is deterministic, the total cost of the supply chain network TC is
quadratic parabolic function of LðkÞ, too; and we can gain the similar conclusion as the
Sect. 3.1.

In addition, for different customized modules k, each coefficient of the variable LðkÞ
in section (9), i.e. aðkÞ; bðkÞ, cðkÞ, w1ðkÞ, w2ðkÞ and f ðLðkÞÞ is different, hence the
impact from the different supplier when it takes the delayed differentiation on the total
cost of the supply chain network is also different. h

When the manufacturer has learnt the two kinds of critical values of each supplier and
the impacts from the different suppliers on the cost of CPSCN, he can choose the more
ideal customized module suppliers by contrasting the delayed differentiation’ economy
and ask each supplier to take the corresponding postponement degree and the cus-
tomization degree; thereby CPSCN can pursue the overall optimization by optimally
combining these postponement strategies.

Above all, the proposition 2 gives the measurement tools, and lays the judgment
foundation for evaluating the economic effect of CPSCN’s delayed differentiation.

3.3 Simulation and Verification

We take the delayed differentiation of customization products family consisting of three
customized modules as an example to verify the economic effect of the delayed dif-
ferentiation under the deterministic demand.

Three customized modules have 2, 3, 4 variants respectively, thus the manufacturer
can provide the market with 24 customization productions. Set mcð4Þ ¼ 5600,
mcð3Þ ¼ 2� 5600=3, mcð2Þ ¼ 5600=2, I ¼ 0:006, D ¼ 750; fdð3; 4Þ ¼ ½0:6; 0:4;
0; 0; 0:28; 0:36; 0:36; 0; 0:24; 0:24; 0:24; 0:28�, gð3Þ ¼ 2� 3600=3, gð2Þ ¼ 3600=2,
qð4Þ ¼ 6:0eþ 6, qð3Þ ¼ 4:0eþ 6, qð2Þ ¼ 3:0eþ 6, uð4Þ ¼ 3600, uð3Þ ¼ 2� 3600=3,
uð2Þ ¼ 3600=2; S ¼ 4, tr ¼ td ¼ 0:001; pr ¼ 1:41, ra ¼ 0:04;If not considering the
slight differences among the different variants, the customized production conversion
cost is: Adð4Þ ¼ 2918, Adð3Þ ¼ 1914, Adð2Þ ¼ 1464; Mz ¼ 5389.

pð3; 4Þ ¼ ½4725; 2250; 0; 0; 12150; 7987:5; 9112:5; 0; 5587:5; 6187:5; 6787:5; 2312:5�

Programming in MATLAB and simulating, we obtain the two thresholds of cus-
tomization production’s fixed investment, z1� ¼ 6:765e + 6, z3� ¼ 6:495e + 6.
According to expressions of z1� and z3�, we gain z1� ¼ 6:7921e + 6, z3� ¼
6:4893e + 6. The two thresholds of the fixed investment, the critical value of the
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postponement degree, relationship and change trend between zðkÞ, LðkÞ and STCðkÞ are
also confirmed. Draw three dimensional graphics by the data of zðkÞ, LðkÞ and STCðkÞ,
as shown in Fig. 2.

Draw the 3D curve of the minimal total cost of CPSCN, when the fixed investment
zðkÞ and the postponement degree LðkÞ change, as shown in Fig. 3. Projecting Fig. 3 to
the plane, we get the 2D curve of zðkÞ and LðkÞ, as shown in Fig. 4. From Figs. 3 and 4,
we already know, for a given fixed investment for customization production, there is a
postponement degree’s threshold, if actual postponement degree is in this threshold, the
delayed differentiation is economical. The left of the 2d curve is the ranges of the fixed
investment and the postponement degree at which the delayed differentiation is eco-
nomical; on the right side is the ranges at which the delayed differentiation is not
economical.

Fig. 2. 3D graphics of supplier’ cost, fixed investment, postponement degree

Fig. 3. The curve of the minimum point of STC(k) when z(k), L(k) change
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For the CPSCN, the situation under the deterministic demand is similar to the
module suppliers, here we can omit.

When the demand is stochastic, let rD ¼ 0:2D, and CSL ¼ 0:90. By simulation, we
have demonstrated the validity of the Propositions 1 and 2.

4 Conclusion

Economic effect of the delayed differentiation in the customized product’s supply chain
network decides whether postponement should be employed and which postponement
strategy should be taken. The main contribution of this paper is that, we have proved
the delayed differentiation have three states, economy, economy of scope and disec-
onomy. Two kinds of identification criteria are provided for the economy analysis and
evaluation of the suppliers’ delayed differentiation. The fixed investment for the
delayed differentiation has both critical values, the economy threshold and the disec-
onomy threshold;while the delayed differentiation has the economy of scope and the
postponement degree has a critical value. At the same time, the impact of different
supplier on the total cost is recognized to evaluate the economic effect of CPSCN’s
delayed differentiation.

The economy analysis of the delayed differentiation can help to enhance the
CPSCN’s ability to meet the personalized needs, reduce the product cost and raise the
competitiveness.

Acknowledgment. This research is sponsored by the Humanities and Social Sciences Planning
Foundation of the Ministry of Education, China (Grant No. 12YJAZH151, No. 12YJCZH209),
and the Major Project of Innovation Foundation of the Nanjing Institute of Technology, China
(Grant No. CKJA201208).

Fig. 4. The delayed differentiation possibility frontier when z(k), L(k) change
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Abstract. Many of the shortcomings associated with dated design and construc‐
tion methods as well as project fast-tracking can be addressed by exploring the
concept of concurrency facilitated by Building Information Modelling (BIM).
From a BIM perspective, concurrency facilitates the involvement of stakeholders
from very early on during the lifecycle of a project. Leveraging the 5 W/H (Who,
What, When/Where, Why and How) method of exploratory research, this paper
explores how BIM and Concurrent Engineering (CE) at Terminal 3A of the
Chongqing Jiangbei International Airport compares with a historical exemplar of
BIM deployment in the AEC industry. Based on existing definitions of CE, we
compare both projects to determine their conformance to three CE criteria: 1)
compressed project duration, 2) enhanced product value, and 3) reduced project
costs. We also review their use of collaborative tools and techniques. The paper
shows how the success of BIM-based projects can be rationalised by CE.

Keywords: Building information modelling · Concurrent engineering · Fast-
track

1 Background

Many of the challenges with traditional design and construction methods, especially in
terms of significant problems resulting from fragmentation, have been identified and
discussed extensively [1, 2]. In turn, these challenges have served as springboards for
exploring various methods of project conceptualisation, modelling, implementation and
management. Three of these methods are explored in this paper in exploring concurrency
in Building Information Modelling (BIM) based project execution; fast-tracking as well
as concurrent engineering and BIM; these last two inform the main content of the
research presented in this work.

Unlike fast-tracking, Concurrent Engineering (CE) relies on established theoretical
approaches in attaining compressed project duration, enhanced product value, and
reduced project costs [3]. Some highlighted benefits of CE include: improved under‐
standing and implementation of client and end-user requirements, improved
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communication and cooperation between project participants, improved team and
project effectiveness, reduction in the occurrences of rework (e.g. redesigns, non-
conformances etc.) and variations and reductions in project time and cost [4].

A careful consideration of these benefits highlights convergence between CE and
the main merits of BIM [5, 6]. The CE-BIM relationship aligns with the idea that
through the use of an appropriate parametric database, multidisciplinary teams can
access a single design repository with knock on effect on improved project imple‐
mentation time and effective communication [4]. The use of BIM as such an inte‐
grated platform throughout facility lifecycles has been discussed extensively in
research and practice [7, 8].

2 Method

Going by the obvious similarities between BIM methods and CE philosophy, this paper
explores two case studies, highlighting a strategy for leveraging CE and BIM in facility
design and construction delivery. Importantly, aspects of the undertaken project analysis
are inspired by the information integration framework (IIF)1 [9] which is useful for
gaining insight in the course of exploratory studies.

This section highlights the use of concurrency and BIM on two projects. The extent
to which BIM was used in all stages of project implementation served as the basis for
their selection.

Each project is discussed by combining the IIF framework with a matrix derived
from the Technology, Organisation, Process/Protocol (TOPP)2 framework [10] which
improves on the IIF by addressing How parameters. By comparing two case studies –
Eden Medical Centre in the United States and China’s Chongqing Jiangbei International
Airport – the paper explores points of convergence between BIM and CE in building
and infrastructure projects. Consequently, a rationale is presented for teams and organ‐
isations to exploit the benefits of BIM in AECO projects.

2.1 Case 1 Overview: Eden Medical Centre Castro Valley

Why: Sutter Health’s Eden Medical Centre (EMC) is a USD320 million facility.
Following the passing of the Alquist Hospital Facilities’ Seismic safety Act (SB1953)
in California [11], it was crucial that the EMC building was retrofitted or completely
replaced. The Act would ensure that care facilities were earthquake-proof, resilient and
provided undisrupted services.

When/Where: BIM was adopted during the conceptual stage and required early
commitments by the project team members to collaborate with other stakeholders
through the use of BIM methods throughout the project’s lifecycle.

1 The IIF framework is useful for gaining a general understanding of information dynamics from
a very basic investigative perspective. This approach is widely known as the 5W1H method.

2 The TOPP framework captures BIM content in three key dimensions depicting unique perspec‐
tives for uniformly evaluating BIM-based case-study projects.
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Who: The project was the outcome of collaboration between Sutter Health (the Owner),
Ghafari Associates (Process and Technology Managers) and the members of an IPD
team. The project team was formed by over 240 members spread across the United
States.

What – Requirements, Supporting Technologies and Project Management
Processes: The Owner envisioned the use of advanced technological tools and processes
to undertake the design, construction and re-development of the new medical centre and
associated infrastructure, including new car parks [10]. The overarching project goal
was to design and deliver a facility of the highest quality, at least 30 % faster, and for
no more than the target cost [12].

How: The EMC demonstrates that projects delivered through a CE-BIM-IPD approach
with strong stakeholder support and backed by appropriate contractual arrangements,
will most likely realise early benefits of BIM. Establishing the use of BIM from the
inception of the EMC project aided the alignment of all project plans to the overarching
BIM implementation strategy.

2.2 Case 2 Overview: The Chongqing Jiangbei International Airport

Why: Against the backdrop of a mandate by Ministry of Housing and Urban-Rural
Department of the People’s Republic of China (MOHURD) on the use of BIM for
publicly procured building and infrastructure projects, tendering for Terminal 3A (T3A)
of the Chongqing Jiangbei International Airport (CJIA) was initiated. T3A ranks as
Western China’s biggest terminal under construction and is projected to cost circa 20
billion Chinese Yuan (4 billion US Dollars) on completion.

When/Where: As a project delivery method, BIM has been integral to CJIA’s T3A
ongoing design and development. It is expected that BIM and related integrative
methods will be used through project execution to operation and maintenance phases.
With the appointment of Chongqing University as BIM consultant, a complete model -
Architectural, HVAC and MEP - of the entire Terminal (3A), clash detection, 4D simu‐
lations during construction, facility management and model up-skilling are some of the
services expected to be delivered throughout the facility’s lifecycle.

Who: The Client, Chongqing Airport Construction Group Co., Ltd, appointed the China
Southwest Architectural Design and Research Institute Corp. Ltd (CSWADI) as the
design team, while the construction team consisted of staff from china Construction
Eight Engineering Division Corp. Ltd. The project design phase occurred over three
stages; Architectural Design Modification, First version of Construction Drawings
(Including structural and MEP de signs) and Design Alteration stages. Notably,
members of the design teams formed five work divisions, namely: Architecture, Struc‐
tural Engineering, MEP (Mechanical, Electrical and Plumbing) Engineering, Design
Management (Architecture), and Design Vice-Management (Structural/MEP engi‐
neering) (see Table 1). Together, these worked to ensure appropriate implementation of
CE principles which culminated in substantial cost and schedule savings (Table 2).
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Table 1. Distribution of Project Team members across project design stages

Work division Design phase
First stage (Architectural
Design Modification)

Last stage (Design Alteration)

Architecture 19 4
Structural engineering 19 3
MEP engineering 29 5
Design management

(Architecture)
1 1

Design vice management
(Structural/MEP
engineering)

2 2

Total number 70 15

Table 2. Test for BIM-enabled Concurrent Engineering between case studies

CE-BIM criteria Case studies
Eden Medical Centre Chongqing Jiangbei

International Airport
Schedule savings 12 Months Unknown as project is ongoing
Product value Achieved Achieved
Cost target Achieved Surpassed (*CNY 57.78

Million saved)
Collaborative tools and

techniques
*IPD, BIM, Lean, CE, *Obeya BIM, CE, MS Project,

Navisworks, Inventor,
Infraworks and Civil 3D,
ARCHIBUS

Project phase(s) affected Design to *FM Design to construction
(expected for *FM)

What – Requirements, Supporting Technologies and Project Management Processes:
To comply with the BIM Mandate across Local Government Projects, T3A included
BIM, CE and related methods from the onset of the project by setting out a series of
objectives. These drivers include: technical service provision, enabling efficient opera‐
tion management, improved stakeholder coordination and management, informed onsite
problem-resolution, reduction in waste (paper) generation, construction costs and
project schedule and effective change management. The project management best prac‐
tice of continuous improvement [3] was important to the success of the CE processes
employed on the project. For instance, through error-checking of the model, error
checking revealed that there were 439 identified errors from a first pass which was
reduced to 120 after design adjustments.

How: The approach taken in the conceptualisation, design and implementation of CJIA’s
T3A project shows increased awareness and appreciation for digital construction and
the premium placed on process optimisation that accrues from the implementation of
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CE. In the application of different suites of software platforms for instance, significant
investment in information management and coordination resulted in the effectiveness
of interoperability and in leveraging the central digital model.

3 Case Study Comparison

On the premise that each project satisfies the CE-BIM criteria of schedule savings,
product value, and cost target, Table 2 compares productivity (the extent to which actual
time, cost and quality on the project exceeds the specifications of the project plan)
between the case studies.

4 Results and Discussion

As the CJIA project is ongoing, the schedule savings attributable to the systems and
processes put in place is unknown. What is sure however, is that there will be circa CNY
57 million (equivalent to USD 9 million) in cost savings due to a refined design under‐
pinned by BIM (Table 3). Overall, this would also bring about a shortened duration,
reduced overall cost and enlarged product value, which echo the three CE criteria. For
instance, BIM has saved up to 12 months for the completion of the EMC project; BIM
has significantly boosted Return-on-Investment (ROI) for the design of the T3A
Terminal project considering a ratio of the BIM-aided design cost to the number of
design issues identified, etc. Prior to the start of the simultaneous tasks such as mechan‐
ical systems installation, cable harnesses layout and pipelines erection, the designers
conducted the clash check and optimised the work schedule based on the BIM system,
which at a later stage, helped achieve significant schedule and cost savings.

Table 3. The contributing cost saving items for the CJIA project

Cost saving
items

4D simulation Site planning Material
savings

Design
optimisation

Rework
reduction

Projected
savings
(RMB)

5.2 million 3.49 million 30.93 million 5.53 million 12.63 million

5 Conclusions

On the basis of the two projects explored, this paper establishes that the principles of
Concurrent Engineering and BIM can be rationalised and explored methodically to
deliver on the key project requirements of cost, time and quality. Furthermore, the paper
highlights the value of using appropriate collaborative tools and techniques throughout
the project lifecycle.

Importantly, the research answers five basic questions – Why, When/Where, Who,
What, and How. By answering these questions, we’ve been able to demonstrate that
together, CE and BIM can deliver an integrated platform for achieving project Goals.

Concurrency in BIM-Based Project Implementation 261



The results demonstrate that by focusing on intelligent methods of BIM adoption
and implementation as well as making provisions for BIM implementation more meas‐
urable project benefits can be realised.

Acknowledgement. The authors wish to thank China Construction Eighth Engineering Division.
Corp.Ltd for providing the case study of the CJI Airport Project.
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Abstract. This present document presents the design of an architecture of
communication oriented to medical and sports applications, in order to bring a
series of information collected from a network of portable sensors arranged in the
body of the person that will be able to gather vital constants of the user and then
transmit them to a web service on the internet, as well as to monitor the State of
health and/or the user’s physical performance.

Keywords: Internet of things · IoT · WSN · Bluetooth low energy · Web service

1 Introduction

In 1992 they had an estimated, close to a million people with computers, for the year
2003 this number amounted to close to half billion users with portable devices in the
world which represent a growth of the 49.900 %, for the year 2012 the number of
personnel devices were estimated at close to 8.7 billion units, currently calculations
estimate that there are about 14.4 billion devices connected to the Internet every day,
and projections estimate that by 2020 they will be 50.1 billion devices connected, 6.6
devices per person on the planet.

This rapid growth of sources of information and interconnection represents great
challenges in terms of the volume of data handled by the network and the inherent
security that should have that data; however, it presents opportunities in a field that will
impact education, communication, business, science, Government and humanity, the
Internet of things (IoT). It represents the next evolution of the Internet, and it will bring
a huge advance in its capacity to collect, analyze and distribute data, that could be trans‐
form in to information, knowledge and, ultimately, in wisdom. The Business solutions
for Internet (IBSG) of Cisco group estimated that the term IoT “was born” somewhere
between 2008 and 2009, however, since the beginning of the 2000 Kevin Ashton was
preparing the way for what would be the IoT in the AutoID laboratory of the MIT. Ashton
was one of the pioneers that conceived this notion in the search for ways in which Proctor
Gamble could improve their business using RFID tags and Internet.

The concept was simple but powerful: If all the objects of our daily lives were
equipped with identifiers and wireless connectivity, these objects could communicate
with others and be managed by computers, thus is could follow and tell all, and greatly

© Springer International Publishing AG 2016
Y. Luo (Ed.): CDVE 2016, LNCS 9929, pp. 263–270, 2016.
DOI: 10.1007/978-3-319-46771-9_34



reduce waste, losses and costs. Provide computers to perceive the world and get all the
information we need to make decisions. This paradigm of approaching the people, and
not just to the Internet devices, needs underlying technologies that facilitate the transition
from the real world to the web world and more precisely the use of personal data, that
will allow the collection of data from a person, the treatment of the such information
and making decisions based on the information collected. At this point technologies
such as personal area networks (PAN) or body (BAN), can contribute significantly to
the development and conception of an IoT more closer to the user so that allow a user
from satisfy a lifestyle, to meet a need or solve a disability.

There have been many advances in this field especially in areas related to health and
Medical care, sports and security. The constant Monitoring of the health of a person
with any condition is only possible with portable devices that non-invasive and that
allow to carry out a comfortable and secure life by alerting and providing information
about the development of the State of health to the medical authorities in case of emer‐
gency, these data would constitute an integral part in the diagnosis and subsequent
treatment. In the sports field, the updated body variable and performance data, are
important to track the performance of an activity and to assess and correct the way how
the physical activity takes place. These are just a few examples where the use of IoT
and portable devices can interact to identify and find the solution to an everyday problem.

2 Related Work

There have been significant advances aiming at defining exactly what IoT is, many of
these works propose features that a system must meet to be able to accomplish this
paradigm and they assign names to the constituent parts of the system (nodes, gateways,
devices, layers, modules, etc.) [3, 11], and based on these definitions propose a number
of architectures most of them using Gateways that facilitate the interconnection of a
series of sensors and interactions with the web world as well as the design of protocols
that allow these devices to comply with specifications of power, speed, reliability,
loyalty and security [2, 9]. Besides, the two large existing communication links are
explored: one, between portable devices of the user, and two, between these devices and
the internet [5, 7]. There is also related research specifically to medical applications and
health systems, monitoring of patients both in hospitals [10, 12, 13], as well as in sports
activities [1], refining the previously proposed architectures in some cases and gener‐
ating new architectures in others, depending on the context and strongly oriented to the
final application.

3 Description of the Proposed Architecture

The proposed architecture aims to take into account the fundamental aspects of both
PAN and IoT technologies and achieve interoperability between them. To bring an
object to the Internet it is necessary to meet a series of requirements proposed by the
Internet Engineering Task Force (IETF): unique identifiers for each object or service,
management of ID for the object (security, authentication, privacy), presence of people
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and devices, geographical location, modeling of objects for search and discovery,
follow-up and support of mobility for moving objects, interoperability and intercon‐
nection, global connectivity, scalability, autonomy, restrictions of the object (power,
energy), web services and data traffic. Unique identifiers will correspond to the web
service that is implemented for the analysis and collection of data, as well as the
modeling of objects, global connectivity and web services. The control device will be
responsible for the Administration of IDs, geographic location, interconnection, scala‐
bility and autonomy, restrictions of the object and data traffic.

As you can see in Fig. 1 the architecture consists of 3 parts, remote portable devices,
Portable Control device and the Web service application. The remote portable devices
(RPD) are sensors and actuators that interact with the user. Each device is comprised of
a sensor or actuator, a microcontroller, a means of communication and a battery. These
devices perform the data collection and the shipping of instructions to a Gateway through
the Portable Control Device. Such devices must be auto-configurable, autonomous, light
and with a very low power consumption.

Fig. 1. Proposed network architecture

The Portable Control Device (PCD) is responsible for the administration of devices
and data from the system, also manages the connection with the RPDs through Bluetooth
low energy technology. On one hand, the device must be capable of performing opera‐
tions of addiction, reading, updating, and removal of devices on the network, on the
other hand, it must carry out the exchange of information between remote devices and
web services. It must temporarily save the collected data for later transmission to the
internet, as well as having the ability to handle events of importance at local scale. The
PCD is the object that will be taken to the Internet and the RPD are the properties and
characteristics of that object, which will be consulted and informed according to the
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user’s requirements. The data processing will be at PCD level and RPD reducing traffic
to Internet and simplifying the system.

Finally the Web service application (WSA) is responsible for contextualizing the
received data, store it and present it in such a way that the user can make decisions based
on that information. It has in addition domain rules to filter relevant data and generate
events and alerts when necessary.

4 Remote Portable Devices

These devices are deployed in the body or around a person, must not be invasive, must
have a low power consumption and tolerate environmental conditions. Each of these
devices must have an own identification number and one assigned by the network so it
can be addressed and managed, it should distinguish the type of device and the charac‐
teristics of the product, and be able to inform the operational status of itself, and report
damage and breakdowns. To achieve interoperability, and the modeling of them, they
possess a series of common features that allow its configuration and the obtaining of
data in a generic way implementing a protocol designed for the collection of data of web
objects, the common things protocol CTP.

Such devices are divided into two groups:

• Personal sensing devices: they are used to gather information from the environment
to which a person is exposed (temperature, humidity, radiation, noise, dust) or own
information of the person (heart rate, body temperature, level of stress, force, posi‐
tion).

• Personal Action Devices: they are used to modify the environment to which a person
is exposed (ventilation, refrigeration, lighting) or the proper state of the person
(alarm, vibration, brightness and insulin pump).

These remote devices will function as shown in Fig. 2, the units will sense or will
act according to its type, once they have finished they will inform to the central unit the
outcomes and will go to a waiting period. Where there is an important event this must
be reported immediately to the control unit. The communication will be through Blue‐
tooth low energy, which allows the transmission of data reliably at high speed, with low
energy consumption and has the advantage of the use of different profiles according to
the designed application.

Fig. 2. Operation of the RPD scheme
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4.1 Common Things Protocol

This Protocol provides a specification that enables interoperability across different
standards of communication and the coexistence of IoT protocols, but giving priority to
simplicity, efficiency, and functionality to build specific systems of IoT. CTP takes into
account existing standard specifications and the needs of the final applications that are
required by the objects. This integrates the strategies, concepts, and terms of some alter‐
natives, such as the concept of TEDs in IEEE1451 to provide information from the
devices, working modes in sensors and actuators, and concepts of Zigbee as clusters and
endpoints. The definition of CTP is oriented to consider objects, not only as sensors but
as electronic devices which develop some kind of function in the IoT application being
in contact with the user and the context, and fulfilling the following paradigms:

• Interaction with the context: sensors embedded, actuators, and/or interfaces with the
user.

• Computing: having skills of computing and memory that allows them to implement
from a simple logic to complicated services or data processing algorithms.

• Communication: have at least one mean of communication, usually wireless, which
follows a common standard and is adapted to the requirements of communication.

• Being an electronic object: as any object, electronic or not, everything is unique and
“lives” in a specific time and space. In addition like any electronic device, it requires
power to operate.

In addition, derived from its capacity to interact with the context, CTP considers that
things have three different functionalities: Sensors that collect and process user infor‐
mation which is useful for creating a panorama of what happens in each moment, while
it helps the user to understand and evaluate the data objectively to draw conclusions,
define guides, or identify patterns. Actuators that provide the ability to act on the user
or the environment. IoT applications could act on the environment when the user is not
in the ability to do so. Interfaces, human - machine to provide the user relevant infor‐
mation or the notification of events in different ways.

4.2 Bluetooth Low Energy

It is a technology for wireless personal area networks oriented to applications in the
field of health, fitness, safety and domestic automation among others. Bluetooth tech‐
nology offers advantages over other technologies used in the market, with transfer rates
of 1 Mb/s, 128-bit AES encryption, 6 ms latency and shipping time of 3 ms, the number
of slave devices is dependent on the implementation, the power consumption is 0. 01 W
having devices that can run a whole year with a CR2032 battery, also includes profiles
of work oriented to applications including medical and fitness applications. In compar‐
ison with other technologies it has an improved performance, lower power consumption
and higher relationship of power vs transfer rate.
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4.3 Portable Control Devices

This is not properly a device, but rather, an application used for the administration of
the RPD. This application must add, read, edit, update, and remove peripheral devices
on the network. It is deployed using Bluetooth Low Energy technology, where the app
will connect from time to time depending on the number of RPDs, in such way the
application serves as a gateway between the data collected and the service web, thus
simplifying the given architecture by reducing the amount of equipment required and
taking advantage of existing technologies.

4.4 Web Service Application

Finally the data are entered in a web service and it becomes information usable by the
application. This application must take into account the context in which the data is
located, it is not the same, a series of data received by an ECG of a person in medical
treatment and a person doing sport, so the context of the information is important when
developing applications of this type. Secondly registration and data storage is vital for
tracking and traceability procedures. The Interfaces must be clear and should easily
expose the information so that it is obvious to a user understand what you want to convey.
In some cases the interconnection to other online systems such as databases, social
networks, medical records and emergency care systems is required, this means that
mechanisms of adaptability and interaction with other systems should be considered,
frameworks such as JSON and Restful are recommended by its simplicity in the
exchange of information and wide compatibility with current computer systems. From
the web service applications the user should be able to configure the RPD and PCD, in
a way so that they act as a front-end to the entire system, thus avoiding multiplatform
compatibility issues and also avoiding the additional installation of software in some
cases.

4.5 Service Oriented Architecture (SOA)

Since we want to implement a web service that manages the data collected, the best
design for system architecture corresponds to a service-oriented type. Through this
architecture is sought that the system is distributed heterogeneously to achieve greater
interoperation with the existing solutions on the market, and low coupling so that you
can scale according to the growth of the platform. The Frontend application are the active
parties in a SOA given the fact that they initiate and control all activities of the system,
for the present design it a web interface is proposed, since it is a multiplatform tool with
constant contact by any person, the services are software components of different func‐
tionality that encapsulate the business logic, they are composed of contracts that define
the functional characteristics of each service as well as its purpose, restriction and appli‐
cations, such Interfaces expose the functionality of the service to clients connected via
the network, and to implementations that correspond to the business logic and data input
and output that the service handles.
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The Repository of services facilitates the discovery of the services and the acquisition
of all the information to use the service, finally the Service Bus connects all the partic‐
ipants of the SOA among themselves (services and applications frontend) (Fig. 3).

Fig. 3. Flow of information among the architecture.

5 Conclusions

The proposed design is based on different proposed architectures, by extracting the best
of each one of them in such a way that it meets the specified objective. The use of
Bluetooth in wireless sensing networks is widely documented in the medical field, the
technology as well as the proposed architecture have cast out that the system can acquire,
transmit, store and display in real time, reliably and accurately, vital signs of a person
[4]. In [2, 8] the architecture proposed for different purposes for a system of monitoring
of sensors is used with good results in terms of energy consumption and administration
of the peripherals and the network. In [6] Bluetooth is compared with its main competitor
in the market Zigbee, comparing energy consumption and leaning over Bluetooth.

6 Further Work

Once is the architecture is deployed is necessary to carry out the implementation of it
in a way so that it can evaluate performance and make the necessary settings that allow
to define factors such as efficiency, quality, QoS, the user experience, etc. There are low
cost solutions on the market for the development of the hardware platform, The CC2541
modules of the company Texas Instruments are outlined due to its low size, cost and
versatility and the variety of developments that exist in this field. As a platform for the
transmission of data, it is important to count with a Smartphone that allows to monitor
the data received and sent, in addition it must have Bluetooth technology. For the web
service, there are platforms for collection of data with SOA architectures in the market
that would be worth exploring.
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Abstract. With urban transportation problems becoming serious, as an efficient
solution, Intelligent Transportation System has been greatly studied and
developed. The license plate number can be used as the unique identification of
vehicles. In this paper a vehicle route tracking system using automatic vehicle
license plate recognition for video images is proposed. The system can extract
the driving route of the vehicle in the urban traffic network from multi-peer
high-definition monitor video in crossroads.

Keywords: Vehicle license plate recognition � Vibe � Fuzzy matching �
Multi-peer cooperation � Vehicle route tracking

1 Introduction

There exist many technologies in vehicle route tracking systems, including GPS
(Global Positioning System), RFID (Radio Frequency Identification), wireless com-
munication and sensor network, mobile phone position, video monitor and vehicle
license plate recognition. Peter Stopher [1] analyzed the development process of the
GPS travel route tracking technology, and pointed out that GPS technology with GIS
(Geographic Information System) has many advantages compared to the traditional
survey method which depends on non-private traffic data. Bohte, et al. [2] put forward a
combination method for GPS, GIS and web service, which was applied to an inves-
tigation of large-scale trip in Holland in 2007. Hui Wu [3] proposed an urban traffic
information platform on GPS and GIS, and studied the matching technology of GPS
positioning data and GIS road model, and analyzed the results of vehicle location and
trajectory tracking.

Mobile phone signaling data coverage is wide, and mobile phone positioning
technology can directly get the location data from the wireless communication network,
so it gradually becomes a new research hotspot in location and trajectory tracking. In
2000,Berkeley used the mobile phone positioning technology to carry out the traffic
data collection experiment [4], according to the location result estimate the average
travel time and the speed of the vehicle in the road network. Yahsuo Asakura, et al. [5]
collected a series of mobile phone continuous positioning points in Kobe City, which
are converted to path information, and built the topological characteristics on travel
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behavior with the method of clustering analysis. Calabrese, et al. [6] developed a
mobile real-time monitoring system with Italy Telecom, which was located in the
mobile network of public transport and taxi, and monitored the urban public traffic flow
in real time. Meiling Huang et al. [7] used mobile phone positioning data to study
pedestrian travel behavior, to extract the starting and ending points of the travel route,
and to obtain their traffic travel information with the area of the polygon algorithm. But
the method on GPS or mobile phone positioning belongs to a active tracking method,
the followers must carry the related equipment.

Because the pedestrians wish their travel behaviors, data and information should be
in private status, vehicle license plate automatic recognition technology on high defi-
nition video camera are used to obtain the vehicle information, and protect their travel
behaviors. Vehicle license plate automatic recognition technology has applied in high
way and park automatic charge, for example, See/CarSystem of Hi.Tech in Israel, and
VLPRS system of Optasia in Singapore. The application of license plate recognition
and tracking are concentrated in road monitoring, electronic toll collection, how to
effectively using the license plate recognition results to obtain vehicle travel path
research which is initial. Yasuo et al. [5] establish a traffic data model to carry out traffic
planning with the vehicle license plate automatic recognition technique. In order to
obtain the complete trajectory of the vehicle in the road network, Feilong Wang et al.
[10] proposed a data processing flow for the vehicle travel path analysis with the theory
of a reachable network. Ming Zhao [11] proposed a grid division model of the urban
road network, through the license plate recognition results recorded inlet and outlet of
vehicles in the grid, an approximation Route Tracking map of the target vehicle was
setup with data mining technology.

In this paper, a vehicle route tracking system is decomposed into two subsystems:
vehicle license plate recognition subsystem and vehicle route tracking subsystem. In
vehicle license plate recognition subsystem, there exist two modules: license plate
location and character recognition with an improved ViBe algorithm and a
multi-classification SVM model on Hadamard error-correcting, which uses Gabor filter
to extract character value. In vehicle route tracking system, considering the fact that the
accuracy of license plate recognition cannot reach 100 %, a three-level tracking model
is proposed. Firstly, it applies accurate matching algorithm to get coarse route. Sec-
ondly, for the missing route segments, the model uses branch bounding method based
on license plate fuzzy matching algorithm to recover missing segments. If the recovery
fails, the A* algorithm is used to get the shortest path as reference solution. At last, the
system achieves fundamental functions based on OpenCV and ArcGIS, and has broad
application prospects in criminal case detection, vehicle trip survey and traffic analysis.

2 Platform

A fast and efficient algorithm for license plate detection and recognition is studied.
Fusion of multi point video license plate detection and intelligent transportation system
network video node topology, reconstruction and tracking of vehicle travel path in the
urban road network environment. In the road network, the survey points are located at
each intersection point by carrying out the high definition video, which could be got the
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results of the license plate recognition with video analysis. A prototype system for
vehicle routing in urban road network on video domain license plate detection was
developed.

The prototype system was divided into license plate recognition subsystem and
travel route tracking subsystem. The detail of system construction can be seen in Fig. 1.
The license plate recognition system is a single point of application among many
different location points. License plate recognition data of every point monitoring video
is stored in the database. A model of urban topological road network composed of
multiple survey sites, and route tracking system is in charge of to remove the path in the
network with a multi-peer cooperative applications.

2.1 Framework of the System

The license plate recognition subsystem mainly consists of three stages: license plate
location, character segmentation and character recognition. The tracking subsystem is
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Fig. 1. Platform of multi-peer cooperative points
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responsible for the track extraction, which involves a single vehicle trajectory and a
large number of vehicle trajectory extraction, as well as the time range or the scope of
the search portal, the situation is more diverse. All of these situations can be converted
to a single vehicle in a certain period of time of the trajectory extraction, so this paper
focuses on the problem of model design. In this paper, we assume that each intersection
in the road network is set up the high definition video surveillance survey points. The
key is how to get the vehicle line through the survey point sequence, to ensure the
correctness and integrity of the sequence. Due to the subsystem to identify the license
plate information as the main basis, and the current license plate recognition method
can’t guarantee 100 % accuracy, possible license plate character recognition errors; and
due to equipment failure, climate change and other reasons, vehicle at some point in the
survey of travel information may be missed. In the process of extracting, the missing
data points should be considered, and other information is needed to restore the missing
trace. In view of this situation, this paper proposes a multi level matching model for the
trajectory extraction (Fig. 2).

2.2 System Implementation

A simulation experiments are carried out with the OpenCV 2.4 visual library, using C+
+ language on Visual Studio Microsoft 2012 platform.

In the stage of moving vehicle detection, video resolution is converted to with
640 � 360, each pixel of the sample number N is set to 10, the radius R of round
surface is 20, the threshold Cmin is 2. Sample probability parameter u is 16, the
differential threshold T is 20. The experiment environment is with a core i7-3630QM
processor and 8 GB DDR3 memory in the computer, and the algorithm processing
speed is 25 frames per second.

There are two different scenarios of the road HD monitoring video simulation
experiment, the total length of the two video streams is about 50 min, a total of 1376
sets of effective vehicles. Moving vehicle detection results can be seen in Table 1.

Experimental results show that the frame different algorithm is improved to elim-
inate the interference of the shadow and the ghost region, so the accuracy is higher than
that of the original ViBe algorithm. The moving vehicle extraction phase accuracy
reached 97.4 %, frame rate reached 25FPS in real-time and high accuracy.
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Because the vehicle density is too large to make many vehicles’ regions integrated
into a larger region, some vehicles will be missed with the improved ViBe algorithm.
The wrong check is mainly due to the dense pedestrian was mistaken a vehicle area,
this kind noise will be filtered in the license plate image extraction phase, the overall
accuracy of the license plate will not be affected.

In order to extract the license plate character, the data set is the 1340 vehicle image
from the vehicle detection phase. The average size of the vehicle image is 380*420,
Lmax and Lmin in the edge filtering phase are 70 and 20 respectively, MinW, MaxW,
MinH and MaxH are 45, 180, 15 and 70 respectively in the screening phase of the
connected domain. Vehicle license plate detection results can be seen in Table 2.

There are two main reasons of missing check. One is the license plate area is fouled
serious, the edge character could not be extracted accurately, the other is the license
plate is leaned seriously, in the choice connected domain phase it was treated as a
pseudo license plate area removed. The domains of wrong check include Headlight
area and Rectangular advertisement area which are similar to license plate. Deviation
check include the extraction of the license plate image is too small, too big or not
complete, because the edge detection only is in the vertical direction, a portion of the
horizontal direction information is lost, the position of the up and low boundary has
deviation.

Experimental results show that due to the removal of the complex background,
license plate extraction stage achieved higher accuracy rate, the morphological oper-
ation method could also be adapted to blurred license plate. In addition the positioning
method speed was faster and met the real-time requirements.

3 Grid Arrangement for Multi-peer Cooperative Crossing
Point Videos

A cooperative vehicle route tracking system is setup from a single video collection
point to many grid multi-peer points at intersections in road network.

Table 1. Moving vehicle detection ratio

Right Missing Wrong Accuracy rate

ViBe algorithm 1277 73 26 92.8 %
Improved ViBe algorithm 1340 31 5 97.4 %

Table 2. Vehicle license plate detection results

Right Missing Declinational Wrong Accuracy rate Average detection time

1317 9 14 21 98.3 % 27 ms
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3.1 Information and Data of Vehicle License Plate at Single Crossing
Point Video

The license plate character image is used after the size of the normalized size of
27 � 53, using the Gabor filter introduced above to feature extraction, the image of
each character will be 27 � 53 � 4, that is, 5724 characteristic values. Feature
dimension is too high to make computational complexity of the next recognition
process very high, and result in the “Curse of dimensionality”. At last, the correct rate
of recognition not only will not improve, but will be reduced. In this paper, the PCA
method [13] (Component Analysis Principal) was used to get the characteristics of
dimensionality reduction processing.

With PCA method, the covariance matrix of the training samples are constructed to
extract feature values and vectors, the original high dimensional feature space was
projected into a low dimensional space, at the same time as much as possible to retain
the original space representation of information and eliminated the redundant data.

The main procedures of the principal component analysis are as follows in sample
space X:

(1) Dimension in X is m�n1�n2�n3, m is number of training samples, n1�n2�n3 is a
feature space which was extracted by Gabor filter, for example 27�53�4. At first,
the sample space X was converted into m�n dimension sample feature set X={x1,
x2, …, xn}, n is equal to n1�n2�n3, namely the feature number of every sample.

(2) The mean value of the sample set is calculated as follow.

l ¼ 1
n

Xn
i¼1

xi ð1Þ

(3) The covariance matrix of X is calculated as follow.

X
X

1
n

Xn
i¼0

ðxi � lÞðxi � lÞT ð2Þ

(4) The following equations are solved to calculate the values and vectors of the
covariance matrix U.

ðkI �
X
X

ÞU ¼ 0 ð3Þ

In Eq. 3, I is a Unit matrix.
(5) The n characteristic values is in descending order, namely, k1 � k2 � � � � � kn.

The corresponding feature vectors are sorted to get the feature vector matrix.

Wn�n ¼ ½U1 U2 � � � Un� ð4Þ

(6) In the feature vector matrix, the principal component in the front has covered most
of the information. The contribution rate threshold is set C, contribution accu-
mulation rate of principal components is added according to characteristic value

276 G. Qin et al.



of each component. The front m feature values are chosen to satisfy the following
equation. The front m columns in Wn�n are chosen to construct a Wn�m matrix.

Xm
i¼1

ki=
Xn
k¼1

kk �C ð5Þ

(7) The principal components of the training samples and testing sample are calcu-
lated as Eqs. (6) and (7) respectively.

YN�m ¼ ðXN�n � lÞWn�m ð6Þ

Y1�m ¼ ðX1�n � lÞWn�m ð7Þ

In order to recognize the words in vehicle license plate, there are three cooperative
classifiers, including a Chinese word classifier, a letter classifier and a letter-number
classifier. According to position of the word, letter or number, the correspondent
classifier will be chosen. The details of the classifiers can be seen in Fig. 3.

3.2 Grid Arrangement for Multi-peer Cooperative Crossing Point Videos
in Road Network

In order to construct a cooperative vehicle route tracking system, it is necessary to
setup video collection point at intersection in road network, and every video collection
point arranges one or many high definition camera. The details of cooperative video
collection network can be seen in Fig. 4.

Gabor feature

Chinese word 
classifier

Letter classifier
Letter-number 

classifier

Fig. 3. Three cooperative classifiers of word recognition
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The route tracking model on vehicle license plate fuzzy matching theory is pro-
posed, trajectory extraction results explain this method have certain fault tolerance rate
to restrain recognition errors for the vehicle license plates. In order to illustrate the
model is scientific and effective, the experiments and analyses of the fuzzy matching
algorithm were carried out by the following example.

The original experimental data is from double adjacent co-operative points of video
vehicle monitoring in Shanghai city road network, namely, point A (the cross of
Miquan road and Hejing road) and point B(the cross of Moyu road and Hejing road).
The details of two co-operative points can be seen in Fig. 5.

In order to contrast, firstly, the artificial matching method is used to find the vehicle
in requirement conditions. Secondly, the vehicle license plate detection and recognition
is carried out in the two section videos with the improved algorithm, and saves the
vehicle license plate number and vehicle departure time information. At last, three ways
are utilized to match the rows of vehicles through the two points A and B, including
exact matching, fuzzy matching point A and fuzzy matching point B. Vehicle license
plate fuzzy matching algorithm for point A has similarity weight w1=1, w2=1, w3=1.
Vehicle license plate fuzzy matching algorithm for point B has similarity weight
w1=0.2, w2=0.3, w3=1.

In order to reasonably select the matching threshold, we analyzed the of similarity
value between fuzzy matching point A and fuzzy matching point B in different situ-
ations. For one vehicle license plate detection and recognition, the error number of the

Fig. 4. Multi-peer cooperative video collection points in road network

Fig. 5. Experimental data in two points
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first word is ER1(ER12{0, 1}), the error number of the second word is ER2(ER22{0,
1}), the error number from the three to seven words is ER3(ER32{0, 1, 2, 3, 4, 5}).
When the number of errors of the vehicle license plate recognition is less than 5, the
similarity values of the two fuzzy matching weights can be seen in Table 3.

From Table 3, when the weights are not all 1, the correct rate of the license plate
characters in different positions is different to the influence degree of the whole sim-
ilarity degree. In the experiment, the matching threshold value of fuzzy matching S is
chosen as 0.72, the number by manual matching successful license plate is 412, the
number by exact matching successful license plate is 324, and the numbers by fuzzy
matching point A and B successful license plate are 379 and 401 respectively. The
average matching rate among the four matching methods can be seen in Fig. 6.

The result of experiment indicated that the fuzzy matching algorithm of the vehicle
license plate with weights can improve matching rate 18.7 % than the exact matching
algorithm, and have good fault tolerance for letter recognition, on the other hand,
promote its matching velocity evidently. This algorithm can restore the route tracking
information of the original vehicle quickly and reasonably.

4 A Vehicle Route Tracking System

A vehicle route tracking system is developed on ArcGIS Engine10.2. Its application
interface is shown in Fig. 7, which can practice the map display and operation, layer
display and operation, parameter setting, result display and data export. Among them,
the map display and operation module can realize MXD map loaded, map zoom, map

Table 3. Similarity values of the two fuzzy matching weights

ER1 ER2 ER3 Similarity value with fuzzy
matching point A (%)

Similarity value with fuzzy
matching point B (%)

0 0 1 85.71 81.82
0 1 0 85.71 94.55
1 0 0 85.71 96.36
0 0 2 71.43 63.64
0 1 1 71.43 76.36
1 0 1 71.43 78.18
1 1 0 71.43 90.91
0 0 3 57.14 45.45
0 1 2 57.14 58.18
1 0 2 57.14 60.00
1 1 1 57.14 72.73
0 0 4 42.86 27.27
0 1 3 42.86 40.00
1 1 2 42.86 54.55
1 0 3 42.86 41.82
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translation function. Layer module shows the map layers, each map layer contains
several elements or line elements, users can make choice for the different elements.

In the parameter setting blank, a given specific license plate number, time range, the
correspondent weights and thresholds are set, then click button “开始检测”, a corre-
spondent full track of the vehicle will be obtained.

The full vehicle tracking will be displayed on the interface. The results of different
stages are marked by different colors. For examples, the blue line is the exact match,
the yellow line is the result of the fuzzy match, and the red line is a shortest route. At
the same time, the relevant information of the vehicle trajectory will be listed, including
the actual length of the track, the average speed, the number of cooperative points, and
the time of each point which vehicle passed through.

5 Conclusion

A route tracking model for multi-peer cooperative domain video license plate detection
is proposed in the paper. It can query and reconstruct the vehicle route trajectory in the
range of time or route by the license plate recognition of data with GIS of the urban
road network. In urban road network, the traffic trajectory analysis is related to big data
from multi-peer cooperative point distribution, precision of license plate information
extraction and processing is a key factor of the final route trajectory tracking results.
The proposed algorithm still has some shortcomings, for example, amount of data
storage will increase rapidly with the network size and the number of vehicles
increased, real time of the system will decrease. In future, these problems still need to
study.
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Abstract. Nowadays, data is produced at an incredible rate and the strategy to
collect and store is increasing as faster as the strategy to analyse it. The correct
analysis of these multidimensional data is very important for decision makers.
Some Educational Organisations have a culture of evaluating the student’s knowl‐
edge, it makes possible to promptly discover weaknesses in the teaching and
learning process. This paper describes a proposed strategy to collect multi-dimen‐
sional data and visual analytics for assessment that supports the evaluation
process of educational organisations. To validate this proposal we used focus
group. The proposed strategy was tested with 2677 schools and 160529 students
in evaluation process in Apurimac-Peru. The test results show that teachers agree
with the proposed strategy.

Keywords: Learning assessment · Multidimensional data · Data visualization ·
Excel VBA · Visual analytics

1 Introduction

To accomplish with the first commitment, one of the Eight Commitments School
Management given by the government [1], the schools (IE: Institución Educativa in
Spanish) organize and propose periodically assessments for students. According to
Gonzales et al. [2], an evaluation culture could be defined as the set of values, agree‐
ments, traditions, beliefs and thoughts that an educational community attaches to the
action of evaluation. Bolseguí and Fuguet [3], point out that the evaluation culture is an
evolving concept that refers to the need to evaluate on an ongoing basis; for them, the
assessment is a complex and multidimensional process that includes different compo‐
nents: vision, values, behaviours, routines, organisational and social context, past and
present experiences and so forth.

Once evaluated, it is necessary to analyze and interpret the results, for his purpose
it’s important that data has to be properly displayed [4, 5]. An approach is showing
relationships between different data groups of a provided statistical selection: in order
to compare relative proportions between various indicators [6].
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This article presents a strategy for Visual Analytics to qualify student’s test, in
primary and secondary level, in Math and Communication areas in Educational Insti‐
tutions of Apurimac-Peru, showing the obtained results by statistical charts.

2 Related Works

Visual analytics can be described as “the science of analytical reasoning facilitated by
interactive visual interfaces” and has evolved in various fields of information and
scientific visualization. The transformation of data into meaningful visualization is not
trivial task and is not automatically given by computers, rather, is attributed to the crea‐
tivity of humans being. In this way, according to John Tuckey [7], tools as well as
understanding are needed for the interactive and undirected search for structures and
trends. Visual analytics is more than only visualization. It can rather be seen as an integral
approach combining visualization, human factors and data analysis. In this context,
production is defined as the creation of materials that summarize the results of an
analytical effort, presentation as the packaging of those materials in a way that helps the
audience understand the analytical results [8].

There are techniques for facilitating data selection in the data transformation process
[9], techniques for selecting chart type and visual components (e.g., line style, point
face, axis range) automatically in the visual mapping process [10]; and techniques for
changing visual effects to clarify the user’s viewpoint and assertion easily [11] in the
view transformation process.

Matsushita et al. [12] made a research titled “Interactive Visualization Method for
Exploratory Data Analysis”. They propose an interactive visualization method suitable
for exploratory data analysis. The method extracts parameters for drawing from a series
of user requirements written in a natural language and redraws the drawn chart interac‐
tively according to the change in the user’s viewpoint.

3 Design, Implementation and Evaluation

To acquire System Requirements of SIERA (in Spanish: Sistema de Evaluación
Regional del Aprendizaje) we got information from interviews of the DRE’s workers.
The goal of these interviews was to define system requirements and test the software
functionality; each user used the software and gave us feedback on possible improve‐
ments of the tool.

The DRE’s server stores the operational data in Mysql Database. This data is related
to: number of assessment, student’s attributes, answers given by the student, indicators
of each question and so forth. It is called the Data Tier. In the Business Tier a Web server
stores php pages and procedures to optimize queries. The Presentation Tier shows the
Excel File that Teacher will use to fill out the student’s marked answers. The system
makes use of HTML, CSS and JavaScript to decorate and validate webpages of the client
side. The system architecture is shown in Fig. 1.
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Fig. 1. System architecture

Designing Excel File. An Excel File was designed to fill the answers marked by
students, as shown in Fig. 2. Every question can be market with “A”, “B”, “C”, “X”
(when students mark two or more answers) or “ ” (blank, when a student did not mark
any answer). Mathematics and Communication have 23 questions, every section has
from one to forty five students approximately, and in the primary level there are six
grades named: “First” “Second” until “Sixth”; and in the secondary level there are five
grades named: “First” “second” until “Fifth”.

A B C D E F X
1 Answers marked in Mathematics
2 Name P1 P2 P3 P4 P5 … P23
3 Jose C B A B A B
4 Oscar C C B A A B
5 Juvenal C B A B A C
6 Abraham C B A B C B
7 Jonas B A C B B A
8 Anthony C A B B A B

Fig. 2. Sheet to fill answers.

Assigning Reached Level. Each test has 23 questions for each area. To determine the
level that student has reached, specialists produce distribution of scores as follows: [0,8]
“Initiation”; [9,15] “In process” and [16,23] “Achieved”. For example, if a student gets
a score of 5, then, the level acquired is “Initiation”; if a student gets a score of 12, then,
the level acquired is “In Process”; and if a student gets a score of 20, then, the level
acquired is “Achieved”.

Example of data visualization. After the teacher fill out the answers, the system rates
the assessment using values assigned by Specialists. An example of the Report is shown
in Fig. 3.
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10.49%

18.88%

70.63%

Initiation

In Proccess

Achieved

Fig. 3. Report level: primary, grade: first, area: mathematics UGEL: Abancay

Figure 3 shows the multidimensional options for reports (left side) and the results of
data visualization (right side). All report filters area automatically built by the system
(it is not implemented by hand).

Evaluation of the proposed strategy. The validation of the tool was conducted by
five Education Specialists (workers) of the DRE-Apurímac through a focus group. The
event took place on: May 15, September 14 and October 15, 2015, in a meeting room
of the Pedagogical Management Area of DRE.

Before starting the activity, the developed system was briefly shown to each
specialist in evaluation. A simulation of the software functionality was then done. After
this simulated process, the Education Specialists provided feedback, suggestions and
opinions. When they were asked: “will the use of the designed software help you to make
it easier the data visualization of evaluation assessment results?”, they all answered that
in their opinion that assumption was valid: then they were asked: “would the decision-
making speed and quality of decisions have been better if the Director would have had
a support tool that is visual and provides the appropriate suggestions?”, they all replied
that a positive answer would be valid.

4 Conclusions and Future Work

Visual analytics is an emerging field of research, because it makes possible to represent
data visually, allowing the users interact directly with the information. This paper
describes a way to improve the visualization of the multidimensional data. The tool was
tested by teachers in 2677 schools and 160529 students (with three times evaluation
process in 2015). According to the Education Specialists opinion, the propose strategy
allows them to have visual analytics to know the level (Beginning, In Process, and
Achieved) reached by students in every area, level, grade and district; also, Director
could have accurate information when making decisions based on the learning achieve‐
ment indicators. This tool needs to be improved in its flexibility, for this purpose is
possible to use drag and drop buttons, this can help users to select dynamically multi-
dimensional data.
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Abstract. It is interesting to rank scientists in a specific field, which
would help researchers to know about the research status of the field
and gain valuable insight on future technical trends in the field. Our
paper visualizes the results of author ranking with the consideration
of authors’ contribution. In this paper, every author’s contribution to
his/her field is calculated according to the co-authorship among papers.
By extracting the papers and authors information from a field since they
started publication, the co-author network are constructed. We also get
the clusters partition of those authors by Girvan-Newman algorithm. For
conducting detailed experiments to show the visualized our results, we
select the field of Intelligent transportation system (ITS) as an example.
Since thousands of papers were published by scientists each year in the
ITS field, academic co-authorship in this field expands fast. We design
our dataset composed by data from four journals in the ITS field to
visualize our algorithm.

Keywords: Visualization · Author ranking · Social network · Intelligent
transportation system

1 Introduction

Recent years, scientists cooperation becomes strong and dense. It is a hard chal-
lenge for researchers to discover and recognize cooperation of scientists in a
specific field. We could rank scientists according to social network analysis. By
knowing the scientists’ ranking, researchers could follow these scientists to find
the new hot topics.

Co-author relationship is one of the important social network relationships. In
a co-author network, each node represents an author, and the edges between two
nodes stand for co-author relationship between authors. Social network analysis
(SNA) is a method for researching and analysing the interpersonal relations or
relations between groups and colony morphology in sociology. Since Mark New-
man used social network method to analyse the co-author relationship for the
c© Springer International Publishing AG 2016
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first time in 2001 [6], social network analysis has been applied to the co-relation
investigation frequently. The social network method can effectively reflect the
phenomenon of cooperation between researchers. And it can also help us evalu-
ate authors’ contribution to their research field.

By studying the co-author relationship network, scientists could easily under-
stand the cooperation status and the development in their research areas. It also
provides a new thinking for researchers to understand co-author relationship and
to discovery the general features of co-author cooperation in scientific filed.

For many years, the research of American researchers and research institu-
tions are considered to take the lead in the most of scientific fields. However,
this viewpoint is an emotional perception rather than scientific conclusions with
rigorous experiments and analysis. We could prove the conjecture with more
scientific and logical analyses.

The rest of this paper is organized as follows. In Sect. 2, a brief review on
related literature is given. In Sect. 3, author rank problem is introduced formally.
The visualized experimental results are given in Sect. 4 after introducing the data
source from in the ITS field. Remarks are stated under the conclusion in Sect. 5.

2 Related Work

Basically, our work relates to information and literature retrieval category. In
this research field, some researchers have done a lot of work. These research work
can be generally divided into the following two categories.

2.1 Measurement of Scientific Research

Many researchers work on the measurement of quality of papers and scientific
research achievements, which includes the measurement of impact factors of
authors, journals, and other scientific ranks of research institutions. Impact fac-
tor, as a general international journal evaluation index, is not only an index
indicating a journal’s usefulness, but also an important index measuring the
academic influence of the journals.

Through statistical analysis, researchers can get some useful statistical infor-
mation, such as the number of published papers in a period of time, the pub-
lication time lag, the papers’ length, the papers’ type and the number of col-
laborators. With the above information and some criteria, researchers can get
comprehensive coefficient of authors, and then, they could measure an author’s
authority in his/her field. In addition, researchers can also evaluate and rank
research institutions and various countries scientific status in the same way.

Journals are the research object in the field of co-author network research.
The domestic and foreign scholars have conducted the thorough research. For
example, Newman [21] clarified the collaborative patterns of science by analysing
the co-author network of different fields. Mane and Borner [20] study on the co-
authorship network subject and the most commonly cited topic in the National
Academy of Science in 1982 to 2001. Yu and Van de Sompel [27] analyses the
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citation network among the papers, and analyses the frontier studies. Qinghua
and Liang [22] chose the co-authors of ‘Journal of Informatics’ as dataset, and
conducted the empirical research to the co-author network of domestic informat-
ics domain.

As for research methods, previous studies mainly use the social network
analysis to do bibliographic statistics. However, in addition to the bibliogra-
phy analysis methods, the cooperation patterns of research authors also plays
important clues to show disciplines hotpot.

2.2 Author Rank Work

The PageRank algorithm is a web page ranking algorithm which was developed
by Larry Page and Sergey Brin in 1998 [6]. The main idea is to determine the
page rank through hyperlink relationship. We note that this idea is helpful to
study the co-relation between the researches. This paper describes a network of
co-authorship based on this idea. Recently, Wang and Xie et al. [28] proposed
ranking the future popularity of new publications and young researchers by
proposing a unified ranking model to combine various available information.
Meanwhile, Ding and Yan et al. [9] presented weighted PageRank algorithms in
the information retrieval (IR) area from the 1970s to 2008 to form the author
co-citation network.

In recent years, many scholars and institutions are studying literature analy-
sis. However, from the scope of research, researchers and the cooperation domain
is based on many domains and the scope is very wide. However, data mining
deeply in specific direction is much less. And the existing co-author research on
intelligent transportation system only use the basic statistical method.

3 Data Analysis Framework

We rank authors based on the PageRank algorithm to identify the co-author
relationship, and we visualize each author’s academic contribution in a specific
field. A co-author relationship between two authors reflects a searching partner-
ship between them. Having co-author relationship between authors represents
that several authors published the same paper by cooperation.

When ranking authors, the input set should include: authors, the papers
published by those authors, and authors’ order in each paper. The output set is
every author and his/her ranking values.

3.1 Building Co-author Network and Data Analysis

Our work aimed at deeply analysing the co-author relationship between authors
in this field so as to construct a co-author network after processing data. Even in
the same paper, the cooperating coefficient of author a to author b differs from
that of author b to author a, because every author’s weight is different. Thus,
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the co-author network is a digraph, even though there are always a path from a
to b whenever there is a path from b to a.

If two authors (A and B) cooperate a paper, the relationship of A to B
and the relationship of B to A have different coefficient. While calculating the
cooperating coefficient, we take an author’s partners’ weight into the calculation
of his/her contribution to his/her research field. We could get a series of ranking
values associated with authors. These values determine the size of each nodes.

3.2 Visualization

We use Girvan-Newman (GN ) algorithm [11] to divide the co-author network
into several groups, in that we can get the intimate level of those authors. GN
algorithm obtains its results by deleting edges between nodes. By removing the
edge with the higher betweenness, the whole network will be divided into sev-
eral clusters. Members in the same clusters are considered to be more closely
connected. Through these results, we can roughly see closeness of the authors.

Comparing to be listed in database tables or described by words, all of the
calculating results can be shown more clearly and intuitively in topology graphs.
Ucinet is a popular software package to process social networks [4]. It was devel-
oped by Borgatti, Everett and Freeman, and incorporates NetDraw, a social
network mapping software. We choose to use it for visualization for its strong
matrix analysis ability.

In the co-author network topology, each node represents an author. The
node’s diameter is determined by ranking values. Edges in the network means
the two authors connected have been cooperated together. Meanwhile, different
colours of the nodes distinguish the clusters we get from GN algorithm.

4 Experiments

In this section, we design a dataset by crawler four journals in the ITS field. We
implement our author rank algorithm on our dataset.

4.1 Data Source

Intelligent Transportation System (ITS) is the development direction of trans-
portation system in the future. It integrates advanced information technology,
data communications transmission technology, electronic sensor technology, con-
trol technology and computer technology into an entire ground traffic manage-
ment system. It is a real-time and efficient integrated transport management
system and can play a role in a wide range. We test our presented method in
the ITS field.

Our dataset includes the data from the following journals. IEEE Transactions
on ITS (T-ITS) [8], IET ITS (IET-ITS) [16] and Journal of ITS (JITS) [12] are
the most famous and authoritative in the ITS field. The data published in T-ITS
is from June, 2000 to May, 2016. J-ITS has 40 issues from the spring of 2006 to
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March, 2016. ITS journal was the former of J-ITS, so we obtain the data about
19 issues in ITS journal from 1996 to 2004. IET-ITS has 50 volumes from the
September, 2007. The statistical results of these journals are listed in Table 1.
We gather the above four journals data by crawlers to analyze the co-author
relationship in this field.

Table 1. Dataset statistics about every journal

Title Start time Volumes Authors Papers

T-ITS June 2000–May 2016 74 4,935 1,701

ITS-J March 1996–March 2004 19 222 123

J-ITS March 2006–March 2016 40 606 234

IET-ITS September 2007–April 2016 50 1,579 502

Summary 6,904 2,562

Our dataset includes all the published paper and the related author’s infor-
mation from the top journals in the ITS field of Table 1. We get these data by
crawler and store them in database. However, the data had to be preprocessed
for there exists some kind of disunity of data forms. For example, many author’s
name can be shown as full name or initials. Therefore, we collected authors’
full names from the Web of Science as a supplement to our dataset. There are
6,904 authors with 2,562 papers in our dataset. Table 2 shows there are 38,842
relationship between authors in our dataset.

Table 2. Dataset and the number of co-author relations

T-ITS ITS-J J-ITS IET-ITS Summary

29,145 2,402 7,991 4,399 38,842

4.2 Experimental Results

In the co-author network, higher ranking values mean that authors are of more
importance in the ITS field. According to the results, we find these authors are at
the core status. Table 3 presents the top 5 authors in four journals. In summary,
the five core authors in our dataset: Stiller, Christoph., Trivedi, M.M., Ding
Wen, Sotelo, M.A. and van Arem, Bart. They are also at core status in one or
several journals.

We use GN algorithm during clustering authors, as shown in Fig. 1 since
scientists’ cooperation forms a big network. However, the dataset has too many
nodes to be shown clearly in a single topology. We need to discard some nodes
with smaller ranking values and relative edges. We delete the authors who pub-
lished one paper in our dataset to form Fig. 2. After deleting some unimportant
nodes, we get Fig. 3 which shows the final topology of the summary dataset.
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Table 3. The five top authors in each journals

Ranking T-ITS ITS-J J-ITS IET-ITS

Top 1 Wen [13] Chang [5] Ran [23] McDonald [29]

Top 2 Trivedi [25] Van Aerde [2] Cheng [23] van Arem [24]

Top 3 Zhou [10] Abdulhai [1] Cetin [18] Wang [15]

Top 4 Papageorgiou M. Smith [14] Khattak [3] Krems [7]

Top 5 Wang [30] Lin [17] Skabardonis [26] Liu [19]

Fig. 1. Co-author network in the dataset Fig. 2. Summary dataset topology

Fig. 3. Co-author network in the dataset
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5 Conclusion

Our paper visualizes the ranking of authors that helps to calculate the author’s
academic contribution in his/her field. The co-author network was divided into
clusters by the Girvan-Newman algorithm. The visualized topology graph was
produced using the clusters division, the authors’ cooperation relationship and
their ranking values. We perform the co-author network analysis and present the
assessment based on the PageRank algorithm. Our algorithm considers authors’
order in papers and the authors’ partners’ contribution as weight values.

Our paper analyzes the contribution of co-author network from the dataset
of several journals: T-ITS, ITS-J, J-ITS and IET. In future research, we will
consider other factors, such as the time of publication and citations into the
algorithm to get a more optimized co-author network analysis and evaluation
method.
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Abstract. We present a framework for location-aware digital storytelling
with associated tools and techniques to highlight the connection of different
stories. The framework is being implemented in a collaborative editing plat‐
form that involves a variety of pilot users, sharing their stories about periods
and places selected for their relevance to contemporary history. Complemen‐
tary studies contribute to knowledge on reducing the intergenerational digital
divide (The Locale project is funded by a Core grant from the Fonds National
de la Recherche (L).).

Keywords: Visual analytics · Archives mining · Digital heritage

1 Introduction

Cultural heritage initiatives are making an important contribution to industry and
economy [1]. This has led to a number of systems dedicated to the exploration of histor‐
ical content and the addition of semantic information to cultural objects and images [2].
Furthermore, location enabled resources and interactive experiences are becoming
increasingly relevant while storytelling and interactions between people and other
ambient aspects when telling stories are widely recognised as a powerful mean for
explaining complex events [3, 4].

For a story to be even more effective, it should aim to make people feel as far as
possible immersed and/or present within the tale. Critical to this task are therefore the
underlying models of space and place that allow the preservation and easy sharing of
information. At the most basic level space is simply the physical manifestation of the
environment e.g. buildings, paths or street furniture. In contrast, sense of place builds
on the spatial layout and is fused with aspects such as other people, meaning, sense of
self, activities, history and culture (two models are presented in [5, 14]). Early work [13]
has shown that people can have a sense of presence and place within location aware
stories even when the content provided is relatively simple. We address this issue with
the view that sense of presence within storytelling environments is largely derived from
co-construction between different elements e.g. physical, narrative and interaction
device [6]. We acknowledge differences in the sense of presence and place between
virtual reality and digital storytelling environments, in the same way as people can feel
immersed within various media types e.g. television, books and films [15]. Furthermore,
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although related to virtual reality, [16] noted that media form and content e.g. methods
of display audio and interaction etc., as well as the underlying content, play a part in
shaping immersion and hence presence.

We propose an operational framework for location aware and collaborative story‐
telling that focuses on 3 main challenges identified in this regard. First, encourage people
to structure stories in ways that support their perception of place and sense of presence.
Second, enable the linking of content and mining of related data to improve how people
can navigate within stories and spaces as well as provide people with easier ways to see
and interact with the rich content. Last, explore novel interface techniques that are
designed to present complex information but avoid information overload.

2 The Locale Authoring Platform

The Locale project aims to allow the authoring and sharing of multi-media historical
heritage content about the period 1945-60: from the end of WWII to the dawn of Europe.
Targeted users are on the one hand (quasi-)witnesses who keep direct or indirect memo‐
ries of the period, and on the other hand all people who have historical interest or
knowledge about the period. Emphasis will be put on location-based storytelling and
sharing experiences that are designed to allow elderly people to share their stories in an
intuitive and easy way with younger members of the population. Locale seeks to involve
partners for content creation, in particular professional content creators (e.g. local
authors etc.), local residents & supporting organization, cultural institutions, local
authorities. Technology-enabled passing of stories between generations about the
Luxembourg history related to place available to anyone / family. Locale fosters the
sharing of personal historical accounts that may not be included in the standard historical
literature. The platform is designed to include advanced functionalities to explore multi‐
dimensional data using various human analyses and data mining strategies, based on
metadata, tags, attributes entered by the user, as well as browsing history (e.g. relation
between a place and queries about a given historical fact). Interaction between users of
the platform will allow following discussions based on data contributed as well as to
verify, complete, and put into perspective pieces of historical information.

As users walk around the town or city, they should not have to enter meta-data or
filter the vast range of content manually. Instead, we adopt a semi-automatic approach
drawn from content-based filtering where implicit and intuitive interaction is used to
capture user preferences and behavior [7, 8]. When relevant data are missing, Locale
relies on collaborative filtering such as used on popular websites [9], and notably
processes ratings and comments by end users. This approach proves successful in linking
information between content and users and where appropriate provides a kind of content
recommender system. In a next step we will measure the “distance” between content
and users within the system. In doing so, the system itself will allow users to see how
close other users and content are to their perspective, or to filter out incorrect or irrelevant
information or sources.

The ideas highlighted earlier coupled with data mining and extraction approaches
can lead to users being overloaded with information, therefore careful consideration
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must be given to relevant information design approaches. Based on this approach, the
underlying rationale is that data must be organized, transformed and presented according
to the meaning we want to extract from it. Information design includes both the prepa‐
ration of the data so as to underline meaning and its visualization according to this
meaning [10]. In addition to a tool set for mining data and presenting extracted infor‐
mation, we will draw on the area of data enrichment with two primary objectives: first,
refining the presentation and improving the retrieval of the sources [11]; second,
providing external references in order to ascertain sources, and build new knowledge
through reference linking [12] (Fig. 1).

Fig. 1. The Locale Desktop platform for editing stories

3 Locale on the Go

Once the desktop environment for creating stories has been developed, we created an
application for mobile devices allowing users to consult stories in the location where
they took place, this application have several goals, in particular (1) search stories based
on different criteria e.g. by location, keywords, characters stories or timeline, and (2)
explore and find stories based on the location of the user. Complementarily, privacy is
a key aspect for users, so specific setting includes whether others can browse the stories
anonymously or not, whether they can have their location shown. The latter aspect
includes the degree of location accuracy and the partial blurring out of content within a
pre-set geographical area. The mobile app adds the specific “My stories” area, where
the user can see the stories in his geographical area. To this end, we will offer an
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automatic localization function to the user (with the accuracy that is controllable from
the settings panel) and serve content (i.e., a selection of stories) that are related to the
location. This feature could be the same as the search of stories by location, just that the
location would be in fact the exact location coordinates (with desired accuracy) of the
user.

The mobile application allows people to experience the stories on real location. An
important feature is to move between different stories as well as gain ambient informa‐
tion about the underlying space during the story period. Building largely on data visu‐
alization, we will explore the use of different media forms in order to enhance the sense
of immersion within a given story.

4 Conclusion

In a first phase, the Locale project has led to a workable storytelling editing prototype
that offers to mine the stories from the perspective of sense of place, and supports inter‐
action between story tellers through tailored visualisations. Extensive testing is being
conducted in order to examine the validity of the conceptual model, and explore in what
extend there is an increasing convergence between the preservation of cultural heritage
and individual or social network based approaches to content creation.
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Abstract. The in-depth understanding of the reason why users
contribute to the check-in records is of great value in a variety of appli-
cations, such as transportation system design, information recommen-
dation, and business intelligence. The widespread application of social
media has brought about large-scale and fined-grained data for the explo-
ration of user check-in records from multi-perspectives. However, it is
still an arduous task to gain insight into users’ check-in behavior due to
the complexity and multi-dimensions of the data nature. In this paper,
a novel visual analytics system, socialRadius, is proposed to interac-
tively explore spatio-temporal features of check-in behaviors for partic-
ular groups and active users extracted from the group. The design in
the paper focuses on two major characteristics of check-in data for the
specific group: spatio-temporal features and check-in activities. The inte-
gration of visualization techniques with new designs has offered us the
opportunities to explore and identify the potential patterns based on
these two major components. Besides, case studies on real check-in data
demonstrate the effectiveness of the system in exploring spatio-temporal
features for specific groups.

Keywords: Visual analysis · Spatial and temporal behavior · Social
media · Check-in records

1 Introduction

Over the past few years, a great number of user check-in data have been col-
lected through online communication system and location-based services, such as
Foursquare, Facebook Places, and Weibo Locations (Chinese Microblog). Such
data contain the information about the place the users visit and the activities
they have been involved in. The comprehensive check-in data provide us with
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an unprecedented opportunity to explain why users check in at certain places
and times with specific activities, which is of great social and business values,
such as point of interest (POI) study, transportation system design, and infor-
mation recommendation. However, it is still a challenging task to achieve an
intuitive understanding about the checking-in behaviors of users from spatio-
temporal features for specific groups. To best of our knowledges, there are no
effective methods which can be employed to cope with the noisy, sparse, and
multi-dimensional data for most of current studies.

In this paper, a visual analytics system, called socialRadius, has been devel-
oped to capture the behavior features of specific user groups from their check-in
data. The system socialRadius, aimed at answering when and where a check-in
is occurred, as well as what reason results in it, has been designed to highlight
two major features contained in the data: spatio-temporal patterns and check-in
activities (e.g., having dinner, working, or exercising). To achieve an intuitive
representation, a design enhanced with new features to incorporate the well-
established visualization methods, has been proposed to enable the combination
of various spatial, temporal, and social attributes display. Meanwhile, it can
support the function of exploring the user features from multiple aspects. Thus,
socialRadius can facilitate the intuitive comparisons of check-in behaviors at dif-
ferent locations and time scales, of different activities, and from various active
users. The output of the system in the paper directly assists the complex analyt-
ical tasks such as periodicity pattern exploration, density distribution analysis,
and anomaly detection. As for the system mentioned above, it has been deployed
in field to demonstrate the usage and effectiveness of our system with real check-
in data from millions of users. Interesting findings are obtained and discussed
for future research.

To conclude, the major contributions of this work are shown as follows: (1)
System. The design and implementation of an intuitive and informative visual
analytics system, which aims to study the characteristics of social media data, so
as to further facilitate the analysis of checking in behavior and uncover people’s
spatio-temporal patterns from the data. (2) Visualization. Several visualization
designs enhanced with new features to investigate the user checking in behaviors
from the aspects of spatial, temporal, and activity features on specific group,
thus exploring so as the reason why users check in. (3) Evaluation. Case studies
based on real check-in data that demonstrate how our system can guide users
to gain insightful recognitions from different aspects of human behavior.

2 Related Work

Visual Analysis of Social Check-in Data. As check-in data from the pub-
lic have become increasingly available for researchers to analyze, recently, there
have been numerous works finding new ways to extract various insights on rela-
tions between online and offline interactions ([6,9]), large scale urban dynamics
(Noulas et al. [13]; Chang and Sun [3]) and the effects which can be exerted by
the location technologies on human behaviors ([4,12]). In [5], researchers utilized
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millions of check-in users to create a dynamic view of the workings and charac-
ters of activities. Based on frequency and a variation heat map of check-in data
from the Chinese Jiepang website, Wang et al. [16] proposed a hot spot detection
method showing that the check-in data have a high correlation with the urban
economy and population. Kim and Xing [11] visualized brand associations from
web community photos.

Spatio-temporal Features Exploration. Abstraction and aggregation meth-
ods are commonly used in spatio-temporal data analysis and visualization [8].
Crnovrsanin et al. [7] introduced a proximity-based visualization technique to
discover the human behavior patterns from movement data. Andrienko et al.
[1] systematically summarized possible aggregation methods of movement data.
Scheepens et al. [14] presented a density map of vessel movement data, in which
process color is used to encode temporal dimensions. An integrative approach
was employed in [2] by combining self-organizing map (SOM) with a set of
interactive visualization tools. GeoTime [10] displays the 2D path in a 3D space.
Tominski et al. [15] proposed a 2D/3D hybrid display stacked trajectories as
bands in the third dimension while time is integrated by appropriate ordering
of trajectory bands.

Fig. 1. System overview and data processing pipeline.

3 Visualization Design and System Implementation

The visual analytics system, socialRadius, is designed to aid analysts in under-
standing what has motived users to contribute check-in records in social media.
Thus, capturing how the temporal patterns (e.g. frequency, duration), spatial
patterns (e.g. density, radius of gyration, and traveling distances), and activity
patterns (e.g. the activities they involved, the interaction around) plays a vital
role in revealing the insight of the users’ check-in behaviors. As illustrated in
Fig. 1 the system starts with the data storage module. All the collected online
check-in records are first stored in an offline procedure at this module. Con-
sequently, these data are further processed in the processing module through
filtering, feature extraction, and indexing. The analysis module conducts activ-
ity analysis and some specific computing tasks. After all these procedures, the
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results are visualized in the visualization module. The user interface of the social-
Radius system consists of multiple components, as illustrated in Fig. 2.

Group Map View (a) and User Map View (b). To support an intuitive
spatial exploration, two maps, namely group map (Fig. 2(a)) and user map
(Fig. 2(b)), along with rich interactions are presented to support an in-depth
analysis. For both views, the design focuses on the display of users’ location
from check-in data. Circles are used to indicate the corresponding geographic
place. The circle’s radius is proportional to the number of check-ins at the place.
The style of the circle discriminates whether the check-in has a detailed con-
tent. Circles colored in orange encode the check-in records with posted content,
while circles colored in blue not. Meanwhile, the check-ins’ density distribution
is revealed through a heat map layout. Compared with group map view, user
map view pays more attention to the certain active users of a specific group. In
addition, rich interactions are provided to link the group map with the user map
views for further exploration of user spatial features.

Preferences Select Area (c). In order to explore the spatio-temporal char-
acteristics of a specific group at an certain time period, the activity type and
time span shall be chosen first. The preferences selection area (Fig. 2(c)) contains
two parameter setting parts and one drawing function selection part. Besides,
the paper defines the activity type in Activities window and time period in
Time Setting window. Activities window supports multi-selection and hourly
data visualization can be set in the Time Setting window.

Theme River View (d). To provide an overall trend of users’ check-in, includ-
ing that the trend change of the involved activity over time, and the temporal
distribution based on different time scales, the paper extends the theme river
design, and makes it present within the view. These features facilitate experts to
perform an in-depth analysis on check-in behavior from temporal features. Fur-
thermore, coordinate axes have been used to display the activity’s trend change
over time. The horizontal axis encodes the time line, while the vertical axis
represents the number of corresponding check-in. To explore the periodicity of
different time granularity, method with various time scales, such as e.g. weekly
and daily scales, have been adopted in the view. Furthermore, the detailed infor-
mation can be obtained by zooming in. In addition, trends of multiple activities
can be shown and analyzed simultaneously.

Packed Circle View (e). In our system, both User Map View and Mircoblog
Content View can be used to explore spatio-temporal features of check-in behav-
iors from different perspectives. However, a further investigation shall be con-
ducted on the diversity of users who have ever checked in the same region, while
comparison is made on the their characteristics based on the involved activity
types and records left for each activity. As check-in records showing hierarchi-
cal structure in both user and activity, so it is proper to adopt circular layout
design to visualize the results. Beside, the paper extends the circle packing design
algorithm here. In this design (Fig. 3(e) and (f)), the paper presents four kinds
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Fig. 2. The user interface of socialRadius system consists of six major views labeled
by the letters a− f . (Color figure online)

of circular design, including the Spot Circle, the User Circle, the Activity
Circle, and the Check-in Circle. Spot circle presents all the users who have
checked in the corresponding spot in the group map view. User circle means a
single user, whose size is determined by the times he/she checked in this spot. In
this sense, it is easy to identify those most frequently checking in and the activ-
ities they prefer. Moreover, activity circle shows the details of user’s activities.
Each check-in circle encodes a record of a specific activity for the user. Mean-
while, rich interactions are provided here. When we click on one user circle, all
check-in records of the user will be shown in the user map view. At the same
time, the activity circle will zoom in and the name of activity will be shown at
the center of the circle after clicking the activity circle.

Microblog Content View (f). We can take the advantages of the rich context
posted to facilitate the analysis. Content details posted by the users can be found
and explored in the Microblog Content View (Fig. 2(f)).

4 Case Study

Data Description and Results Analysis. To evaluate the system’s effective-
ness and availability, four case studies are conducted based on microblog data
from Sina collected from Dec. 1, 2011 to Nov. 30, 2012 in Shanghai, China.
Understanding the reason why users check in is of great value, which helps
explain many social phenomena and uncover the regularities of human behavior.
However, it is difficult to obtain direct solution to this problem for the complex
factors affecting human behaviors. It can be observed that each individual has
his/her main social role during a certain time period, such as students, com-
muters, and inhabitants. Based on this common sense, users are classified into
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different groups based on the activities chosen. Then, the paper explores the
specific group from the spatio-temporal features and activities details with post
contents. Beside, the paper focuses on the active users extracted from the group
and tries to show their characteristics with visualization methods, which provides
possible insights for domain experts to verify hypotheses.

Case (1) Exploration of Students’ Check-in. First, we chooses the activity
type ‘At School’ from May 1, 2012 to July 1, 2012. As illustrated in the Fig. 3(c),
it can be easily found that most of check-ins occurred at sparse area before
gathering together at disperse spots. In order to gain deeper insights, we click
on some spots, while details of the corresponding posts are displayed in the
microblog content view. By analyzing the details mentioned above, almost every
spot taken place in or near a campus can thus be found. The characteristics of
users’ daily behaviors have a very obviously fluctuation and periodicity pattern,
with the ups and downs of the curve of the theme river (Fig. 3(a)) and (b))
indicating the fluctuation of check-in behavior over time. In addition, the curve
shows a strong periodical pattern over weeks, while some interesting findings can
be obtained from other time scales. It is obvious that more check-ins recorded
on weekends than weekdays, and the peak point is on Saturday. Students may
go out for fun at weekends to leave more chances to be located. The content of
posts further verifies the hypothesis.

Fig. 3. The process of spatiotemporal exploration of a specific group and individual
feature exploration of the most active user.

Case (2) Exploration of the Most Active User. As shown in the Fig. 3(d),
an interesting spot (highlighted in a black circle) can be observed. The corre-
sponding packed circle view (Fig. 3(e)) and posts are presented after we selected
the spot. The packed circle view extends from inner to outside with the lowest
check-in user and end with the most check-in user. It spins along a counterclock-
wise direction to encode the ascending order of the users based on their number
of check-in records. Several outermost circles have been chosen to study with the
ranking from first three places in the records since more data can be provided
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Fig. 4. The comparison between two active users based on Packed Circle and User
Map: (a) user No3’s User Map View; (b) Packed Circle View of user No2 and No3; (c)
user No2’s User Map View.

to portray the use’s behavior. These outermost users are labeled as ‘No1, No2,
No3’ in the descending order. It is clear that user No1’s check-ins distributed
(Fig. 5(a)) over a wide area, his/her most frequent visit place is his/her home
according to packed circle view (Fig. 3(f)), and his/her other activities such as
take bus/subway, dinner and schooling are equal in general.

Case (3) Comparison Among the Active Users in the Same Spot. Active
users in the group labeled by location and grouped by activity have demonstrated
unique features. Therefore, user pairs are compared with each other through
the packed circle and user map view together. For example, user No2 seems
like a taciturn person, for all his check-ins are with no posts (Fig. 4(c)), so he
simply submitted the places he visited. Moreover, his most frequent recorded
activity is taking bus/subway (Fig. 4(b)), which implies his demand for public
transportation system by traveling far away from his starting point. Compared
with user No2, user No3 likes to be a more active user in social media, as he
posted contents at most of his check-ins (Fig. 4(a)), thus revealing the details of
his track. Unlike user No2, user No3 looks like a food lover, because his most
check-in activities are dinner and lunch (Fig. 4(b)). Besides, it may indicate he is
searching for more interaction online and more likely to trust or find communities
online.
Case (4) Interesting Findings of the Certain User. Although the activity
types ‘At School’, ‘Home’, and ‘At Work’ have shown the similar results, there
are also some interesting phenomena. In this case, the ‘At Work’ activity type is
chosen, while the same time range as case study 1 can be used. Then, we choose
a user in the packed circle. As can be seen in (Fig. 5(b)), all his check-ins are
shown in the user map view. Obviously, this user’s major check-ins occurred in
the black circle, but it is also found that two check-ins occurred far away from
the area. Actually these two interesting check-ins have puzzled us. Why does the
user check in at such a faraway place from his routine? The microblog content
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Fig. 5. The User Map View of (a) user No1 and (b) the user with interesting check-in
features.

view answers the question, and the user goes for a meeting at the place circled by
the left bottom dashed circle place. Besides, he was waiting a flight in the right.
In summary, the system can effectively detect the abnormal check-in behaviors
of specific users and deliver a reasonable explanation from their social content
online.

5 Conclusion

In this paper, a novel visual analytics system, socialRadius, has been presented to
facilitate the analysis and visualization of user checking in behavior interactively
and progressively. It is found that this design is flexible in scale and is compatible
to integrate into graphs or tables. As for the sophisticated design with enhanced
new features, it can help experts or analysts explore and identify the potential
patterns from check-in behaviors for particular groups and selected active users
based on these two major components: patio-temporal features and check-in
activities. In addition, the system is tested on a real-life SinaWeibo dataset
collected from millions of users, with some interesting findings obtained. The
experimental results have further confirmed the effectiveness and efficiency of
the proposed visual analysis method.
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Abstract. The aim of this research was to find the relations among traffic volume,
travel speed, and road connectivity in order to predict the traffic congestion. The
result showed that when a road has higher connectivity, the travel speed goes
lower. Therefore, it was assumed that the congestion on the target area should be
affected by high connectivity. The visualization of this prediction would signifi‐
cantly affect the urban planning that is related with the stakeholders of different
kind.

Keywords: Traffic congestion · Urban data · Urban information visualization ·
Space syntax

1 Introduction

The increase in the number of vehicles causes numerous urban problems such as envi‐
ronmental pollution or traffic accident. Traffic congestion is also one of the critical chal‐
lenges that make urban life inefficient. Predicting congestion or suggesting alternative
routes design is a necessity for better urban planning and operation process such as
constructing new roads and implementing new transportation system in the cities. The
prediction of congestion using numerical statistics, however, is difficult for multi partic‐
ipants to easily understand. In addition, it is hard to compare the prediction of congestion
using numerical statistics with the real time data. Predicting and visualizing traffic
congestion could help to quickly compare with the current situation and to provide better
understanding for the wide range of people. Therefore, prediction and visualization of
congestion is essential.

2 Objective

Space syntax refers to the relationship between space and society [1]. The space is an
analyzed numerical value. Using these values, space syntax is used as a method that
predicts the pedestrian and vehicle flow according to the layout of road in area of urban
planning.
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In this paper, the space syntax is used to draw segment map and to calculate the road
connectivity. Then the connectivity is compared with the empirical data of traffic volume
and travel speed to analyze the relationships. The ultimate objective of this paper is to
utilize the empirical data and space syntax method to visualize the road environment of
city according to road layout, and to predict the traffic congestion.

3 Traffic Congestion Prediction

3.1 Space Syntax: Segment Map

Space syntax is described as a method that investigates the relationship between space
and society from the perspective of structure of space in all its diverse forms: buildings,
settlements, cities, or even landscapes [2]. The general idea is that spaces can be broken
down into components and then represented as maps that describe the relative connec‐
tivity of those spaces using axial line. The connectivity intuitively shows the correlation
to pedestrian and vehicle flows [3].

Yet the axial line has some differences with the real road sections. In the real roads,
the regulations of roads are changed by the surrounding environment. For example, there
is a speed-limit on the roads near by the schools.

The axial line does not consider the possible sections that could have been generated
by a single axial line; one axial line may have more than one section on the same road.
Therefore, segment map is used in this paper. The segment map breaks axial map into
segments and connects it together as a network [4].

The major roads of one city in Republic of Korea were chosen as a target. The map
was retrieved from Open Street Map (https://www.openstreetmap.org/) and the Depth‐
mapX program (https://varoudis.github.io/depthmapX/) was applied to calculate the
connectivity (Fig. 1).

Fig. 1. Segment map of road’s connectivity
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3.2 Relation Between Road Traffic and Spatial Connectivity

The three relation graphs were drawn to examine the relations: traffic volume and travel
speed, traffic volume and connectivity, travel speed and connectivity (Fig. 2).

The results showed the traffic volume and travel speed did not have a relationship
(Fig. 2a). There also was not a causal relationship between connectivity and traffic
volume (Fig. 2b). Even if the number of vehicles on the road increased, the travel speed
is not affected. Although the road had a high connectivity, the number of vehicles which
passed through the road did not increase.

Nevertheless, connectivity and travel speed have a negative relationship (Fig. 2c),
meaning that the higher connectivity a road has, the slower travel speed became.

Fig. 2. The relation graphs: (a) traffic volume and travel speed, (b) traffic volume and
connectivity, (c) travel speed and connectivity.

3.3 Interpretation of Graph

Generally, the congestion is understood as the situation where there are “too many cars”
on the road. But the congestion is the average delay by other vehicles [5]. In fact, there
is no relationship between the traffic volume and travel speed. This extraneousness is
considered as a result that is inferred from the width and length of road. Also traffic
volume has no relationship with connectivity since the reason for passing through a road
is influenced by the purpose of passing and surrounding environment.

The connectivity, however, has a relationship with travel speed. When the connec‐
tivity of road is increased, the travel speed decreases. Therefore a section with slow
travel speed could be predicted by the connectivity of road. The measure of congestion
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is the difference between the speed at which a vehicle could move without delay caused
by other traffic and the actual average traffic speed [5]. In other words, a section with
slow travel speed has the higher probability of traffic congestion. The probability of
congestion is increased in the road with high connectivity. Conclusively, the congested
section of a road would be found by the structure or layout of roads.

4 Conclusion

The travel speed is predicted by the connectivity of roads using segment map analysis.
The roads that have slow travel speed could be found before congestion occurs, allowing
the early preventive action. People generally use numerical statistics to predict the road’s
situation and to decide the solution for the problem of roads. Visualizing the congestion
areas that are found by road’s layout allows helping intuitive understanding. It supports
a decision-making process of different stakeholders when improving the urban envi‐
ronment. Also, visualization enables to support real time traffic control by overlapping
with real time traffic data. In order to improve future works, the properties of the roads
ought to be considered at the same time more research with proper samples ought to be
reviewed.
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Abstract. Nowadays, academic performance analysis has become
increasingly critical for educational institutes, schools, and universities.
Linked with academic achievements the academic performance is widely
accepted and used as the assessment indicator for the quality of edu-
cation. Therefore, it is important for educators and analysts to explore
the behavior of enrolled students and investigate the factors affecting
their performance. However, due to the existing factors concerning the
investigation, such as social interactions, environment influence, and per-
sonal reasons related to very limited data collected, the task mentioned
above is really challenging. Smart card data used on campus are able to
not only provide both activity information and spatial temporal features
for enrolled students, but also open a great opportunity for the further
understanding about academic performance. In this paper, eduCircle, a
visual analytic system, is presented to analyze student behaviors with
academic performance based on smart card data. Three sophisticated
designs with integrated visualization, mobility map, temporal analysis,
and sequence views, have been proposed to analyze spatial temporal fea-
tures in different time scales. Furthermore, several experiments have been
conducted to explore the different student groups in a spatial temporal
way. At last, some interesting findings are identified, which have further
proved the effectiveness of the system.

Keywords: Visual analysis · Education data · Student performance ·
Spatial temporal features · Big data

1 Introduction

The measurement of student performance in school plays an important role in
education quality assessment. Therefore, recent studies have witnessed consid-
erable attention paid to investigating academic performance. The rapid devel-
opment of information technologies has resulted in large volume of student data
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collecting and storing in various formats, which has further made the perfor-
mance factors analysis in a more comprehensive way possible. Moreover, the
smart card data analysis has a wide range of applications prospects. It can help
tracking student location when used as access control for admittance to restricted
buildings, dormitories, libraries, and other facilities. Every day, student card sys-
tems, which can generate a vast amount of information about student behavior
in various data formats, bring about a great opportunity to explore student
behaviors with their academic performances. Analyzing student card data facil-
itates the understanding of student behaviors, especially the spatial temporal
features, as well as gains insights into behavioral differences among various stu-
dent groups. The datasets can provide valuable analytic resources for student
behaviors analysis on one hand, while on the other hand, it can also pose a direct
challenge for the useful knowledge extraction from the large-scale spatial tem-
poral data. Therefore, it is significant to seek for an understandable method to
further comprehend the data and seek the patterns of different students. More-
over, data visualization provides a great method for the data demonstration and
results presentation via an intuitive and understandable way. However, it is an
intricate task to design an effective visualization system. There are three prob-
lems required to be tackled: (1) Providing a comprehensive and user-friendly
system for educators to explore the student card data; (2) Designing appropri-
ate graphs to fully represent the spatial temporal characteristic of the data; (3)
Containing different time scale explorations.

To address these problems, we take the advantages of the visual representa-
tions and interaction techniques to explore, and analyze student behaviors. In
this paper a visual analytic system, the eduCircle, has been presented to interac-
tively explore spatial temporal features of student behaviors based on the smart
card data. Moreover, three views, namely mobility map view, temporal view,
and sequence view are presented to visualize behaviors on different scales and
try to identify certain patterns shared by different groups. Our sophisticated
visual analytics system is able to convey a large amount of information in a
more efficient way with less cognitive effort. In the experiment section, behav-
ioral data are associated with students academic performance data by choosing
1000 top students and 1000 bottom students from the overall Grade Point Aver-
age (GPA). Some interesting findings between the two groups are identified, thus
proving the effectiveness of the system.

The major contributions can be summarized as follows: (1) System. The
design and implementation of a visual analytic system with integrated visualiza-
tion, eduCircle, to explore the student campus behavioral patterns based on the
large-scale student card data. (2) Visualization. Several visualization designs
have been enhanced with new features, including student mobility map view, tem-
poral view chart, and sequence chart with diversity encoding, to reveal spatial
temporal characteristics for smart card data, as well as facilitate multi-perspective
pattern discovery and exploration. (3) Evaluation. Case studies based on one
semester data illustrate several interesting behavior pattern differences between
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top and bottom student group; meanwhile the studies mentioned above can facil-
itate the analysis of student behaviors associated with affecting factors.

2 Related Work

Education Data Analysis. The process of learning facilitating or the knowl-
edge acquisition is usually considered as Education [7]. It is important to inves-
tigate the factors affecting the quality of education by exploring student perfor-
mance. Previously, there have been numerous studies exploring the factors which
might be related to students academic performance [1,2,4,5,10–12]. Moreover,
according to psychologists in 1990, self-regulation [14], self-efficacy, and test anx-
iety learning have been confirmed as the best predictors for the performance [13].
Furthermore, it is argued that self-discipline even outdoes IQ in terms of predict-
ing the academic performance according to Duckworth [8]. According to Hijazi
and Naqvi, students academic performance was highly related to mothers educa-
tion and students family income [9]. Moreover, Galit [3] conducted a case study
to analyze student learning behavior in order to predict the results and risk
for students before the final exams. In the past five years, remarkable attention
has been paid to the studies of MOOC. Fu et al. [15] utilized the online web
clicksteams data to help instructors and educators gain deep insights into the
learning behaviors of MOOC student. In addition, forum interactions have been
adopted by Dennen [6] to help course instructors improve their teaching.

Fig. 1. System overview and data processing pipeline.

3 Visualization Design System Implementation

The design goal of this visual analytics system is to help the educators explore
the student behavior data interactively and progressively, in order to further gain
insights into factors affecting the academic performance. Figure 1 illustrates the
system architecture and the data processing pipeline. The system consists of four
modules: (1) the data storage module, (2) the processing module, (3) the analy-
sis module, and (4) the visualization module. The data storage module stores all
the raw data of students smart card, while in the processing module, collected
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Fig. 2. The user interface of eduCircle system consists of three major views labeled by
the characters A−D. Section A is the mobility view. Temporal view contains calendar
chart (B) and circular chart (C). The sequence view (D) includes two parts: sequence
view on the right and condensed one on the left.

data have been subsequently cleaned, indexed, and feature extracted. The analy-
sis module conducts students GPA ranking calculation first to extract top and
bottom student groups before presenting the computing tasks, e.g. anomalous
attendance accumulation, location-based clustering, and filtering. After all these
procedures, the results are visualized in three views of the visualization module:
Mobility View, Temporal View, and Sequence View. Moreover, the user interface
of the eduCircle system consists of multiple components as illustrated in Fig. 2
with labels A−D representing four different charts in three views. Mobility view
presents the geographic flow of the selected group of students among recorded
locations. Temporal view is integrated with calendar chart and circular chart to
demonstrate the temporal features of students from processed data. As for the
sequence view, it aims to investigate the trajectory or visited place sequence of
specific users in the group.

Circular Chart. In order to fully represent the periodic characteristic of student
behavior from smart card data, the circular design is adopted in the temporal
view. The chart covers five parts displaying the statistical information of five
different locations respectively. Each sector in the graph is designed to encode
one period of time. Moreover, color is encoding the popularity of a location in
a specific time period, with the darker sector indicating more smart card data
generated by students in this location. Furthermore, analysts are also allowed to
choose different time scales for different tasks. The part C in Fig. 2 is a circular



eduCircle: Visualizing Student Performance from Campus Data 317

chart presenting the average student behaviors within 24 h for a semester in
different locations on campus.

Calendar Chart. Although circular graph is appropriate to represent behav-
ioral changes within 24 h in a selected semester, the daily variations are still
hard to be revealed. Therefore, the calendar chart is introduced to show the
statistical changes over the student behavior records of a semester. The chart
can illustrate how student behavior varies with the day of the week and how
it trends over the semester in different locations. In this chart, a black frame
encodes a month and each square in the chart represents a day. The color of the
cells encodes the number of the student records collected of a certain location in
one day. Besides, the days of the week are labeled with the first letters of Sunday
through Saturday at the first column of the left side. Thus, the difference of the
temporal pattern between weekday and weekend can be easily identified.

Mobility View. This view is designed to demonstrate the student mobility
flows on campus. For each visual item, a circular composition layout is used to
show flowing connections between locations and visually organized according to
the real campus map in Fig. 3. Color is used to display five different facilities
on campus. Grey trajectories connect different locations. Grey will disappear
and show the original color with the locations selected. The area of the circle in
the item center shows the total amount of student card data over the semester.
The outer and inner rings indicate student flow out/in direction. Relative sizes
of pieces on rings encode the ratio of students flow out to or into one specific
location. Besides, the width of the curves between different locations displays
the number of student flow, while the color of the curve also indicates the flow

Fig. 3. Mobility view is designed to represent student mobility flows. Five different
colors are used to encode five different facilities. The area of the circle shows the amount
of student card usage. Grey trajectories connect different locations, and the grey will
disappear and show the original color with the locations selected. Two locations are
selected and extracted in the dotted box on the right. The curve and destination share
the same color. Furthermore, the circle contains outer and inner rings, which represent
student flow/out direction. As for different pieces on the ring, they encode the ratio of
student flow. Three parts, surrounded by dotted lines, represent student mobility from
cafeteria II to dormitory in three different ways. (Color figure online)
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direction. In the dotted box, labeled with dotted lines, three parts all share a
common message: student mobilities from cafeteria II to dormitory.

Sequence View. The sequence view is designed to provide more details for the
exploration of student mobility patterns. The mobility view is an overall analysis
for student mobility of different groups considering multiple perspectives. The
sequence view presents more details for further explorations. At the right side
of the sequence view, each row encodes the behavior sequence of one student;
each column encodes one hour in a day of the week. Color of cell encodes corre-
sponding locations, with the white square indicating the lack of records at that
time. Moreover, in the left part, we gets rid of white squares and combines all
the colored square together to get condense chart, which aims to explore the
student mobility patterns. Different days are separated by black squares.

4 Case Study

Data Description. We are authorized to utilize a set of anonymous data from
the Institute of Educational Big Data of University of Electronic Science and
Technology of China (UESTC). In this study, analysis on the consumption data,
library check-in data from smart card data including the time, location, and
encrypt student IDs is associated with academic performance records extracted

Fig. 4. The comparison between 1000 top and 1000 bottom students flow among loca-
tions in one semester. Statistical information is listed, followed by the comparison to
identify quite different mobility patterns between two groups. Statistical information
of cafeteria I is shown in dotted square box on the left. On the right lies the teaching
building information. (Color figure online)
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Fig. 5. The comparison between 1000 top and 1000 bottom students with different
charts. On the left, (a), (b) and (c) are the calendar charts of different locations between
two groups. The major difference is highlighted by dotted boxes. The part (d) is the
circular charts between two groups. The dormitory section of top students is extracted
for further exploration.

from students final GPA during (2009−2012). In this section, 1000 top students
and 1000 bottom students are selected to testify the effectiveness of this system.

(1) Going to the library or not might have limited influence on
improving academic performance of bottom students. In the mobil-
ity view of Fig. 4, comparison has been made on the mobility views of top
and bottom students, and statistical information of outer rings is shown in
the dotted boxes. In the box of cafeteria I, the most obvious difference lies
in that the yellow piece in bottom students is much smaller, which means
there are rarely students from this group going to the teaching building after
their dinner. This difference can be further revealed by the area of yellow
circle in round dotted box. The record number of top students is ten times
larger than that of bottom students. However, it is unexpected to find that
the ratios of library for the both groups are similar. This phenomenon might
indicate that going to library modestly improves their poor performance.

(2) Top students are more cramming for their final exams. It can be
easily observed in Fig. 5 that, students from the bottom group have fewer
records in the library, compared with students from the top group. The
burst situation in library can be clearly identified for students from top
GPA group. This phenomenon can be further demonstrated in the dashed
box. In the calendar view, for the top students, they have much more zeal of
cramming for final exam than the bottom students. Besides, studying in the
library on weekends is an outstanding phenomenon for top student group
while the bottom student group seldom goes to the library except during
the final periods.
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(3) Bottom students are more likely to give up classes from the begin-
ning. In the part (b) of Fig. 5, teaching building records for bottom students
exists only at the first month of the semester. However, top students can
keep their records over three months. Class attendance is considered in final
scores, due to which this behavior patterns might be an explanation for their
poor academic performance.

(4) Bottom students maybe the Indoorsmen. In the dormitory view (c) in
Fig. 5, the number of bottom students records is even seven days; while the
top students are less active during weekdays. Top students may leave their
dormitory weekdays for study. However, for the bottom students, it seems
that they stay at dormitories all the time.

(5) Top students come back dormitories at a certain period of time. In
the (d) of Fig. 5, top students are more likely to leave their dormitory records
during the 10 o clock. In contrast, a similar pattern cannot be found for bot-
tom students. This regularity indicates that top students might come back
to dormitories later. It can be inferred that top students keep studying late,
which can be viewed as their self-discipline. According to Duckworth [8],
this self-discipline might explain for their excellent academic performance.

5 Conclusion

In this paper, a visual analytics system, eduCircle, has been presented to facili-
tate the student academic performance analysis and exploration based on smart
card data. In the paper, the sophisticated design is flexible in scale and com-
patible to integrate into graphs for assisting statistical analysis. Based on the
test on the student data over one semester, the experimental results confirm the
effectiveness and efficiency of the proposed visual analysis task. Furthermore,
according to the analysis of the results, our system is capable of effectively com-
paring and analyzing complex educational spatial temporal patterns.
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Abstract. In this study, we try to discover the natural psychological dynamics
in a cooperative work team. We have selected a group of individuals that can
help us to explore the psychological processes when working in a team. A new
tool is used which has been developed from the most relevant conceptual
frameworks existing at the moment, the Cooperative Workteams Questionnaire,
(CWQ). In this paper, we present the psychometric characteristics and impact
encountered by the conceptual framework. We also present an analysis of the
results obtained from applying this framework.

Keywords: Cooperation � Cohesion � Coordinative communication �
Integration � Identification � Work team

1 Introduction

Nowadays, explanatory attempts for the work team psychological internal dynamics are
quite often focused only on partially conflicting theoretical frameworks. This incom-
pleteness of the analysis affects both the theoretical foundations and the applied
intervention to maintain or improve the performance of the teams. Based on the tra-
ditional and common approach, academics and professionals tried to explain the
teamwork through only one model at a time. This simplification leads to some conflict
between social and individualistic psychological approaches. In fact, for a long time,
there is a need to seek explanation at the group or social level to describe the function
of the teams. This leads to excessive use of individualistic approaches to classically
describe such dynamics for the groups [1].

Furthermore, one practical issue is the quality of the response to a questionnaire
which is greatly affected by the length of the tool [2], as well as other bias stemming
from the impact of the questions of the same questionnaires. Therefore, if we want to
carry out a comprehensive study, we must use at least five different questionnaires. This
affects the reliability of the responses. It generates ecological problems regarding to the
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administration of the stack of questionnaires in performance and the working envi-
ronments [3].

Our main goal is to try to solve these issues through the generation of a synthetic,
comprehensive and global model for the personal relation in a cooperative work team.
Firstly, we tried to combine the five major conceptual frameworks related to the
cooperative team psychological dynamics: coordination, cohesion, cooperation, inte-
gration and identification. And, secondly, we would like to generate a single ques-
tionnaire, short, friendly, apt to be applied in an ecological environment.

The paper is organized as follows. First, we present our model based on an over-
view of the most relevant theories to explain the internal dynamics of work teams
psychologically. Secondly we conducted a Delphi analysis to construct a new ques-
tionnaire avoiding the shortcomings of existing theories. After, an exploratory psy-
chometric analysis of this questionnaire was conducted. Finally, we discuss both the
results of the psychometric endeavour, and the descriptive data obtained in a population
working in teams who responded to the questionnaire.

2 The Proposed Model

To overcome the incompleteness in the analysis of the working team psychological
internal dynamics, for the first time in the literature, we propose to combine the five
theoretical frameworks to be one single pyramid model. At the same time the model
retains the conceptual validity and the deep meaning of the five known theoretical
frameworks. The organization of the pyramid model is in its increasing complexity. The
lowest level is the most basic fundamental one. Going up the pyramid increases the
complexity in the working team psychological process. We believe that this can provide
a better understanding of the requirements for practical intervention in the work teams.

The five theories are organized in a pyramidal hierarchy in the model(see Fig. 1) in
which each level generates greater personal implication, greater workload and more
complex psychological process.

2.1 Coordination

Each of these theories occupies one level in the pyramid, starting with the team
coordination -the most basic and simple element – the coordination which begins with
a fluent and effective communication, based on basic elementary stimuli-motor pat-
terns, and non-verbal communication [4]. As pointed out in [5], a work team is a
complex combination of people in which some have to execute a task while others must
maintain an emotional positive working environment. For this reason, team coordi-
nation also depends on the empathy and communicating skills of the managers. This
interaction between the team members can influence the process of decision-making.
This can help the team to look for a solution to overcome problems in a more effective
and simple way than if the team was not coordinated [5].
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2.2 Cohesion

The next level of complexity is represented by the team cohesion, which was defined
by Carron, Brawley and Widmayer as “a dynamic process that can be seen in the
inclination of a team not to separate and remains united with the purpose of achieving
their goals or satisfying the members’ affective needs” [6].

Later, the existence of a double motivation in group cohesion was exposed. This
includes the social cohesion by which the members of a team need to remain united and
the task cohesion that defines the implication in achieving the team’s goals [7]. Fur-
thermore, these two types of cohesion are also influenced by the history of the team and
the time since the team were formed and put into motion toward its goals [8].

2.3 Cooperation

The next step in our “climbing the conceptual ladder” of the pyramid, is the team’s
cooperation [9], a theory rooted in sociological basis [10]. Cooperation includes the
communication and trust. By communication, we mean that the team members explain
their position regarding to the group cooperation. Trust between the team members is a
feeling of responsibility for the company’s values and the team identity which is the
feeling of being part of a team. The team members have to decide if they want to do
their work for their own interests (competition) or they prefer working in cooperation to
accomplish the team’s goals. If they decide to cooperate, they understand that they will
be able to combine individual and the team targets of all the members, in the midterm
or long term. There are two different kinds of cooperative workers: the ones who

IDENTIFICATION

INTEGRATION

COOPERATION

COHESION

COORDINATION

Fig. 1. Proposed model of a pyramidal hierarchy for the psychological dynamics in cooperative
teams.
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cooperate among themselves, and the others who only show cooperative behaviours in
order to obtain their own objectives in a conditioned or casual way [11]. While the team
cohesion is a group-affective feature, the team cooperation is an individual character-
istic, and acts through the members’ interaction to create a collective cooperative or
competitive team tendency [12].

2.4 Integration

The last two theories are integration and identification, which are based on social
identification theory. They have been shown to help defining the balance between
individualism and collectivism in an organization [13]. This theory [14] explains that
the feeling of being part of a team is important for the individual self-concept. But at
the same time being part of this team can make a person discover similarities and
differences with the members of the team and would make him/her change his/her
attitude so that he can be accepted and integrated into the group. This process is known
as depersonalisation, and is greatly influenced by the balance between individualism
and collectivism disposition [15].

2.5 Identification

Social identification is also greatly influenced by the team commitment [16]. It rep-
resents the motivation of a person to be part of a group, and is based on the concept of
personal investment in the relationship with others inside the work team. The social
identification is described by a three factors model: the satisfaction level, alternatives
and the investment. The satisfaction level is the positive and/or negative feeling
obtained from the identification with the team. The alternatives factor is the realization
of the existence of other alternative situations to the integration. The third factor is the
personal investment which is the effort made to pertain and maintain the team working
[17]. Among them, the third factor, the personal investment is the most determining, in
relation with the member’s integration and/or identification with the team. It is the
“resource” of a person investing in this team relationship, but also means everything
that the person loses if the relationship with the team and teammates finish. Despite its
importance, the other two factors have also relevant weight in helping to maintain or
increase the commitment with the team [18].

Considering all the theories outlined before, we discovered the lack of research in
this synthesized point of view. The work presented in this paper is try to: (1) unify the
theoretical frameworks into one model which may go further from the psychological
basic variables to the core psychological dynamics of cooperative team work, and
(2) prove that this model can actually elaborate and analyse the psychometric features
by a field study using a new questionnaire we created.
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3 Method

3.1 Participants

The study uses a real sample set. The sample consisted of 108 male and female workers
and managers aged between 23 and 60 years old. The years they have been employed
vary from 1 to 34 years, always working in cooperative-type of teams, from different
companies, and occupying diverse workplaces. All the subjects completed the ques-
tionnaire online voluntarily.

3.2 Instrument

The Cooperative Workteam Questionnaire (CWQ) was generated using a Delphi
method in two phases. First, a group of experts in the psychology of performance teams
selected 45 items from the five instruments which are more commonly used to evaluate
the conceptual frameworks: Non-verbal Sensitivity Questionnaire [4]; Group Envi-
ronment Questionnaire [6]; Sportive Cooperation Questionnaire [11]; the Sportive
Commitment Questionnaire [16], and the Individualism and Collectivism Question-
naire [19]. In the second Delphi phase, authors conducted a three round inter-analysis
and review of the selected items. The final CWQ is formed by 12 items with a Likert
5-position answers which covers the five theories and with a .89 index of agreeability
among the experts (see Table 1).

Table 1. Cooperative work teams questionnaire (CWQ)

1. The communication among team members is easy and understandable
2. My effort and job level depends on the others’ level, and also depends on the situation
3. Our team is solid and united to reach its goals and takes responsibility to face the problems
encountered

4. Team workers and staff are integrated into the task and team objectives (How much of “me”
has become “us”?)

5. The staff or some key team member spreads their mood to the rest to the team, for good or for
bad

6. My working team and its philosophy let me think I belong to something really important
7. Being a member of this work team gives me chances to grow and improve my skills
8. I try my best in cooperate even if the cooperation level of my teammates, or staff is not the
same

9. Some of my best friends are also my teammates
10. The staff and the managers recognize the team members’ effort to integrate into the team
objectives

11. I’m working on my personal objectives, even if they are not the same as the team’s
objectives

12. The team members choose to have social lives a part from their teammates
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3.3 Procedures and Data Analysis

The online tool Google Forms have been used together with the social media, which
allowed a fast and efficient distribution of the CWQ to a wide spectrum of individuals
who accomplished the inclusion criteria. We believe that this can ensure the hetero-
geneity of the sample. After the data collection, a psychometric analysis of the ques-
tionnaire response was conducted using a software package for statistical analysis in
social sciences SSPS 20.1 [20].

4 Results

We have conducted an exploratory factorial analysis of the CWQ response in order to
find out what factors would appear in the response, and consequently, what should be
the new composition of the cooperative work team conceptual framework. In order to
accomplish this goal, we applied a principal component extraction method with the
varimax rotation. In order to check whether the data are suitable for conducting an
exploratory factor analysis, the Kaiser-Meyer-Olkin (KMO) test and Barlett sphericity
test were applied first. These two tests are intended to determine the degree of sample
adequacy for the subsequent application of different methods of factor extraction.
Results of the Kaiser-Meyer-Olkin test show that the sample responses are satisfactory,
with the values Between .500 and 1.00 (KMO = .733, according to Kaiser, mean
values: .80 � KMO � .70).

The Bartlett sphericity test result shows a value of p = .000 (p < .001; Chi-
square = 285.832), which indicates that the data matrix is appropriate for conducting
the analysis of principal components. Considering the criteria for selected factors the

Fig. 2. Sedimentation graphic of the CWQ factors.
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selfvalue � 1, we included four factors in the analysis. The salfvalue 1 explains the
23.306 % of the total variance, the second one can explains the 15.432 % of the total
variance, the third one explains 11.793 % and the fourth one explains the 10.433 %.
The total percentage of the variance is explained is t61 %, which is satisfactory if we
include just these four factors: the cooperative global teamwork; the team personal
growing; the emotional cooperation and the Conditional cooperation.

The sedimentation curve (see Fig. 2) confirms the suitability to consider just these
four factors, according to the degree of the curve between the four factors.

From Table 2 we can see the rotated component matrix obtained after a principal
component analysis with a varimax rotation (after six iterations). With a preliminary
screening considering the item-factor saturation just over .30, all items showed satu-
rations over .40, sometimes over two factors at the same time.

As we can see in Table 3, the Factor 1 and the global questionnaire have good level
of reliability [20], while the Factor 2, 3 and 4 showed relatively moderate levels
considering that they are formed just from two or three items.

Finally, in Table 4 we can observe the descriptive values of the four factors and the
global questionnaire response in the studied sample.

Table 2. Rotated component matrix

Factor
1 2 3 4

A3 .838
A1 .835
A10 .615
A4 .613 .458
A7 .509
A9 .760
A12 −.633
A6 .529 .557
A5 .794
A8 −.656
A11 .835
A2 .428 −.691

Table 3. The CWQ and its factors reliability indexes

Cronbach a

1. Cooperative global teamwork .776
2. Team personal growing .537
3. Emotional cooperation .363
4. Conditional cooperation .378
Global CWQ .613
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5 Discussion

According to the results of the psychometric analysis of the CWQ response, we
obtained a questionnaire which can integrate the five different and well-known psy-
chological theories of which each only partially explained the dynamics of the work
teams. By doing this, we unify the five separated theories into one single integrated
model.

The factors obtained in this exploratory analysis and primary attempt have sur-
passed the basic psychological variables in the original instruments and gone one step
further. They built up explanations about how the mind of a team member works. For
the first time, we obtained some indications about this “map” for a performance ori-
ented team member. From these factors we recognized the existence of the five the-
oretical backgrounds to describe the whole team dynamics, from their communicative
coordination to the identification to the team. The solid existence of this first factor,
factor 1, called cooperative global teamwork factor allows us to think in a new way
which can help us to use a more comprehensive approach to apply interventions to
cooperative working teams.

Also, considering the second factor is the team personal growing, which shows the
importance of the opportunity for the team members to grow personally while per-
taining in the team and working cooperatively with other members. The two other
factors found are related directly with the conditional cooperation, not derived from the
prosocial push to a team member [11]. The 3rd factor, the emotional cooperation
indicates that a person may cooperate with his/her teammates moved by the positive
emotions derived from the cooperation itself. The factor four, the conditional coop-
eration, shows a clear and distinct goal to obtain and gain personal interest through
belonging to and working in a performance oriented team, perhaps based in a
short-term consideration.

Considering that we applied CWQ on this sample set without any generalization,
the results already showed a heterogeneous combination of the four factors within this
new model. This may allow us to distinguish between individuals and teams with
respect to their position in the “pyramid” of the psychological dynamics for a coop-
erative working team.

This study has some limitations. The first is the need to conduct a confirmatory
analysis to the CWQ after this exploratory analysis, using a larger sample. The second
is the need to introduce the variable of performance into the descriptive analysis of the
results obtained in the follow-up studies.

Table 4. Descriptive values of the CWQ response in the sample studied

N M SD Min Max

Cooperative global teamwork 108 12.03 2.8 6.00 15.00
Team personal growing 108 6.30 1.54 3.00 9.00
Emotional cooperation 108 3.91 0.96 2.00 6.00
Conditional cooperation 108 4.17 1.07 2.00 6.00
Global CWQ 108 26.40 3.50 17.00 34.00
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Abstract. It is challenging to efficiently and effectively manage and mine huge-
sized scientific and engineering data. The challenge takes another dimension
when it comes to visualization and data analytics. Without the use of detail-in-
context lenses; it has been found that many important details are missed or misin‐
terpreted. Effectiveness of visual comprehension is one of the main goals of
collaborative visualization. Various detail-in-context lenses were developed to
increase the visual comprehension of 2D and 3D data types by exaggerating the
focused area while maintaining context such as fish-eye lenses. These lenses will
enhance the cooperative collaborative visualization environment. In this work,
an assessment of the effectiveness of a detail-in-context lens is presented. That is
by using a set of aesthetics metrics designed to evaluate the visualizations gener‐
ated by the fish-eye method to optimize the lens parameters. We have developed
a framework to test these metrics on hydrocarbon reservoir simulation grids of
different model sizes.

Keywords: Evaluating cooperative visualization environment · Aesthetic ·
Visualization · Metrics · Measurement

1 Introduction

Scientific visualization is an important part of data analysis. It provides means to illus‐
trate the problem at hand and build relationships that facilitate assessment of data. With
the increase in development of new visualization methods, it is logical to provide forms
of validation and/or verification of the effectiveness of these methods. In this work, the
impact of the detail-in-context variables using shape aesthetics and design principle
metrics on scientific data is evaluated.

2 Literature Survey

There are many visualization methods that target volume data types. A set of visuali‐
zation lenses will be reviewed in addition to perception theory for metric selection.

The most used approaches for the 3D grid is the section view where the user can
visualize any number of layers and cross sections using sliced planes in a primitive
manner [1]. Figure 1(a) present the full dataset of a hydrocarbon simulation case.
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Figure 1(b), (c) and (d) show a column of 2D section of the 3D model, a 2D raw section,
a single layer, respectively. From the prospective of collaboration and effectiveness,
these visual representations reveal little data to inspect and build decisions on [2].

Deformation is a manipulation lens for exaggerating selected focused area of the
data. Visualization techniques such as magic lenses, fish-eye views, or perspective wall
are methods developed for 2D data such as maps, graphs or text document to highlight
important area or to provide an in-context zoom [3–5].

Several researches have only applied fish-eye views on 3D volume data that combine
non-geometric distortion such as transparency and drawing wireframe layers [6, 7]. Luo
et al. work has been developed on top of Winch et al. [6, 8]. Which is a fish-eye on 3D
data; however, these methods have an issue in which they hide the inner data and only
focus on deforming the external layer(s) [8]. Carpendale proposed a novel approach in
presenting a detail-in-context view of 3D data [9]. Carpendale’s proposed “Visual
Access” that reveals the internal information in 3D grids by applying distortion and
displacement functions. That is by utilizing line-of-sight that rearrange the gridcells at
focus point extending the work done on 2D distortion viewing techniques. Her proposed
method is evaluated against basic 3D distortion viewing where issues were identified.
The resulted visualization is both understandable and appealing.

3 Detail-in-Context

In this investigation, an implementation of the Visual Access by Carpendale [9] is
examined. The used techniques are applied on the different properties that control the
visualization. These properties are: displacement function, distorting function area of
influence, point-of-view and focus exaggeration. Figure 2 illustrates the Visual Access
method adapted by this research work. We have implemented this method in OpenGL/
OpenCL to change the data in real-time.

3.1 Displacement Function

Individual cell displacement provides a mechanism for viewing cells inside a volumetric
dataset. This function disperses the cells apart from each other in the three axes. This
allows for occluded cells to be revealed as seen in Fig. 3(a). The displacement is a
constant value used for the three dimensions; it is considered as a single input parameter

(a) (b) (c) (d)

Fig. 1. Present current practice in visualizing volumetric 3-dimentional hydrocarbon reservoir
simulation grid
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to the method. The default value for displacement is factor of 1 with a range from 0 to
5. Zero displacement translates to the original dataset. Displacements are computed as
an incremental on the X and Y-axis in the outward direction from the center point.

(a) (b) (c)

Fig. 3. (a) original data, (b) with displacement (c) with displacement and distortion functions

3.2 Distortion Function

Visual Access has used the normal, bell curve, and distribution shape as the distortion
function. Two main variables control the bell curve, the width and the height of the bell
curve. The height of the function is the displacement coefficient in the view direction.
The width of the function is the displacement coefficient perpendicular to the view
direction. Visual Access lens uses the bell curve shape. The default height value of the
bell curve is .5 with a range from 0 to 2. Figure 3(c) shows the distortion effect on the
data set. The magnitude is proportional to the dataset size.

3.3 Camera Position and Direction

Visual access method uses the camera-position/viewers-eye as a facilitator for the
distortion lens. It can change the result of the distortion as it follows the line-of-sight.
Some viewpoints reveal more/higher number of cells than others. There are two values
governing the position to the data. The X and Y angles are both used, separately, as two
input parameters for the camera position that range from 1 to 4 to set the distance.

Fig. 2. Visual access
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4 Metrics

Two metrics were designed to evaluate the results of the detail-in-context visualization.
The first is based on the perception theory targeting the shape of the result to determine
the lie factor [10, 11]. The second metric, ratio of used space, is based on a design
guideline that maximizes the use of available space to focus on the data [10].

4.1 Average Relative Change of Mean Curvature (RCMC)

RCMC metric indicates the relative change of the shape represented by the overall
averaged mean curvature H (1). The mean curvature is computed from the principle
curvature at every vertex. The explanation of the principal curvature is beyond the scope
of this paper, however, the details of which are thoroughly discussed in [12]. Figure 4
shows the process of generating RCMC value. Figure 4(b) is the curvature analysis of
the base case. Figure 4(d) shows the applied distortion, where Fig. 4(c), (e), and (f)
demonstrates the curvature analysis of the new shape. For the computation of the curva‐
ture in this work, the authors have implemented the method presented by Griffin et al.
[12] which states:

RCMC = 1∕n
{∑n

i=0
||H − H′||∕max(H, H′

)

}
(1)

(a) (b) (c)

(d)
(e) (f)

Fig. 4. The process of computing the curvature analysis

Equation (1) is used as the objective function. This metric is used as an objective
function that minimize the change to the results of the detail-in-context visualization
method to maintain relative relationship to the original shape of the data that translate
to better recognition of the “hidden” information.
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4.2 Ratio of Used Space (RUS)

The second metric focus on how much space is used after applying the detail-in-context
method. This is to maximize the display area and to reduce unutilized view space. As
presented in Eq. (2), it is simply computed as the number of used pixels over the total
number of pixels in the display area as it shows by Fig. 5.

RUS = Used Pixels∕total pixels (2)

(a)
(b)

Fig. 5. Illustration of ratio of used space (RUS)

5 Experimental Data, Experiment, and Results

In this experiment, we are utilizing volumetric 3D grid data represented as sub grid
blocks. Eight (8) corner points identify each grid block. These grids are mainly used in
Computational Fluid Dynamics (CFD) data types and reservoir simulation [1]. Two
datasets are used and the size of each dataset is 11 × 11 × 11 cells as seen in Fig. 6.

(a (b)

Fig. 6. Dataset for the experiment

Five input parameters were carefully selected to be evaluated against the two selected
metrics. A total of 60 experiments with different combinations of the input parameters
and objective functions were developed and conducted. The experiments were
conducted on two 3-dimentional hydrocarbon reservoir model datasets. Each of which
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is evaluated by five input parameters, two metrics, and three camera setups. The combi‐
nations are presented along with the resultant evaluation parameters values. The experi‐
ments are grouped by the number of objective functions and then input parameters.

Three sets of camera angles have been used; the first is the top view, which is the
same as the one, used in Fig. 6; the second one is set at 45º inclination angle. Finally,
the third camera setup is used to optimize the view for the X & Y camera angles.
Table 1 summarizes the first set of experiments showing the base case analysis.

Table 1. Base case

Name Case Top 45 X &Y
RUS Case 1 0.3546 .3793 0.4745

Case 2 .39 .42 .5
Avg 0.372 0.399 .487

RCMC Avg 0 0 0

The base case is set as a comparison pivot point against the result generated from
the optimization workflow. After conducting the analysis, we have selected the 32 top
results from the optimization engine and generated the correlation values. Table 2
presents the highest correlated objective function with the input parameter. Based on
the averaged results from both cases (datasets).

Table 2. Highest correlation values between the objective function and input parameters

Objective function Properties R2 value Stnd. Dev
RUS Camera distance on the 45-degree view .9 0.0105
RCMC Bell curve parameter on the 45-degree view .8 .0165

6 Discussion

From the generated results in this paper, the authors have identified key input parameters
that, apparently, have the biggest impact on the results. The discussions of the results
are grouping based on their impact on the performance of the objective functions
(Table 3).

Table 3. Highest objective function results

Objective function Properties Maximum change from base
case

RUS Camera distance on optimized X & Y
view

84 %

RCMC XYZ displacement on optimized X &
Y view

500 %
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6.1 Ratio of Used Space

From the selected parameters, the camera distance and displacement have the biggest
impact. The Gaussian parameter did not show any difference. Camera distance has the
biggest impact with when also optimizing for X & Y angles.

6.2 Relative Shape Change

From the conducted experiments, relative shape change metric is not impacted by the
size of the cells rather it impacted by the change in the form reflected the change in the
curvature of the overall object. It is not affected by XYZ displacement, camera distance
or X and Y angle. It is affected by the bell curve parameter and from Table 2 optimizing
for the X and Y angle did identify the least shape change for the defaulted value of the
bell curve parameter.

7 Conclusion

Aesthetic metrics used in this paper provides insight into the visualization generated
from detail-in-context lens. The first metric derived from perception theory shows to the
users the degree of which the lens has impacted the accuracy of the data. This is useful
in cooperative environment, where users need to know how accurate the representation
of the data. The second metric selected from design guideline. This metric provides the
designer of a collaboration visualization lens how much of space is unutilized. These
metrics were used as objective function in a framework to optimize the view. Based on
the correlation analysis conducted, displacement function and camera distance had the
major impact on both the used space and the relative shape change. Aesthetic and utility
metric analyses are means to identify effectiveness, performance, and compare different
lenses for designing visualization lenses. The selected parameters and objective func‐
tions used in this work only provides a sense of what can be achieved in the area of
heuristic aesthetics evaluation We are looking into expanding on the implemented
metrics and evaluate combinations of input parameters and objective functions by incor‐
porating additional utility metrics to evaluate the effectiveness of the visualization
method.
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Abstract. An aesthetic oriented, multi-agent system is proposed for supporting
generation of buildings prototypes that fulfill aesthetic criteria. Multi-
hierarchical composite graphs are used to represent object’s structure, consist-
ing of Biedermann’s basic perception elements - geons, grouped into aesthetic
measurable components. The approach is illustrated on the example of designing
a simple 3d architectural object according to the accepted rules of aesthetics.
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1 Introduction

This paper is an attempt to develop a new approach in the area of collaborative
design of architecture, where an aesthetic oriented, multi-agent system is proposed
for supporting generation buildings prototypes that fulfill aesthetic criteria. The idea
to combine Bikhoff’s aesthetic measure [1] with Biederman’s Recognition-
By-Components theory [2] in aesthetic evaluation of architecture has been pro-
posed in [3]. Multi-hierarchical composite graphs are used to represent object’s
structure, consisting of Biedermann’s basic perception elements - geons, grouped into
aesthetic measurable components. The proposed system contains several agents, each
of them operating on the same graph model and being responsible for developing a
project in accordance with a certain aesthetic rule. The result of collaboration
between the agents - a building prototype - is expected to be harmonic due to
fulfilling aesthetic criteria, but also interesting for a viewer through agents’ inde-
pendence and controlled randomness of added elements.

Geon based aesthetic measure for architecture is based on Bikhoff’s formula for
assessment of polygonal forms adapted to 3D objects. It assumes division of a building
solid into primitive components - Biederman’s geons, which are easily identified
during the visual perception process and together with a set of spatial relations between
them compound an alphabet for an infinite language of images. The most important
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feature of geons is that they can be recognized immediately, even when viewed
incomplete (e.g. from one side only or partly covered). Figure 1 shows some examples
of geons, however a total number is 43, including planar ones.

Judgment of harmony and beauty of a solid can be given due to investigation of
aesthetic relations between geons: alignment, vertical symmetry, rotational symmetry,
satisfactory form (when an object is not “almost straight” or “almost symmetrical”),
equilibrium, fit for a cube- or diamond-shaped network. The more such relations can be
found, the more harmonic an object seems to be. However, high cost of perception, i.e.,
a great number of geons, many different geon types or high complexity of geons can
result in decrease of aesthetic value, as well as predictability of components arrange-
ment. In order to achieve optimal results in automatic architectural design, all these
parameters should be taken into account, which is a nontrivial problem. However, the
proposed method where several agents with different aesthetic motivations which
co-operate on the same project seems accurate, because collaboration enables to
compromise between many (sometimes contrary) goals. This is why we propose a
model of a multi-agent system, which works on graph representation of a building.

There are many approaches to computational design. Genetic algorithms enable to
find optimal solutions that fulfill defined criteria or designer’s subjective expectations,
including aesthetic ones [4]. Shape grammars consist of sets of rules used for derivation
of one shape from another. Such rules can by modified dynamically in response to
user’s interaction with the system, different grammars may also act simultaneously [5].
Despite these possibilities, prototypes generated by shape grammars are restricted by
grammar rules, while genetic design may give highly unpredictable results, especially
when its fitness function attempts to evaluate aesthetics. Graph grammars, in which
rules describe graph transformations, seem to be the most powerful tool in our case.
Geons and relations between them can be easily represented by graphs, while graph
transformation allows even minor modifications of an object. This makes graph rep-
resentation appropriate for almost every possible project.

Fig. 1. Examples of geons
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The paper is organized as follows: in Sect. 2 necessary graphs definitions are
presented and then, in Sect. 3, their application in the context of architectural design is
described. Section 4 contains a model of the multi-agent system for buildings proto-
types generation. Section 5 concludes the paper.

2 Multi-hierarchical Composite Graphs

For the purpose of architecture representation we have decided to use a
multi-hierarchical composite graph, based on the definitions of an attributed composite
graph and a multi-hierarchical graph with its child nesting function [6]. The composite
graphs were defined to represent artifacts’ structures with their components and rela-
tions between them. Artifact components and their fragments are represented by object
and bond nodes, respectively. Edges are defined between bond nodes.

Let R be an alphabet of labels for object nodes, bond nodes and edges. Let for any
sequence ðx1; . . .; xnÞ, SETðx1; . . .; xnÞ be equal to fx1; . . .; xmg, where m� n, i.e., to the
set of its elements. Let A be a set of attributes for nodes and edges, such that for each a
2 A, Da denotes its domain, i.e., the set of all possible values of this attribute. Let P(A)
denote the set of all subsets of A.

Definition 1. A composite multi-edge graph over R is a tuple
g ¼ ðV ;E;B; bd;s; t; lb; att; valÞ, where:
– V ;E;B are pairwise disjoint sets whose elements are called object nodes, bond

nodes and edges, respectively,
– bd : V ! B� is a function which specifies a sequence of different bond nodes for

each object node, such that 8b 2 B9!v 2 V : b 2 SETðbdðvÞÞ, i.e., each bond node
is assigned to exactly one object node,

– s, t: E ! B are mappings assigning to edges source and target bond nodes,
respectively, in such a way that 8e 2 E 9 v1 6¼ v2, s(e) 2 SET(bd(v1))^t(e) 2 SET
(bd(v2)), i.e., each edge connects bond nodes of exactly two different object nodes,

– lb: V [ B [ E ! R is a node and edge labeling function,
– att: V [ E ! P(A) is a node and edge attributing function, and
– val: (V [E) � A 2 D is a partial function assigning values to attributes, where

D ¼ [ a2ADa such that 8(o, a) 2 (V [E) � A if a 2 attr(o) val(o, a) 2 Da.

The above definition differs from the one introduced in [4] in the way of edge
assignment - unlike a composition attributed graph, a composite multi-edge graph
allows multiple edges assigned to a single bond.

Let G be a labeled graph with U being a finite set of graph atoms (i.e., nodes and
edges of a graph). Let ? be a fixed value, different from all elements of U. If ch is a
function ch : V ! 2U [f?g, then for a node v 2 V a set of its descendants of the i-th
order is denoted by chiðvÞ. Let chi, chþ and ch� be defined as follows:
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ch0ðvÞ ¼ ? ( chðvÞ ¼ ?;
v ( chðvÞ 6¼ ? ;

�

ch1ðvÞ ¼ chðvÞ;

chiþ 1ðvÞ ¼
? ( chiðvÞ ¼ ?;S
u2V \ chiðvÞ

chðuÞ ( chiðvÞ 6¼ ?
(

;

chþ ðvÞ ¼ S
i� 1

chiðvÞ;
ch�ðvÞ ¼ S

i� 0
chiðvÞ:

Definition 2. A mapping ch : V ! 2U [f?g is a child nesting function iff:

– 8v;w 2 V : w 2 chðvÞ ) chðwÞ 6¼ ?, i.e., if a node is a child of some other node,
then it is a part of the hierarchy and thus must have its own set of children (which
may be empty),

– 8x 2 U8v; u 2 V : x 2 chðvÞ ^ x 2 chðuÞ ) v ¼ u, i.e., an element cannot have
two distinct parents,

– 8v 2 V : v 62 chþ ðvÞ, i.e., no element can be its own child.

Definition 3. A multi-hierarchical composite graph over R is a system G ¼ ðV ;E;B;
bd; s; t; lb; att; val; ch1; . . .; chnÞ, where:
– ðV ;E;B; bd; s; t; lb; att; valÞ is a labeled graph, and
– chi : V ! 2U [f?g, where i ¼ 1; . . .; n, are child nesting functions.

3 Graph Representation of an Architectural Object

Having introduced multi-hierarchical composite graphs, we can propose an instance of
such a structure in order to represent dependencies between architectural object’s
components. Graph representations of architectural objects need appropriate labels,
attributes and numbers of bonds determined as follows:

– child nodes are labeled with geons numbers (1-43), whereas parent nodes refer to
aesthetic measure components named - alignment, vertical symmetry and rotational
symmetry; geon node bonds are labeled with numbers of geon faces - “1” for a top
base, “2” for a bottom base, and next numbers for lateral faces; edges connecting
geon nodes are labeled with a type of spatial relation between two geons - “con-
tinuation”, when their bases are the same and stuck together, or “attachment”, when
the first geon’s side is joined with another one’s so as they create concavities;

– edges are only possible between two geon nodes;
– each geon node has at least three bonds, two of them denoting the volume’s bases,

while other nodes are not equipped with any bonds.
– each attribute set assigned to a geon node may be composed of two subsets of

attributes - a subset for “non-accidental” ones, describing properties that are,
according to Recognition-ByComponents theory, perceived at once and used in
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object recognition process, and a subset for metric properties like exact size or
location, which are not perceived immediately, but are important from our point of
view due to their power of creating aesthetic relations like alignment or symmetry.

Figure 2 shows an example of a simple building prototype consisting of three
geons, two of them aligned to the common plane and two of them arranged in the
relation of vertical symmetry, and its graph representation. Numbered bonds denote
geon’s faces - top base, bottom base and four lateral faces.

4 Multi-agent Design System

In this section we consider a multi-agent system that is able to support design process
of generating prototypes fulfilling functional requirements and aesthetic criteria. By an
agent we understand a computational entity situated in some environment and capable
of autonomous actions in the environment in order to satisfy requirements and/or
criteria assigned to the agent during design process. Design agents react to changes of

Fig. 2. A building prototype and its graph representation
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the design context by acting upon the environment, exchanging information and
interacting with other agents [7]. We propose the system with the following agents:

– Complexity Agent, which generates new geon nodes and ensures that the total
number of geon types and their complexity are not too high;

– Equilibrium Agent, which suggests preferred location of a new geon in case when
object’s imbalance occurs;

– Network Agent, which searches for geon nodes whose attributes’ values only need
a slight modification to make the component fit to a cube- or diamond-shaped
network. The modification is performed only if it does not affect geon’s parent
relation - e.g. the agent can flatten geon’s side in case it is not in a vertical symmetry
relation;

– Alignment Agent, responsible for generation of new alignment nodes and their
child nodes - geons, that fulfill the alignment condition (i.e., one of their side is
tangential or inscribed in an alignment plane). The agent also scans the whole graph
in order to find new alignment nodes and to find geons that require a slight mod-
ification to make them fit for an alignment relation;

– Vertical Symmetry Agent, which generates new vertical symmetry nodes and their
child geon nodes, scans the graph for unregistered vertical symmetry relations and
creates new ones by reflection added to existing geons,

– Rotational Symmetry Agent, which acts analogically to Vertical Symmetry Agent.

Alignment and symmetry agents use graph grammars to generate new nodes.
A graph grammar consists of a set of graph rules of the form L -> R with L and R being
graphs called left-hand side and right-hand side of the rule, respectively. A graph rule is
applied to the graph by replacing L by R. Geon nodes are created after consultation
with Complexity Agent, which may have some preferences for attributes defining a
geon type and complexity. For example, Complexity Agent may decide that geons with
straight axis and rounded cross section are most desired, which will have impact on the

Fig. 3. Design agents and their actions
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random function of geon generation. Complexity Agent also uses its own grammar to
add new geons, which do not need to be in any aesthetic relation (this ensures the
project is not too much ordered and predictable). Each agent communicates with
Equilibrium Agent in order to ensure balance of a solid. Figure 3 illustrates agents’
actions on the project and interactions with each other.

Let us consider some examples of agents’ modifications on a project, illustrated in
Fig. 4. Picture (a) shows a production of Symmetry Agent, (b) - generation of a new
geon by Complexity Agent, (c) - modification of the project by Alignment Agent,
(d) - again, generation of a new geon by Complexity Agent, and (e) - correction of the
new geon’s location by Alignment Agent.

Besides aesthetic rules to obey, an architectural object should of course comply
with multiple functional requirements. At the early stage of prototype generation this
task can be performed by graph grammar axioms, i.e., predefined graphs that the agents
develop according to their grammar productions. For instance, if a building must have a
sloping roof, one can prepare an axiom graph containing a wedge shaped geon on the
top of its structure and some non-terminal nodes for further development.

Fig. 4. Examples of agents’ modifications on a project
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5 Conclusion

Multi-hierarchical composite graph representation of architectural objects combined
with a multi-agent approach to design seems to be a powerful tool that allows to gain
multiple aesthetic goals while developing buildings prototypes. The proposed model of
a multi-agent system can be quite easily enriched with other aesthetic or functional
requirements represented by new axioms or by new agents. However, in case of adding
agents their behavior should be carefully designed to enable efficient collaboration.
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Abstract. Virtual Reality devices are available with different resolu-
tions and fields of view. Users can simultaneously interact within environ-
ments on head mounted displays, cell phones, tablets, and PowerWalls.
Sharing scenes across devices requires solutions that smoothly synchro-
nize shared navigation, minimize jitter and avoid visual confusion. In this
paper we present a system that allows a single user to remotely guide
many remote users in a virtual environment. A variety of mixed device
environments are supported. Techniques are implemented to minimize
jitter and synchronize views.

Keywords: VR · Scene sharing · Remote VR

1 Introduction

Classes utilizing virtual reality(VR) devices for directed tours and guided explo-
ration of a virtual environment require guided navigation with a smooth follow-
ing path of the instructor’s view for students in a synchronized and jitter-free
manner. Excess jitter can lead to rapid deterioration of the shared views and
modest lag can cause nausea for remote students. Because of this it is advisable
that shared VR systems utilize view synchronization to minimize these types of
extreme events. Additionally, VR devices are available with a variety of different
fields of view(FOV). Users can simultaneously interact within VR environments
on head mounted displays(HMD), cell phones, tablets, and PowerWalls. Sharing
scenes across different types of devices requires solutions that both minimize
jitter and deal with different FOVs.

In this paper we present current work on a system that allows a user to guide
multiple remote users within a VR environment of stereo panoramas. Specific
techniques are implemented to minimize jitter between users and to maintain
synchronized views across devices with differing FOV. The implemented system
provides a collaborative communal space in mixed device environments of HMD,
tablet, and PowerWalls.
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2 Prior Work

Significant research into distributed virtual environments has already been done
for a variety of devices. [1] presents a web-based learning environment called Vir-
tual Laboratories (VL). [2] developed a collaborative P2P system which shares
a geographic environment to explore complex spatial information and work in a
collaborative way. [3] presents Wonderland, an integration of internet accessible
physics experiments (iLabs). [4] present a collaborative system to teach students
how to use a calligraphy brush with haptic devices. Shared virtual environements,
such as [5] and [6], often use specific architectures to synchronize communication
between users involving Area of Interest and Dead Level Reckoning techniques.
Dealing with differeing FOVs of different devices has been studied in [7] and
[8] via experiments involving blinders, software, and augmented virtual systems.
The experiments demonstrated the difference in a users experience based on
FOV. Prolonged use of virtual enviroments are studied by [9] and [10] examinin-
ing cyber-sickness, and task completion in cooperative tele-operation. Reducing
jitter and smooth transitions are crucial for shared Virtual Environments. [11]
presents a navigation algorithm based on a river flow analogy, following the
approximate flow of an anchored river current.

3 Our Approach

Our approach utilizes a basic leader and follower model with one VR system
acting as the leader and all other VR systems acting as followers. All VR systems
load the same scene (same camera position and looking point) in advance and all
system have identical imagery and user interface tools. The actual appearance
of the user interface may differ from physical device to physical device but the
same functionality is present.

We have implemented two different experimental jitter reduction techniques
and one experimental technique for differing FOVs between devices. For jitter
reduction we implemented simple Dead Level Reckoning and weighted buffered
path smoothing. Dead-Level Reckoning works utilizing the technique as defined
in [5]. Buffered path smoothing utilizes a jitter server to buffer and smooth
navigation path packets. A weight vector can be used to adjust the smoothing
factor based on user preference and testing results. Smoothing the coordinates
in the server side provides the same data to all connected users, and thus they
will follow the same path. If the smoothing is done in the user side, when some
packages are lost over the network, followers will compute different paths dif-
fering over the rest of users. Initial testing shows promise for smooth shared
navigation. Additionally we implement synchronization of differing FOVs using
delayed movement and thresholding.

4 System Architecture

Our testing platform is a stereo panorama viewing application. Multiple users
view high-resolution stereoscopic panoramas simultaneously. They connect to
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Fig. 1. Static, runtime, and network architecture.

the jitter server which distributes the smoothed packages to lead them on
a guided tour. The clients follow the master’s view direction and panorama
changes. Stereo viewing is supported in GearVR and PowerWall systems, while
the WebGL version is limited to monoscopic views. See snapshots in Figs. 1
and 2.

The panorama application presents a partial view of the full panorama with
FOV determined by device characteristics. The user may look at any portion of
the panorama via device specific controls. The mechanism varies by device: key-
board, mouse, touchpad, or gaze. Once a client slaves itself its view and panora-
mas are completely controlled by the master. Whenever the master adjusts its
view or changes panoramas commands are transmitted to the slaves through the
server. Communication is done via multicast UDP with a jitter server used to
smooth motion between master and slaves.

iPhone System Display iPad System Display GearVR ScreenShot Immersion Wall

Fig. 2. Application platforms.

5 Early Results

Early results for buffered smoothing are shown in Fig. 3: the black line represents
the master movements while the blue and red lines represent the non-weighted
and weighted smoothed buffers respectively. We have used different buffer sizes
to see the differences in the behavior of the smoothing. These results show that
the movement of the master can be smoothed to reduce the jitter transitions
between frames so the user can be comfortable with the navigation. The next
step is to ask real users about which of the approaches and buffer sizes are better
for them within different applications.
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Fig. 3. Buffered results.

6 Conclusion and Future Work

This work in progress requires significant testing to be done in jitter measure-
ment, FOV synchronizing, control curves and movement tracking. Additionally
testing of multiple simultaneous users on both homogenous and heterogenous
devices in an educational setting is planned to study the use of VR for learning
and training.
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Abstract. This study proposed a composition logic of blended space in which
the evolution of experience is possible constantly in terms of the augmented space
experience of a historical site. On the basis of the blended space theory proposed
as a methodology for organizing the user space experience between the physical
space and digital space regarding a problem called the reproduction of experience,
an augmented space experience method for overcoming it was composed. It
composes an active learning environment, including the meaning and connective
logic by linking the story composition and delivery method of digital storytelling
to the space experience framework of the blended space. In particular, the appli‐
cation to digital tourism was represented through Hwasung Castle case. The
prototype of the system is implemented using Unreal Engine. Implications
deduced from building the prototype for simulation are used in composing an
experiment environment targeting users.

Keywords: Blended space · Larchiveum · Augmented place · Multimedia ·
Urban regeneration

1 Introduction

Recently, the importance of the cultural strategy to develop the cultural environment
has been emphasized in urban regeneration [1]. In particular, in successful cases of urban
generation, such as Barcelona in Spain, Bologna in Italy, and Seattle Pioneer Square
Historic District in the U.S., they innovated their space by utilizing historical resources
and helped the community to overcome economic recession. There are an increasing
number of cases involving introducing cultural complexes as a part of urban regeneration
through cultural fusion. The British DCMS report ‘Evidence-based case studies of
culture’s contribution to regeneration’ explains this trend well [2].

Among various types of cultural complexes, experts are paying attention to the
larchiveum. The larchiveum, a complex of a library, archive, and museum, is a concept
Megan Winget introduced while proposing the necessity of a multidisciplinary
collecting institution of massively multiplayer online (MMO) game material [3].
According to the International Federation of Library Associations and Institutions,
libraries, archives, and museums will be practical partners within communities, since
they all support and enhance the opportunity for lifelong education, preserve local
cultural heritage, and protect and provide relevant information [4]. There are several
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factors in the background to consider the cooperation and integration of the three facili‐
ties: the digitization of materials to preserve and use them efficiently, the generalization
of electronic publishing, increased web resources, and the increasing need for an inte‐
grated service that can be provided regardless of user type. Modern technologies,
including Augmented Reality (AR)/Virtual Reality (VR), telecommunication devices,
various detecting sensors of human motion, identity, and state change, network envi‐
ronments, or miniaturized computers, can be used to visualize the materials in a larch‐
iveum and help users obtain relevant knowledge. Considering technology is in the
process of advancement and the devices are generalized, it will be possible to provide
an augmented experience readily to users in real time [11–13]. The existing digital
larchiveum concept cases should enable the integrative facilitation of huge data derived
from the cooperation of various institutes. Trove, established by the National Library of
Australia, provides a digital image library service integrating libraries, archives,
museums, colleges, historical academies, and other cultural facilities in cooperation with
related organizations [14]. Europeana in Europe connects 2.3 million digital items,
including documents, museum materials, artworks, music, images, and videos, and has
implemented a user service through which users can sort the items by categories of
interest [15]. Others, including services accessed by QR code providing the origin and
information of the object or providing a navigation function and historical information
according to the specific location of a historical place (Location-Based Service, LBS)
by extracting the historical or geographical data of three institutions – a library, archive,
and museum – are operated in Hwasung Castle historical places, the Cleveland Museum
of Art, the National History Museum in Vienna, etc.

While the information from digital media offered by the larchiveum enables people
to gain information about exhibits conveniently, it has caused a negative aspect called
the reproduction of experience. LBS-based humanities GISs or relevant services guiding
users in the larchiveum still do not generally consider the users’ characteristics, knowl‐
edge level, and concerns, but reproduce automated experiences that provide certain
information repeatedly in a specific position. The automated experiences provide the
same experience to every user and can generate stereotyping errors by providing fixed
ideas regarding the object of experience. While the original works in historical places
or the larchiveum have an “aura,” according to Benjamin, they can lose their value as a
historical cultural resource due to changes to accommodate the attitudes of users and
repetitive and typical content. Therefore, the providing way of digital information on
historical cultural resources should consider changing to accommodate the attitudes of
people and the generation method of experience that a lot of affects accommodation
attitude.

2 Research Objectives

The methods of composing an experiential environment have problems receiving
content at a specific place through humanities GIS or creating similar experiential
content from web resources. The purpose of the research is to compose a blended space
for the evolution of experience and solving the problem of the reproduction of
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experience, which provides the same experience to users. For this, the augmented space
is composed based on the blended space theory to create a meaningful experiential
environment for users. The connection and composition methods of related data are
grafted onto the digital storytelling mechanism to create general content for composing
the blended space. Digital tourism represents a method of applying elements of the
blended space theory to a historical place appropriately. The proposed augmented space
of the historical place presents the main elements and composition method for
composing the augmented space based on the user experience method of digital tourism.
This composition method is defined as a blended space unit. Sequences of units consti‐
tute the augmented space. The effect of the system will be verified through a simulation
with a prototype before a full-scale introduction to a real space. The prototype of the
system is implemented using Unreal Engine. Implications are deduced from the simu‐
lation process to build an experiential environment targeting users.

3 Concept of Larchiveum as Blended Space Integrating Historical
Place and Media Enhanced Space

3.1 Blended Space Theory and Digital Tourism

Benyon’s blended space theory is proposed as a methodology for organizing the user
space’s experiential manner through the combination of physical space and digital space.
This theory can be a suitable background theory for developing experience content
because the theory considers user activity in a space and focuses on the whole design
of the experience at the human scale. Blended space is a theory that was presented on
the basis of the conceptual blending theory [5]. It is used to formulate a mixed-reality
experience focusing on the response between the digital space and physical space [6].
This theory has four key characteristics for describing the information space, spanning
between the digital space and physical space: ontology, topology, volatility, and agency.
Benyon described digital tourism as the utilization of blended space. Digital tourism
involves the design of a user experience (UX) through the blended space framework in
the context of historical content combined with personal interests. The four core features
used in digital tourism are as follows [7].

– Ontology concerns the object of the target space. The core point of ontology for a
tourist attraction is high-level points of interests (POIs). They are natural objects,
buildings of historic sites, squares, and utilities. Ontology can relate to other POIs
with a story or a temporal method for considering the property and function infor‐
mation of the object.

– Topology explains how different POIs are associated with each other in a given posi‐
tion. The relation of POIs derives from a restriction of various levels of the physical
environment, tour, educational program, individual preference, and interest.

– Volatility is a concept related to the time of a place. The objects and people move
through the space, and the topology changes according to the time flow. The space
regularly changes depending on the day, time, and certain events.
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– Agency is a core feature that affects the usefulness and enjoyment of the blended
space in the digital space. It describes the possible ways of interacting with visitors
in the space. Tourists typically rely on street signs or hire a guide. However, in a
blended space, they can use the digital agency properly and pivotally. The digital
agency can guide the tour with certain POIs.

Benyon tries to create an improved user experience by applying these four features
of blended space. The key point is to use these four features in blended space UX and
to find corresponding features between physical space and digital space.

3.2 System Design of Larchiveum Based on Blended Space Concept: Hwasung
Castle Heritage Case

While tour services using smart devices have been used for Hwasung Castle by neces‐
sity, it does not provide a user experience at the level of augmented space. This study
proposes a configuration method of augmented space through the blended space
approach. Hwasung Castle was declared a UNESCO World Heritage Site in 1997. More
than 2 million people visit this historical place every year. Thus, Hwasung Castle
requires various tour services for visitors. The surrounding university and city have taken
the lead to try to develop smart tour services. Some of the services are in the pilot stage
or are being operated now.

The “Suwon Hwasung Castle mobile guiding service for smartphones” provides
guidance for visitors regarding the main facilities located in Hwasung Castle through
NFC or QR codes. This service provides the location of visitors and historical informa‐
tion on the facilities depending on users’ current positions. Thus, it prevents visitors
from experiencing confusion in the large area. “Hwasung Castle Histour” began a pilot
service in 2010 through a game-based tour service using LBS. This service provides
mission performances, simple games, and the delivery of event information related to
specific locations. The “U-seum” of Suwon Hwasung Castle Museum was developed
and demonstrated in 2011 to provide an event pop-up service using LBS in Suwon
Hwasung Castle Museum. This pop-up service offers interesting game-based elements,
such as quizzes, puzzles, and a listening service for descriptions.

The applications among the mentioned services are in the trial testing or discontinued
state at present. While these services arouse visitor’s interest by adding games and events
with historical information, they have limitations for attracting attention from visitors
because the information about the remains or facilities is fragmentary and lacks user
context. The limitations exist because the services are not designed considering the
context of user. Therefore, the service composition method of augmented space is
proposed for the blended space approach focused on user experience.

• Augmented Larchiveum of Hwasung Castle Heritage
The utilization scenario that applies the blended space framework is as follows
(Fig. 1). The user can start the augmented space experience by selecting a physical
object related to Hwasung Castle. The user tries to investigate a related subject to
“the construction of Hwasung Castle.” At the beginning of the story, they can choose
a typical apparatus used in the construction of Hwasung Castle called “Geojunggi.”
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The Geojunggi is connected to other physical objects, such as ramparts, bricks, and
design drawings, based on the relationship of functions or applications (ontology).
The choice of the physical object is connected to the digital media device’s existing
surroundings. It can connect the digital agency related to the subject through digital
devices. The representative digital agency related Geojunggi is Jung Yak-Yong, a
designer of Hwasung Castle. The user listens to an explanation about working or
receives directions to other places (POIs) related to the story in the design process
through the digital agency. The completion degree of construction is exhibited
differently according to the visiting season of the user (volatility). If the user visits
in October, they can participate in the completion ceremony.

Fig. 1. (a) Blended space framework [6] (b) Larchiveum as an augmented space: Hwasung Castle
heritage

4 Evolution of Experience in Blended Space

4.1 Blended Space Structure

Although the “reproduction of experience” and “evolution of experience” have the same
content resources, the structure of experience is made differently according to what the
user chooses first and involves context. The origin of this structure can be found from
the structure of the digital storytelling featuring the interactivity. Intelligent Video
Editor, the most similar system to the “evolution of experience,” has a structure that
automatically classifies and extracts the existing fragmentary information by the rules
defined by the user by means of multimedia and combines it with more advanced subjects
to restructure it into a useful information resource [8]. Manovich said it was hard to see
the users making their own route by choosing the records of the database in a certain
order to make their distinctive narrative structure, and they had to adjust the meaning
of elements and the logic of the connection to satisfy the narrative standards [9].

The structure creating the “evolution of experience” suggested from this context does
not mean a simple connection of resources existing in the database. The evolution of
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experience lets the content experience be reproduced with various stories and meanings
in response to the method of digital storytelling and the framework of the blended space,
forming the meaning of the space experience. The structure of the evolution of experi‐
ence creates a different experience structure every time through various combinations
as a kind of unit or set containing essential components. This unit defines the Blended
Space Unit (BSU). Blended Space is made by the sequence of units. The BSU is gener‐
ated by associating Benyon’s blended space framework and the digital storytelling
mechanism (Fig. 2). The digital storytelling mechanism is made by combining a content
database of various images, texts, video clips etc. and the user context, which is the
user’s profile (age, gender, job, areas of interest, recent visiting information, etc.), the
purpose of the visit, or the task. The generated BSU has three components: the Physical
Object, Media Object, and Content. The detailed classification of each element is shown
in Table 1.

Fig. 2. System diagram for composing the blended space

Table 1. Classification details of the Blended Space Unit (BSU)

Elements of BSU Classification Details
Physical Object Natural object with historical stories in the physical space, artifact (ex.

old tree, Korean traditional totem pole, rampart, building, door
attached to the building, book, artwork etc.)

Media Object The type of digital media is classified as installed, projected, embedded,
personal. The media object works as single or complex object by
selecting an appropriate type according to content.

Content Types of text, graphics, audio and visual as multimedia-containing
mediums related to the historical place

Figure 2 represents the system configuration of the composite blended space. The
blended space description format (BSDF) generator creates the BSDF, which processes
the content of the multimedia content database through rules referring to the user profile
transmitted from the physical space. The rules select a media representation method

358 S.-Y. Jang and S.-A. Kim



suitable for the content type and configure the result according to specific conditions
related to the user or story. The generated BSDF is interpreted by a content management
system (CMS). The processed content creates the BSU by transmitting the media of the
physical space.

4.2 Prototyping and Simulation of the BSU

The prototype aims to simulate whether the proposed augmented space functioning as
an active learning environment is possible for the intuitive and active learning about the
cultural heritage. Figure 3 shows a prototype of the BSU implemented by Unreal Engine
to compose the interactive virtual reality. It represents combinations of physical objects,
media objects, and content and changing states according to the user context and choices.
As a result of composing the environment through the prototype, the computer program
environment is more simplified than a real experiment and describes the utilization of
various media simultaneously within one program environment. Therefore, it has an
advantage of composing an environment rather than constructing a whole system by
connecting each digital media device in a real environment. On the other hand, the
presence of physical objects is insufficient because the physical objects exist in a virtual
environment.

Fig. 3. Simulation environment of Blended Space Unit (BSU) using game engine

The augmented space works by mixing with physical objects and media objects
simultaneously. Therefore, the precise effects of the augmented space will be tested by
applying physical objects in the real space to add to the reality of the experiment space.
The communication function with other people can be considered an extension of the
function provided by the system. Exchanging opinions with other people and gaining
feedback on ideas can work for the improvement of the understanding of the historical
place and the formation of the thoughts of the user. The implementation of the prototype
helps for developing the direction of development on functions for more positive effects
in an experiment for an active learning environment in the future. The experiment
targeting actual users reflects the mentioned points and refers to the principles of active
learning [10] to develop measures as a standard for user evaluation.
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5 Conclusion

This study proposed a composition logic of blended space in which the evolution of
experience is possible constantly in terms of the augmented space experience of a
historical site. On the basis of the blended space theory proposed as a methodology
regarding a problem called the reproduction of experience, an augmented space expe‐
rience method for overcoming it was composed. It composes an active learning envi‐
ronment, including the meaning and connective logic by linking the digital storytelling
to the space experience framework of the blended space. In particular, the application
to digital tourism was represented through the Hwasung Castle case. Through this, it
will be possible to overcome the disadvantage of a fixed experience, which is a common
limitation of the smart tour services in Hwasung Castle. This study proposed the content-
composing principle and has a limit that the actual use and evaluation are inadequate.
Implications deduced from building the prototype for simulation are used in composing
an experiment environment targeting users.

A future study based on the results of this study could involve a learning environment
formation with the test and evaluation. This smart learning environment will be a way
of heightening the accessibility to knowledge compared with the existing larchiveum or
historical site tourism and is differentiated from the previous augmented space through
the formation of a dynamic experience, real-time sharing from various contexts, and
contributing to the reproduction of knowledge by inducing civil participation. While the
existing smart services provided technology that was anticipated to be useful for the
introduction stage, in the present, the advanced technology of AR/VR makes it possible
to embody experiences improved by widespread equipment, and the demand for services
beyond information delivery is increasing.
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Abstract. With the development of the computer technology, new ways of
model making become an alternative for the representation of the design ideas.
In this paper, we present a new design platform based on the mobile augmented
reality technology for a co-design situation. A marker-based mobile augmented
reality platform for the early phase of the co-design process is presented. A pilot
study is conducted and the data is analyzed with the protocol analysis method. In
the paper we provide some insights of the impact of the employment of the
mobile augmented reality technology in the co-design situation.

Keywords: Collaborative design � Mobile augmented reality � Protocol
analysis

1 Introduction

Over the last decade, with the proliferation of the mobile communication technologies,
there has an increase in the development of the applications and devices of augmented
reality. In general, Augmented Reality (AR) technology includes a combination of the
real and the virtual by providing 3D real time interactivity [1]. The early version of the
AR technology is mainly considered as a representation tool for the evaluation of the
design proposal [2, 3]. The recent mobile AR technology has the potential to offer new
opportunities to designers as a new design platform that the visual and the physical
models are superimposed for the real time designing and visual analysis of the idea.
Thus, the AR technology can provide the shared virtual model for co-designers to
discuss and interact with.

The aim of this study is to understand the changes of co-designer’s design rea-
soning and communication activities while they are working on the virtual model using
a mobile AR technology. In order to understand the changes of their reasoning, we
compare the dialogues and actions of designers: 1. When they are co-designing with the
physical models, and 2. When they are co-designing with the augmented digital model,
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employing the Protocol Analysis method (see [4]) which is widely used in collaborative
design settings [5–7]. In this paper, the proposed AR platform is presented and the
result of a pilot study is discussed.

2 Studying Marker-Based AR in Collaborative Design

In general, design process has complex components as well as static and dynamic
relationships between those components. Researchers attempt to offer new design tools
and technologies to overcome those complexities facilitating alternative visualization
and representation techniques. In the co-design situation, the shared representation of
the design idea plays a key role as the communicative resource of the interaction
between the designers. In particular, the model making is one of these shared repre-
sentations. Making the model represents the concretization of ideas, by getting as close
as possible to the actual construction of the design proposal. In addition, models can
help with the creative process of visualizing 3D space directly by functioning to help
with the inspection of the complex visual relationships, so the models outperform
drawings [8]. Kvan and Thilakaratne [9] pointed out that models offer benefits of
approachability, tangibility, manipulability and collaborative engagement.

The augmented digital models can be considered as the new design representations
that could have a consistency and long life span which may not require continues
reconstruction, in contrast to analogue tools such as sketches and physical models,
which ‘involve considerable redrawing, tracing and scale model making’ [10]. There
are many studies to employ the AR technology in the design field, for example;
developing an augmented sketching tool for the early phase of the design process [11,
12]; developing a tool for urban design [13]; and for civil engineering [14]. Although
the employment of the physical model making and sketching in the design process have
been extensively studied in the individual cases [15, 16], and also in the group pro-
cesses [17, 18], there is a limited number of studies of employing mobile augmented
reality technology in the collaborative model making. This research is concerned with
designers’ cognition and communication activities while they are carrying out col-
laborative design tasks using a marker-based mobile AR environment.

Collaborative Marker-based AR Platform. A marker-based mobile AR environment
is developed for the study using the Unity3D (www.unity.com) game engine with the
Vuforia AR plugin. In the Vuforia AR, a library of markers is adapted to match several
target objects that are sets of basic primitives (cubes, spheres and cylinders). In order to
augment the objects on the scene, the Vuforia AR plugin requires the definition of
image targets for each of the target objects. The image targets are the unique predefined
2D shapes, similar to the QR codes, which are recognized by the mobile device’s
camera. In the developed application, nine image targets are defined and assigned to the
basic primitive objects. The application has the interface components to manage and
manipulate the augmented objects, as shown in Fig. 1. The users are able to operate
dragging, rotating, scaling and changing the color of the objects. In addition, the
Vuforia AR enables extended tracking, that is, once the image target is detected, it
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keeps the objects on the screen, even the image target is moved out of the vision of the
mobile device’s camera.

3 Methodology: Protocol Analysis of Co-design with Mobile
AR

In order to analyze and document the collaborative behavior of designers in two
different design settings, a pilot study is conducted at the Department of Architecture in
the Istanbul Technical University: 1. Co-designing with the physical modelling envi-
ronment (PM), and 2. Co-design with enhanced marker-based mobile AR environment
(AR). A pair of architects collaborating on two different design tasks with the similar
complexity are examined. The assumption of the study is that a comparison of the same
architects in two different environments would provide better indication of the impact
of the environments than using different designers and the same design task. With these
ideas in mind, the pilot study with two design settings is developed. In order to have a
collaborative working environment, one tablet view is shared and a glass-top table that
has the shared view of the tablet’s display projected onto is provided. A physical model
and the plan of the site in 1:500 scale are also provided to help the visualization of the
given design context. The designers are able to inspect the site in both physically and
virtually in the 2D and 3D environments, as shown in Fig. 2.

The first phase, co-design with the physical modelling tools (PM), the site model
and the plan are given in 1:500 scale. The cardboard plates and small boxes in different
sizes, pen, paper, knives, and some other modelling materials are also provided. The
second phase, co-design with the enhanced mobile AR platform (AR): Android and
IOS tablets, the markers, the physical site model and plan in 1:500 scale and the
glass-top table with the shared view of the AR interface are provided to the designers.
The designers had a training session followed by the experiments. During the

Fig. 1. The mobile AR interface. The smart phones and Android-IOS tablets can be used.
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experiments, three cameras are used to capture the designers’ actions and verbaliza-
tions, as shown in Fig. 2.

In addition, in the second phase (AR) the screen view of the shared tablet is also
captured. All the video and audio data are fed into a DVR (Digital Video Recording)
system.

3.1 Protocol Analysis

First adopted by Eastman [19] to study design cognition, protocol analysis was used as
the research technique. Early design studies used the method to study individual’s
design cognition. In the late1980 s, a prompt shift observed in the protocol studies by

Fig. 2. The experiment setup: the AR display is projected onto the glass-top table and the
sessions are recorded onto the DVR (top). The experiments screen shots are at the bottom: the
final models are on the top from the AR and PM sessions.
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extending individual’s design activity to the team’s design activity [20, 21]. A team’s
design protocols resembles the ‘think aloud’ method, since a joint task seemed to
provide data indicative of the cognitive abilities that were being undertaken by the team
members [22]. Consequently, we examine the communication protocols by using a
customized coding scheme that has two main categories: co-design cognition and
communication, as shown in Table 1.

The data is analyzed using the protocol analysis method that requires transcription,
segmentation and coding the data. We have done the transcription and then, the data is
segmented. Finally, the segmented protocols are coded using the coding scheme, as
shown in the Table 1.

4 Results and Discussion

The data is analyzed with the behavioral analysis software (INTERACT 15) that
enables multiple tasks, such as managing codes, accessing multimedia stream, and
seeing the coding scheme as well as the management of the data, to be undertaken in
one interface, as shown in Fig. 3.

The results show that the designers are able to adapt the mobile augmented reality
system showing similar behavioral patterns in the PM and AR environments with some
exceptions. Table 2 shows the counts, the durations and the duration percentages of the
categories in both sessions (PM and AR): In general, there is an increase in the duration
percentages of the co-design cognition codes (conceptual, functional, physical) in the
AR phase (23,7 %, 9.8 % and 24,8 %) with a drop of the percentages in the brief
inspection code, the perceptual and the structural codes, as shown in Table 2. This

Table 1. Co-design and communication coding scheme

Category Codes Sub-codes/Description

Co-design
cognition

Physical Engage with the physical aspects of elements (size,
form etc.)

Perceptual Engage with visual features and spatial relationships of
design elements (adopted from [6])

Functional Engage with the functional aspects of elements
Structural Engage with the structural aspects of elements
Conceptual Engage with the conceptual aspects of elements

Communication Representation 2D and 3D
Collab.
content

Discussions on making/discussions on designing

Design
exchanges

High level (making broad decisions which affect
significant aspects)/Low level (making more focused
decisions for individual elements) (adopted from
[23])

Collab. mode Individual/Team
Shared content On Given Model/on Proposal
Agent actions Gesture/on Element/on Tools (adopted from [6])
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means that the AR environment supports the discussions on the conceptual, functional
and physical aspects of the design idea. The reason of having low structure related
discussions might be the 3D mass target objects (cube, cylinder, sphere) provided by
the AR system that may not initiating discussions on the structural issues. The sharpest
decrease is observed in the design exchanges categories: The duration percentage of
low-level design exchanges is null (0.4 %), and the duration percentage of the high
level design exchanges (99,6 %) increases in the AR phase. This shows that the
designers talk about overall design concepts and ideas, and they did not talk much on
the individual design elements in the AR environment.

The analysis shows that the AR environment supports the team work; there is an
increase in the duration percentages of the team codes (83 %). In addition, the
designers focused on the making of the virtual model (57,5 %), and spend more time
on the given interface in order to make the model (65,8 % about_making and 49.5 %
onTools actions) in the AR environment, as shown in Table 2. This result shows that
having a shared display and shared design tools encourage designers to work together
on the development of the design proposal. In addition, a drop in the duration per-
centages of the gesture codes is observed in the AR phase.

The drop of the gesture and the increase of the making actions might suggest that
the designer’s focus shifts on the production of the design idea in the AR phase. We
may argue that as the visual stimulation is supported by the AR, spatial imagery is not
necessary and thus, gestures is reduced. This result may suggest that the AR envi-
ronment reduces the cognitive load of the designers by providing direct visual stim-
ulation of the design artefact. This result needs to be examined in more detail in the
future studies.

Fig. 3. The interface of INTERACT software, showing the scene, segments, codes and video.
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5 Conclusions

In this paper, we present the results of the pilot study to examine the collaborative
design activity of the mobile AR technology users. The results of the analyses show
that the physical and the mobile AR modelling sessions produce parallel processes in
terms of the designers’ co-design activities, with some exceptions: The content of the
discussion is broad conceptual and high-level and the intensity of the collaborative
design actions is different in the AR session. During both sessions, we observed that the
participants inspect the relationship of the prisms by orienting and changing the
locations of the objects. This means that the mobile AR technology encourages the
designers to co-examine the alternative solutions and configurations of the blocks
through visual inspections. We also noted that in the mobile AR session, they have
spent more time on the bodily engagement by standing up, looking around and bending
their body around the table. This might happen because they are trying to keep the
markers on the field of vision to establish smooth object registration that is always
considered as a difficult task in AR systems.

Table 2. Durations, counts, and duration percentages of the categories in PM and AR sessions

Category/code Count Duration Duration in Class
Co-design Cognition PM AR [sec] PM AR [%] PM AR

Brief 19 18 353,6 282,0 28,3 22,5
Conceptual 20 20 198,0 297,1 15,8 23,7
Functional 5 7 57,3 123,0 4,6 9,8
Perceptual 18 7 212,4 192,8 17,0 15,4
Physical 16 21 266,5 311,3 21,3 24,8
Structural 10 3 163,9 48,1 13,1 3,8
Design Ex-change
High 52 63 721,3 1075,5 56,1 99,6
Low 28 1 563,6 4,7 43,9 0,4
Collaboration mode
Individual 28 16 624,8 293,1 34,4 16,4
Team 88 91 1192,9 1494,2 65,6 83,6
Collaboration Content
about_Design 65 41 885,0 633,1 54,0 42,5
about_Making 34 45 754,3 857,8 46,0 57,5
Sharing Content
On_Given_Model 44 41 798,1 551,3 42,5 34,2
On_Proposal 72 58 1079,0 1060,7 57,5 65,8
Agent Actions
Gesture 45 21 539,6 287,2 31,3 17,4
onTools 27 48 493,6 815,6 40,1 49,4
OnElements 35 27 691,2 547,9 28,6 33
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A further study will be conducted to evaluate more on the use of AR based
collaborative design environments providing more and varied design objects (geo-
metric primitives and library of customized building elements) to understand the effects
of the affordances of the objects on design cognition and behavior. We consider this
knowledge would be informative for the development of the innovative collaborative
design environments and be guidance for the further developments.

Acknowledgements. The research is funded by the Scientific and Technological Research
Council of Turkey (TUBITAK), PN:115K515.
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Abstract. At present, construction operations training offered by qualified
organisations and associations for the Australian oil and gas, mineral and chem‐
ical industries have been provided at only limited levels. Moreover, the relevant
training facilities and centres being established or considered in the construction
agenda are insufficient to meet the growing standard of operators and industry
expansion. These facts illustrate the need for developing effective cooperative
coaching and learning systems for expediting the acquisition of fundamental
construction skills. Accordingly, the aim of this ongoing study is to establish
scientific principles for developing appropriate Virtual Reality (VR) and
Augmented Reality (AR) supported cooperative and immersive training proto‐
types and curriculum to meet the above mentioned purposes. Through the appli‐
cation of pertinent learning theories, system prototyping and experimentation
techniques, this study is envisioned to significantly supplement interactive and
immersive site experiences from immersive training environment, and produce
cost-effective and efficient ways to manage the skill shortage challenges in mega
construction projects.

Keywords: Immersive training · Skills acquisition · Virtual Reality (VR) and
Augmented Reality (AR) · Cognitive theories · Concurrent Engineering (CE)

1 Background

To gain hands-on skills and work experience in a recognised qualification in construction
sectors, traineeships should usually be workplace-based or encompassing both off and
on-the-job training options. Within the traditional construction industry, the usual source
of human resource supply of site workers and technicians is from vocational education
or work-based, second-class education [1]. However, a significant impact on the present
day transfer of professional knowledge and skills is noticeable; on the one hand, joining
the construction profession is becoming much less attractive to the younger generation,
on the other hand, there is a dearth in training tools and current approaches aligned with
contemporary complex construction projects and activities [2]. These issues materialise
in the form of well-known construction bottlenecks such as: low labour productivity,
frequent schedule delays and increased occurrences of workplace accidents [3–5].
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Regrettably, a lack of work-based learning curricula and training opportunities has, to
some extent, impeded the acquisition of necessary competences and proficiencies for
construction practitioners [6–8].

2 Literature Review

An overview of the present literature illustrates that there is still a dearth of effective
training approaches for improving workforce performance in the field of construction
[9, 10]. As a mighty remedy for the issue, visualisation technologies-based training such
as Virtual Reality (VR) and Augmented Reality (AR) can afford new opportunities for
effectively training novices with lower cost and fewer hazards [11]. Using visualisation
as the training platform could significantly improve people perception about the geomet‐
rical features and spatial locations of components in operation task and considerably
lower the difficulty in cognition and information retrieval. Rezazadeh et al. [9] indicated
that visualisation could facilitate coaching and learning progress along a steep learning
curve and enable effective rehearsal of future operations in actual construction sites. The
promise of such effectiveness is also evidenced from mental health research fields which
reveal that a virtual experience can evoke the same reactions and emotions as a real
experience [12].

3 Objectives and Methodology

Based on an ongoing study, this paper accordingly aims at establishing scientific prin‐
ciples for developing appropriate VR and AR prototypes and curricula that will prom‐
isingly expedite the process of mastering the fundamental skills in mega project
construction. The two particular objectives are (1) to create a usable VR plus AR frame‐
work that supports comprehensive and practical experience of operating heavy equip‐
ment as well as conducting other complex activities of construction, and (2) to scien‐
tifically verify the merits of applying a set of VR plus AR paradigms to acquire cognitive
and sensorimotor skills that are essential in the real practice.

4 Research Implementation

4.1 Establishment of Critical Performance (Proficiency) Metrics with
Quantitative Indicators

There are numerous critical indicators identified for evaluating training performance.
Through consulting with a large number of practitioners from Liquefied Natural Gas
construction projects, the researchers will formulate a break-down structure incorpo‐
rating performance measurement metrics by taking into account the measurable varia‐
bles related to work stages, environmental variables and ergonomics evaluation to create
a comprehensive analysis.
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4.2 Process of Implementing Training Curricula

Once the guiding inquiry metrics have been formulated, the implementation plans for
exploring these metrics must be established for curricula development, in which trainers
can make explicit statements about learning effects. Therefore, the curricula should be
inclusive of a series of activities from which knowledge or skills can possibly be
constructed and acknowledged based on learners’ performance indices.

4.3 Modelling, Design and Development of Proficiency-Based Training Systems

Game engines such as Unity and Ngrain will be used to develop virtual training and
coaching systems given the features of simple operation, cross-platform compatibility,
powerful maintainability and expansibility. Another consideration is that gaming tech‐
niques can also support scenario customisation via user scripting in various languages
such as JavaScript, C# or Boo (users are allowed to retrieve different scripts that are
open-sourced and formulate their own scripts). An AR system will be prototyped under
Objective C, an iOS programming language, and integrates various software develop‐
ment kits (SDK) such as mobile AR SDK, sensing/tracking SDK and real-time commu‐
nication SDK.

4.4 Design and Implementation of Experimentation to Validate Training Effects

All experimental scenarios will be simulated at the Curtin Immersive Hub and the
hypotheses of the experiment include: (1) the developed training curricula can enhance
the learning performance of participants in terms of a number of skill capacities defined
in the proposed proficiency metrics; (2) comparative results show similar trends for the
proficiency level growth between the proposed trainings and the counterparts operated
in actual facilities.

4.5 Data Evaluation and Conclusion

Performance criteria for the skill transferability assessment in the training scenarios will
be established as they are important to recognise that a key element of the proposed
proficiency-based training approach is the use of criteria for assessment. Rather than
passing written tests to prove declarative knowledge, the trainee will have to demonstrate
knowledge by solving problems that encapsulate the knowledge.

4.6 System Development

Currently, a series of mixed reality training scenarios by integrating AR and VR envi‐
ronments derived from real construction field environment have been tentatively devel‐
oped and perfected. These applicable training programs include scenarios of earth work
for operating a track backhoe excavator, lifting work for tower crane operation and
assembly work for construction fitters. The current settings are based on desktop VR
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and AR, where the users can use a desktop monitor and mouse to interact with mixed
reality context (Figs. 1 and 2).

4.7 Rationalising VR and AR Assembly Scenarios Through Concurrent
Engineering (CE)

In the field of construction and maintenance, AR has been tentatively deployed as a very
practical and promising assistive tool/technique for improving task comprehension,
component location recognition and task execution accuracy [13–16]. The current
training platform supplements a trainee’s natural visual aptitude with assistive cues such
as texts, arrows and animated construction guidance in relation to parts assembly
and/or location (Fig. 3). Furthermore, the study also adopts a VR ergonomic analysis
tool to evaluate the design of workflow and workplace activities (Fig. 4). To deliver a
better and effective workplace-driven learning curriculum in constructing an LNG
facility, DELMIA – regarded as a helpful and handy solution – was adopted to support
a comprehensive array of activity simulations by trainees. This can be set forth and
reviewed after VR-based construction has been implemented. This solution is envisaged
to facilitate the trainees to understand and re-plan their own activities accordingly.

Fig. 1. Development of backhoe excavator scenario

Fig. 2. Path guidance (Red Line) and actual operation trajectory (Blue Line). (Color figure online)
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Fig. 3. AR-supported construction scaffolds assembly

Fig. 4. VR-supported LNG pipeline assembly using ngrain engine

Therefore, this paper argues that far reaching implications in the delivering of
immersive instructional training for Mega construction projects through the use of VR
and AR tools can be rationalised by CE. This rationale can be best understood by first
determining what training applications are best suited to AR or VR and by understanding
the principles of CE.

While the basic distinction between AR and VR lies in the greater extent of user-
immersion involved in the later over the former, CE is concerned with how trainees can
take advantage of these platforms to attain efficiencies by way of compressed project
duration, enhanced product value, and reduced project costs. Knowledge of CE will thus
empower trainees to leverage AR and VR technologies to simulate crucial scenarios
during various stages throughout the lifecycle of megaprojects, thereby reducing, if not
completely eliminating, the significant levels of uncertainty that belie traditional training
approaches.

Thus, by establishing and preserving the integration of CE and AR/VR, trainings
organised on mega construction projects stand to derive significant benefits such as:
improved understanding and implementation of stakeholders’ requirements, improved
communication and cooperation between trainees, improved understanding of team
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work and project effectiveness, reduced probability that rework (e.g. redesigns, non-
conformances etc.) will occur, and significant reduction in project time and budget.

5 Summary and Future Study

In conclusion, immersive VR plus AR have become the promising technologies for
coaching and learning purpose particularly in a wide range of architecture, engineering
and construction disciplines. It allows a training paradigm with features of both context
and location awareness so that information acquisition and interpretation are reasonably
handy and rapid. Apart from repetitive activities, e.g. civil work, lifting work and
construction work, most jobsite environments also encompass unpredictable variables,
for instance, potential hazards, inconsistency of as-planed and as-build scheme, and
intricate workflow. The flexibility of customizing the ad hoc scenarios is deemed as vital
for developing pertinent apprenticeship programs in a VR and AR session. Notwith‐
standing the learning curve may not necessarily grow as fast as that under the jobsite
based training, constructing such a system is less costly and for any of the trials made
therein it is risk free. Imminent work will give special attention to system deployment
and integration, and data interpretation based on the as designed quantifiable indicators
for rating skill and proficiency.
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Abstract. Data related to electricity consumption is a global problem, particu‐
larly here in Qatar. Thus, a customized tool to analyze this data is made. The aim
of this research is to present a new software, which would help the Qatar General
Electricity & Water Corporation (KAHRAMAA) to identify trends, patterns and
relationships of the consumptions and waste of electricity. Analyzing the elec‐
tricity consumption would help in finding any abnormal trends. This tool will help
in overcoming the challenges of analyzing such data and in gaining a deeper
insight into its large and complex data sets. This software will ultimately help
managers understand the processes that generated the data, which can be used to
improve decision making in their target domain.

Keywords: Information visualization · Consumption · Electricity · Interactive
tools · Maps

1 Introduction

Data visualization is an effective analytical tool for effective research communications
as the amount of data is increasing rapidly which would challenge both our ability to
both use such data for making decisions and avoid the danger of getting lost in that data.
This could not only waste time and money, but also could lead to the loss of industrial
and scientific opportunities.

The aim of this project is to present a software tool, which visualizes trends, patterns
and relationships based on the consumption data [1–5]. However, this tool will be
expected to provide a deeper understanding of abnormal trends if they exist, as well as
insights into the details such data provides. This would help in gaining a deeper insight
into large and complex data sets in order to enhance the understanding of the generated
data and support the decision-making and problem solving in the target domain.

The proposed tool has an interactive map of Qatar, where the clients can view instant
or historical data and they can zoom into the data to view the consumption at magnified
levels of Qatar’s consumption as a whole to the smallest household’s consumption. This
data is presented by different visual representations that will show the general statistics.

2 Methodology

For the development of this tool, the first step was to collect the requirements and
meeting with the managers at KAHRAMAA to identify their normal, expected and
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exciting requirements. The next step was to evaluate the meeting results, and to set
decisions on how the overall tool should perform and how the software will add value
to the clients. Another step was setting the boundaries of consumptions for each area in
Qatar so the clients see which areas are exceeding a certain consumption level and then
they can take the necessary actions towards guiding consumers to save electricity or
setting a penalty amount.

Figure 1 shows an overview of the tool’s functionality. After a successful login to the
system, the clients can view both the map of Qatar generated using Google Virtual Maps
and the charts. There are colored light bulbs that present the consumption level (high,
medium, low). The color is based on the consumption of the area relatively compared to the
average consumption of all areas in Qatar. They can move around the map and zoom in/
out. If the initial statistics are not enough, the clients can filter the data depending on the
year using the line graph. The clients, who want to query the data, have the ability to
choose the axis of the graph to compare different data sets, which will allow different
perspectives of results. Moreover, functionalities such as emailing, printing and down‐
loading any chart for report making is added to the system. In the background, there would
be authentication services, Google API, extraction of data from database, updated calcula‐
tion of statistics, and authorization service for database uploading.

Fig. 1. High-level architecture of the proposed system

Figure 1 also represents the high-level architecture such that; the Interface layer
(presentation) which allows users to login to the Electricity Visualization system by
submitting their emails and passwords. The logical layer (web server) which is respon‐
sible for all of the processing done by the system. The application layer (coding of the
web pages) which has the HTML (Hyper Text Markup Language Protocol), JavaScript,
CSS, AJAX and Google Maps API [6]. The data layer is responsible for the system
database; on this layer data is transferred from the excel file to a database. SQL
commands will be used to test the database before using it to figure out the most signif‐
icant combinations of queries to be generated for the clients.
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Figure 2 shows the home-screen of the software. After a successful login, for each click
on the map, the client can view 6 different types of charts; pie, scatter, column, combo, line
and table. The map has three zoom levels; the first level focuses on Qatar as a country, the
next level focuses on the seven zones of Qatar, the area level till the individual consumer
level. For each area, the consumption is divided into three categories to represent the
different sectors; governmental, residential and industrial. The client can change the charts
through the ‘graph type’ button. The charts are combined with options like saving, printing
or emailing. Furthermore, the pie, scatter, line and column can be viewed as data tables
which would give the clients a good chance to compare whether the visual solution in the
form of chart is better or having big numbers in tables is better.

Fig. 2. Home Page of the application

3 Results

A maintainable interface was created which showed the importance of using information
Visualization at Qatar University to enhance and understand the visualization techniques
and tools. A satisfaction survey was done to see the evaluation of the application and
enhance it for future work. According to Fig. 3, most users gave a feedback that they

Fig. 3. Survey results
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can understand the represented charts better than the data tables and that they prefer the
line charts more than the other visualization charts.

4 Conclusion

The system is created in accordance with Qatar vision 2030 for saving time and elec‐
tricity. The system aims to make the data understandable using different visual repre‐
sentations using interactive visualization tools such as maps and charts. The interaction
between the maps and the charts is achieved by the merging of the Google Maps markers
clicks to the Google charts loading and rendering the chart image, the purpose the chart
utilities such as print, save and email. Making the zones highlighted was a problem
because they have to be static images, since we are using a live map we cannot add
colors to the zones or areas.

The research aim is to provide better solutions for the future by giving an insight of
the data. As top level managers understand how each zone and area consumes, they will
be able to take immediate decisions on how this zone, area in Qatar should start saving
electricity. They can make a decision whether the consumption in the area is mostly
affected by the governmental, residential or industrial consumption. They can customize
the required campaigns for each zone. Basically, more customized advertising
campaigns would be targeting the required areas and sectors.
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Abstract. This paper proposed a Space-Optimized Scatter Plot Matrix that
used for the presentation of multi-dimensional dataset. This technique achieves
the display space utilization in a 2D geometrical space. Our strategy is to
maximize the utilization of computer space by optimizing the distribution of the
plots in a geometrical plane of a display screen; We also apply interact mech-
anism, user query and visual cues, to support users’ communication with vari-
ables and the discovery of deeper contents.

Keywords: Multi-dimensional data visualization � Space optimization � Scatter
plot matrix � Visual cue � User query

1 Introduction

Scatter Plot Matrix (SPM) [1, 2] is one of the most frequently applied multi-
dimensional visualization methods, it roughly displays the linear correlation between
multiple variables; and it is helpful in pinpointing specific variables that might have
similar correlations to the dataset.

During the past years, several variations on the representation of scatter plots have
been proposed. Brushing [3] is a dynamic graphical method to interact with each scatter
plot in real time by a screen input device, when the mouse is brushing over a certain
scatterplot, the related data appears simultaneously on all the other scatterplots; The
generalized scatter plots [4] is proposed to solve the problem of overlap, which allows
an overlap-free representation of large data sets to fit entirely into the display; The third
variation is dimension reordering method [5], which was mainly dealing with the
crowded and disordered visual entities that obscure the structure in visual displays.

Although many optimisation methods have been proposed in the past to improve
the visual data processing, little research work has been done in the field of display
space optimisation. Specifically, in a matrix, the plots above the diagonal have the same
contents with the plots which are below the diagonal, and the plots on the diagonal
don’t contain too much meaning in the visualization point of view; these two matters
would greatly affect the clarity of data presentation especially when the number of
variables is increased, and the working efficiency of the tools would be influenced
consequently.
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Therefore, this paper presents a space optimised [6] SPM with a clear explanation
of pairwise variable relationships.

2 Technical Specification

The basic concept of the scatterplot matrix is simple. Give a set of n variables, SPM
contains all the pairwise scatter plots of the variables on a single panel in a matrix
format. That is fX1;X2; . . .;Xn�1Xng, if there are n variables, the scatterplot matrix will
have n rows and n columns and the ith row and the jth column of this matrix is a plot of
Xi � Xj:

2.1 Geometrical Layout

The proposed method is based on the balance of a suitable view with clear variable
correlation with the SPM paradigm. Particularly, it inherits the principals of drawing
rectangles from processing approach to ensure the maximum utilization of geometrical
space for displaying plots, while they can also discover the relationships with each
other by highlighting with different colors. The series of procedures for constructing
such visualization can be divided into three steps:

Number Calculation (Row & Column) - This procedure calculates the number of
plots per row and per column. Suppose the dataset contains n variables, the number of
plots is N ¼ n � ðn� 1Þ=2; the number of plots per row is NR ¼ Roundup

ffiffiffiffi
N

p
; the

number of plots per column NC ¼ ceilingðNR=NÞ.
Space Partitioning - In a constraint space (the maximum is the size of the display

screen, the minimum is size 0), procedure 2 needs to repartition the entire display space
into a set of rectangle called plots when the size of the screen is resettled. The position
of a plot is defined as four vertex value pairs, associated with the location of a plot.
Specifically, we describe a point as Pðxi; yiÞ and a line as, lineðxi; yi; xj; yjÞ where ðxi; yiÞ
is the start point of the line, ðxj; yjÞ is the end point.

Repeat Drawing - until all plots are drew.

2.2 Data Exploration and Interaction

As one of the main concerns for changing the plots’ location in “matrix” visualization
is whether the neighbor variables’ relationships can be displayed clearly. So we use a
data highlight method to discover the pairwise relationships among all variables. See
Fig. 1 (right), an example of data highlighting on X-axis.

In addition, to make this tool more user friendly, we employed an interaction
scheme, dynamic queries [7], see Fig. 1 (left): the users can choose specific variables
according to their requirements; Furthermore, we apply two visual cues [8], Color and
Shape, to support the query results, see Fig. 2, which is better for viewer to gain more
information from different perspectives dynamically and clearly.
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3 Evaluation

We conducted a usability study with users who most of them are unfamiliar with SPM.
The goal was to test whether the approach toward the design improved the user
satisfaction on the challenges of visualization techniques: Space Utilization, Visual
Clarity, and Information Navigation.

We involved 10 participants, who are students from different majors. Four ques-
tions are designed for the evaluation, and all the participants need to do a comparison
between our space-optimized SPM with the original SPM, and the participants also
need to give their overall preference on using the space-optimized SPM and the original
SPM.

From the evaluation process, our result is shown in Fig. 3: Space-optimized SPM is
more preferable than the original SPM in respect to the above three perspectives and
the subjects showed high preference to using the space-optimized SPM on their own
dataset.

Fig. 1. Examples of data exploration and interaction by space-optimized SPM; (Left) data
highlighting on X-axis; (Right) user query

Fig. 2. Display with visual cues (Left) using color metaphor (Right) using shape metaphor
(Color figure online)
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4 Conclusion and Future Work

This proposed Space-Optimized SPM can fully utilize the display space without
missing the clarity of the visualization for multi data relationships, and this also allows
viewers to explore the data patterns with the assistant of visual cues and user query
technique.

We are currently investigating on new algorithms to improve the visual exploration
function of this tool, such as: viewing the density distribution. Another improvement
over the interactive mechanism is also being implemented, such as zooming in and out,
which could make the tool to be more user-friendly. In addition, we are working on
formal usability test to demonstrate the benefits of our technique.
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Abstract. One of the most noticeable issues of parallel coordinate visualization
is how to quantitatively analyze density caused by polyline growth in a limited
space on axes. The existing visualization tools only support the comparison
among single dimensions and single ranges of polylines, which could face
limitation in cases of complicated analytics. This paper proposes a new
visual-query technique, named SumUp, for statistical analysis of multiple
attributes of dimensions and multiple ranges of polylines. The methodology of
SumUp is primarily based on developing dynamic queries using brushing
operations to deliver summary stacked bars adaptive with parallel coordinates.
Users can easily observe quantitative information from data patterns and com-
pare multiple attributes over the density of polylines in the parallel coordinate
visualization. Early experiments show that our proposed technique could
potentially enhance the manipulation on parallel coordinates, showing by a
typical case study.

Keywords: Visual query �Multivariate data visualization � Parallel coordinates

1 Introduction

Parallel coordinates, a well-known approach in multivariate-data visualization, repre-
sents data instances by intersection points between polylines and parallel axes. The
intersection points encode dimension attributes, and the axes represent data dimen-
sions. However, it might make the challenges of understanding and interpreting the
pattern meaning to users [12]. Applying appropriate interaction on parallel-coordinate
browsers is able to improve the effectiveness of visual data mining and analysis; a
number of interaction techniques thus have been being proposed. Most popular
manipulations are about brushing, ordering and scaling [7]. Brushing enables users to
select and highlight considered instances by drawing and dragging selected zones on
polylines and ranges of axes [4, 6, 10]. This method allows the parallel-coordinate
browsers to be more adaptable with focus+conext views for better navigation. While
brushing targets to data instances filtering, ordering and scaling help reduce overlap-
ping and adjust density opacity [1, 8]. In parallel coordinates, correlative comparison of
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dimensions is much considered; however, one axis is not always placed next to the
others, which causes an increase of users’ efforts to trace patterns and match details
together. Therefore, ordering purpose is to reorder axes automatically or manually for
more flexible views of analytics. Another challenge in the area is about the increase of
the number of traversing polylines through axes. A large number of intersection points
displayed in a limited range can make difficulties for statistical analysis. Dimension
zooming is a simple way for polyline counting support, but not suitable in case of
overlapped polylines [3]. Hierarchical clustering of dimensions and instances can
enhance scalability by similarity-based computation of axes and their attributes [2, 3].
Although the methods accomplish handling a large volume of data, they do not con-
centrate on quantitative comparison. Models applying box plots and bar charts are the
existing approaches for quantitative mining of density measurement [5, 11]. However,
the techniques are designed for analysis based on a single dimension attributes and
single ranges of polylines, which might not fulfill complex analytics requiring
multiple-attribute and flexible-range comparison.

This paper introduces SumUp: a statistical visual-query technique associated with
parallel-coordinate visualization for multivariate data analytics. SumUp enables users
to perform statistical queries by direct and flexible manipulation. Our approach is to
building interactive stacked bars embedded in parallel axes to encode and represent
statistical results of multiple attributes and to featuring dynamic queries based on
conventional brushing operations. By using this method, users are able to arbitrarily
analyse summaries of polylines in multiple ranges of attributes on multiple dimensions.
We demonstrate SumUp abilities via a case study of high-dimensional data analysis.
The main contributions of this paper include:

• A visual-query technique named SumUp and its prototype applying interactive
stacked bars and multiple-attribute-based queries for enhancing statistical direct
manipulation on parallel coordinates,

• A case study for demonstration of SumUp utility.

2 Statistical Visualization Technique

2.1 Basic Design and Interaction

The primary design of SumUp includes two overlaid layers of the parallel coordinates
and stacked bars where the parallel axes are the baselines of stacked bars and the
component for the attribute and range selection (Fig. 1). While parallel coordinates
plays the role of a basic browser, horizontal stacked bars encode statistical results
associated with the ranges on each axis. The purpose of this method is to utilize the
vertical space between the axes, and to allow tracing the statistical results directly in the
same view of data browsing.

The length of a total bar represents the total number of polylines based on all the
target attributes, and that of each stacked bar encodes the number of polylines given by
a corresponding attribute. The height of stacked bars encodes the range size of
traversing polylines through an axis and selected as inputs of queries. The size of a bar
is proportionally represented in statistical values. As a consequence, the stacked bars
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can show statistical results towards multiple attributes of dimensions, which enriches
amount of information encoded in the display space of parallel coordinates.

SumUp query components are designed to be embedded in parallel-coordinate axes
for data discovery manipulation. A query is created primarily by conventional brushing
operations. The brushing operations are adaptive with multiple brushes for selecting
ranges of traversing polylines or intersection points to be involved in the query. The
function of query is to compute the number of traversing polylines through all axes
grouped by a set of attributes.

The formal definition of SumUp query function is described as follows.

• Rk is the axis of target attributes, D’ � D and D’ ∌ Rk, where D and D’ are the sets
of all dimensions and activated ones.

• A = {ai|i = 1, 2,…n} is a set of attributes selected from axis k, and ai is either a
single value (one intersection point) or a range of values (a set of intersection
points).

• Rq = {rqj|j = 1, 2…m}: a set of traversing-polyline ranges on axis q (Rq 2 D’) and
rqj is either a single value or a range of values.

Functions Sq (A, Rq) and S’q (A, D’) are to compute the statistical results by
operators Or and And. Computation by operator Or considers the polylines of ranges in
Rq satisfying A while that by operator And takes A and D’ into account as a satis-
factory condition for Rq.

2.2 Statistical Visual Comparison

Figure 2 shows a query example, that compares car models of three representatives
from Europe, Japan and USA, including Volkswagen, Toyota and Ford based on

Fig. 1. SumUp interface visualizing a query on Car data set with nine dimensions and 398
instances [9]

388 P.G. Pham et al.



25-and-lower MPG (Miles per gallon) and all cylinder numbers. To perform the query,
we select all the origins as target attributes, select the three brands, then select asso-
ciated ranges of traversing polylines as requirements on axes MPG and Cylinder. The
resulting pattern indicates that the majority of models were owned by Ford, with 39
ones whereas the minority of that belonged to Toyota and Volkswagen, with 9 and 3
ones. While all of the brands employed 4-cylinder engines, only Ford employed
8-cylinder engines, and only Volkswagen did not install 6-cylinder engines for their
cars with the fuel economy for MPG 25 and lower.

As common employment of stacked bars, the size, colour and data label repre-
senting attribute value summary are visual comparison principles. The height of the
stacked bars is equivalent to the height of associated traversing-polyline range. The
length of the total bar at range rqj is computed by

l rqj
� � ¼

Xn
i¼1

Sðai; rqjÞ and l'ðrqjÞ ¼
Xn
i¼1

S'ðai;D'Þ

Where l and l’ are the lengths resulted with operators Or and And.
The colour variety assigned to stacked bars depends upon the number of attributes

involved in the query, with a defaulted range of twenty categorical colours. For graphic
legend, coloured labels and coloured brushes are corresponding to single attribute
values and ranges of ones.

2.3 Visual Enhancement

That the layout of SumUp browser is stacked bars overlaid on parallel coordinates
might cause loss of visual patterns of polylines due to their overlapped position. For
dealing with this, the transparency of the stacked-bar layer can be freely customized,
which keeps both layers clearly visible and switchable in the same display space
without loss of visual pattern. Besides, in case of lengths of stacked bars in very small
values, their labels would be shown when the space is sufficient, or mouse-over
interaction is applied.

Fig. 2. SumUp query example using Car data set (Color figure online)
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A common visual challenge of parallel coordinates is representing a large number
of polylines in a 2D space. This might cause high density and affect to navigation tasks.
We develop an adaptive filtering feature using stacked-bar interaction to handle the
challenge. Users can highlight and trace polylines by selecting clustered colours on
associated stacked bars. Thus the polyline clusters can be kept visible by groups of
colours according to user needs, and navigation tasks can be performed easily, which
could make density decreased and appropriate for comparison and analysis (Fig. 3).

Although current parallel-coordinate browsers support statistical functions, they
would focus on numerical data rather than categorical one. Motivated by this reason,
SumUp delivers a statistical query feature that can work with both of the data types.
Categorical data can be mapped as either inputs for creating target attributes or ranges
of selected traversing polylines.

3 Case Study

3.1 Multiple-Attribute Comparison

This use case demonstrates the capability of SumUp in statistical visual comparison of
multiple attributes with flexible ranges of traversing polylines, which has not been sup-
portedbycurrentparallel-coordinatebrowsers.Theoverall purpose is to comparenumbers
of models of six Japanese brands based on Cylinder, Horsepower, Weight and Year.
Firstly, we make a brush to filter Japanese brands, then we select those as query attributes

Fig. 3. Filtering feature applied to a set of Census income data with fifteen dimensions and 9998
instances [9]. (Color figure online)
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includingToyota,Subaru,Nissan,Mazda,HondaandDatsun.Fromthehighlighteddetails
of thebrowser,weconfigurequery rangesas follows.ForCylinderattribute,weselect three
filtered Cylinder numbers 3, 4 and 6. We divide Weight by three ranges including the
weights (in kilogram) from 2500 to 3000, from 2000 to 2500, and below 2000. For
Horsepower (hp),we take two ranges from80 to140hp, andbelow80hp.Weconsider two
periods of model production up to 1980 and later years.

Once the query is performed, the browser shows a meaningful pattern (Fig. 1).
Generally, the model numbers of Toyota, Mazda, Honda and Datsun were more than
that of Subaru and Nissan. There were significant differences in the numbers of models
of axis Cylinder and at 4-cylinder level; while all of the brands used 4-cylinder engines,
with 68 in total, only Mazda featured 3-cylinder engines, with 4, and just Toyota and
Datsun featured 6-cylinder engines, with 6 in total and 3 for each. The greatest number
of level of 4-cylinder engines was for Toyota, with 23 models compared to just 1 model
of Nissan. The number of models for Horsepower under 80, with 45, was slightly more
than that from 80 to 140, with 33. For weight criterion, the highest figure was at the
range from 2000 to under 2500, with 38, and around double of the remaining ranges,
with 18 and 22 of 2500–3000 weights and under-2000 ones. Although before 1980
Toyota and Datsun were produced, with over 14 models of each, more than others, with

Fig. 4. Correlative analysis. For MPG summary towards Weight, the number of low-weight
models (the red, orange and green stacked bars) occupied in most of the ranges of high MPG (25
and over), and conversely the number of high-weight ones (the blue, violet and yellow stacked
bars) appeared in most of the ranges of low MPG (lower 25), which indicates their relationship
was reaching a negative correlation with high probability. For Displacement, the number of
low-weight models filled with the majority of the ranges of low Displacement (lower 200), and
the number of height-weight ones appeared in the majority of the ranges of high Displacement
(200 and over), which points out their relationship was reaching a positive correlation with high
probability. Similarly, the relationship between Weight and Horsepower was a positive
correlation as well. (Color figure online)
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under 7 of each, from 1980 to 1982 the model delivery of those, Mazda and Honda
became more balanced, with about 8 of each. While Subaru delivered 2 in each period
of the time, Nissan only introduced 1 model in the latter one.

3.2 Correlative Analysis

Parallel coordinates can show the correlative relationship between two dimensions by
the visual pattern of traversing polylines through axes. The order of polylines in one
axis increasing or decreasing with their order in the other axis indicates a positive
correlation while that opposite to their order in the other points out a negative corre-
lation. However, users need much mental effort to match those details since the con-
sidered axis is not always placed next to the others.

This use case explores how SumUp helps to improve correlative comparison of
parallel coordinates. SumUp enables users to examine correlative coefficients of mul-
tiple dimensions without effects from their axis positions. It is supposed we would like
to make a correlative analysis of Weight and MPG, Weight and Horsepower, and
Weight and Displacement. Once the query focused on Weight attributes is performed
with ranges of MPG, Horsepower and Displacement, we analyse the results as
description of Fig. 4.

4 Conclusion

This paper has presented a new visual-query technique for improving statistical
functions of parallel coordinates. The methodology is mainly based on integration of
stacked bars and parallel axes with multiple-attribute queries on flexible ranges of
traversing polylines. This technique enables users to perform statistical tasks with more
useful information and rich interaction for visual comparison and navigation. A case
study with two typical use-cases has been introduced for the prototype demonstration,
which indicates SumUp is probably useful for the addressed problems.

In the future, we will enhance operators for SumUp queries, improve the animation
and optimize data mapping modules. Further, data performance tests and usability
study will be conducted for SumUp in-depth evaluation. We plan for extended
investigation of this work to deal with hierarchical clustering of dimensions and
instances on parallel coordinates in cases of high polyline density.
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