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Preface

This four-volume set of books contains the proceedings of the 37th International
Conference on Information Systems Architecture and Technology, or ISAT 2016
for short, held during September 18–20, 2016 in Karpacz, Poland. The conference
was organized by the Department of Management Systems and the Department of
Computer Science, Wrocław University of Science and Technology, Poland.

The International Conference on Information Systems Architecture and
Technology has been organized by the Wrocław University of Science and
Technology since 1970s. The purpose of the ISAT conference is to discuss a state
of the art of the information systems concepts and applications as well as the
architectures and technologies supporting modern information systems.
Contemporary organizations seem to be knowledge-based organizations and in
connection with that information becomes the most important resource. Knowledge
management is the process through which organizations generate value from their
intellectual and knowledge-based assets. It is a management philosophy, which
combines good practice in purposeful information management with a culture of
organizational learning, in order to improve business performance. The computers
are able to collect and select the information can make some statistics, and so on,
but decisions have to make managers basing on their experience and taking into
consideration computer support. An improvement of decision-making process is
possible to be assured by analytical process supporting. Applying some analytical
techniques, such as computer simulation, expert systems, genetic algorithms, can
improve quality of managerial information.

One of the conference’s aims is also to consider an impact of the knowledge,
information, computing, and the communication managing technologies of the
organization functionality scope as well as the enterprise information systems
design, implementation and maintenance processes taking into the account various
methodological, technological, and technical aspects. It is also devoted to the
information systems concepts and applications supporting exchange of goods and
services by using different business models and exploiting opportunities offered by
Internet-based electronic business and commerce solutions.
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ISAT is a forum for specialized disciplinary research, as well as on interdisci-
plinary studies that aims to present original contributions and to discuss different
subjects of today's information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in variety of topics related to information, management, computer and
communication systems, and to people involved in the development of business
information systems and business computer applications.

This year, we received more than 110 papers form about 10 countries. Each
paper was reviewed by at least two members of Program Committee or independent
reviewers. Only 86 best papers were selected for oral presentation and publication
in the 37th International Conference on Information Systems Architecture and
Technology proceedings.

The book is divided into four volumes which splits papers into areas: Managing
Complex Planning Environments, Systems Analysis and Modeling, Modeling of
financial and Investment decisions, Risk Management, Project Management,
Logistics and Market, Artificial Intelligence, Knowledge Based Management, Web
Systems, Computer Networks and Distributed Computing, High Performance
Computing, Cloud Computing, Multi-agent Systems, Internet of Things, Mobile
Systems, Service Oriented Architecture Systems, Knowledge Discovery and Data
Mining, Quality of Service, E-Business Systems.

We would like to thank the Program Committee and external reviewers, who
were essential for reviewing the papers and ensuring a high standard of the ISAT
2016 Conference and its proceedings. We thank the authors, presenters, and par-
ticipants of ISAT 2016, and without them the conference would not have taken
place. Finally, we thank the organizing team for their efforts during this and pre-
vious years which have led to a successful conclusion of the conference.

Wrocław, Poland Jerzy Świątek
September 2016 Zofia Wilimowska

Leszek Borzemski
Adam Grzech
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Applying Hidden Markov Models
to Visual Activity Analysis for Simple
Digital Control Panel Operations

Jerzy Grobelny and Rafał Michalski

Abstract The paper presents an application of Hidden Markov Models (HMM) to
fixations’ sequences analysis. The examination concerns eye tracking data gathered
during performing simple comparison and decision tasks for four versions of plain
control panels. The panels displayed the target and current velocity either on a
digital or analog (clock-face) speedometers. Subjects were to decide whether
increase or decrease the current speed by pressing the appropriate button. The
obtained results suggest that females, generally exhibit different covert attention
patterns than men. Moreover, the article demonstrates the estimated four HMM
with three hidden states for every examined control panels variant and provides
discussion of the outcomes.

Keywords Ergonomics � Control panel design � Human visual behavior �
Human-computer interaction

1 Introduction

The human visual activity may be analyzed by the eye tracking investigations. The
visual scanpath typically registered by such systems consists of a sequence of
fixations and saccades. Generally, remaining for a longer time within a specific,
constraint area is considered to be a fixation while rapid, ballistic changes in eye
position are called saccades. It is widely believed, and assumed that the visual
processing takes place when fixating whereas during saccadic jumps the informa-
tion extraction is suppressed. By examining a series of fixations and saccades one

J. Grobelny � R. Michalski (&)
Wrocław University of Science and Technology, Wrocław, Poland
e-mail: rafal.michalski@pwr.edu.pl
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can infer about the attention shifting process that accompanies visual task
executions.

Ellis and Stark [6] suggested that scanpaths can be modeled by a stochastic
first-order Markov process, where the fixation position depends on the location of
the previous fixation. In recent years more and more popular becomes the extension
of this approach to Hidden Markov Models. The interest in this type of analysis is
directly related to latest findings from visual processing psychology that differen-
tiated between the overt and covert attention [8]. Observable eye movements are
obviously associated with overt attention while hidden states from HMM are
coupled with shifting covert attention. HMM tools allow for finding stochastic
relations between observations and hidden states and, thus, are very useful in
broadening the basic knowledge about attentional visual processes.

Liechty et al. [11], for instance, showed in their study, that registered during
visual analysis of printed advertisements saccades’ lengths may be explained by
means of the two-states HMM. These states, according to authors reflect two states
of covert attention—local and global. In the work of Hayashi [10], in turn, it was
demonstrated that the HMM states estimated from pilots’ fixations can be associ-
ated with tasks performed during plane landing. The number of hidden states
obtained from HMM indicates that pilots organize the covert attention changing
process differently, depending on their experience. A similar approach applied by
Chuk et al. [4] to the analysis of the face recognition task yielded various visual
activity strategies among individuals. The authors identified two specific attention
patterns—holistic and analytic. Experiments conducted by Simola et al. [17]
revealed that it is possible to discover particular, common patterns of attention used
during textual information search. In this case, the HMM scanpaths investigation
provided evidence for existing three consecutive hidden states defined as scanning,
reading and the answer.

The problem of identification of various tasks performed by humans based on
their visual activity registered in a scanpath form is subject to investigation of many
researchers. The importance of this issue results, among other things, from its
possible practical application in the domain of intelligent interactive systems. In
such a perspective the HMM may play a significant role. For example,
Haji-Abolhassani and Clark [9] studied visual observations tasks of black and white
pictures and showed using HMM and clustering methods that it is possible to detect
the visual task type given the specific eye ball movements data. Furthermore,
Courtemanche et al. [5] proposed a framework allowing for identification of tasks
having hierarchical structures in human-computer interaction processes. This was
modeled by a Layered version of HMM.

The present study is focused on the visual activity observed during performing
easy human-machine interaction tasks. The analyses, carried out in the HMM
perspective aim at attempting to answer fundamental questions inspired by the
abovementioned research. First, what types of the visual strategies and attention
shifts patterns are employed by subjects while operating control panels and how do
they depend on the interface design? Secondly, what are the qualitative differences
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(if any) between subjects’ visual activities? The latter issue was examined between
males and females.

The remainder of the article is organized as follows. At first, the idea of the
HMM is shortly described, then the control panel experiment is overviewed. Next,
HMM simulation results are demonstrated and discussed.

2 Hidden Markov Models Overview

An HMM is usually specified by the following components (see e.g. [15]: (1) a set
of N states in a model: S = {s1, s2, …, sN}, (2) a group of M observation symbols
for each state called also the vocabulary or alphabet: V = {v1, v2, …, vM}, (3) a
states’ transition probability matrix which specifies the probability of moving from
state i to state j: A = {aij}, where aij = P[qt+1 = Sj | qt = Si,]; 1 � i, j � N; qt is the
state at time t, (4) The observation symbol likelihoods distribution in state j, also
called emission probabilities matrix: B = {bj(k)}, where bj(k) = P[vk at t | qt = Sj,];
1 � j � N, 1 � k � M, (5) the Markov chain starting probability distribution
p = {pi}, where pi = P[q1 = Si], 1 � i � N. In short, the full HMM model
requires the specification of states, symbols, and three sets of probabilities distri-
butions: k = (A, B, p). Such a model can generate the sequence of observations:
O = O1O2 … OT, where every Ot is one of the V symbols, and T is the observation
sequence length. In the present study, a set of (A, B, p) are being sought given the
observation sequences O, assumed number of states N and a defined vocabulary V.

3 Control Panels Experiment Overview

The current paper Hidden Markov modeling is based on the eye tracking results
from an experimental study presented by Michalski [12]. Therefore, only a very
brief overview of this investigation is provided in this section.

The visual activity data came from 33, young subjects (15 women, and 18 men)
and were registered by a SMI RED500 stationary eye tracker. The participants
performed simple comparison and decision making tasks regarding the digital
control panels displayed by JavaScript in a web browser. Specifically, they were to
compare target and current velocities, decide whether to increase or decrease the
current value to get the desired one, and click with a mouse on the proper button.

The designed stimuli differed in the speedometer types. Digital and analog
(clock-face) speedometer versions and types of displayed information produced
four experimental conditions: (1) AA—target and current velocities presented on
analog speedometers, (2) AD—the target demonstrated on an analog while the
current on a digital version, (3) DA—the target on digital and the current on analog,
and finally both velocities presented on digital speedometers (4) DD. Figure 1
shows one (DA) of the four control panel types examined in this study, with
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superimposed areas of interests used for the present study modeling purposes.
Subjects performed six trials per each speedometer type combination factor (STC),
they resulted from combining three target velocity values (20, 50 and 80 km/h), and
the required response type (Increase, or Decrease). Each subject tested all types of
control panels presented randomly.

4 Modeling Visual Activity by Hidden Markov Models

4.1 Preparation of Eye Tracking Data for HMM

The idea of preparing the data for HMM was similar to the one used in a work of
Hayashi [10]. However, instead of using the whole instruments as the HMM
symbols, the present study employs much smaller panel components for this pur-
pose. The identified areas of interests for one of the examined panel versions
(DA) are graphically illustrated in Fig. 1. The AOIs and their abbreviations pre-
sented next to the panel were analogically created for the remaining three
speedometer type combinations The sequences of fixations observed on these
salient panel components towards which subjects direct their attention were used to
train the HMM. The data were exported by a SMI BeGaze software Ver. 3.6, and
processed in the STATISTICA ver. 12.

1. D (Decrease)
2. I (Increase)

3. TD-Txt (Target Digital)
4. TD-V (Velocity Value)
5. TD-Kmh 

6. CA_Txt (Current Analog)
7. CA_Cen (Center)

8. CA-V0
9. CA-V10
10. CA-V20
11. CA-V30
12. CA-V40
13. CA-V50
14. CA-V60
15. CA-V70
16. CA-V80
17. CA-V90
18. CA-V100

19. CA_Kmh

1 2

3

4 5

11

7

8 18

19
9 17

10 16

15
1412

13

Fig. 1 Areas of interests defined for one of the digital control panel variants. The AOIs and their
abbreviations presented next to the panel were analogically created for the remaining three
speedometer type combinations
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4.2 HMM Estimation

The initial, transition, and emission probabilities for first order, discrete time,
hidden Markov models were estimated using the Baum-Welch algorithm [2]
implemented by Murphy [13]. The maximum number of iterations in this algorithm
was set at 1000 and the convergence threshold was specified at 0.0001. All the
estimations and calculations were performed in a MatLab (7.11.0) R2010b package.

4.3 Gender and Speedometer Effects in HMM

A simulation experiment was performed to verify how many hidden states will best
model the four versions of analyzed control panels. Since the findings regarding
a number of subjects’ visual behavior characteristics while performing the exper-
imental task presented by Michalski [12] suggest that females probably apply
qualitatively different visual strategies than males, the models were examined
separately for men and women. Overall 32 conditions were investigated involving
four possible hidden states (from 3 to 6), four control panel types (AA, AD, DA,
DD), and the gender factor: 4 (States) � 4 (STC) � 2 (Gender).

As the estimated HMM parameters may depend on their starting values, each
time for every estimated model 100 simulations were performed with randomly
chosen initial states, transitions’, and emissions’ probabilities. The models were
assessed by means of the Akaike’s [1] Information Criterion (AIC), and Schwarz’s
[16] Bayesian Information Criterion (BIC). The obtained mean (standard deviations
in brackets) and minimum values for AIC, BIC along with log-likelihoods are put
together in Table 1. The smaller values of AIC and BIC signify more accurate
models.

The evaluation of obtained models in these simulations according the AIC and
BIC criteria is ambiguous. The AIC values suggest that the gender factor signifi-
cantly differentiates the attentional process dynamics recorded during executing
experimental tasks. The data show that generally the smaller number of hidden
states is characteristics of females than males. Almost for all examined control panel
interfaces, the more accurate models required one state less for females than males.
Given the tiny differences between the two smallest AIC values in two cases that is,
AA and DD for females and models with a smaller number of hidden states were
chosen due to the parsimony principle.

Hayashi [10] analyzing the pilots eye movement data during landing found that
their visual behavior described by the optimal number of hidden states depended on
their flying experience. Models with a bigger number of hidden states better fit to
the experimental data for more experienced pilots. The author explains the fact by a
more detailed analysis of instruments which leads to a more detailed structure of the
mental attention model. Although in our experimental tasks the experience is not
directly connected with gender, but it seems that designed control panel operations
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may be associated with car driving or computer simulation games—and these are
rather closer to men. The above finding may provide a possible explanation of the
somewhat unexpected result described in Michalski [12]. The analysis of effec-
tiveness showed there that women committed more than twice as many mistakes
(7.8 %) while performing trials than men (3.7 %, v2 = 6.1, p = 0.013) which is in
contrast with many research (e.g. [3]). In light of the present study findings, this
phenomenon could probably result from different covert attention distribution for

Table 1 The hidden Markov model simulation results. Standard deviations in brackets

No. STC Gender No. of
states

AIC BIC Log-likelihood

Mean Min Mean Min Mean Min

1 AA Male 3 4320 (33) 4265 4784 (33) 4728 −2061 (16) −2106

2 AA Male 4 4314 (33) 4261 4950 (33) 4897 −2021 (17) −2056

3 AA Male 5 4318 (34) 4256 5137 (34) 5075 −1984 (17) −2033

4 AA Male 6 4326 (31) 4271 5337 (31) 5282 −1947 (16) −1989

5 AA Female 3 3906 (44) 3862 4360 (44) 4316 −1854 (22) −1911

6 AA Female 4 3831 (52) 3785 4455 (52) 4409 −1780 (26) −1870

7 AA Female 5 3843 (44) 3785 4646 (44) 4588 −1747 (22) −1815

8 AA Female 6 3859 (34) 3808 4850 (34) 4798 −1714 (17) −1772

9 AD Male 3 3802 (21) 3777 4127 (21) 4102 −1832 (10) −1870

10 AD Male 4 3781 (22) 3756 4234 (22) 4209 −1795 (11) −1841

11 AD Male 5 3766 (27) 3735 4355 (27) 4324 −1758 (14) −1803

12 AD Male 6 3768 (24) 3725 4504 (24) 4460 −1728 (12) −1763

13 AD Female 3 3122 (25) 3090 3436 (25) 3403 −1492 (13) −1546

14 AD Female 4 3077 (44) 3032 3513 (44) 3468 −1443 (22) −1492

15 AD Female 5 3056 (33) 3020 3624 (33) 3587 −1403 (16) −1452

16 AD Female 6 3064 (26) 3027 3773 (26) 3735 −1376 (13) −1438

17 DA Male 3 2913 (33) 2889 3211 (33) 3187 −1391 (16) −1436

18 DA Male 4 2883 (27) 2853 3298 (27) 3267 −1350 (14) −1396

19 DA Male 5 2877 (29) 2842 3418 (29) 3383 −1318 (14) −1364

20 DA Male 6 2889 (22) 2860 3565 (22) 3536 −1294 (11) −1329

21 DA Female 3 2346 (35) 2333 2631 (35) 2619 −1107 (18) −1209

22 DA Female 4 2312 (32) 2280 2709 (32) 2677 −1064 (16) −1103

23 DA Female 5 2309 (25) 2287 2828 (25) 2805 −1035 (12) −1101

24 DA Female 6 2332 (14) 2309 2980 (14) 2957 −1016 (7) −1056

25 DD Male 3 1889 (22) 1859 2044 (22) 2014 −908 (11) −928

26 DD Male 4 1868 (22) 1851 2093 (22) 2076 −882 (11) −914

27 DD Male 5 1860 (19) 1840 2162 (19) 2142 −860 (9) −886

28 DD Male 6 1868 (14) 1849 2256 (14) 2238 −844 (7) −874

29 DD Female 3 1513 (34) 1483 1661 (34) 1631 −721 (17) −743

30 DD Female 4 1478 (26) 1464 1691 (26) 1677 −687 (13) −725

31 DD Female 5 1479 (15) 1463 1767 (15) 1750 −669 (8) −719

32 DD Female 6 1493 (12) 1475 1863 (12) 1845 −656 (6) −682
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females and males and worse mental representation of the studied problem in
women. The suggested problems with correctly mapping the experimental task to
females’ internal mental representations were additionally visible in markedly
longer fixations (Michalski [12]) associated with more difficult tasks.

Analyzing simulation experiment results, one can also notice that the optimum
number of hidden states (according to AIC) across the investigated control panel
types is quite similar and amounts to 5 for men and 4 for females. Only for the
Analog—Digital option models with a bigger number of states (6 states for males
and 5 for women) are more accurate. This, in turn, sheds some more light on
another surprising result from the analysis provided in Michalski [12] regarding the
statistically significantly worst mean operation times for the AD versus DA.

It could be predicted that having identical combination of speedometer types
presenting the same type of physical value (velocity), the efficiency results would
be comparable. However, as it can be observed from a different number of desired
hidden states in demonstrated HMM, these versions of control panels are not
equivalent. It seems that attentional patterns necessary to process target and current
velocity values are considerably different. This discrepancy probably underlain the
differences between AD versus DA registered for task completion times, saccade
counts, as well as scanpath lengths.

The AIC and BIC indicators penalize the log-likelihood in such a way that the
model assessment takes the maximum likelihood principle when the number of
model parameters to be estimated is as small as possible. In the BIC criterion the
penalization effect is more severe than in AIC which can be seen in Table 1.
According to this criterion the suggested best model for all examined conditions
includes only three hidden states. The search for three states HMMs depending on
the control panel design is an attempt to answer the second research question of this
study.

4.4 Analysis of HM Models for Speedometer Type
Combination

Analogically as in the examination described in the previous section a series of 100
HMM simulations were performed for all four speedometer type combinations
assuming three hidden states. From the obtained group of models, the ones with the
smallest log-likelihood value were chosen and presented in Table 2. The initial
states probabilities are displayed in the second row, while the three further rows
contain the transition probabilities distribution. The remaining rows include the
emission matrix probabilities.

The HM models (A, B, p) estimated from the fixation sequences registered for all
subjects examining the given control panel interface variant exhibit far-reaching
stability in attention shifting strategy between these three states. The outcomes
seem to be quite similar irrespective of the panel construction. The analysis of

Applying Hidden Markov Models to Visual Activity Analysis … 9



T
ab

le
2

T
he

th
re
e
st
at
es

hi
dd

en
M
ar
ko

v
m
od

el
s
fo
r
al
l
sp
ee
do

m
et
er

ty
pe

co
m
bi
na
tio

ns

(a
)
A
A

S1
S2

S3
(b
)
A
D

S1
S2

S3
(c
)
D
A

S1
S2

S3
(d
)
D
A

S1
S2

S3

p
0.
03

0.
84

0.
13

p
0.
01

0.
74

0.
25

p
0.
04

0.
85

0.
11

P
0.
02

0.
81

0.
17

S1
0.
91

0.
00

0.
37

S1
0.
84

0.
02

0.
28

S1
0.
95

0.
01

0.
41

S1
0.
88

0.
07

0.
40

S2
0.
09

0.
68

0.
00

S2
0.
14

0.
67

0.
03

S2
0.
03

0.
60

0.
00

S2
0.
10

0.
60

0.
03

S3
0.
00

0.
32

0.
63

S3
0.
02

0.
31

0.
69

S3
0.
02

0.
39

0.
59

S3
0.
02

0.
33

0.
57

T
A
-T
xt

0.
13

0.
26

0.
00

T
A
-T
xt

0.
10

0.
31

0.
00

T
D
-T
xt

0.
12

0.
42

0.
00

T
D
-T
xt

0.
14

0.
44

0.
00

T
A
-C
en

0.
12

0.
30

0.
03

T
A
-C
en

0.
04

0.
30

0.
15

T
D
-V

0.
20

0.
45

0.
00

T
D
-V

0.
19

0.
47

0.
02

T
A
-V

0
0.
01

0.
01

0.
00

T
A
-V

0
0.
00

0.
01

0.
00

T
D
-K

m
h

0.
01

0.
01

0.
00

T
D
-K

m
h

0.
00

0.
03

0.
00

T
A
-V

10
0.
01

0.
00

0.
03

T
A
-V

10
0.
00

0.
01

0.
01

C
A
-T
xt

0.
02

0.
01

0.
27

C
D
-T
xt

0.
00

0.
00

0.
56

T
A
-V

20
0.
01

0.
03

0.
06

T
A
-V

20
0.
01

0.
04

0.
06

C
A
-C
en

0.
00

0.
08

0.
27

C
D
-V

0.
00

0.
04

0.
41

T
A
-V

30
0.
01

0.
03

0.
01

T
A
-V

30
0.
02

0.
02

0.
00

C
A
-V

0
0.
00

0.
00

0.
00

C
D
-K

m
h

0.
00

0.
00

0.
01

T
A
-V

40
0.
01

0.
05

0.
00

T
A
-V

40
0.
01

0.
06

0.
00

C
A
-V

10
0.
00

0.
00

0.
05

D
0.
32

0.
02

0.
00

T
A
-V

50
0.
05

0.
10

0.
01

T
A
-V

50
0.
03

0.
12

0.
03

C
A
-V

20
0.
00

0.
00

0.
03

I
0.
35

0.
00

0.
00

T
A
-V

60
0.
00

0.
00

0.
00

T
A
-V

60
0.
02

0.
01

0.
00

C
A
-V

30
0.
00

0.
00

0.
09

T
A
-V

70
0.
02

0.
02

0.
01

T
A
-V

70
0.
01

0.
01

0.
00

C
A
-V

40
0.
00

0.
00

0.
10

T
A
-V

80
0.
03

0.
04

0.
00

T
A
-V

80
0.
00

0.
02

0.
05

C
A
-V

50
0.
00

0.
01

0.
05

T
A
-V

90
0.
00

0.
01

0.
01

T
A
-V

90
0.
00

0.
00

0.
01

C
A
-V

60
0.
04

0.
01

0.
02

T
A
-V

10
0

0.
02

0.
01

0.
00

T
A
-V

10
0

0.
00

0.
00

0.
01

C
A
-V

70
0.
00

0.
00

0.
06

T
A
-K

m
h

0.
00

0.
02

0.
00

T
A
-K

m
h

0.
00

0.
03

0.
00

C
A
-V

80
0.
00

0.
00

0.
01

C
A
-T
xt

0.
00

0.
00

0.
24

C
D
-T
xt

0.
02

0.
00

0.
34

C
A
-V

90
0.
01

0.
00

0.
04

C
A
-C
en

0.
00

0.
04

0.
21

C
D
-V

0.
00

0.
01

0.
32

C
A
-V

10
0

0.
00

0.
00

0.
01

C
A
-V

10
0.
00

0.
00

0.
04

C
A
-K

m
h

0.
01

0.
00

0.
01

D
0.
30

0.
00

0.
00

C
A
-V

20
0.
00

0.
00

0.
03

D
0.
44

0.
04

0.
00

I
0.
30

0.
00

0.
00

C
A
-V

30
0.
00

0.
00

0.
07

I
0.
30

0.
01

0.
02

C
A
-V

40
0.
00

0.
01

0.
07

(c
on

tin
ue
d)

10 J. Grobelny and R. Michalski



T
ab

le
2

(c
on

tin
ue
d)

(a
)
A
A

S1
S2

S3
(b
)
A
D

S1
S2

S3
(c
)
D
A

S1
S2

S3
(d
)
D
A

S1
S2

S3

C
A
-V

50
0.
00

0.
02

0.
03

C
A
-V

60
0.
01

0.
00

0.
03

C
A
-V

70
0.
00

0.
00

0.
05

C
A
-V

80
0.
00

0.
00

0.
01

C
A
-V

90
0.
00

0.
00

0.
04

C
A
-V

10
0

0.
00

0.
00

0.
01

C
A
_K

m
h

0.
00

0.
00

0.
00

D
0.
31

0.
04

0.
00

I
0.
27

0.
01

0.
00

Applying Hidden Markov Models to Visual Activity Analysis … 11



models’ parameters allow for relating the obtained hidden states with the executed
tasks. Examining, for example, the DA control panel from Fig. 1 and the HMM for
this variant presented in Table 2(c) one can easily notice that the most probable
starting state is S2 (p = 0.85). The biggest emission probabilities associated with
this state indicate that it is strongly related with fixating on the target velocity.
Similar values of probabilities were estimated for the target caption and value
(TD-Txt, TD–V): 0.42 and 0.45 respectively. Thus, the S2 can be specified as the
Target identification state. The S3 state generates the biggest emission probabilities
for CA-Txt and CA-Cen symbols (0.27) that is, the areas presenting the current
velocity caption and the analog speedometer indicator. As a result of this, the S3 can
be called Current state analysis. The last state S1 with maximum probabilities
values (0.30) for D and I (Decrease and Increase) buttons observations can be
described as Decision and execution. Comparable patterns of probabilities distri-
butions for A, B and p are visible in all versions of investigated control panels, thus
similar process of identifying state’s meaning can also be replicated for the
remaining variants.

Relatively high values in diagonals of the states’ transmission matrix A. as well
as similar emission probabilities for symbols CA-Txt and CA-Cen as well as for
TD-Txt and TD-V suggest the existence of a hierarchical states’ structure. For
instance, while performing the Target identification, it is highly probable that
subjects would stay in the same state in the next step. In such a case, the sub-goals
of the S2 could be described as the Indicator location and Reading the velocity
value. Thus, it may be assumed that participants were moving their eyes according
to the spot-light principle [14] at first, and when they came across the clock-face
type of speedometer they changed their visual behavior to typical to the zoom-lens
model (Eriksen and James [7]). This finding additionally supports similar conjec-
tures put forward in Michalski [12] and confirms that subjects may apply complex
attention shifting strategies even for such relatively simple experimental tasks.
Moreover, the whole process may probably be an interesting research direction and
possibly modeled by means of Layered HMM (Courtemanche [5]).

5 Conclusions

The current study results are promising. The human visual behavior analysis in the
HMM perspective provides opportunities of discovering basic attention shifting
strategies while operating the control panel. The performed simulations revealed the
usefulness of the HMM in discovering attention states characteristic of the
human-machine interaction. The obtained models have logical interpretation in
categories of real experimental subtasks. What is more, the interpretations appear to
be independent of the interface design details which may result in practical appli-
cations involving automatic identification of tasks performed by operators in
human-machine systems.
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Furthermore, such a possibility can be a basis of developing intelligent systems
for interactive products and industrial machinery. The findings regarding gender
differences in attentional processes can be used for examining individual discrep-
ancies among human-machine operators. A particular area of practical applications
may regard e.g. the qualifications or training effectiveness assessment.

Generally, in contrast to classic, static and deterministic scanpath analysis which
is based solely on the overt attention observations, the identification of the hidden
states has its origin in physiological and psychological processes related with the
covert attention. Thus, the ability to look inside the human visual processing is
invaluable in extending the knowledge about the human-machine interaction. This
would certainly lead to better understanding of the nature of communication with
interactive products.
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Real-Time Sliding Mode Observer
Estimator Integration in Hybrid Electric
Vehicles Battery Management Systems

Nicolae Tudoroiu, Liana Elefterie, Elena-Roxana Tudoroiu,
Wilhelm Kecs, Maria Dobritoiu and Nicolae Ilias

Abstract In this paper we develop and implement a real-time sliding mode
observer estimator (SMOE) for state-of-charge (SOC) and for current fault in Li-Ion
batteries packs integrated in the battery management systems (BMS) structure of
hybrid electric vehicles (HEVs). The estimation of SOC is critical in automotive
industry for successful marketing of both electric vehicles (EVs) and hybrid electric
vehicles (HEVs). Gradual capacity reduction and performance decay can be eval-
uated rigorously based on the current knowledge of rechargeable battery technol-
ogy, and consequently is required a rigorous monitoring and a tight control of the
SOC level, necessary for increasing the operating batteries lifetime. The novelty of
this paper is that the proposed estimator structure can be also tailored to estimate the
SOC and the possible faults that could occur inside of the batteries of different
chemistry by augmenting the dimension of the model states, according to the
number of estimated battery faults. The preliminary results obtained in this research
are encouraging and reveal the effectiveness of the real-time implementation of the
proposed estimator in a MATLAB/SIMULINK programming simulation
environment.
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1 Introduction

The state-of-charge (SOC) of a battery is defined as its available capacity expressed
as a percentage of its rated capacity. More specifically the SOC is the remaining
capacity of the battery affected by its load current and temperature [1]. The battery
SOC estimation is essential in automotive industry for both electric vehicles
(EVs) and hybrid electric vehicles (HEVs). Furthermore the SOC of a battery, rep-
resenting a critical condition parameter for battery management system (BMS) [1–3].
Also an accurate estimate of the battery SOC is the main issue for its healthy and safe
operation no matter its chemistry. Today the most advanced and promising tech-
nology in batteries field is the production of nickel-metal hydride (Ni-MH) and
lithium-ion (Li-Ion) batteries [1–3, 4]. The both batteries are rechargeable, and
consequently they are of a great prospective for automotive industry to be used on a
large scale to plug-in hybrid electric vehicles (PHEVs), hybrid electric vehicles
(HEVs), and battery electric vehicles (BEVs). By now it was proved that the Ni-MH
batteries lead the competition for a lot of automotive industry applications in electric
and hybrid electric vehicles since they are quite inexpensive and have a high specific
energy, high specific power, long cycle life, and also no poisonous heavy metals
[1–3]. The main disadvantage of these batteries is that they have to be often com-
pletely discharged in order to avoid the “memory” effect that reduces the battery’s life
[1–3]. They also produce more heat during the charging cycles, and specially in
operating conditions at heavy loads the heat increases drastically and thus can reduce
significantly the battery’s life. In contrast, Li-Ion batteries are more expensive, but
lighter in weight and they have a small size, thus easy to be incorporated inside the
vehicle structure. It is worth to mention that they are not affected by a “memory”
effect so they should not be completely discharged in order to keep up the battery for a
long time; therefore they do not require any maintenance [1–3]. Moreover Li-Ion
batteries can be stored for a long time by keeping intact their charge. By reason of
their great potential to store higher specific energy and energy density, the imple-
mentation of Li-Ion batteries is expected to grow very fast in EVs, mainly in PHEVs
and BEVs [1–3, 4]. They perform better if they never are fully charged or discharged,
therefore an accurate on-board SOC estimate has to be strictly controlled or a pro-
tection switch has to be installed; therefore the equipment complexity and its cost
increase. Also at extreme temperatures Li-Ion batteries do not perform well, so a
cooling and heating system is required to be installed in order to increase their life’s
time [1–3, 4]. The Li-Ion batteries are capable to provide enough power to boost up
the acceleration and to increase the energy efficiency through on-board battery
energy storage [1–3, 4]. The gradual capacity attenuation and performance degra-
dation of the Li-Ion battery during its time operation can be evaluated strictly based
on the current knowledge of rechargeable battery technology, and consequently an
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accurate estimate and a tight control of the SOC level in order to increase the
operating battery’s lifetime are required [1–3]. In this paper we investigate new
directions in order to develop the most accurate SOC estimator combined with the
most suitable fault detection, isolation and reconstruction (FDIR) technique. In
second section we choose the most suitable Li-Ion battery model required to develop
in third section a robust sliding mode observer estimator (SMOE) able to estimate
with accuracy the SOC of a high power Li-Ion battery SOC for a suburban small
HEVs. Therefore the purpose of this paper is to built a robust, accurate SOC esti-
mator, easy to be implemented in real-time, as a viable alternative to Kalman filter
estimation techniques [3, 5, 6] developed until now in the literature. The proposed
SOC estimator is based on a simple generic battery model described in a state-space
representation by two differential first-order state equations. For simulation purpose,
in order to show its effectiveness the generic battery model is tailored on a particular
Li-Ion battery chemistry.

2 The Li-Ion Battery Model

Until now in the literature are reported three developed fundamental types of battery
models, particularly the experimental, electrochemical and electric circuit-based
[1–3, 5, 4]. The first two models seems to be inappropriate to represent the cell
dynamics of battery packs from state-of-charge (SOC) estimation viewpoint, com-
pared to the electric circuit-based models that are very useful to represent the
electrical characteristics of the batteries [2, 3, 4]. The simplest electric model, known
as the Thevenin model, consists of an ideal voltage source in series with an internal
battery cell resistance [4]. A battery cell is the smallest unit connected in parallel or
in series to form one module. A module is then connected in a parallel or series
configuration to form one battery pack, as is integrated in the vehicle [1–3, 4]. The
voltage measured between the battery pack terminals when a load is applied is called
terminal voltage or the measured output of the battery model, and the voltage
measured between the battery pack or cell terminals when no load is applied is called
open-circuit voltage (OCV) [1–3, 4]. The input of the model is the charging or
discharging current. Battery charge rate, denoted by C-rate, describes the rate at
which the battery is charged or discharged relative to its maximum capacity [1–3, 4].
A 1C rate means that the applied discharge current will discharge a fully charged
battery in 1 h. For example a battery with a capacity of 6 Ah, this equals to a 6 A
discharge current. A 5C rate for this battery would be 6 � 5 = 30 A, and a C/4 rate
would be 6/4 = 1.5 A. The identification of the electric circuit parameters (the values
of the resistances and capacitors) for the model is based on a quite complex tech-
nique called impedance spectroscopy [1–3, 4]. Shepherd developed a model
described by a first order differential equation that capture the electrochemical
behavior of a battery in terms of the measured terminal voltage and discharge
current, OCV, internal resistance, and SOC [2, 3, 4]; it is suitable for discharge as
well as for charge, and also for SOC estimation. Compared to other models, the
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Shepherd model is much more interesting but causes algebraic loop instability in the
closed-loop simulation of modular models [2, 3, 4]. Generic battery models that are
described by a nonlinear first-order differential state equation with only SOC as a
state variable are discussed in [2, 3, 5, 4]. These models are very similar to
Shepherd’s but don’t generate algebraic loop instability in closed-loop simulations
[1–3, 4]. This simple model using only SOC as a state variable is capable to
reproduce precisely the manufacturer’s OCV characteristic curves of the battery
under investigation versus its state of charge (SOC). Typically, the values of the
battery model parameters are obtained by using a nonlinear least squares curve fitting
method based on the nonlinear battery discharging characteristic curves OCV versus
SOC for a particular battery chemistry, as is shown in [1–3, 5, 4]. For simulation
purpose, as case study we choose a Li-Ion battery model, such as the one developed
in [3, 5, 4] that is a simple electric circuit, known as the 1st order RC model
consisting of an open circuit voltage (OCV) in series with an internal resistance Ri

and one parallel RC circuit [4]. In Figs. 1 and 2 we show the schematic diagrams of
the electrical circuit battery model built in a National Instruments MULTISIM

OCVABM

Rch

0.00182Ω

R1

0.00124Ω

C1

23691.5F

0.000 A
+ -

discharging current cycle
u(t) = i(t) (input current)

V1 - the voltage across R1||C1

y (t) =  The battery terminal voltage 
             (Vbatt, output voltage)

             Open Circuit Voltage
Analogue Behavioral Modeling Voltage source(ABM)

Fig. 1 Schematic diagram of the RC 1st order battery model for charging cycle (in MULTISIM
11 editor)

OCVABM
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0.00173Ω

R1

0.00124Ω

C1

23691.5F

0.000 A
+ -

discharging current cycle
u(t) = i(t) (input current)

V1 - the voltage across R1||C1

y (t) =  The battery terminal voltage 
             (Vbatt, output voltage)

             Open Circuit Voltage
Analogue Behavioral Modeling Voltage source(ABM)

Fig. 2 Schematic diagram of the RC 1st order battery model for discharging cycle (in
MULTISIM 11 editor)
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11 editor that captures accurately the electrochemical behavior of a battery in terms
of the measured battery terminal voltage y(t), charge or discharge current u(t), OCV,
battery internal resistance (Rch, Rdsch), and SOC. Also this model is suitable for
implementation in real-time the SOC sliding mode estimator. The both diagrams are
the same, only the values of the battery internal resistance are different, according to
charging (Rch) or discharging cycle (Rdsch). The overall battery model can be
described in discrete time by two states, first one is the voltage across the parallel
group (R1, C1) of the components, and the second one is the battery SOC. The third
equation is the output equation that relates the terminal battery voltage to the both
states, and the input charging or discharging current.

The state and the input-state-output equations can be written as follows:

x1;kþ 1 ¼ 1� Ts
R1C1

� �
x1;k þ Ts

C1
uk ð1Þ

x2;kþ 1 ¼ x2;k � ð gi
Qnom

TsÞuk ð2Þ

yk ¼ OCV x2;k
� �� x1;k � Riuk ð3Þ

where

• Ts is the sampling time in seconds
• gi is the columbic efficiency for charging and discharging cycle, gi ¼ 0:98 for

charging cycle, and gi ¼ 1 for a discharging cycle
• Qnom is the nominal capacity of the battery
• x1;k ¼ V1ðkÞ; x2;k ¼ SOCðkÞ
• k is the discrete time, e.g. tk ¼ k � Ts
• uk ¼ iðkÞ is the input current, if iðkÞ\0 is a charging cycle, and if iðkÞ[ 0 is a

discharging cycle.
• Ri is the battery internal resistance, for a charging cycle Ri ¼ Rch, and for a

discharging cycle Ri ¼ Rdsch

• R1C1 is the polarization time constant of the parallel circuit ðR1;C1Þ
• yk is the battery terminal output voltage

The battery terminal voltage yk may be predicted based on the battery SOC; the
most accurate formulation is using a combination of three models Shepherd,
Unnewehr universal, and Nernst models, as in [3, 5, 4] for OCV x2;k

� �
:

OCV x2;k
� � ¼ K0 � K1

x2;k
� K2x2;k þK3 ln x2;k

� �þK4 ln j1� x2;kj
� � ð4Þ

The model parameters ðK0;K1;K2;K3;K4Þ are chosen to fit the model to the
manufacture’s data by using a least squares curve fitting identification method OCV
= f(SOC), as shown in [2, 3, 5, 4], where the OCV curve is assumed to be the
average of the charge and discharge curves taken at low currents rates from fully
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charged to fully discharged battery. Using low charging and discharging currents
can be minimized the cell dynamics. A simple offline (batch) processing method for
parameters calculation can be carried out as in [3, 5, 4]. For a high power Li-Ion
battery of 6 Ah and nominal voltage 3.6 V olts the rated capacity Q is Amps hours
(1C) and its nominal capacity is defined as Qnom ¼ 0:8� Q ¼ 4:8Ah. The OCV
charging and discharging curves related to the SOC are shown in Figs. 3 and 4,
respectively. The values of the parameters that fit the model can be found in [4].
Based on these settings of the model parameters we will build in the next section
the sliding mode observer estimator (SMOE) in order to estimate accurately the
Li-Ion battery SOC, and extensive simulations will be carried out in a
MATLAB/SIMULINK programming environment:
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Fig. 3 The OCV charging curve at 5C rate (30 A constant current)
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Fig. 4 The OCV discharging curve at 5C rate (30 A constant current)
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K0 ¼ 4:23;K1 ¼ 3:8e� 5;K2 ¼ 0:24;K3 ¼ 0:22;K4 ¼ �0:04;Rch ¼ 0:00182X;

Rdsch ¼ 0:00173X;C1 ¼ 23691:5 F;R1 ¼ 0:00124X:

Also in our simulations we set the sampling time Ts to be 1 s.
In order to analyze the behavior of the our Li-Ion battery model selection for

different driving conditions such as urban, suburban and highway, some different

0 200 400 600 800 1000 1200
-30

-25

-20

-15

-10

-5

0
input current profile

time,s

C
ur

re
nt

 (
A

m
ps

),
A

Fig. 5 Advisor EPA UDDS driving cycle current profile (Advisor-2 software package free
download open-source)
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Fig. 6 Li-Ion 6Ah SAFT Battery—SOC curves for R-RC model (nonlinear, linearized, SMO
estimator, and ADVISOR-2) for L = 1, M = 0.0001
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current profile tests are used. Also for comparison purpose we use the results of the
tests on a suburban small RWD’ hybrid electric vehicle under standard initial
conditions in an Advanced Vehicle Simulator (ADVISOR) environment, developed
by US National Renewable Energy Laboratory (NREL), as in [1–3, 5, 4]. Among
different driving cycle current profiles provided by the ADVISOR US
Environmental Protection Agency we choose for our case study an Urban
Dynamometer Driving Schedule (UDDS) current profile as is shown in Fig. 5. The
corresponding SOC curves to this current profile are shown in Fig. 6 with some
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Fig. 7 Li-Ion 6Ah SAFT Battery—SOC curves for R-RC model (nonlinear, linearized, SMO
estimator, and ADVISOR-2) for L = 5, M = 0.0001
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details given in the next section. Also the corresponding terminal voltages of the
chosen Li-Ion battery that uses a charging UDDS current profile can be seen in the
Figs. 7 and 8.

3 The Sliding Mode Observer Estimator

A combination of sliding mode methods and an observer provide the ability to
generate a sliding motion on the error between the measured plant output and the
observer output in order to ensure that a sliding mode observer (SMO) produces a
set of state estimates precisely matching with the actual output of the plant [7]. Also
the analysis of the average value of the applied observer injected signal, known as
equivalent injection signal, contains valuable information about the disparity
between the observer model and the actual plant [7]. In order to design a SMO
estimator (SMOE) of Li-Ion SOC battery we follow the same design procedure
used in [7]. The corresponding continuous dynamic description to the discrete time
battery model given by (1)–(4) can be arranged in the following matrix state space
representation:

dx
dt

¼ An�nxþBn�mu ð5Þ

y ¼ Cp�nxþDp�nu ð6Þ

where n ¼ 2 represents the number of states, m ¼ 2 is the number of inputs, and
p ¼ 1 is the number of outputs.

The state vector xðtÞ is designated by xðtÞ ¼ x1ðtÞ
x2ðtÞ

� �
, the input vector is u tð Þ ¼

i tð Þ
1 tð Þ

� �
ði tð Þ� input battery current profile, 1 tð Þ� step input signal), and the battery

output voltage yðtÞ is related to SOC and OCV by a linear matrix equation. The
matrices Cp�n; Dp�n are obtained by linearizing the Eq. (4) around an operating
point, assuming in our case study SOC0 ¼ 0:6. Following the procedure described
in [7], the matrices triplet ðA;B;CÞ is converted into canonical form ðAc;Bc;CcÞ, by
using a nonsingular state transformation matrix

z ¼ Tcx ¼ z1
z2

� �
; z1 2 Rn�p; z2 2 Rp; Tc ¼ NT

c
C

� �
; Nc 2 Rn�ðn�pÞ ð7Þ

where the column of the matrix NC spans the null space of C [7], such that

Ac ¼ TcAT
�1
c ;Bc ¼ TcB;Cc ¼ CT�1

c ¼ ½0C2� ð8Þ
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A robust observer exists for the canonical battery model if Ac;11\0 [7], so if it is
stable. The sliding mode observer dynamics is attached to this canonical form and
can be described by the following two equations [7]:

dẑ1
dt

¼ Ac;11ẑ1 tð ÞþAc;12ẑ2 tð ÞþBc;1u tð Þþ L# ð9Þ

dẑ2
dt

¼ Ac;21ẑ1ðtÞþAc;22ẑ2 tð ÞþBc;2u tð Þ � # ð10Þ

where ẑ1 tð Þ; ẑ2 tð Þ represent the estimates of the battery model states in the canonical
form, and L is the linear observer matrix gain. The value of L is given by imposing
the spectrum of the matrix Ac;11 þ LAc;21 to lie in C� [7], i.e.

Ac;11 þ LAc;21\0 ð11Þ

The vector # can be seen as a nonlinear observer vector switching gain given by:

#i ¼ Msgn ẑ2;i � z2;i
� �

;M 2 Rþ ; i ¼ 1; . . .; p ð12Þ

where the gain coefficient M is a very useful sliding mode observer tuning
parameter needed to increase the battery SOC estimate accuracy. Similar, the linear
gain L; is a second tuning SMOE parameter that offers a new freedom degree for
SMOE to increase the estimate accuracy and to decrease drastically the detection
time of possible faults that could occur inside the battery cells. Extensive MATLAB
simulations will be done in the next two subsections with the aim to prove the
effectiveness of the proposed sliding mode observer estimator in real-time imple-
mentation of Li-Ion battery SOC estimation and fault detection.

3.1 Sliding Mode Observer Estimator—SOC Estimation
Simulation Results

In this case study we present the simulation results for a high power Li-Ion cell
battery 6Ah and 3.6 V nominal voltage developed by SAFT America for small
suburban HEVs. This company is part of the U.S. Advanced Battery Consortium, as
U.S. Partnership for New Generation of Vehicles programs [2]. Based on the
experimental test data, the National Renewable Energy Laboratory (NREL)
developed a MATLAB resistive equivalent circuit battery model in order to be
compared to a SAFT 2-capacitance battery [2]. For purpose comparison of the
sliding mode predictions was used the ADVISOR simulator for different operating
conditions provided by two driving cycles tests, US06 and EPA UDDS [2]. Inspired
by the usefulness of the ADVISOR simulator and the results obtained in this area
we prove the effectiveness of our proposed estimator design strategy using an
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EPA UDDS driving cycle current profile integrated in Advisor 2 software package
(open-source free download since 2014). This driving cycle current profile is used
as a charging current test for the chosen R-RC first order battery model. Then the
performance of the battery model and sliding mode observer estimator can be
compared to those obtained by the ADVISOR simulator for different Li-Ion HEVs
batteries with similar characteristics. The ADVISOR EPA UDDS driving cycle
current profile is shown in Fig. 5 and it seems to be a smooth exponential charging
current cycle. The continuous battery model dynamics is described in a state-space
representation by the matrices quadruplet ðA;B;C;DÞ that appear in the state
Eqs. (5)–(6) given by:

A ¼ � 1
R1C1

0
0 0

� �
; B ¼

1
C1

0
�g=Qnom 0

� �
; C ¼ �1

C2

� �
; D ¼ �Ri K0½ � ð13Þ

Tc ¼ C2 0
1 1

� �
;C2 ¼ K1=x

2
0 � K2 þK3=x0 � K4=ð1� x0Þ; x0 ¼ 0:6 ð14Þ

K0 ¼ 4:23;K1 ¼ 3:8e� 5;K2 ¼ 0:24;K3 ¼ 0:22;K4 ¼ �0:04 ð15Þ

Rch ¼ 0:00182X;Rdsch ¼ 0:00173X;C1 ¼ 23691:5 F;R1 ¼ 0:00124X ð16Þ

The Li-Ion battery SOC evolution curves during the charging cycle are shown in
Fig. 6, for first order R-RC nonlinear model, for its linearized dynamics and SMO
estimator with the gains settings L = 1, M = 0.0001; also for comparison purpose is
shown on the same graph the SOC obtained by the ADVISOR simulator for the
same driving current profile. In Fig. 7 we represent the same curves for observer
gains tuned to L = 5, M = 0.0001 that reveal a fast estimation with some small
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Fig. 9 Switching nonlinear observer gain for L = 1, M = 0.0001
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oscillations around the SOC steady-state value, and sliding mode observer
robustness to a big change in the initial SOC value as a first guess starting point
value (SOC0 ¼ 0:2 instead to SOC0 ¼ 0:7 as is used in ADVISOR). In Fig. 8 is
shown the terminal battery voltages for nonlinear battery model, for its linearized
model, and for SMO estimator, when the observer gains are set to L = 5,
M = 0.0001. Again we can see an accurate estimation of the terminal battery
voltage when SMO estimator is used. The evolution of switching nonlinear
observer gain is shown in Fig. 9.

3.2 Sliding Mode Observer Estimator—Battery Cell Current
Fault Detection Simulation Results

The sliding mode observer estimator developed in this research can be also used for
fault detection purpose. To prove its effectiveness in fault detection we consider the
particular case of an intermittent fault injection in the battery cells current profile, as
is shown in Fig. 10. A zero faulty current that simulates an open cell circuit in a
battery pack is injected after 100 s and it will be removed after 100 samples. So the
window length of the persistent injected fault is only 100 s.

The sliding mode observer estimator reacts very fast to this current. The current
fault is detected in some few seconds, as is shown in Fig. 11. In this figure is shown
the terminal battery voltage residual generated by the SMOE.

In the future work we will develop some applications of the proposed SMOE
to detect and estimate the severity of the faults, by augmenting the model
dynamics state-space with a new dimension given by the following fault parameter
equation [5]:
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Fig. 10 Intermittent current fault in SAFT battery cell injected between iterations 100 and 200
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Hkþ 1 ¼ Hk þ mk ð17Þ

where Hk represent discrete time fault parameter description, and mk is a small level
noise. Now the SMO estimator has three states and the procedure to estimate the
states will be the same to those used for two states, as in [7]. The big challenge in
this development is the capability of the augmented estimator to estimate the
severity of the faults.

4 Conclusion

The novelty of this paper is the implementation in real time of a robust Sliding
Mode Observer estimator capable to estimate with high accuracy the Li-Ion battery
SOC based on a linearised model without disturbance uncertainties, and also to
detect the faults inside the battery cells. The proposed SMO estimation strategy
seems to be simple, easy to be implemented in real-time, and of lower computations
complexity, compared to Kalman filter estimation techniques. The proposed SMO
estimator will be very useful in our research to solve problems of fault detection and
isolation (FDI) that could appear in the BMS of HEVs and EVs.
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Recursive Identification of Nonlinear
Aerodynamic Characteristics of Air-Plane

Jacek Pieniążek and Piotr Cieciński

Abstract The subject of the paper concerns the method of on-line identification,
especially considering the form of equation of air-planemotion. Themain idea is using
the table representation of the function. The proposed approximation of the data
obtained during the experiment is the basis of the recursive algorithm, which can find
the best approximation in the area of excitation. The test results shows the importance
of proper design of the stimulation signals. This signal should be sumof low-frequency
set-point component and high-frequency part. For the purpose of presentation
identification of the cm aerodynamic coefficient of an air-plane is presented.

Keywords Recursive identification � Air-plane aerodynamic � Non-linear
identification

1 Introduction

During the design process both the airframe and the automatic system which control
the behavior of the flying vehicle the proper dynamical model of this vehicle is
required. The creation of the perfect model of the motion of the flying vehicle is
almost impossible because of the lack of good description of aerodynamic
phenomena and cross dependencies among the various state variables. During the
process of the modelling of the flying object motion the various methods are used,
such as handbook methods, computational fluid dynamics methods, research in the
wind tunnel and in-flight tests. Computational methods enable the anticipation of
behavior of the object during the design process also before the construction of the
vehicle. Final test of the model of the object motion are the real structure research in
the wind tunnel or in-flight. The best results can be achieved during the wind tunnel
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tests of the real size vehicle or its model, but the high cost of these tests is the reason
of the research conducted on the models made in smaller scale. The necessity of the
transformations of the results of experiment conducted in the scale to the full size
leads to committing of the additional errors, which does not enable of usage every
advantages of research in the wind tunnel [1].

2 Air-Plane Mathematical Model

An air-plane rigid body equations of motion have general form given by (1) with
gravity forces (2) and aerodynamic phenomena model (3) [1].

Xa þXg ¼ m u
� þ qw� rv

� �

Ya þ Yg ¼ m v
� þ ru� pw

� �

Za þ Zg ¼ m w
� þ pv� qu

� �

L ¼ p
�
Ixx þ qrðIzz � IyyÞþ ðpqþ r

�ÞIxz
M ¼ q

�
Iyy þ rpðIxx � IzzÞþ ðp2 � r2ÞIxz

N ¼ r
�
Izz þ pqðIyy � IxxÞþ ðqr � p

�ÞIxz

ð1Þ

Xg ¼ �mg � sin h

Yg ¼ mg � sinu cos h

Zg ¼ mg � cosu cos h

Xa ¼ CX0 þCXaaþCX
a
�
a
�
�c
V þCXq

q�c
V þCXd ede

� �
1=2 qV2S

Za ¼ CZ0 þCZaaþCZ
a
�
a
�
�c
V þCZq

q�c
V þCZd ede

� �
1=2 qV2S

M ¼ ðCm0 þCmaaþCm
a
� þ a

�
�c
V þCmq

q�c
V þCmd edeÞ1=2 qV2S

ð2Þ

Ya ¼ CY0 þCYbbþCY
b
�
b
�
b

2V
þCYp

pb
2V

þCYr
rb
2V

þCYda d aþCYd r d r

0
@

1
A1=2 qV2S

L ¼ Cl0 þClbbþCl
b
�
b
�
b

2V
þClp

pb
2V

þClr
rb
2V

þClda d aþCld r d r

0
@

1
A1=2 qV2Sb

N ¼ ðCn0 þCnbbþCn
b
�
b
�
b

2V
þCnp

pb
2V

þCnr
rb
2V

þCnda d aþCnd r d rÞ1=2 qV2Sb

ð3Þ
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Parameters of the particular air-plane can be find differently. Some of them can be
find by simple or indirect measurement like the geometric ones (S, �c, b), mass (m),
location of the centre of mass, inertial moments (Ixx, Iyy,…). The more difficult but
more interesting for researcher is investigation of the aerodynamic coefficients which
in the Eq. (3) as Cx. These coefficients are the functions of such variables [1–5]:

• angle-of-attack a and angle of side-slip b, which are general parameters of the
airflow around the body,

• control surfaces deflections (de—elevator, da—aileron, df—flaps, dr—rudder…)
• propulsion dependently on its kind and its location,
• and also external conditions like:
• air velocity around the body (important for the air-planes flying in wide range of

velocities), and lightly the air composition for example humidity,
• nearest outer objects and especially surface of the Earth if it is close enough.

The angle-of-attack and angle of side-slip and intentional deformations of the
geometry of the body by the control surfaces deflections in the given flight con-
ditions create functions Cm a; de; df

� �
, Cz a; de; df

� �
, Cx a; de; df

� �
, Cl a; b; da; drð Þ;

Cn a; b; da; drð Þ;Cyða; b; da; drÞ, hence the aerodynamic properties of the air-plane.
Another variables of the state like angle rates neglected above but shown in

Eq. (3) are the measure of the unsteadiness of the airflow. Such unsteadiness is
difficult to describe by equations and it is lightly predictable by theory but has also
influence on the value of the coefficients. The non-linearities in the functions C(…)
makes the relations more complicated comparing to motion the simply-looking
Eqs. (1)–(3).

In many practical design and also in research activities the models are simplified
to the linear form of matrix state and output equations [1, 3–5]. Such form is used
during the controller design. In such a case the matrix coefficients are the target of
the in-flight investigation of the aircraft model. The limitations of the linear mod-
elling, really it is only model of the local dynamics near set-point, makes it
unsuitable for the automatic control system design which should safely control the
flight of the air-plane in the wide range of the state.

From this reason the tests are taken up to find out the most accurate as possible
aero-dynamical characteristics of the motion of flying vehicles. The knowledge
about real values of the parameters which describe the object is also required during
both the advanced control method usage and current analysis of the state of the
object.

3 Review of Estimation Methods

Depending on the modelling purpose and accepted structure of the model for
estimation of the model coefficients the off-line estimation is possible to be used.
The linear estimators are described with details and they are relatively the simplest
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for usage [3, 4, 6–8], but because of limited range of its representation of the real
motion of flying vehicle the non-linear estimators are much interesting. The
example of the linear estimation use for determination of the non-linear charac-
teristics of aero-dynamical coefficients of the airplane is shown in [9, 10].

The second group of the estimators are that operating on-line. These estimators
give possibility to achieve estimation of the model coefficients during the test. In a
case of the experiments conducted in-flight this fact is very favorable. The cor-
rectness of the results of these experiments depend on both proper plan of the
experiment and environment mostly atmospheric conditions during the test. For that
reason it is worth to know the results of experiment to correct the plan. The activity
described above is not possible in a case of off-line estimators. In a case of linear
model in the literature there are described some methods of estimation of the
coefficients in the time of experiment (on-line methods) which are possible for
usage, like recursive least squares, recursive weighted least squares, recursive
prediction error method, Fourier transform regression, filtering recursive methods
[1, 4, 7, 11–14].

In the paper the method of estimation of the coefficients is presented, which
describes the characteristics of the aero-dynamical coefficients with the recursive
weighted least squares method usage. The characteristics of the aero-dynamical
coefficients are described by the values of the coefficients at points lying in the
intersections of the grid which is given by ordered sets of values of the appropriate
vehicle state variables and control signals. In the Fig. 1 there presented the grids
described by the input values x1(k1) and x2(k2) and the exemplary values of output
y at the nodes. For the purpose of both modeling of the airplane motion and
estimation of using node values y(k1, k2) the coefficients the interpolation of the
value of the particular coefficient y is computed. During the activity of the estimator

Fig. 1 Example of multivariable aerodynamic characteristic using grid representations
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in every moment the linear estimation of the coefficients is conducted. These
coefficients describes the shape of the section and the general shape of estimate
function can be a fuzzy system.

3.1 Identification of Non-linear Functions of Aerodynamic
Coefficients

The information set necessary for aerodynamic characteristics reconstruction can be
obtained by using various method, like analytical and computer modelling of the
airflow and computation of the coefficients and also experimental research. The
second can be realized by reduced scale models and wind tunnel experiments. Next
the results are transformed to the full scale conditions but the errors appears due the
non-perfect airflow similarity and also rough shape reconstruction of the scaled
models. The full scale models or real air-plane investigation in wind tunnels may
reduce the errors but it is technically more difficult or simply it is impossible
because of the size of a body.

In-flight experiments with real air-plane looks as the best method but the con-
straints, like the limitations of accessible values of variable and generally more
difficult measure conditions, and possibly existing disturbances are important fac-
tors which should be considered.

The identification is process consist of:

• design of the general method, planning of the experiment, selecting data rep-
resentation and choosing appropriate computation algorithm,

• conduct experiment and obtaining data,
• estimation of parameters

– on-line if computation is executed during the experiment,
– off-line if the recorded set of data is used,

• verification of the results.

In the following analysis it is assumed that, the control signals for the test of the
air-plane are developed according to the identification experiment. It means that the
steady flight is disturbed only by the control surfaces which influence the motion of
the investigated coefficient. As the result the information necessary for estimation is
in the variables:

• ax, az—for Cx and Cz

• ay—for Cy

• q
�
—for Cm

• p
�
—for Cl

• r
�
—for Cn
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The general form of the aerodynamic coefficients is known as some functions,
which are using linear as stated in Eq. (3) but it should be noticed these equations
are only rough approximation of reality when the non-linearity, very important
when the angle-of-attack is high, and the influence of the airflow condition on the
controls effectiveness are neglected.

The general form of function description, which is very useful in computer
simulations, is a table. In the case of aerodynamic coefficient investigation the node
values can be computed analytically and directly put into the table as initial values.
Some values can be identified using the method presented in [9] and put into the
table or correct the analytical method. The table form is also useful in an on-line
identification and has a property to transform non-linear approximation into the
linear in the parameters problem as will be stated further.

3.2 Function Representation in Table

A function y = f(x1, x2,…xp) in the form of the table consists of the:

• one-dimensional tables of the values of input variables, XK ¼ fxk1; xk2; . . .xknkg,
number of tables equals p,

• the p-dimensional table of the output values.

The values of output in the node it is for xk ¼ xki for every k = 1…p, are given in
the table.

The general output from the table is computed using Eq. (4)

y ¼ yðk1; k2; . . .kpÞþuðm1; m2; . . .mpÞ ð4Þ

where
ki ¼ min

j2 1;2;...pf g
ðkjÞ such that, fulfil condition xi � xikj [ 0,

mi ¼ 1� xi � xiki
xiki þ 1 � xiki

ð5Þ

and uðm1;m2;. . .mpÞ is an approximation in the p-dimensional cuboid determined by
the pairs of input signal values xiki ; x

i
ki þ 1, (in the Fig. 1 this cuboid reduces to the

rectangle) which should fulfil condition

uðv1; . . .vpÞ ¼ yðm1;m2; . . .mpÞ; ni ¼ ki; if vi ¼ 0
ki þ 1; if vi ¼ 1

�
ð6Þ

The table can be designed by using the values of the output obtained by any
method. This make possible to use the results of theoretical research as the initial
values. The results from identification experiment correct them. Such possibility of
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initialize by near real values can be important because of the limited range of
achievable values of control signals and also safety limited range of the state
variables in read flight. The resulting set of input data points achievable during
flight is only subset of the set hx11; x1n1i � hx21; x2n2i � � � � � hxp1; xpnpi as it is presented
in part 4.

The minimal interpolation in the p-dimensional cuboid is denoted by Eq. (7) and
is used as approximation of the data inside them.

u m1; m2; . . .; mp
� � ¼ a0 k1;k2ð Þ þ

Xp
k¼1

ak k1;k2ð Þ � mk þ
Xp
k¼1

X
l 6¼k

akl k1;k2ð Þ � mk

� ml þ
Xp
k¼1

X
l 6¼k

X
m6¼k;m 6¼l

aklm k1;k2ð Þ � mk � ml � mm þ � � � ð7Þ

3.3 Identification of Aerodynamic Coefficient

The aerodynamic coefficients are computed using the Eq. (8) obtained from (1)
and (3).

cfða; d. . .Þ ¼ 1
pd � S � l � If �

_Xf

cnða; d. . .Þ ¼ 1
pd � S � m � an

ð8Þ

where

cf 2 cl; cm; cnf g
If 2 Ixx; Iyy; Izz

� �
_Xf 2 _p; _q; _rf g

cn 2 cD; cy; cL
� �

an 2 ax; ay; az
� �

It is important that the components of linear acceleration and of the frame rate
are presented in the wind frame, and identified coefficients are drag CD and lift CL.

For the purpose of presentation more detailed analysis of the coefficient Cm is
presented. This coefficient depends mainly on the angle of attack and deflections of
the elevator and also deflection of flaps. Considering that the flaps are used as three
or four position control surface such number of tables is the assumed result of
full process of identification. Then every table depends only on two variables.
The value of actual Cm is computed using (9) and approximation of angular
acceleration (10).
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Cmða; dHÞ ¼ 1
pd � S � l � Iyy � _q ð9Þ

_qð Þk¼
qkþ 1 � qk

s
ð10Þ

The approximation is used instead of non-existing direct measurement. The
usage of the (10) is a cause of increase of the noise level in the angular acceleration
by the quantization noise and also because of amplification of the gyro noise.

The data measured and computed during the experimental flight are the teaching
set (11).

S ¼ fða; dH ; cmÞkg; k ¼ 1; . . .N ð11Þ

The representation of the function Cmða; deÞ between the nodes is obtained from
the general form (7) is given by (12).

uðm1; m2Þ ¼ a0ðk1;k2Þ þ a1ðk1;k2Þ � m1 þ a2ðk1;k2Þ � m2 þ a12ðk1;k2Þ � m1 � m2 ð12Þ

The coefficients in Eq. (12) and values in the data table depends according to the
Eq. (13)

a0ðk1;k2Þ ¼ yðk1; k2Þ
a1ðk1;k2Þ ¼ yðk1 þ 1; k2Þ � yðk1; k2Þ
a2ðk1;k2Þ ¼ yðk1; k2 þ 1Þ � yðk1; k2Þ

a12ðk1;k2Þ ¼ yðk1; k2Þþ yðk1 þ 1; k2 þ 1Þ � yðk1; k2 þ 1Þ � yðk1; k2 þ 1Þ
ð13Þ

The dependence (12) can be stated in the form (14) as the basis for linear
least-square problem.

y ¼ XT �H
X ¼ ½1 m1 m2 m1 � m2�T

H ¼ ½a0 k1;k2ð Þa1ðk1;k2Þa2ðk1;k2Þa12ðk1;k2Þ�T
ð14Þ

3.4 Recursive Solution—On-Line Identification

Let assume there exists the proper parameters Hðk1;k2Þ in every rectangle of input
variables. The estimation error is given by (15). Taking the values of X as the
weights of error the recursive algorithm is given by dependence (16).

e ¼ y� ŷ ¼ XT
ðk1;k2Þ � Hðk1;k2Þ � Ĥðk1;k2Þ

� � ð15Þ
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Ĥðk1;k2Þðkþ 1Þ ¼ Ĥðk1;k2ÞðkÞþ c � Xðk1;k2ÞðkÞ � ek ¼ Ĥðk1;k2ÞðkÞþDHðkÞ ð16Þ

The change of parameters of Eq. (12) influence the node values in the output
table as stated in the Eq. (17).

yk1;k2ðkþ 1Þ
yk1 þ 1;k2ðkþ 1Þ
yk1;k2 þ 1ðkþ 1Þ

yk1 þ 1;k2 þ 1ðkþ 1Þ

2
664

3
775 ¼

yk1;k2ðkÞ
yk1 þ 1;k2ðkÞ
yk1;k2 þ 1ðkÞ

yk1 þ 1;k2 þ 1ðkÞ

2
664

3
775þ

Da0
Da0 þDa1
Da0 þDa2

Da0 þDa12 � Da1 � Da2

2
664

3
775 ð17Þ

The values computed by (17) if e is given by (15) converges to the proper
parameters so the value of the learning factor c can be set near 1. But the real values
of the Cm are disturbed by the cumulative measurement noise and also by the
disturbance which is the effect of numerical differentiation (10). Cumulative dis-
turbance can be treated as the noise with expected value 0 if the experiment is long
enough and the stimulation trajectories are dense in the input area.

The remaining noise in the response of (16) and (17) decrease with reduction of
the learning coefficient. Such property can be used in such a way, that the value of c
decrease with time of experiment, because it is expected that, the estimated values
are closer to the proper values.

4 Experiment Plan and Stimulation

Contrary to the wind tunnel research during the in-flight experiment it is impossible
to independently change the values of the state variables and control variables. The
proper stimulation is achieved by using control signals which contains two com-
ponents. The first is the low frequency one, which change the set-point. The second
is high frequency but more important property of them is activation in the widest
region of the inputs.

As the stimulus the function given by Eq. (18).

de ¼ LPF A1 � 1ðtþ k1 � s1ÞþA2 � 1ðtþ k2 � s2Þþ sðtÞ � ½1ðtþ k3 � s3Þ � 1ðtþðk3 þ 1Þ � s3Þ�ð Þ
ð18Þ

The function (18) contains two pseudo-random components (random amplitudes
A1 and A2 and fixed durations s1 and s2) and signal s of the shape of two short
opposite pulses repeating with period s3. The LPF (low-pass filter) operator is used
because it is impossible in the reality to create the step responses of control surface
deflections and its output is more realistic. The resulting control variable values
with time are shown (short part of experiment time) in the Fig. 2.

In the Fig. 3 it is presented the function of Cm, which is used in the simulation as
real characteristic of the modelled air-plane motion. The points which are achieved
during the experiments are shown on this surface. The two sets distinguished by
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colours gives a view of the increase of the stimulated area when component s is
used as given in Eq. (18)—blue points, comparing to the case of lack of them—
black points.

5 Experiment Results

The simulation experiment has been developed for the purpose of evaluation the
possibility of on-line identification of the aerodynamic coefficients. It is assumed
the initial node values are computed theoretically but this function differ from the
real air-plane characteristic. The experiment time was set constant as 600 s.
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Fig. 2 Function of control variable de

Fig. 3 Input variables covering on the cm characteristic, black—without s, blue—with s
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The control sequence given by (18) has property that the air-plane does not void
the airspeed limits. During simulation the improvement due to using the component
s is investigated. Two test was conducted, one without the component s and second
one with it. The remaining errors are presented in the Fig. 4. The very narrow area
where the initial error is reduced in the Fig. 4 (left) comparing to the more better
estimation when the pulses increase excitation (Fig. 4 right) confirms necessity of
using them.

6 Conclusion

The novel method the on-line identification of non-liner function as the part of
dynamical model of motion is presented in the paper. The performed investigation
shows the possibility to identify the non-linear function in the form of tabular data
but also demonstrate the limitations of the real-object and real-conditions experi-
ments. The dynamics of an object and the necessity of the safety limiting of the
state variables reduces the area of excitation in the normal flight. The special kind of
the excitation can be used but unfortunately it should be noticed that the added
dynamical component increase the rather unpleasant responses of an air-plane.

The table representation of a function makes possible to combine the results of
different methods as the theoretical analysis and the identification. The theoretical
results can be used as the initial values and also as final values outside area of
excitation. The inaccuracies on the border of excitation should be reduced in the
further work, and at this moment assuming that, the coefficient characteristic should
be rather smooth, the development of the identification algorithm by using some
smoother is possible.

The simulation testing and possibly reshaping of the stimulation signals looks as
important part of identification process.
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Actor Model Approach to Control
Stability of an Articulated Vehicle

Kornel Warwas and Krzysztof Augustynek

Abstract The paper presents an application of actor model to control braking
torques on wheels of an articulated vehicle in an untripped rollover manoeuvre. The
numerical model of the articulated vehicle and dynamic optimisation have been
used to calculate appropriate braking torques for each wheel in order to restore
stability. The optimisation problem requires the equations of motion to be
integrated at each optimisation step and its time-consuming. Therefore, parallel
computing with using actor model system has been proposed. Actor model system
has been implemented in genetic algorithm. In the paper, formulation of genetic
algorithm with actor system and results obtained from dynamic optimisation have
been presented and compared.

Keywords Actor model � Genetic algorithm � Parallel computing � Dynamic
optimisation � Articulated vehicle

1 Introduction

The dynamic optimisation of sophisticated physical systems like multibody system,
articulated vehicle is time-consuming task. Improvement of the optimisation cal-
culation time is a subject of many papers [1–3]. Parallel and distributed systems are
often used in order to improve the efficiency of optimisation calculations [1, 2, 4].
Some of the algorithms allow to split computational effort on separate threads,
processes or cluster’s nodes in a natural way. Complexity of the mathematical
model of the system and implementation of the optimisation methods have big
influence on the effectiveness of the optimization process. Currently, the
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development of computer hardware and software allow to release from the
monolithic architecture to micro-services. Then the business logic can be separately
processed and particular parts of the system can communicate with each other [5].
Such approach allows to reduce significantly the time of calculation by parallel
processing and provide high scalability of the system. One of the ways such
implementation of the system and calculations is actor model approach [4, 6, 7].
The actor model for concurrent and parallel programming is gaining popular due to
its high level of abstraction and its ability to efficient use of multicore and multi-
processor machines. Implementing applications on top of those primitives has
proven challenging and error-prone. Additionally, mutex-based implementations
can cause queueing and unmindful access to (even distinct) data from separate
threads in parallel can lead to false sharing: both decreasing performance signifi-
cantly, up to the point that an application actually runs slower when adding more
cores. The actor model describes calculation process as a result of interaction
between active objects (actors). Actors interact with each other by asynchronous
messages passing. Each actor can process the received message according to
implemented behavior, forward a message to other actor or wait for a new message.
It exists many actor model implementations like Akka, Akka.NET, CAF, Theron
[8, 9]. Each one has embedded queue system and allows to implement well known
architectonic (e.g. CQRS) and design patterns (e.g. chain of responsibility). Some
of actor model systems can be deployed in cloud systems like Amazon Web
Services or Microsoft Azure.

In this paper genetic algorithm with actor model approach has been presented.
During optimisation cornering manoeuvre of the articulated vehicle has been
considered. The aim of the optimisation calculations is maintaining stability of
vehicle and preventing before its rollover during manoeuvre. Rollover accidents of
articulated vehicles are especially violent and cause greater damage and injury than
other accidents. Many systems help in preventing vehicle rollovers, as they can
automatically adjust the braking pattern for each wheel, possibly giving the driver
greater control [3, 10–12]. Presented method is based on the control of braking
torques in the case of losing the stability. Braking torques patterns, which have to
be applied to each wheel of the vehicle, are obtained by solving an optimisation
task.

2 Mathematical Model

The model of the articulated vehicle has been formulated as a system of rigid bodies
consisting of a tractor, a fifth wheel and a semi-trailer. It is assumed that the tractor
is a rigid body, which motion has been described by means of six generalized
coordinates (Fig. 1) which can be written in the following form:
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~q 1ð Þ
T ¼ x 1ð Þ y 1ð Þ z 1ð Þ w 1ð Þ h 1ð Þ u 1ð Þ� �T ð1Þ

where: x 1ð Þ; y 1ð Þ; z 1ð Þ—translational components of the tractor displacement,
w 1ð Þ; h 1ð Þ;u 1ð Þ—rotational components of the tractor displacement.

Wheels are connected with the tractor and each wheel has one degree of freedom
h 1;ið Þ; i ¼ 1; . . .; 4 and the generalized coordinates vector has the form:

~q 1ð Þ
TW ¼ h 1;1ð Þ h 1;2ð Þ h 1;3ð Þ h 1;4ð Þ� �T ð2Þ

It has been assumed that suspension stiffness has been reduced to contact point
of a tire with a road. In paper [3] it has been shown that the relative error resulting
from such simplification is less than 5 % in relation to results obtained from the
road tests. Therefore, vector of the generalized coordinates contains only front
wheels steering angles d 1;1ð Þ and d 1;2ð Þ :

~q 1ð Þ
TS ¼ d 1;1ð Þ d 1;2ð Þ� �T ð3Þ

Motion of the fifth wheel in relation to the tractor (Fig. 2) has been described by
one degree of freedom (pitch angle h 2ð Þ).

Generalized coordinate of the fifth wheel is the component of the following
vector:

Fig. 1 The model of the
articulated vehicle tractor

Fig. 2 The model of the
articulated vehicle fifth wheel
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~q 2ð Þ
F ¼ h 2ð Þ

h i
ð4Þ

Semi-trailer (Fig. 3) has one degree of freedom, inclination angle w 3ð Þ, with
respect to the fifth wheel and its generalized coordinates vector are given by:

~q 3ð Þ
S ¼ w 3ð Þ

h i
ð5Þ

The semi-trailer has six wheels (Fig. 3) and each has one degree of freedom,
h 3;ið Þ; i ¼ 1; . . .; 6, which is component of the following generalized coordinates
vector:

~q 3ð Þ
SW ¼ h 3;1ð Þ h 3;2ð Þ h 3;3ð Þ h 3;4ð Þ h 3;5ð Þ h 3;6ð Þ� �T ð6Þ

Equations of vehicle motion have been formulated using Lagrange equations of
second kind and homogenous transformations [7]. It can be written in the following
form [6, 13]:

Aq
:: þUqr ¼ f
UT

q q
:: ¼ w ð7Þ

where: A ¼ A t; qð Þ—mass matrix,
f ¼ f t;q; q

:
;M 1ð Þ; . . .;M ið Þ. . .;M nwð Þ� �

—vector of external, Coriolis and centrifugal
forces,
q; q

:
; q
::
—displacement, velocity and acceleration vectors,

M ið Þ—vector of discrete values of braking torques acting on the ith wheel,
nw—number of wheels,
Uq—constraints matrix,

Fig. 3 The model of the articulated vehicle semi-trailer
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r—vector of constraint reactions,
w—vector of the right sides of the constraint equations.

The details of the procedure which leads to formation of Eq. (7) with a
description of elements in the matrix A and the vector f is presented in [6].

3 Formulation of the Articulated Vehicle Optimisation
Problem

Articulated vehicles rollover is one of the most dangerous road manoeuvres. This
situation happens mostly during the unforeseen lane-change manoeuvre [5] whilst
cornering of the vehicle. Such manoeuvre has been performed when the preplanned
vehicle trajectory would collide with an obstacle. When the obstacle is detected, the
trajectory is translated to other traffic lane, as shown in Fig. 4, in order to avoid
collisions.

Stability of the articulated vehicle can be restored by an appropriate control of
braking torques applied to each wheel of the vehicle. Let us consider vector M ið Þ

containing discrete values of braking torque applied on the ith wheel. A continuous
function M ið ÞðtÞ can be obtained using spline functions of the 3rd order. The vector
of the decisive variables, which contains discrete values of the braking torques of all
wheels, can be written in the form:

M ¼ M 1ð Þ . . . M ið Þ . . . M nwð Þ� �T¼ Mj
� �

j¼1;...;m ð8Þ

Fig. 4 Lane changing and
lane following manoeuvre
during cornering
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where m—number of decisive variables.

M ið Þ ¼ M ið Þ
k

� �
k¼1;...;n

,

n—number of discrete values of the braking torque.

In the presented problem, braking torques calculated for fixed initial vehicle
velocity and the front wheels’ steering angle have to fulfil the following conditions:

• the articulated vehicle cannot lose stability during the manoeuvre,
• longitudinal velocity loss has to be as small as possible,
• lateral displacement of the vehicle is limited by the standard road width.

Above assumptions are taken into account in the objective function and also in
optimisation constraints. The stability conditions can be assured by minimizing the
functional [8]:

X M; q; _qð Þ ¼ 1
te

C1

Z te

0
u 1ð Þ

� �2
dtþC2

Z te

0
v0 � veð Þ2dt

� 	
! min ð9Þ

where C1;C2—empirical coefficients,
te—time of simulation,
v0—initial velocity.

ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x 1ð Þ teð Þð Þ2 þ _y 1ð Þ teð Þð Þ2

q
—total final velocity of the tractor.

In the considered optimisation problem, inequality constraints can be written as
follows:

Mmin �M1 . . . Mmin �Mi . . . Mmin �Mm½ �T � 0 ð10Þ

M1 �Mmax . . . Mi �Mmax . . . Mm �Mmax½ �T � 0 ð11Þ

where: Mmin;Mmax—acceptable minimal and maximal braking torque values.
The classical genetic algorithm and genetic algorithm with actor model approach

have been applied in order to solve formulated minimization problem [8, 9]. In the
next paragraph genetic algorithm with actor model approach method will be pre-
sented in details.

4 Actor Model Approach in Genetic Algorithm

Actors are objects which encapsulate state, behaviour and they can communicate
exclusively by exchanging messages which are placed into the recipient’s mailbox
(Fig. 5).
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One actor can split up its tasks and delegate until they become small enough to
be handled in one piece in order to build fault-tolerant, hierarchical system. Each
actor can be treated as separate thread on one computer or it can be a process on
machine in cluster of distributed systems. Such approach is therefore suitable for
designing and development of a parallel and distributed information systems. Actor
model basis on event-driven system in which actors process events and generate
responses or more requests in asynchronous way. Message passing in actor model is
network transparent.

In this paper CAF framework has been applied in order to implement genetic
algorithm with actor model approach. CAF allows to transparently connect actors
running on different machines and operating systems via the network. It integrates
multiple computing devices such as multi-core CPUs, GPGPUs, and even
embedded hardware. In presented approach first actor (system) creates next actor
(generation) which is responsible for managing genetic algorithm generations
(Fig. 6a). This actor produces many coworkers (crossover operators) which perform
next operation in non-blocking and asynchronous way. Number of those child
actors depends on number of individuals in population. When crossover operation
is finished each actor produces new actor which is responsible for mutation oper-
ation. Individuals obtained from mutation are forwarded to actors which evaluate
objective function value. This operation is time consuming because it is necessary
to integrate dynamic equation of motion of the system. The main advantage of such
approach is that the calculation of the objective function can be performed in
parallel and non-blocking way. The next actor waits until calculation of the
objective function will be finished by all actors. It collects results and creates new
parent’s population according to natural selection rule. These steps are repeated
until stop condition is not satisfied. Messages which are sent during one step of
presented approach have been shown in Fig. 6b.

It is assumed real-number representation of genes in chromosomes and the
following genetic operators have been used [14]: hybrid selection consists of nat-
ural selection combined with elitist selection, arithmetical one-point crossover, in

Fig. 5 Messages exchanging in actor model system
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which a new chromosome is a linear combination of two vectors and non-uniform
mutation.

It can be concluded that application of actor model frameworks offers many
facilities which provide abstraction layer for low-level operations such as: queuing
messages, multithreading calculations, synchronization mechanisms and location
transparency.

5 Numerical Simulations

During simulations optimal braking torques have been calculated using classical
genetic algorithm and its modification using actor model approach. It has been
analysed lane change manoeuvre whilst cornering of the articulated vehicle. When
the appropriate braking torques are not applied the rollover of the vehicle occurs.
Additionally, when only the articulated vehicle cornering manoeuvre is considered
the truck is stable. Lane change manoeuvre start at t ¼ 3 s of simulation and in the
same time additional braking torques have been applied. This torques are acted till
the end of the simulation (te ¼ 6 s). It has been assumed that vehicle initial velocity
v0 ¼ 45 km/h. Physical parameters of the articulated vehicle have been taken from

Fig. 6 Actors (a) and message flow between actors (b) in genetic algorithm
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[3]. Interpolation of the braking torque has been performed for m ¼ 7 interpolation
nodes which are decisive variables in considered problem. Bulrish-Stoer-Deuflhard
[15] method with adaptive step size has been used for integration equations of
motion. Computing has been performed on Intel Core i5 2, 6 GHz and 8 GB
LPDDR3 1600 MHz RAM computer with OS X El Capitan.

Objective and fitness function values obtained for various number of individuals
in the population (actors) using genetic algorithm with actor model approach have
been presented in Fig. 7a. Differences between time of optimisation calculations
obtained for classical genetic algorithm and its modification with actor model can
be seen in Fig. 7b.

As shown in Fig. 7 differences between objective function or fitness function for
various number of individuals are small. For further calculations it has been
assumed thirty individuals in the population. Such number of individuals seems to
be a good compromise between time and accuracy of calculations. When com-
paring the times of the calculation obtained for both analysed methods it can be
noticed that optimisation time is significantly shorter in the case of a model actor
approach regardless of the number of individuals in the population. Figure 8a
shows front wheels steering angle course of the articulated vehicle applied during
simulations. Results obtained from optimisation using analysed in the paper
modification of genetic algorithm are presented in Fig. 3b, c which show courses of
tractor roll angle and its trajectory. Figures present also results of simulations for
lane following (cornering) manoeuvre (1) and those with the lane change
manoeuvre before optimisation (2) and after optimisation (3). Courses of the
optimal braking torques acting on the wheels w1; . . .;w6 have been shown in
Fig. 8d.

It can be seen that dynamic optimisation using actor model approach gives
solution which allows articulated vehicle to maintain the stability during
manoeuvre.
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6 Conclusions

The articulated vehicle rollover is strongly associated with severe injury and
fatalities in highway accidents. Stability can be achieved by an appropriate control
of braking torques. In the paper, the problem of controlling brakes has been for-
mulated as dynamic optimisation task. This task has been solved using classical
genetic algorithm and its modification with using actor model approach. The long
duration of the optimisation process results from the necessity of integrating
equations of motion in each step. Actor model approach allows to reduce time of
calculations by dividing computational effort into smaller tasks which are per-
formed by single actor in asynchronous way. Results show that time of calculations
obtained for genetic algorithm with various number of individuals using actor
model approach is averagely 50 % shorter than the time obtained without this
modification. It should be noted that the results have been obtained on a personal
computer with a 4th core processor. According to the authors better results can be
obtained on servers with larger number of cores or on computing cluster. Although
the actor model approach is known since the 70 s of the last century, but now it can
be noticed that interest in this approach in application to modern business systems
have been increased. This approach can be easily applied to scientific/numerical
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applications. In addition to the benefits mentioned previously, it can be obtained
clear source code which is logically split into small atomic parts, well-designed
object-oriented architectures and easy to maintain and extend.
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Part II
Image Processing



Automatic Detection of Nerves in Confocal
Corneal Images with Orientation-Based
Edge Merging

Adam Brzeski

Abstract The paper presents an algorithm for improving results of automatic nerve
detections in confocal microscopy images of human corneal. The method is
designed as a postprocessing step of regular detection. After the nerves are initially
detected, the algorithms attempts to improve the results by filling undesired gaps
between single nerves detections in order to correctly mark the entire nerve instead
of only parts of it. This approach enables for reliable detection of long nerves,
which can be used for more accurate elimination of short detections and therefore
eliminating noise. The method evaluates candidate gaps by analysing the orienta-
tion of segments to be merged in the area near the gap. Segments with sufficiently
high orientation compliance are merged to form a single nerve detection. Despite
using only a simple technique for initial detection of nerves, the method enabled
achieving a fairly low ratio of wrong nerve detections with a balanced level of
overall accuracy.

Keywords Confocal microscopy � Automatic corneal nerve detection � Nerve
segmentation

1 Introduction

Confocal microscopy is a novel, non-invasive technique in diagnosing pathologies
in human corneal. The examination provides a crucial insight into cell and
microstructure level of the corneal, also enabling imaging of almost transparent
structures. Also, it enables observation of all of the layers of the corneal, which
opens new fields of diagnostics. One of the interesting applications of corneal
confocal microscopy (CCM) is the examination of nerves. Since the nerve fibres in
corneal are dense and at the same time can be well detected with CCM, changes in
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nerves structure can be observed in early stages. For this reason, CCM gains
importance as a technique for early diagnosis of diabetes [1], which causes twisting
and thinning of the nerves. This approach requires however proper assessment of
the scale of the tortuosity of the nerves for making correct decisions. Objective and
precise measurement of features of the nerves structure is also difficult for humans,
which results in a need for computer-based measurements with automatic detection
of nerves. Computer-based detection, in turn, faces the problem of precise identi-
fication of the nerve fibres, especially when they are severely affected by the
disease. Nerves tend to have small gaps, which should be identified in order to
correctly mark the entire nerve instead of splitting it into several fibres. Confocal
images also include a significant amount of noise, and distinguishing the nerves
from other structures visible in the pictures is not always clear. Precise detection
and tracking of the nerves is therefore both a important and a challenging task for
computer vision in medicine.

2 Existing Work

The problem of automatic detection, tracking and measurement of corneal nerves in
confocal images has already been investigated for at least a decade. In 2006
Ruggeri et al. [2] presented nerve recognition approach designed as a modification
of an algorithm for tracking vessels in retinal images. The method firstly involved a
preprocessing step to normalize luminosity and contrast, followed by an averaging
resulting in a clearer appearance of the nerves. Then seed points were identified
from which nerve detections were grown by classifying pixels with a fuzzy c-mean
clustering. Further tracking of the nerves was carried out on a high-pass filtered
image. The authors also propose a technique for connecting nerves between seg-
ments. Pairs of end-points are evaluated by drawing five different arcs simulating
possible connections. Arcs covering most bright pixels are chosen and then
accepted as connections if they are sufficiently brighter than neighbouring arcs.
Finally, the method included also techniques for eliminating false recognitions. In
2008, the authors reported improved algorithm [3], including application of Gabor
filter in the additional nerve tracking step as well as measures for total lengths of
nerves and nerve densities. In 2011 also nerve tortuosity measures were added [4].

In 2010 Dabbah et al. [5] presented a dual-model nerve detection algorithm. The
two separate models were designed for describing the nerves and the background,
utilizing 2D Gabor wavelet and a Gaussian envelope. The detected nerves are then
measured and the distributions are passed as input to SVM classifier for a task of
binary classification detecting the presence of nerves. In their next work [6], the
authors also utilize a method based on least mean square for assessing nerve ori-
entation consistence, enabling reducing errors in nerve detection. The proposed
algorithm was published and distributed in a notable software package named
ACCMetrics, enabling automatic detection of nerves and measurement of nerve
lengths, areas, fractal dimensions and other features.
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In 2012 Ferreira et al. [7] proposed another approach based on Gabor filters. The
image is firstly equalised with contrast-limited adaptive histogram equalization
method. The nerves are detected by measuring phase symmetry of the structures in
the image using a quadrature of Log Gabor filters evaluated for six orientations.
Then nerve reconstruction process is carried out. Firstly seed points are selected by
choosing nerve candidates that intersect with image diagonals. A few conditions
reflecting expected features of nerves were then applied to eliminate false seeds.
From the chosen seeds the nerves are reconstructed using a sequence of simple
morphological operations. False nerves are again eliminated by evaluating skeleton
of the detection and discarding small nerve branches. Finally a set of measures are
evaluated on the detected nerves: toruosity, nerve length and nerve density.

3 The Proposed Algorithm

The presented method is designed as postprocessing algorithm for the results of
regular nerve detection procedures enabling merging disjoint edges resulting from
noise or depth variation of the nerves, which makes them fade out. The algorithm
enables achieving higher accuracy in nerve tracking and identification of separate
nerves, which is important for evaluating features of the nerves. The accuracy is
increased by limiting the number false detections. Since the method enables more
precise identification of long nerve fibres, the short detections can be identified as

(a) Original image (b) Edge detection (c) Adaptive threshold (d) Skeletonization

(e) Detected segments (f) Merges in the first 
iteration (yellow) 

(g) Merges in the second 
iteration 

(h) Final nerves detection

Fig. 1 Intermediate and final results of the algorithm acquired on a sample corneal image
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noise and discarded with greater accuracy. The merging is achieved by deducting
the gaps to be filled on the basis of the orientation of the neighbouring nerves.
Consideration of the orientation and its consistence enables distinguishing the
nerves from contours originating from noise.

The algorithm has several processing steps, which are described in the following
subsections. Intermediate results of the algorithm for sample confocal image were
presented in Fig. 1. The outline of the algorithm was presented in the Fig. 2.

Edge intensity detec on

Iden fy seed edge trees

Split seeds into segments

Iden fy gaps

Merge segments

Find large con nuous
trees

Repeat
(fixed number
ofitera ons)

(Alg. 1)

(Alg. 2)

(Alg. 3)

Fig. 2 The outline of the
algorithm
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3.1 Edge Intensity Detection

Since nerves appear in the confocal images in white color on dark background, in
this step we look for white edges. The nerves however vary in intensity and this
information will be used later in the processing. The images also contain large,
bright areas in the background that make nerves less clear. In order to eliminate the
bright areas, median blur with large kernel is applied to the image and the result is
subtracted from the original image. The operation results in clearer appearance of
the nerves, at the same time preserving the intensity their intensity values.

3.2 Seed Trees Identification

In this step seed edge trees for further merging are detected. The edge tree is defined
as separate nets of segments composed of edges. The seeds need to have high
probability of belonging to actual nerve. Therefore, only long, continuous edge
trees with high intensity are extracted. The procedure is outlined in Algorithm 1.

3.3 Splitting Seeds into Segments

The purpose of this step is to split the seed trees into elementary segments.
Segments can be curved. The trees are split into a minimum possible number of
segments. The procedure is described in Algorithm 2.

3.4 Finding and Filling Gaps Between Segments

The main part of the algorithm. The purpose is to identify gaps that have sufficiently
good properties for being filled in order to merge the two segments. For this purpose
each gap is evaluated in terms of orientation compliance. The measure is computed
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for subsegments of the candidate segments, which start at the ends to be connected
and with length equal to the distance between the endpoints multiplied by two. For
each pixel of the subsegments an angle is computed defined by the pixel and the two
endpoints. An average angle is evaluated for each pixel of both subsegments, which
denotes the cost of connecting the segments. If a any of the segments is not long
enough to evaluated the measure, penalty is applied. Finally, harmonic mean of the
costs for the two subsegments are evaluated, and if the result is below a fixed
threshold, the segments are chosen to be merged. The chosen gaps are then filled by
finding the shortest path connecting ends of the segments to be merged with A-star
algorithm with costs evaluated over the edge intensity map acquired from the first
step of the algorithm. The procedure is outlined in Algorithm 3.
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3.5 Finding Final Segments

Filling gaps between segments results in merging of some of the initial edge trees
and leads to a new set of edge trees. For choosing the final trees for the result of
nerve detection, again we assume extracting only the trees what are large enough.
Therefore all trees smaller than a fixed threshold are discarded, while passing trees
are returned as the final nerve detection result.

4 Results

The algorithmwas evaluated on the publicly available Corneal Nerve Tortuosity Data
Set [4], containing 30 images 384 × 384 resolution. The detections of the algorithms
were compared to reference masks, acquired by manually marking the nerves in the
dataset images. Positive detection was considered correct if there was a positive value
in the mask within the distance of 3 % of the input image width from the detection.

For each image, following measures are evaluated as ratios in respect to the total
number of nerve pixels in reference masks: ratio of correctly detected nerve pixels
(detected), the ratio of undetected nerve pixel (missed) and the ratio of wrongly
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identified nerve pixels. The results were averaged over the entire dataset. The
correct detection rate was 0.82, missed 0.39, and wrong detection rate equaled to
0.15.

5 Conclusions

The acquired results showed a balanced level correctly and wrongly identified nerve
pixels. The both ratios are fairly good, considering the fact the algorithm uses a very
simple technique for initial detection of nerves, comprising only subtracting mean
image and applying adaptive threshold. The task was also challenging, since the
dataset contains many unclear nerves and the reference mask were prepared with an
intention of choosing only the significant nerves. This behavior was therefore also
expected from the algorithm, which introduces higher risk of returning wrong
detection. Thus, the acquired wrong detection ratio is considered promising.
Unfortunately, the missed nerve ratio is slightly too high. This result is even more
affected by the imperfection of initial detection of nerves. However the nature of the
reference detections that focus on the main nerves in this case, in turn, allows
getting better results. The problem will be considered in the future improvement of
the algorithm, which will include consideration of the length of nerves in the step of
filling detection gaps, while currently the orientation is the only factor. The future
work will also include application of more advanced initial nerve detection
employing Gabor filters, which should significantly improve initial seeds selection.
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Methods of Digital Hilbert Optics
in the Analysis and Objects’ Recognition

Adam Sudol

Abstract This paper describes methods on how to increase the effectiveness of
objects’ pictures identification based on correlation methods. The main concept of
increasing the discriminant effectiveness is based on highlighting of characteristic
points of recognized objects by applying Hilbert transformations. Study of the
effectiveness of Digital Hilber Optics (DHO) have been performed on a set of
aircrafts, whose models rendered first as binary images, and then as grayscale. It has
been performed a very detailed analysis of requirements on resources of informa-
tion system’s which would in a real world support the discriminatory decision of
objects’ class for which the sample database has been created.

Keywords Object identification � Texture identification � Digital Hilbert
transformations

1 Introduction

There are many ways to recognize and support object recognition, and each of them
has a different efficiency, the time needed for identification, the degree of proba-
bility of correct identification and the demand for ICT system resources. These
methods according to the general classification can be divided into:

• methods based on artificial intelligence,
• methods based on a comparison with the database samples.

This paper focuses on the latter methods. Not because these methods have not
been well researched, but because they have not been sufficiently explored all
methods of defining a unique and concise descriptions of the objects, which would
permit efficient database search.
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Identification of the objects and the textures is very wide problem, primarily due
to the countless number of domains in which it is now used [1, 3]. The final,
identification phase, consists of the number of earlier stages, one of which is the
process of extracting [2], or signal acquisition, as a basis for further identification
procedures. During the acquisition, images can be acquired with the variant
information capacity. Under natural conditions, it can be difficult to obtain images
of sufficient quality. Some may be low resolution, while others suffer from noise. In
such situations, it has become necessary to carry out image analysis in one of
manner:

• artificially increasing the informational potential of the images by preprocessing,
aimed at reducing noise, histogram filtering or increasing local contrast, for
example by applying the Unsharp Mask filter or by merging several images into
one [5].

• application of methods manifesting high efficiency, enabling the identification of
an object with sufficient probability from the image of a naturally reduced
informational potential (resolution, noise).

The latter methodology also include Digital Hilbert optics, which consists of a
large collection of methods of the image post processing.

Digital Hilbert optics is a collection of methods and tools designed to improve
the informational potential of digital images of identified objects, and thus the
effectiveness of identification. Most correlation methods, operation of which is
based on more or less complex comparative analysis have a very big problems with
the identification of objects in digital images burdened with all sorts of noise. It is
not just about classical additive noise but also the angular noise at which the classic
comparative methods are useless. Digital Hilbert optics provides many methods to
eliminating or even bypass certain types of interference that are a natural part of real
images of 3D objects. Methods of identification based on a digital Hilbert optics
significantly reduce computational complexity, which has a substantial impact on
the time it takes to obtain a result with a certain probability of correct identification.

The purpose of this paper is to propose and to evaluate a set of methods based on
Hilbert optics, improving the effectiveness of the identification of objects on digital
images, which are a special form of three-dimensional signals.

For object identification it has been used simple and hybrid Hilbert transfor-
mations and post-processing aimed at significant reduction in the complexity of the
description of objects so-called designators, (a unique signatures). For the latter, it
became necessary to develop a database which is the main source of comparative
material. Descriptions, signatures, besides minimizing their volume (creating a
signature) should facilitate the development of methods for identification of an
object, independent of:

• angular noise—the object’s rotation in three-dimensional space,
• translational—movement of the object in three-dimensional space,
• scalar—closer or farther away from the observer.
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2 Materials and Methods

Problems of identifying of object-oriented scenes belong to a class of problems
poorly mathematically formalized, and the proper solutions require the use of
different algorithmic and heuristic methods, advanced equipment and software. One
of the main problems of this kind of information technology (IT), synthesis, and
implementation of identification systems is to reduce the description volume of the
identified complex shape object (CSO). It also significantly accelerates the whole
process of identification with one hand, but also leads to an increase in the number
of false identification.

2.1 Theoretical Basics of Digital Hilbert Transformations

Identification of objects as structural elements of the scene is a major method-
ological challenge in the field of artificial intelligence, and it is based on different
types of filtering methods and evaluation parameters such as their shape changes
and direction vector. Increasing the sensitivity of video and information systems is
intended to increase in discriminatory ability in the identification process.

Digital optical methods are developed over the past half century, however, the
most studied and used methods based on Fourier transformations. The use of digital
Hilbert optics methods (DHO), a digital Hilbert signal processing for processing
and analyzing multi-dimensional signals (images) is not yet very widespread and is
in the experimental and modeling phase [4].

Hilbert Transformation (analytical signal) is defined as complex and has the
form:

z tð Þ ¼ x tð Þþ jx̂ tð Þ ð1Þ

W s; tð Þ ¼ 1
p s� tð Þ ; u t; sð Þ ¼ 1

p t � sð Þ ; X sð Þ ¼ 1
p

Z1

�1

x tð Þ
s� t

dt; x tð Þ

¼ � 1
p

Z1

�1

X sð Þ
t � s

ds ð2Þ

where:

s time variable
X(s) signal Hilbert transform—time function.

For this reason, these definitions as formulas are often expressed as:
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x̂ tð Þ ¼ 1
p

Z1

�1

x sð Þ
t � s

ds ¼ 1
pt

� x tð Þ; x tð Þ ¼ � 1
p

Z1

�1

x̂ sð Þ
t � s

ds ¼ � 1
pt

� x̂ tð Þ ð3Þ

Due to Hilbert transformation can be practically hybridize in any kind—com-
bined with other transformations, and with itself—it has been selected four trans-
formations, that in previous author’s studies [6, 7] exhibited the highest ability to
discriminate.

Digital images are a special form of discrete signals. Their matrix character in
grayed (gray-scaled) images forces periodic, local, Hilbert transform operation. By
its basic nature, it is an infinite in its form, as well as Fast Fourier Transform, from
which the above mentioned uses.

In order to allow its use on digital images of scenes containing elements, they
must be such situated that the test subjects did not touch the border of the image. It
is experimentally determined that the transition to Hilbert did not violate the
cyclical nature of the image, the image must be expanded on each side by half its
dimension. This approach is illustrated on Fig. 1, wherein the test object is a white
rectangle 128 × 128 pixel, and black border (background) has then a width of 64
pixels on each side.

Figure 1 illustrates the result of Hilbert transformation on the binary image. It is
the basis for all examined hybrids.

The input image shown in the Fig. 1 has the dimensions of 256 × 256 pixels.
Blacks area a value of 0 and whites—the value of 1.

Figure 2 shows the spectral form of the Hilbert transform of the square. The
paper simultaneously uses both two approaches as shown in Fig. 2a, b. Figure on
the left (Fig. 2a) represents the natural form of the Hilbert transform, and on the
right (Fig. 2b) there is its module. It is the basis for one of the many methods of
object’s description minimization, so-called the characteristic points method
(CPM).
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Fig. 1 The primary image and its Hilbert transform
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2.2 Investigated Objects

Based on a preliminary correlation analysis of the flying objects’ images, it has been
selected six classes of objects (airplanes), which were further investigated. The
study involved aircraft images in black and white and shades of gray. They have
been rendered in two main views. One view was from the side, imitating obser-
vation the aircraft from the ground, and the second view was from above, imitating
observation from the satellite.

Whenever paper mentions a particular object, then in order to uniquely identify
this object, the number described in Fig. 3 will be used.
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Fig. 2 Spectral form of Hilbert transform. a Hilbert transform (the dotted line), b Hilbert
transform module (the dotted line)

2325 2364 2368 2369 2372 2386

Fig. 3 Set of aircrafts investigated in the experiment
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All tested objects were preprocessed by artificial increasing in the size of the
image of the object under test. Originally, all object images have had a size of
128 × 128 pixels. Preprocessing consisted of adding some white space (rims with a
thickness of 64 pixels) around the object symmetrically on each side, thereby
generating bitmap with a size of 256 × 256 pixels.

2.3 Investigated Transformations

It has been investigated in detail the following forms of digital images:

• primary images—not processed any transformation (Fig. 3).
• images processed with fast Fourier transformation,
• images processed with isotropic Hilbert transformation,
• images processed with anisotropic Hilbert transformation,
• images processed with isotropic Foucault transformation,
• images processed with anisotropic Foucault transformation.

Fast Fourier Transformation (FFT)
Already at the stage of preprocessing it has been applied certain mechanisms
increasing ability to discriminate of investigated transformations.

E.g. for fast Fourier transform it has been used its variety FFTShift with
exchanged positions of its quarters and removed a “0 Hz” region (center of matrix)
(Fig. 4).

Below are the results of calculations interclass correlation (different objects) for
deleted and undeleted zero elements of the Fourier transform.

The above data clearly shows that the zero frequency components, which are
currently located in the center of transform increase interclass correlation coeffi-
cient, which at a later stage of calculations would have a significant impact on the
expansion of a set of similar objects. The relative reduction in the correlation
coefficients shown in Table 1 compared to identical coefficients in Table 2 from 6.7
to 10.3 % allows quite reduced the set of the objects “suspected” to similarity to the
investigated object.

Isotropic Hilbert Transformation
Isotropic Hilbert transformation (HTI) is the first transformation commonly used in
this study. It sums up the two transformed images: one converted in accordance
with the nature of the Hilbert transformation (on x-axis) and the second converted
as transposition of the original image (on x′). Hilbert transforming itself, is effective
only on x-axis, however in order to obtain an increase in the local contrast and
thereby detect the edge, regardless of their projection to the axis of the transfor-
mation, it is necessary to summing two transformations.

Figure 5 shows the Hilbert transform applied to the image on Fig. 3. The
transformation is extremely useful in detecting the edges of the object, where HTI
(Fig. 5a) itself detects the edges of the object, indicating the trends in brightness on
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grayed images. Figure 5b shows the sum of modules of Hilbert transform applied
separately on both axes. It is a very useful form of transformation of HTI, through
which it is very easily to determine the boundaries of the object.

Anisotropic Hilbert Transformation
The second and also the most common in this paper (and studies) transformation is
anisotropic Hilbert transformation (HTA) (the script below this page). Unlike HTI
detecting the boundaries of an object, a HTA emphasis strong change in direction of
the edge of the object. Arise then so-called characteristic points, that for each of the
objects are different.

2325 2364 2372

(a)

(b)

Fig. 4 The Fourier transform with the exchanged quarters (a) the Fourier transform of (a) with a
solid component removed from transform (b)

Table 1 The correlation
coefficients for objects with
undeleted center of the
transform

2325 2364 2372

2325 1.0000 0.6811 0.6458

2364 0.6811 1.0000 0.5958

2372 0.6458 0.5958 1.0000

Table 2 The correlation
coefficients for objects with
deleted center of the
transform

2325 2364 2372

2325 1.0000 0.6352 0.5888

2364 0.6352 1.0000 0.5343

2372 0.5888 0.5343 1.0000
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function [trans] = HTA(image)
original_im = im2double(image);
ox = imag(hilbert(original_im));
trans = imag(hilbert(ox’))’;
The script executing the anisotropic Hilbert transform
As can be seen from the above script the HTA in the second step forms a Hilbert

transformation is not from the primary image, as is the case of HTI, but the
transposed form of a first Hilbert transform. Figure 6 illustrates a variant of action
HTA.

HTA, like HTI, exposes despite to the characteristic points, their nature and the
nature of the change of shades of gray in the original image. |HTA|—the module of
HTA exposes locations of abrupt changes of the object, regardless of the direction
of changes of gray levels on the original image.

The |HTA| transform is an excellent material for testing by characteristic points
method (CPM), in which it is assumed that information about the characteristic

Fig. 5 Isotropic Hilbert transformation—HTI (a) and its module—|HTI| (b)

Fig. 6 Anisotropic Hilbert transformation—HTA (a) and its module—|HTA| (b)
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points can be saved as a list of coordinates of centroids of individual points. The
choice of the coordinate system used when creating this list also gives the oppor-
tunity to develop vectors with features of a very high capacity discriminatory. In
addition, the use of relative measures in this feature vector eliminates the need to
adjust the scale of the object to the feature vector.

Isotropic and Anisotropic Foucault Transformation
Another hybrid transformation from a family of Hilbert transformations is the
isotropic Foucault transformation. This transformation, although it is called iso-
tropic does not use the results of HTI or |HTI| but calculates the squares of primary
Hilbert transformations on both axes. The main difference between isotropic Hilbert
transformation and Foucault-a is that the HTI in addition to the image, resulting
from the transformation also includes the original image.

Hybrid applied here gives only positive values due to the fact that all the
operations which the HTI consists of operate on squares of values rather than their
original values, the imaginary part separation using a Hilbert transform to the real
form of the tested matrix.

As the isotropic Foucault transformation is similar to isotropic Hilbert trans-
formation, the anisotropic Foucault transformation is similar to anisotropic Hilbert
transformation.

Fig. 7 Histograms of correlation coefficients of binary images of objects untransformed
(NTR) and objects transformed by HTA—for objects observed from the side
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In the definition of Foucault transformation there is however some difference: in
the anisotropic transformation after second iteration from the matrix as a result of
first transformation, the result is not squared.

This difference is due to the fact that the result of Hilbert transformation raised to
its square according to this expression:

img ¼ hilbert hilbert xð Þ20
� �0

ð4Þ

gives a very strong exposure highs in points of sudden changes in the shape of the
object relative to the primary image that is contained by the Foucault transforma-
tion. This implies that a better solution is to simply convert the HTA, as it gives a
result very similar test signals (transform).

3 Results

In the experiment the original (unprocessed) images and transformed images,
described in Sect. 2.3 have been investigated as well. Each object has been rotated
in three axes in a range of 0°–10° in steps of 1°, which gave for each plane 113

Fig. 8 Histograms of correlation coefficients of binary images of objects untransformed
(NTR) and objects transformed by HTA—for objects observed from the top
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(1331) of samples. All objects have been tested with correlation methods performed
iteratively. As first the correlation properties of in-class (correlation with itself)
objects’ has been performed, then with the other five objects. The correlation
coefficients were collected in the arrays with dimensions 1331 × 1331. Correlation
matrices within class (correlation with itself) were the symmetrical matrices along
diagonal axis. From those matrices the histograms have been computed, as
described on Figs. 7, 8 and 9.

The research clearly shows a very high discrimination ability of HTA trans-
formation, which in Figs. 7, 8 and 9 is presented as increasing the distance of
histograms.

The above-described tests have been performed for three different classes of
objects’ images:

• binary images (BW) of objects as seen from the side (observation from the air),
• binary images (BW) of objects as seen from the top (satellite observation),
• grayscale images (GR) of objects as seen from the side (observation from the

air).

For each histogram sets it has been computed the measures of distance between
the histograms. These measures are expressed as Minkowski distance, described by
the formula (Tables 3, 4 and 5):

Fig. 9 Histograms of correlation coefficients of grayscale images of objects untransformed
(NTR) and objects transformed by HTA—for objects observed from the side
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dm ¼ h1; h2ð Þ ¼ h1 � h2
�� ��
s1 þ s2

ð5Þ

where:

dm Minkowski distance
hx first (1) and second (2) histogram
sx standard deviation of first (1) and second (2) histogram.

Table 3 Statistics for binary (BW) images of objects as seen from the side

Feature Objects’ name

2364 2368 2369 2372 2368

Measure for distance for NTR 10.95 4.81 17.54 3.97 2.10

Identification error for NTR* 0.00 0.18 0.00 0.23 0.46

Measure for distance for HTA 10.81 5.30 15.32 4.21 2.39

Identification error for HTA* 0.00 0.13 0.00 0.24 0.49

Changing the distance −0.14 0.49 −2.22 0.24 0.29

Δ of false identification [%] 0 −28 0 4 7

Table 4 Statistics for binary (BW) images of objects as seen from the top

Feature Objects’ name

2364 2368 2369 2372 2368

Measure for distance for NTR 15.39 20.94 9.51 4.97 6.74

Identification error for NTR* 0.00 0.00 0.00 0.19 0.07

Measure for distance for HTA 20.73 25.98 10.98 5.3 7.63

Identification error for HTA* 0.00 0.00 0.02 0.21 0.11

Changing the distance 5.34 5.04 1.47 0.33 0.89

Δ of false identification [%] 0 0 – 11 57

Table 5 Statistics for grayscale (GR) images of objects as seen from the side

Feature Objects’ name

2364 2368 2369 2372 2368

Measure for distance for NTR 8.16 7.76 17.01 8.68 2.10

Identification error for NTR* 0.30 0.25 0.00 0.25 0.60

Measure for distance for HTA 9.89 10.49 17.64 11.28 2.88

Identification error for HTA* 0.25 0.14 0.00 0.18 0.58

Changing the distance 1.73 2.73 0.63 2.60 0.78

Δ of false identification [%] −17 −44 0 −28 −4

76 A. Sudol



4 Conclusions

This paper presents a simple and hybrid Hilbert transformation that was then used
to investigate their ability to discriminate when comparing the test object correla-
tion with the pattern. Development of a set of proposed transformations was very
laborious process, but their evaluation was necessary because of the virtually
unlimited ability of hybridization of Hilbert transformation. Of all the known
methods selected it has been selected four of the highest discriminative ability, and
for comparison: method for many years used in the analysis of signals—Fast
Fourier Transform with swapped quarters of spectrum and also primary, unpro-
cessed images.

A further direction of research is the evaluation of selected methods for the
collection of samples prepared for the purposes of an experiment. The study has
been performed on images of objects from Fig. 3. In addition, it has been tested
several signature transformations, such as Radon transformation that reduces a
unique description of the object to a few percent relative to the original image with
a slight loss of discriminative ability.
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Light-Reflection Analysis Method for 3D
Surface Damage Identification

Michał Turek and Dariusz Pałka

Abstract The article introduces a new high resolution 3D mesh comparison
method that can be used for 3D object surface analysis. A need of 3D mesh analysis
is evident in many procedures in engineering, medical or strictly graphical appli-
cations. A typical 3D object scanning process produces a high resolution 3D tri-
angle mesh describing the surface of the object. Surface analysis based on this kind
of material is usually complex or inaccurate, because each 3D mesh vertex must be
identified, positioned and analyzed. A solution proposed in the paper is focused on
using native 3D mesh rendering processes for mesh analysis, especially in the
surface damage identification field. 3D graphical acceleration hardware and
Pixel/Vertex Shaders technology will be used to prepare sets of 2D images—
generated with natively 3D accelerated but specially modified light reflection ren-
dering technique. Images then will be analyzed by comparing their 2D reflections
with correct object patterns to find any damage-caused differences. The method has
proven very quick to calculate and easy to apply; the test applications were pro-
grammed over a standard PC 3D accelerated graphical modules. It can also be
flexibly applied, which allows for analyzing only a part of the 3D object surface if
needed. Additionally, it can produce very accurate results without any precision
lowering mathematical-model assumptions, commonly met and usually necessary
to apply in typical 3D triangle mesh analysis.

Keywords Surface damage identification � 3D mesh analysis � Light reflection
rendering
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1 Introduction

Surface analysis is a widely known problem in computer graphics applications.
Nowadays highly developed 3D scanning methods can produce advanced multi-
point 3D mesh structures, which should be analyzed and compared with patterns.
A vast number of triangles and vertices which need to be processed in 3D scanning
can cause huge computation complexity problems. Direct 3D triangle mesh cal-
culations are very complex here, so other methods of analysis need to be developed.
And if there is a ready comparison pattern also encoded into 3D triangle mesh,
much more calculation is needed to perform this process [1, 2]. The concept of
work described in the paper assumes the use of a “native graphical 3D object
presentation” as a mid-result passed between two phases of surface analysis:

• Mathematically ideal 3D rendering based on native “light reflection like” pro-
cessing (3D mesh is rendered into 2D image with light-reflections processing
that highlights all surface imperfections)

• Domain-dependent 2D image processing (either a cross-section of an image or
full 2D image analysis) is used to calculate surface imperfection metric values
and judge their fitness.

The approach will enable us to perform a quick object damage analysis with easy
precision shifting (zoom-like). It is focused on vast object surface anomaly patterns
recognition, not per-vertex calculations. Comparison patterns can be expressed with
any method—using 2D pixel-map imaging (direct image comparison) or functional
relations (2D image cross-sections as a mid-result will be generated in this par-
ticular approach). The following basic assumptions are established:

• Medical applications for the method should be considered a priority, especially
CT data analysis (for example, endoprosthesis).

• An entry point for the analysis process will be 3D triangle mesh representing the
examined 3D object (created using commonly known methods [3]).

• Mesh resolution or triangle positioning cannot affect the final result as long as it
represents a 3D object.

The great advantage of the proposed approach is the use of GPU-accelerated
native rendering procedures to blend-in any mesh-specific data (too many triangles,
different triangles passing in the mesh describing the same object, etc.)

2 3D Rendering Method

There was a need to develop a 3D rendering engine, which can be used to produce a
light-reflective mesh image. The first experiments were performed using a standard
OpenGL 3.0 smoothing features (for generating blended per-triangle light-reflection
images). However, these attempts gave poor results, and there was no way to
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control and customize the rendering process, having every pixel value (of the
generated image) calculated correctly. Therefore, a full light-reflection generation
process have been developed, based on a 3D Vertex Shader and Pixel Shader
collaboration. Vectors called mesh vertex-normals are a base for any calculations
here. They are assigned to each vertex in a mesh. To calculate a vertex normal, it is
necessary, first, to have a vector perpendicular for each triangle adjacent to that
vertex, then, to calculate average values of those perpendicular vectors for their x, y
and z components, and finally, to combine them into a new vector, that is a mesh
vertex-normal.

Mesh vertex-normals are commonly generated as an addition to a 3D model
expressed with a 3D triangle mesh set and will be required by shader transforma-
tions. These vectors will be transferred together with vertex position vectors into
shader programs as a non-uniform values (via a vertex profile). Inside a shader they
will be used to compute the values of so-called vertex light reflections. Vertex light
reflection is a vector product of a light direction vector and a vertex normal vector.
After the vertex light-reflection computation, it is passed to Pixel Shader via a
shader profile. Before it gets to the pixel processing engine, it is interpolated
between light-reflection values of two other triangle vertices. Finally, a correct
pixel-reflection value is passed to pixel Shader and then further to output 2D image.
Any surface (caused by a vertex position shift) will now be exposed. The procedure
of such rendering will be extremely fast, because it is natively accelerated by GPU
hardware. A test implementation was made in nVidia CG (C for Graphics) shaders
(over shader profile 2.0) [4, 5]. The communication between Pixel Shader (in a
CG API called—Fragment Shader) and Vertex Shader has been established using
extended texture coordinates data passed via a vertex profile [6]. This is a common
approach in such cases. Typical implementation of per-pixel shading procedure is
based on cooperation between vertex shading and pixel shading programs.
Light-reflection vector (calculated in Vertex Shader with material and light features
consideration) is passed to Pixel Shader via shader environment profile. During this
passing, vector interpolation is calculated each time for particular 2D pixel. Since a
“light source” in the proposed method is fixed and single, there is a chance to
simplify light-reflection calculations. The goal is to detect surface damage, shown
as a normal vector values disturbance spread in the vast number of vertices.
A typical per-pixel surface shading technique (with a multi-light reflection color
emulation involved) is not needed here. Instead, a vital result needed is just a
shaded damage graphical raster. Therefore, a vertex shader procedure can be altered
to generate interpolated light reflections based on vertex normals only. Now, a final
shaded pixel color for rendered 3D object will express a 3D surface disturbance
(possible damage), and not a surface color adjusted by lighting configuration.

Going into details, a vertex normal vector is being normalized first to have all
components fixed in [0…1] range. Next, since it is a 3D vector, its x, y and z
components are mapped into a new vector inside outbound shader profile (a vertex
texture coordinate field was used in this profile). In vertex shader/pixel shader
collaboration an additional vector (texture coordinate) will be interpolated for each
pixel and passed into a pixel shader. Now, a pixel shader comes to action. It
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performs a final pixel colorization using a former vertex normal vector (interpo-
lated) instead of typical pixel shading colorization input values (natural light
reflection for a particular surface material color described by diffuse, ambient and
specular values). As a result, a precise graphical view of picture deformation is
created, with adjustable precision level (zoom) and geometric damage highlights
expressed in pixel colors. The solution is also quick, putting lots of calculations in a
shader layer and making explicit vertex-set calculation unnecessary.

3 An Example of Application

The usefulness of the method presented above can be shown by the example from
the domain of medical images. The example focuses on detecting surface defor-
mations of the mandibular condyle. The analysis of damages of this surface is an
important factor in the diagnosis of temporomandibular joint syndrome (in short
TMJ syndrome) [7]. This surface can be analyzed on the basis of cross-sections of a
3D bone model obtained from CT pictures. However, the interpretation of these
cross-sections, as is the case with the interpretation of other medical images made
by humans (even if they are highly-qualified physicians), can be quite difficult, as it
was pointed out in [8]. This is a direct result of both vast number of images
(cross-sections) to be interpreted and the level of their complexity.

So, this example uses an alternative approach to the problem of detecting
damages on the surface of the mandibular condyle. As stated above, the first stage
of the presented method is the preparation of a 3D triangle mesh representing a 3D
object (in this case a mandibular condyle). It is obtained by the following steps:

• CT Data Acquisition. The data used for the analysis of degenerative changes on
the bone surface of the mandibular joint are obtained from a CT scanner with
voxel dimension 0.4 × 0.4 × 0.4 mm.

• Surface 3D Construction. Marching cubes algorithm [3] is used to create a
polygonal representation of an ISO surface of a 3D scalar field from a CT image
set. As a result, a 3D model made up of triangle facets is obtained.

A diagram presenting the process described above is presented in Fig. 1.
Figure 2 shows the surface of a 3D model created in the “Surface 3D

Construction” step on the basis of the CT data using marching cubes algorithm.
Next, the presented method of damage identification can be used for semi-automatic
detection of the surface of the mandibular condyle deformation.

The first way in which the presented method can be used is to semi automatically
detect the mandibular condyle deformation, which can indicate TMJ syndrome.

Fig. 1 Key points in the process of the analysis of surface damages
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In this case, the process consists of the following steps:

• The threshold of the permissible surface deformation level has to be set. This
should be done by the domain expert (for example, a physician) by selecting the
referential case of the mandibular condyle deformation. Then, every examined
case with the surface deformation above this threshold will be treated as a
potential cause of TMJ syndrome. After selecting the referential case, the zoom
is used to set the referential distance from the surface to the observer for which
the vertex-normal vector field is constant (which is represented by the same
color of rendered pixels) due to average normal vectors observed from a given
distance.

• For each examined case (the surface of the mandibular condyle), the comparison
with referential case is performed. The color representation of the vertex-normal
vector field is rendered from the referential distance. If the rendered surface
color representation is the same as in the referential case (i.e. the vector field
seen from the referential distance is constant), the mandibular condyle surface is
below the threshold and is not considered the cause of TMJ syndrome. If,
however, the rendered color representation of the vertex-normal vector field
differs from the referential one, the surface deformations are above the threshold
and can be potential causes of TMJ syndrome.

The difference in the color representations of the vertex-normal vector fields for
referential and examined cases can be automatically detected using a standard 2D
image comparison methods.

Figure 3 presents the mandibular condyle surface rendered with the use of a
standard OpenGL procedure and the color representation of the vertex-normal
vector field.

Figure 4 presents the color representation of the vertex-normal vector field for
three sample distances from the surface to the observer. The distance value unit is
the number of pixels from the camera to the nearest surface element.

The second way of using the presented method for detecting deformations of the
object surface is the comparison of two CT images of the same object registered in

Fig. 2 The 3D model created
using the marching cubes
algorithm. The marker shows
the mandibular condyle

Light-Reflection Analysis Method for 3D Surface … 83



two different points in time (for example, the ones registered before and after the
treatment). In such case, the comparative analysis of the surface can be provided.
The process is as follows:

• The viewpoints for both images should be fitted (relative to the examined
surface)

• The color representation of the vertex-normal vector field is rendered using the
method presented in this paper

• The difference between the vertex-normal vector fields obtained is calculated.
This can be done by a simple subtraction of two images with the color repre-
sentation of the normal vector fields.

Figure 5 presents the examples of the color representation of the normal vector
field of the mandibular condyle surface: original and deformed. The viewpoints in
the both images are fitted.

Figure 6 demonstrates the comparison of the original and the deformed
mandibular condyle. This figure is obtained as a result of subtracting color repre-
sentations for normal vector fields. The pixel resultant color in the RGB model is

Fig. 3 The mandibular condyle surface. The image on the left is rendered with the use of a
standard OpenGL procedure, while the image on the right is color representation of the
vertex-normal vector field

Fig. 4 The color representation of the vertex-normal vector field rendered for three distances—
from left: distance 50, distance 250, distance 550
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calculated as an absolute value of the difference between red, green and blue
components of pixel colors from the left image of Fig. 5 and from the right image
of Fig. 5. For better visualization, the color results of subtraction have been
normalized.

As can be seen in Fig. 6, the presented method allows for quick visual com-
parisons of two surfaces (for example, an original and a damaged one). This
approach can be useful, for example, for a quick evaluation of treatment results for
TMJ syndrome.

4 Conclusions and Future Work

In recent years surface processing and analysis have been playing a more and more
important role in a wide range of computer graphics applications. This is caused by
both the popularization of 3D scanners and 3D printers and by the growing

Fig. 5 The color representation of the vertex-normal vector field for the mandibular condyle: left
image—original, right image—deformed

Fig. 6 The result of the subtraction of the vertex-normal vector field for the original and the
deformed mandibular condyle left image—subtraction, right image inversed colors of subtraction
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popularity of medical 3D scanner devices (such as a CT and NMRI scanners). As a
result, the demand for different types of analyses of multipoint 3D mesh structures,
including surface damage identifications (especially in medical applications),
increases.

In this paper the solution based on light reflections used to identify damages of a
surface was presented. The proposed solution has one major advantage: it can be
easily implemented with the use of typical and cheap computer hardware (e.g. a
graphically-accelerated PC workstation, etc.). Vertex Shader-based 3D mesh pro-
cessing and the proposed mathematically ideal rendering method offer a really fast
and reliable surface damage comparison tool. It can be used in a real-time mode,
processing complex 3D mesh objects taken directly from a 3D scanner or other
similar devices.

On the other hand, it is important to assume that any precise 3D object surface
analysis process would require multiple rendering passes—with zoom, angle or
exposure shifts between them. In this case a 2D data will be harvested and passed to
the external module for further analysis many times. Therefore, it is important to
provide a process that will be able to generate results with extremely high speed—
processing even hundreds of mesh “frames” per second (and subsequently pro-
ducing results in real time). Thanks to 3D accelerated graphical platforms with
vertex shading technology, it can be done natively. 2D images obtained will
probably be compared with patterns in some domain-specific ways. For instance,
comparative cross-sections from these images could be extracted. A comparison
process itself can also be iterative, where each new image is rendered after a slight
angle, zoom or exposure shift. This technique will be similar to a classical 3D rotary
laser surface scanning [9], where a laser-head takes a 3D object reading with fixed
angular resolution. Factory-ready procedures for such analyses can be developed in
further work. For now we can be sure that a quick 3D to 2D rendering method
suitable for such jobs is available—with extensive options opened.
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Part III
Operation Research Applications



Applications of Operations Research
and Intelligent Techniques in the Health
Systems

A Bibliometric Analysis

Marek Lubicz

Abstract Operations research and quantitative methods, including the ones based
on artificial or computational intelligence, have been applied in health care for
decades. While looking at areas of applications and evolution of techniques one can
notice trends, emerging problem areas, and also international disparities in the
application-oriented research. Due to the scale of the problem, in this paper we
explore these ideas by means of analysis of a limited, though comprehensive
sample of the research results presented in the period 1985–2015 at annual con-
ferences of the EURO Working Group Operational Research Applied to Health
Services. The technical background for this research is a bibliometric analysis based
on SciMAT—a Science Mapping Analysis software Tool, developed at the
University of Granada.

Keywords Operations research � Analytics � Healthcare � Bibliometric analysis

1 Introduction

As observed in many publications (e.g. [1, 2]), the academic literature on applying
operations research and other quantitative methods is vast and growing at a very
high rate.1 On the other hand the boundaries are very unclear between scientific
disciplines using modelling for supporting solving decision problems, be them
managerial, economic or clinical, arising at different levels of healthcare system. In
an important monograph on modelling in healthcare [3] one can hardly find any
single mention on the Operations Research (OR) domain in the explanation of
either analytical approaches (specified as: Computer simulation, Mathematical
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1Brailsford et al. [1] estimate the magnitude of the academic literature on healthcare modelling for
200.000 in 2007, with an expansion rate of about 300 papers per day.
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analysis, Numerical analysis) or modelling techniques (classified as population,
behavioural, global models and operational models). In some publications, simu-
lation, queueing or Markov models are juxtaposed with operations research models,
understood as mathematical programming (MP). In contemporary academic text-
books (e.g. [4]), traditional Management Science (MS) techniques (simulation, MP)
or modern Data Science techniques (Decision Trees, Neural Nets) are labelled
Prescriptive or Predictive Analytics respectively, while OR is classified into
Traditional Analytics domain, together with Business Intelligence and Data Mining.
Also at official INFORMS web page [5], it is suggested that OR, MS, and Analytics
are used as synonyms, which is further exemplified when looking at the scientific
program of INFORMS Healthcare Analytics conferences, dedicated to “healthcare
OR and analytics,” while covering extremely wide spectrum of modelling
approaches.

In the past few decades, many review papers have been written on healthcare
modelling. The reviews have generally focused either on a specific modelling
approach (e.g. Discrete Event Simulation DES, Fone et al. [6]), the use of mod-
elling for a specific healthcare setting (e.g. clinics, Jun et al. [7]), or the use of a
specific pre-selection methodology (e.g. stratified sampling, Brailsford et al. [1]). In
most cases the reviewers followed a standard methodology of querying a recog-
nized scientific bibliographic database (most often: Web of Science or Scopus),
defining inclusion-exclusion rules, and performing manual analysis of the articles
selected. However, in bibliometric reviews (see a discussion in [8]) a large number
of articles analysed (occasionally over 100.000) precludes or at least significantly
hinders a thorough analysis of full texts of selected articles.

In this paper, we aim to review the current state of and trends in healthcare
modelling research, not restricted to particular approaches or healthcare problems,
starting from a comprehensive selection of healthcare modelling papers presented in
the period 1985–2015 at annual conferences of the EURO Working Group
Operational Research Applied to Health Services (ORAHS) or published in the
proceedings following such conferences. The total number of papers presented at
ORAHS conferences since 1975 until 2015 is 1744, however due to the lack of the
abstracts or full texts of many papers from the years 1975–1996, only 1363 papers
have been included in this review. We also plan to confront the results of such a
review with the findings of Brailsford and Vissers [2], who analysed a selection of
233 ORAHS papers from the period 1975–2008, and contrasted these papers with
342 papers analysed in a broad review of the research literature on healthcare
modelling [1] in relation to both healthcare issues considered and modelling
techniques applied.

Throughout the review we apply a novel multistage methodology of biblio-
graphic analysis that comprises defining a unified hierarchical taxonomy of key-
words used for bibliographic, and further also for bibliometric analysis. In our view,
it is a necessary step when analysing documents from any domain, especially
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published during a long period, and when the diversity of source keywords
describing documents is considerable (or when there are no authors’ keywords for a
substantial proportion of documents, which was the case of ORAHS papers).

2 Methodology of the Analysis

A query to identify a core set of healthcare modelling academic articles was defined
in [1] as follows: “(health-care OR health care) AND (modelling OR modeling OR
simulat* OR (system AND dynamic*) OR markov*).” Having filling in the natural
phrases or add-ins (health?care, systems?dynamic, agent?based?model,
DES?model, where ? stands for any hyphen) and applying the query to the titles,
abstracts and keywords of the set of 1363 ORAHS papers we realize that only 17 %
would be selected (in addition only 33 % satisfied healthcare part and 49 % sat-
isfied the modelling part). It justifies critical importance of homogeneity of termi-
nology used in bibliographic analyses, particularly in relation to keywords. Other
problems we are faced with consist in the diversity of terminology used by authors
to denote similar objects, units or processes; a considerable number (almost 44 %)
of papers with no authors keywords defined and also a number of important
language-related ambiguities (e.g. “operational research” as synonym of field
research or “system dynamics” in the sense: dynamics of a system).

To overcome some of the terminology related problems, a general structured
taxonomy of the domain keywords has been developed in two language versions:
English and Polish. The taxonomy is comprised of the following notions (a hier-
archy from more detailed to general notions):

• WORD (most specific notions, used in articles)
• WORDGROUP (clusters of similar WORDS, also taking into account variants,

inflection, punctuation, etc.)
• GENERAL and VERY GENERAL WORDGROUP
• Problem LIST (examples: ANALYTICS, DEA, ECONOMETRIC_MODEL,

HEURISTICS, MARKOVIAN, QUEUEING, SIMULATION, STATISTICAL)
• Problem category (examples: OR, economics, general management, health care

management, medical, modelling, intelligent techniques)

Tables 1 and 2 present respectively: sample items from all 10 problem categories
for all levels of hierarchy and a part of third level keywords (General Word Groups)
set for a class of heuristic optimization approaches in both languages. The first
column to the right in Table 2 contains variant search terms for a specific keyword,
determined in the process of semi-automated validation of the taxonomy, using
keywords sets of three main academic journals in the healthcare modelling domain,
namely Health Care Management Science, Operation Research for Health Care, and
Health Systems, as well as healthcare modelling keywords from the articles
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published in the European Journal of Operational Research in the period 1977–
2014. The final taxonomy contains 2744 lowest level keywords (WORDGROUPS)
and 7465 variant search terms. The set of search terms was constructed according to
a hierarchy of keywords expressions lists (example: list1: mixed-integer-linear-
programming; list2: integer-linear-programming; list3: linear programming)
implemented in a software tool for automatic analysis of the title, authors keywords
(if any) and abstract of each paper. The tool incorporates a module for preliminary
conversion of keywords database using regular expressions. Outputs of the auto-
matic bibliographic analysis, which assigns keywords to papers (in contrast to [2]
multiclass keywords assignment is performed and papers are not clustered into
disjunctive categories), comprise: a list of unified keywords assigned to each paper
and divided into problem lists (Table 3) and a table report on articles to keyword
assignment and distribution (for each keyword: identifiers and total number of
papers published in each period) (Table 4).

The next step of the literature analysis consists in bibliometric analysis, i.e.
automatic analysis of the documents, using only new unified keywords for each
paper. We have applied a science mapping type of bibliometric analysis [8–11],

Table 2 Sample hierarchy of keywords for heuristic approaches

GeneralWordGroup WordGroup WordGroupPL WORDS=search
terms

metaheuristic meta heuristic metaheurystyki meta?heuristic

metaheuristic meta heuristic metaheurystyki metaheuristic

hyperheuristics hyper
heuristic

hiperheurystyki hyper?heuristic

hyperheuristics hyper
heuristic

hiperheurystyki hyperheuristic

direct search direct search przeszukiwanie
bezpośrednie

direct?search

direct search direct search przeszukiwanie
bezpośrednie

directed?choice

direct search scatter search przeszukiwanie
rozproszone

scatter?search

local search greedy
heuristic

algorytm zachłanny greedy?algorithm

local search greedy
heuristic

algorytm zachłanny greedy?heuristic

local search greedy
heuristic

algorytm zachłanny greedy?search

local search guided search przeszukiwanie
ukierunkowane

guided?search

local search local search lokalne przeszukiwanie iterated?search

local search local search lokalne przeszukiwanie local?search

local search tabu search przeszukiwanie Tabu tabu?search
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based on co-word analysis combined with standard performance analysis, based on
the number of documents (due to the specificity of the sources no citation infor-
mation was available). The science mapping part is used to analyse the problem
domain to detect and visualize its conceptual subdomains (particular themes or
general thematic areas), relationships between themes, and the domain thematic
evolution [10].

To perform the analysis we used SciMAT—a science mapping analysis tool,
developed at University of Granada [9, 12]. The software combines both perfor-
mance analysis tools and science mapping tools to analyse the problem domain in a
longitudinal framework. A bibliometric analysis with SciMAT includes four stages
[10]:

• Detection of research themes. In each period of time examined the corre-
sponding research themes are detected by applying a co-word analysis

• Visualization of research themes using strategic diagrams and thematic network
• Discovery of dynamics of thematic areas and visualization of evolution of

research themes over a set of periods (Fig. 1)
• Performance analysis, i.e. relative contribution of research themes and thematic

areas to the whole research field with use of several bibliometric indicators:
number of documents published, number of citations and different types of
h-index

Table 4 Sample output of bibliographic analysis: articles to keyword assignment (category: OR,
list: HEURISTICS)

General
word
group

ORAHS articles 1985–
1990

1991–
1995

1996–
2000

2001–
2005

2006–
2010

2011–
2015

Local
search

32 [w707], [w49], [w556],
[w803], [w318], [w438],
[w597], [w640], [w926],
[w622], [w938],
[w1131], [w58], [w486],
[w641], [w51], [w584],
[w1169], [w270],
[w642], [w1132],
[w1211], [w1248],
[w59], [w333], [w1051],
[w974], [w323], [w577],
[w1228], [w709], [w884]

0 0 0 1 14 17

Meta
heuristic

17 [w87], [w121], [w556],
[w555], [w100], [w289],
[w304], [w486], [w641],
[w682], [w51], [w32],
[w792], [w52], [w1133],
[w115], [w1228]

0 0 0 0 10 7
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Before performing a SciMAT-based analysis, a secondary bibliographic data-
base was developed using the keywords defined during the stage of bibliographic
analysis. The database was validated using SciMAT tools for knowledge base
cleansing.

3 Areas and Trends in ORAHS Research

The general bibliographic analysis comprised 1363 ORAHS papers presented at
annual conferences or published in ORAHS proceedings in the period 1985–2015.
Due to the lack of detailed information, papers from the years 1986–1989, 1991–
1994, 1996 were excluded. Distribution of the papers by years and geography
(countries defined for the first author) is presented on the Fig. 2.

Selected results of the bibliographic analysis of ORAHS papers are presented in
Tables 5, 6, 7 and 8 for specific problem sub-domains (Fig. 3):

• general (Table 5) and more specific (discrete optimization—Table 6a), simu-
lation modelling—Table 6b) modelling approaches,

• specific health services (Table 7a) or clinical issues (Table 7b),
• general keywords dealing with health management (Table 8a) or general man-

agement (Table 8b) subdomains.

Moreover, Fig. 4 illustrates in a more visible format relative frequencies of using
detailed keywords concerning discrete optimization. We can conclude that

Highly 
developed 

and 
isolated 
themes

Density
Motor themes 

(most 
developed and 

important)

Emerging or 
declining 
themes

Centrality 

general and 
transversal, 

basic themes

(a) (b)

Fig. 1 Main outputs of SciMAT-based bibliometric analysis: a strategic diagram (Source based
on [11]), b thematic evolution map (Source [10] with author’s permission)
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Fig. 2 Numbers of papers and countries represented at ORAHS conferences 1975–2015

Table 5 Number of ORAHS papers in which particular modelling approaches had been used

Category Generalized
keyword (VGwG)

Total 1985–
1990

1991–
1995

1996–
2000

2001–
2005

2006–
2010

2011–
2015

OR Simulation 460 13 6 22 69 169 181

OR Mathem.
programming

202 4 2 7 16 80 93

OR Optimization 177 5 2 3 8 76 83

OR Heuristics 85 1 0 1 4 39 40

OR Queueing model 83 0 2 1 6 39 35

OR Location allocation 69 1 1 1 2 22 42

OR Markovian model 69 2 0 4 6 28 29

OR Scheduling
problem

68 0 0 0 8 25 35

OR Other OR problems 55 0 0 1 0 20 34

OR Networks graphs 32 1 0 0 2 14 15

EM DEA 25 0 0 1 8 9 7

OR Multi objective 24 0 1 2 3 5 13

TI Approximate
reasoning

21 1 0 2 0 10 8

OR Genetic algorithm 18 0 0 1 0 7 10

OR Nature inspired
other

14 0 0 0 2 5 7

OR Transportation
problem

7 0 0 0 1 3 3

OR Neural network 6 0 0 2 1 3 0
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Table 6 ORAHS papers dealing with particular detailed modelling approaches (selection)

(a) Keywords lists: MATHPROGRAM.,
NATURE_INSPIRED, HEURISTICS

(b) Keywords list: SIMULATION

GeneralWordGroup Number % GeneralWordGroup Number %

Optimization 84 6 Simulation DES 155 11

Integer programming 73 5 Simulation 149 11

Optimization method 64 5 Simulation model 142 10

Heuristics 53 4 System dynamics 70 5

Mixed-integer programming 40 3 Simulation modelling 49 4

Local search 32 2 Simulation study 31 2

Networks graphs 32 2 Computer simulation 25 2

Linear programming 28 2 Simulation approach 23 2

Mathematical programming 28 2 Monte Carlo simulation 17 1

Combinatorial optimization 27 2 Visual simulation 14 1

Stochastic programming 26 2 Simulation optimization 14 1

Optimization problem 21 2 Agent-based simulation 12 1

Metaheuristic 17 1 Simulation application 11 1

Dynamic programming 15 1 Simulation games 7 1

MP approaches 15 1 Simulation software 7 1

Table 7 ORAHS papers dealing with specific healthcare and medical issues (selection)

(a) Keywords lists: AMBULATORY_CARE,
EMERGENCY_CARE, HOME_CARE,
HOSPITAL, LONG_TERM_CARE,
PRIMARY_CARE

(b) Keywords for particular medical
issues, services and clinical specialties

Generalized Keyword Number % Generalized Keyword Number %

Hospital management 386 28 Surgery room 148 11

Hospital planning 241 18 Disease 116 9

Hospital type 192 14 Surgery planning 90 7

Hospital emergency department 172 13 Infectious disease 76 6

Ambulatory care 156 11 Surgery 66 5

Inpatients 155 11 Intensive care 64 5

Emergency medical services 126 9 Cancer 63 5

Hospital 124 9 Surgery other 56 4

Hospital unit 98 7 Cardiology 54 4

Primary care 64 5 Diagnosis 52 4

Long term care 63 5 Neurology 49 4

Home care 55 4 HIV/AIDS 43 3
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simulation, in particular discrete event simulation, and mathematical programming
are two most often used modelling approaches, primarily for modelling healthcare
problems in hospitals, dealing with surgical services, or—especially in the last
decade—dealing with patient-oriented healthcare issues.

4 Bibliometric Analysis of ORAHS Research

The second part of the literature review consisted in SciMAT-based bibliometric
analysis of trends, areas of applications, evolution of techniques, and emerging
problem areas in ORAHS research. The analysis was done using unified keywords,
defined as separate WORD-GROUPS. Two (1985–2005, 2005–2015) or four
(1985–2000, 2001–2005, 2006–2010, 2011–2015) periods were defined for lon-
gitudinal analysis. In each period, research themes were analysed by applying a

Table 8 ORAHS papers dealing with specific health management and general management
issues (selection)

(a) Keywords within health management (b) Keywords within general management

GeneralWordGroup Number % GeneralWordGroup Number %

Patient 738 54 Management 1042 76

Medical personnel 306 22 Efficiency 512 38

Health system 252 18 Needs 360 26

Public health 223 16 Finance 352 26

Health management 165 12 Personnel management 311 23

HC efficiency 127 9 Economics 238 17

HC finance and economics 109 8 Population 208 15

HC need 94 7 Regional level 163 12

HC pathway 86 6 Quality 162 12

HC quality 59 4 Policy 142 10

HC information systems 51 4 Social issues 89 7

Health policy 41 3 Environment 52 4

Part of World

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300

ORAHS Papers

Western Europe

Rest of World
Eastern Europe

Fig. 3 Distribution of papers per countries represented at ORAHS conferences (broad groups)
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co-word analysis followed by clustering of keywords to themes using the simple
centers algorithm with standard parameters for analyses for most problem cate-
gories: minimum network size 3, maximum network size 12. No specific biblio-
metric quality measures (of the available: sum/min/max/average citations, h/g/hg/q2
index) were selected for ORAHS papers in addition to the standard measure
(number of articles), as citation information was available only for very few
ORAHS papers.

Resulting visualisations of the thematic evolution maps for particular problem
sub-domains and sample strategic diagrams for modelling approaches are presented
on Figs. 5, 6, 7 and 8. Figures 5 and 6 show strategic diagrams for two periods,
visualising classifications of main research themes into four groups (the sphere size
is proportional to the number of papers; [10]):

• motor themes for healthcare modelling domain (upper-right quadrant), i.e. the
topics most developed and important for the structuring of the field; we may
observe a great diversity of such topics in the period 1985–2005, which however
are isolated in numbers, with the exception of generally labelled optimization, in
most cases related to mathematical programming; in the period 2006–2015 we
get unquestionably DES as the most important research topic, with additional
major topics in that period: heuristics, discrete optimization, and phase type
models;
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robust optimization
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optimization method
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Fig. 4 Visualisation of magnitudes of modelling approaches as applied in ORAHS papers
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• general and transversal, basic themes (lower-right quadrant), important for the
research field and being in the development stage; in both periods this group
contains applied probability, while in the second period it also contains
simulation-related (agent-based simulation, simulation optimization) and dis-
crete optimization-related (linear MP models, scheduling problem) notions;

• specialized, though peripheral so far, well-developed themes (upper-left quad-
rant); in fact DES was the major member of this cluster in the first period before
becoming the most important motor theme in the second period when the group
includes queueing models and multi-objective optimization;

• the lower-left quadrant of a strategic diagram includes the themes of (temporary)
secondary importance for the whole domain, which mainly represent either
emerging or disappearing themes (in both periods the group contains qualitative
OR, simulation study, and expert system).

Fig. 5 Areas and trends in ORAHS research: strategic diagram for modelling approaches for the
1985–2005 period (created with SciMAT software [12], version 1.1.03)
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Figures 7 and 8 present selected results of the longitudinal analysis of the
evolution of main research themes across periods. Due to editorial reasons the
figures illustrate only a selection of thematic areas detected in relation with mod-
elling approaches (Fig. 7), healthcare management issues (Fig. 8a) and medical
issues (Fig. 8b). Among modelling issues, two thematic areas were identified for
the whole period 1985–2015: Simulation (evolving from general notions into most
specific DES) and Classification (which had been applied, using also DEA and
simulation models to classify healthcare units). There are also other distinguishable
thematic nexuses in the period 2006–2015 connected with an evolution of more
general terms (MP, optimization) into more specific approaches (heuristics, network
models).

Fig. 6 Areas and trends in ORAHS research: strategic diagram for modelling approaches for the
period 2006–2015 (created with SciMAT software [12], version 1.1.03)
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1985-2000 2001-2005 2006-2010 2011-2015

Fig. 7 Areas and trends in ORAHS research: thematic evolution of modelling approaches in
ORAHS papers 1985–2015 (created with SciMAT software [12], version 1.1.03)

(a) 1985-2005 2006-2015 (b) 1985-2005 2006-2015

Fig. 8 Areas and trends in ORAHS research: thematic evolution of a healthcare management
issues and b medical issues in ORAHS papers 1985–2015 (created with SciMAT software [12],
version 1.1.03)
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5 Concluding Remarks

We developed a novel methodology of bibliographic analysis of a large problem
domain followed by a bibliometric analysis using SciMAT science mapping soft-
ware. A general structured taxonomy of the domain’s keywords was created and
implemented for multiclass keywords to papers assignment. The methodology was
applied to analyse 1363 ORAHS papers from the period 1985–2015. We have
found that in relation to modelling approaches, ORAHS research was focused on
the following thematic areas: Simulation, Mathematical Programming, and broadly
interpreted Classification. The major trend in health management issues consisted in
the transition from Management to Patient-centred issues. Amongst clinical man-
agement issues, Cancer remained the major topic, together with Surgery-related
themes and developing relation between Ophthalmology (diabetic retinopathy) and
general Diabetes-related issues.

Finally we have confronted our results (denoted ORAHS 2016 on Fig. 9) with
those published in [2], concerning smaller samples of ORAHS research and general
healthcare modelling literature (RIGHT project [1]). We found much larger pro-
portion of mathematical models in the extended ORAHS sample. We have dis-
tinguished additional broad categories of modelling approaches, namely intelligent
systems (e.g. machine learning, analytics, approximate reasoning, artificial and
computational intelligence), and applied probability, which was differentiated from
statistical modelling. We have identified a large set of other modelling approaches,
e.g. economic and epidemic models; these were however not taken into account in
our discussion in this paper. Our view is that a multiclass assignment of the

research category

0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%

share

RIGHT 2009 Qualitative modelling

ORAHS 2011

Statistical modelling
Mathematical models

ORAHS 2016

Statistical analysis

Simulation

Qualitative modelling

Statistical modelling
Mathematical models

Statistical analysis

Simulation

Qualitative modelling

Statistical modelling
Mathematical models

Statistical analysis

Simulation

intelligent systems

applied probability

Fig. 9 Comparative analysis of healthcare modelling reviews: methodology by broad category
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keywords, as applied in our review in contrast to separable classifications in [1, 2],
enables a more comprehensive flexible depiction of a research field. Further
research should consist in applying our methodology to a broader set of academic
healthcare modelling literature.
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A Simulation Model of Aircraft Ground
Handling: Case Study of the Wroclaw
Airport Terminal

Artur Kierzkowski and Tomasz Kisiel

Abstract The article presents a system dynamic approach in the modelling of the
aircraft ground handling process. The aim of the article is to use the developed
simulation model to determine the operational ability of the aircraft. The article
identifies subsequent activities performed during the ground-handling process and
presents them in the form of graph and defines the dependence between them. An
algorithm of the operation on the model and its verification was presented on the
basis of data obtained from measurements conducted at the Wrocław Airport.
Aircraft from category B according to ICAO was tested. On the basis of the model,
the robustness of the ground-handling system was analyzed depending on the
intensity of aircraft reports. The article discusses limitations of the model and the
direction of work to implement further stages of tasks involving the development of
the model of logistics support for the airport operation.

Keywords Airport � Ground handling � Simulation model

1 Introduction

The dynamic development of air transport requires accurate analysis of the entire
system to ensure the planned implementation of the connection network. It is par-
ticularly important due to the transfer-based nature of the process. Passengers often
use hub and spoke connections, during which they need to change planes. Such a trip
may consist of even a few different connections served by various carriers.
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The changing time is limited and, therefore, from the passenger’s point of view, it is
important that each part of the trip should be completed punctually.

The report, which was presented by Eurocontrol and drawn up by the Central
Office for Delay Analysis [5], shows that in 2014, as many as 37.4 % air operations
have been delayed upon the departure by more than 5 min. The average delay for
delayed air operations was 26 min. Over 4 years, it was possible to reduce the value
of the average delay by only 1.5 min. The percentage of delays caused by the Airline
stays at the 30 % level. The classification of delays caused, amongst other things, by
Aircraft and Ramp Handling as well as Passenger and Baggage Handling is sur-
prising. A separate group of aircraft delays involves the so-called Airport
group. Delays caused by this group constitute approx. 10 % of flights with a delayed
departure. This group includes delays caused, amongst other things, by Restriction at
Airport of Departure. The report also indicates that during an operational day, the
percentage of secondary delays keeps growing to reach as many as 60 % towards the
end of the day. Therefore, effects caused by the primary delay may bring about very
disadvantageous consequences resulting from propagation of delays.

According to the [5] report, there are airports in the world, where as many as
55 % of air operations are delayed upon departure. The average delay can be over
30 min. The Lisboa Airport (LPPT), which serves approx. 16,000,000 passengers a
year, is ranked first. In this way, LPPT causes more delays than the Heathrow Airport
(EGLL), which is ranked second and which serves nearly 72,500,000 passengers a
year. It is worth emphasising that Venezia Tessera Airport (LIPZ) serving only
approx. 8,500,000 passengers a year was ranked 8. Therefore, it can be seen that the
quality of services provided by airports does not depend mostly on the intensity of
the passenger traffic. Thus, reasons or delays may vary, starting from the limited
operational capacity of the airport to errors in the handling process management.

The results presented above are surprising, due to the fact that it is the airport
that agrees to accept an aircraft within a given slot. It guarantees punctual ground
handling and minimisation of risk of a delayed air operation. Timely handling by
handling agents at a given airport is also imposed by internal national legal regu-
lations [13], which state that the handling agent’s main task involves, amongst other
things, running their company in a manner, which guarantees proper functioning
and elimination of interferences at the airport and ensures continuity of ground
handling within the scope of the license.

The aim of this article is to develop and present the possibilities of using a
simulation model supporting the ground-handling management and planning pro-
cess at airports.

1.1 Ground Handling at the Airport

Ground handling of aircraft at the airport is a very broad notion. Ground handling
tasks include [6]:
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• ground administration and supervision
• passenger handling
• baggage handling
• freight and mail handling
• ramp handling
• aircraft services
• fuel and oil handling
• aircraft maintenance
• flight operations and crew administration
• surface transport
• catering services.

To develop a simulation model, the basic graph of activities performed at the
stand during the aircraft ground-handling process (Fig. 1). The graph presents a full
turnaround of an aircraft. The handling of some aircraft operations, for which the
available slot is longer for an hour is divided into two stages: handling after the
arrival (unloading-related activities) and handling before the departure (activities
connected with the preparation of the aircraft to the next operation). In-between
these stages, the aircraft is locked for some time.

Ground-handling operations at an airport are performed by ground-handling
agents (GHA) who are authorised to perform activities in the aforementioned
handling category (Airport Handling Agent Certificate). Activities performed by the
GHA are based on a set of procedures contained in the Ground-Handling Manual
introduced in a given company and approved by the President of the Civil Aviation
Office. According to the GHM, the ground-handling agent performs activities
connected with ground handling of an aircraft and the ground-handling process
depends on the airline’s standards and policy. Some airlines (especially budget
ones) allow the performance of some activities independently (e.g. fuelling and
passenger boarding, passenger boarding and catering services). The number of
ground handling devices, which are necessary to perform the process also depends
on the equipment and the size of an aircraft. Some Boeing 737–800 planes have an
automatically unfolded airstair under the board. While planning the
ground-handling process, the agent, that operates at the airport, must ensure one set
of steps for such an aircraft. Due to the size of the aircraft, access to the hold can be
direct or by means of a belt conveyor.
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1.2 Current Status of Knowledge

There are many research studies devoted to the issue of ground handling at airports.
These studies often focus on selected ground handling-related issues, which indi-
cates the complexity of the process and the necessity of conducting a broader
analysis of many aspects. Most studies focus on analysing the passenger boarding
process. Authors [17] developed a simulation model of the passenger boarding
process. This model allowed analysis of boarding scenarios, taking into account
various types of passenger separation while boarding. On the basis of the analysis
conducted, the authors showed the possibility of choosing an appropriate boarding
strategy to reduce the boarding time. Author [4] developed a simulation model,
which allows an analysis of identification of passenger congestion in the aircraft
door, depending on various boarding scenarios. Author [28] concluded that pas-
sengers boarding in a manner allowing several passengers to load their luggage
simultaneously, the boarding time can be dramatically reduced. This contradicts
conventional wisdom and practice that loads passengers from the back of the air-
plane to the front. Study [10] investigated the issue of the influence of the boarding
of disabled persons during the process. They specified what resources are needed to
perform the process and the duration of the boarding of disabled persons was
defined. Authors [27] on the other hand, estimated how long the waiting time for
latecomers should be in the boarding process.

The conducted analyses also pertain to other component subprocesses. In the
research conducted, Abdelghany et al. [1] also noticed that the aircraft
ground-handling process should be optimised already at the terminal-handling
stage. A model has been developed, which makes it possible to assign departing
flights to available piers in the baggage sorting area. The model adopts the activity
selection algorithm, which is modified to satisfy different operation requirements
associated with baggage handling. Authors [19] focused on developing a
scheduling method for de-icing device operation. The implementation of this
Stockholm Arlanda Airport method reduced the number of delays and minimised
the waiting time. Apart from logistics issues, energy consumption issues are often
analysed. Authors [35] developed a solution, which makes it possible to minimise
fuel consumption during an operating day of aircraft de-icing devices. Authors [7],
on the other hand, developed a model for scheduling push-back device operation.
The influence of the human factor on the ground-handling process is also taken into
consideration. However, such analyses often focus on examining the influence of
the human factor on aircraft damage [31].

Another group of publications includes articles devoted to ground handling in a
broader sense. In the article [32], ground handling was analysed as a sub-process in
aircraft rotations. By analysing historical data, the authors determined the proba-
bility of delays in the ground-handling process due to individual handling
sub-processes (baggage loading, unloading, etc.). On the basis of research and
observations, Nugroho et al. [21] developed a set of practical recommendations,
which may improve the efficiency of the ground-handling process (e.g. providing
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additional marking for passengers at the terminal, developing a simulation model
for individual ground-handling stages, etc.). One of more interesting issues in the
ground-handling planning was presented by Ansola et al. [3]. They presented a
system operating on the basis of a three-level architecture composed of an end node
level (RFID), a router level (RFID and Zigbee) and a coordinator level (Zigbee and
Database). The system makes it possible to provide short-term support to process
management. The objective function is based on three factors: the cost, energy and
time consumption. Andreatta et al. [2] developed an algorithm for the allocation of
technical and human resources to the implementation of individual ground-handling
activities. The main assumption of the developed heuristic method is the division of
resources into groups allocated to the ground handling of a given aircraft. This
method focuses on one-day analysis. The quickness of the method is an advantage
here. The implementation of the method made it possible to increase the efficiency
of the process.

A separate group includes articles, which pertain to the stages of planning and
managing air transport processes, which are directly or indirectly related to
ground-handling processes. In one of such articles, Sinclair et al. [25] confirm that
the continuation of using hub-and-spoke networks means that small disruptions can
have a significant impact on operational costs. They propose solutions, which make
it possible to correctly plan connections on the basis of data on interferences of air
operations at given airports. Samà et al. [23], in the developed method for aircraft
scheduling in the terminal control area using the rolling horizon approach showed
that ground-handling planning according to the branch-and-bound strategy is the
most effective. Such an approach makes it possible to achieve much higher effi-
ciency than the first-come-first-served strategy. Optimal management of the stand
allocation process for the ground-handling process is related to the estimation of the
time of arrival and the taxi time of an aircraft, which is also the subject of research
aimed at unleashing the power of soft computing methods, in particular fuzzy
rule-based systems, for taxi time prediction problems [22]. Skorupski [26] pre-
sented a concept of airport traffic modelling using coloured, timed, stochastic Petri
nets. Zając and Świeboda [33] developed an algorithm, which makes it possible to
determine the order of tasks in the transport process. Meersman et al. [18] devel-
oped a method, which makes it possible to assess the optimal number of
ground-handling agents at the airport. Methodology is based on the concept
of economies of scale, leading to the hypothesis that the fact that an industry has no
or few opportunities for economies of scale is an incentive to increase the number
of providers of ground-handling services. Schmidberger et al. [24] organised the
knowledge on the possibility of assessing the efficiency of ground-handling pro-
cesses at airports on the basis of an overview of available methods. Action research
was conducted to develop a holistic performance measurement system. The
developed system represents a suitable basis for competitive benchmarking activ-
ities. Zhang et al., on the other hand, [34] presented the possibility of using the
DEA-BCC method to assess the effectiveness of airport airside activities. For
processes with time limitations, Kierzkowski and Kisiel [14, 15] proposed the
possibility of using the availability coefficient to assess the reliability of processes.
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In the literature, there is a significant gap as regards the development of models,
which take into account the reliability of ground-handling processes. Models, which
indicate optimal solutions, do not make it possible to estimate the risk connected
with the possibility of interference in the form of delayed handling, due to the
stochastic nature of the processes, reliability of human and technical resources.
Reliability is commonly considered for other transport processes [11, 12, 16] or
waste management [8, 9] taking into account the issue of deterioration [29].
Operational planning of a process can also be extended to include the development
of a model for maintenance management [20]. From the point of view of system
management, it also important that the system vulnerability to interference-inducing
factors should be determined [30].

This study presents a simulation model that allows to determine the probability
of a delay of the aircraft and to show its reason. The undoubted advantage is the
ability to analyze the ground handling as a single process, not dividing it into
separate parts.

2 Simulation Model

The developed simulation model operates in accordance with the algorithm pre-
sented in Fig. 3. The flight schedule with the identification of necessary
ground-handling activities is entered as input data. Tasks were marked as T(j),
where j means the consecutive task number. A task assigned to a given aircraft is
marked as T(i, j), where the i index is allocated by assigning task T(j) to an
appropriate aircraft operations. 12 ground-handling tasks were identified. Each of
these tasks has a defined random duration for a given aircraft, which is marked as t
(i, j), where i means the aircraft operation number (the consecutive number of an
aircraft from the flight schedule), while j means the number of the consecutive task.
The names of tasks are presented in Table 1. The notation of input data for the flight
schedule is consistent with (1).

ij s l d Tði; 1Þj Tði; 1Þjj Tði; 2Þjj Tði; 3Þjj . . .j Tði; 11Þj Tði; 12Þj j ð1Þ

where:

i flight operation index,
s type of aircraft,
l landing time,
d departure time,
T(i, 1), …, T(i, 12) state for tasks during handling (0—to omit, 1—to perform).

The beginning of simulation is initiated by two parallel algorithms (Figs. 2 and 3).
The first of them (Fig. 2) makes a loop, the task of which involves a change in the
current status of the possibility of ground handling for a given aircraft.
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For subsequent aircraft operations A(i), it is checked whether the aircraft is situated
on the stand. If an aircraft has landed and its current ground-handling status (assigned
during the input data import) is still in the “unavailable” position (Table 1, column
GH(i)), the status is changed to handling.

The algorithm responsible for ground handling (Fig. 3) works for further aircraft
operations from A(1) to A(n)—the current ground-handling status. If it is not
possible to perform a further task for a given aircraft or its ground handling has
been completed, the handling status for the next aircraft is checked. For aircraft, for
which ground handling has not been completed yet, conditions allowing the
commencement of tasks T(j) are checked in Table 1. If it is possible to perform task
T(j) for a given aircraft A(i)—the current handling status is consistent with the table
of conditions (Table 1) and for T(3), the passenger boarding at the gate has been
completed (20 min. before departure) and for T(8), the check-in process has been
completed (30 min. before departure) and also technical resources for the

START i:=0 i<=n i++Y A(i) landed

N

GH(i):=handling YGH(i)=unavailableY N

N

Fig. 2 Main algorithm for timetable

start parallel
algorythm

START
simulation

LOAD INPUT 
DATA; i<=ni:=0; end:=0; i++Y

end=1STOP
simulation Y

N
N GH(i)=completed

and 
GH(i)!=unavailable

end:=1

end:=0; j:=0j<=12j++T(i,j) clear for 
execute

initiate T(i,j)Y

Y

N

N

Y

N

update status:
T(i,j):=2
assign 

resources to 
tasks

generate t(i,j) for task,
execute task

update status:
T(i,j):=3
release 

resources

J=12

GH(i):=completed

stopN

Y

T(i,j)=0

T(i,j):=3

Fig. 3 Main algorithm for dispatcher
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performance of the given task T(j) are available, a parallel algorithm is initiated,
which is responsible for the implementation of task T(j). The task is assigned a
status T(i, j): = 2 (pending) and technical resources are allocated. The handling time
t(i, j) is generated. After task completion, its status is changed to completed T(i, j):
= 3 and technical resources are released. If the last task has been completed j = 12,
the aircraft receives the completed status GH(i): = completed. The value of 3 is
assigned by the algorithm to tasks, which do not need to be performed, thus
marking them as completed. The simulation ends the moment all aircraft operations
have been completed.

3 Model Verification

The simulation model was verified on the basis of the operation of a real system.
Research was conducted at the Wrocław Airport. Over 100 air operations of aircraft
in category B were examined. B. CRJ-700 and CRJ-900 aircraft were handled.
A detailed handling process of the examined aircraft was identified. Although the
Fig. 1 shows that the process is complex, investigated flight operations take into
account only some tasks (engine shutdown, deplane passengers, enplane passen-
gers, service cabin, unloading compartment, loading compartment, fuel airplane and
engine start-up). Regional jets perform air operations over short distances, so most
of the tasks are performed only in the base airport. Ongoing research took place at
the airport, which is not a base airport for these aircraft. The research work taking
into account the handling of larger aircrafts like B737, A320 is still ongoing. The
functionality of the model will be developed in the next steps upon completion of
the extensive data.

On the basis of the research conducted, probability density functions were
estimated, which characterise category B aircraft handling times for the following
tasks: T(1) engine shutdown, T(2) deplane passengers, T(3) enplane passengers,
T(6) service cabin, T(7) unloading compartment, T(8) loading compartment, T(9)
fuel airplane and T(12) engine start-up. The functions are presented by the
following formulae (2–9).

Estimating of the probability density function process was conducted using the
estimator ExpertFit, in addition to the software FlexSim. Functions of best fit have
been selected.

fBesdðtði;1ÞÞ ¼ 1
Bð1:07; 1:33Þ

tði;1Þ � 0:34
� �0:07ð1:99� tði;1ÞÞ0:33

1:651:4
ð2Þ

fBdpðtði;2ÞÞ ¼ 1
Bð1:60; 2:04Þ

�1:07ð Þ0:6ð7:96� tði;2ÞÞ1:04
6:892:64

ð3Þ
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fBepðtði;3ÞÞ ¼ 1
Bð1:66; 1:82Þ

tði;3Þ � 0:97
� �0:66ð12:69� tði;3ÞÞ0:82

11:722:48
ð4Þ

fBscðtði;6ÞÞ ¼ 1:83
4:90

tði;6Þ � 1:72

4:90

� �0:83

exp � tði;6Þ � 1:72

4:90

� �1:83
 !

ð5Þ

fBucðtði;7ÞÞ ¼ 2:16
4:59

tði;7Þ
4:59

� �1:16

exp � tði;7Þ
4:59

� �2:16
 !

ð6Þ

fBlcðtði;8ÞÞ ¼ 1:73
7:76

tði;8Þ � 4:49
7:76

� �0:73

exp � tði;8Þ � 4:49
7:76

� �1:73
 !

ð7Þ

fBfaðtði;9ÞÞ ¼ 1
Bð4:28; 0:95Þ

tði;9Þ � 2:03
� �0:66ð6:09� tði;9ÞÞ�0:05

4:064:23
ð8Þ

fBesuðtði;12ÞÞ ¼
tði;12Þ
17:65

� �27:12
17:65 � B 28:12; 99:99ð Þ 1þ tði;12Þ

17:65

� �128:11 ð9Þ

The consistency of the estimated functions with the real data was checked using
the Kolmogorov–Smirnov test at the significance level of α = 0.05. The test results
below the critical value of 1.36 approve the consistency of empirical and real data.
The presented implementation times of individual tasks contain the direct time
related to the task implementation as well as times of positioning necessary tech-
nical resources before and after task implementation.

The functioning of the model was verified on the basis of an assumption that the
system is up-state and technical devices are available. The turnaround times were
compared for real data and data generated by the simulation model were compared.
The results are presented in Fig. 4. The Kolmogorov–Smirnov test at the signifi-
cance level of α = 0.05 was performed for real and model data, from which the
results are that the empirical data are consistent with the real data (statistic test equal
0.7615 and is below critical value 1.36). The determined probability density
function of the ground-handling time has the following form:

f ðxÞ ¼ exp � 40� 18:92
18:36

� �6:94
 !

ð10Þ
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4 Model Application: The Wroclaw Airport

Ground handling of aircraft makes it necessary to ensure relevant number of
technical and human resources to perform the process. Erroneous process man-
agement may influence the aircraft handling time. Aircraft have different designs
and, as a result, a different number of resources is often required for the imple-
mentation of the process. In the discussed case for category B aircraft, the engine
stopping-and-starting process does not require any resources on the part of the
handling agent. Handled aircraft are equipped with their own airstairs and, as a
result, no airport airstairs need to be used. It is necessary to assign a cabin cleaning
group. Fuelling requires the use of an airport cistern, one-belt conveyor, baggage
cards and tugs are used to load and unload goods. In the simulation models, loading
and unloading resources are treated as a group dedicated for handling a given
aircraft operation. A list of requirements and availability of resources assumed for
further analysis are presented in Table 2.

Considering the verification of the operation of the simulation model for data
obtained from the sample, the probability of delays in handling category B airplanes

Fig. 4 Distributions for ground-handling times—verification of the model for aircraft operations
performed for class B planes

Table 2 Technical resources
—assumptions

Task name Task sign Resources

Required Available

Engine shut down T(1) – –

Deplane passengers T(2) – –

Enplane passengers T(3) – –

Service cabin T(6) 1 2

Unload compartment T(7) 1 2

Load compartment T(8) 1 2

Fuel airplane T(9) 1 2

Engine start-up T(12) – –
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for the entire handled population (11) with the assumption that events (further
handling task) are independent is:

P x[ 40ð Þ ¼ 1� P x� 40ð Þ ¼ exp � 40� 18:92
18:36

� �6:94
 !

¼ 0:07 ð11Þ

Using the simulation model, it is possible to analyze the resistance of the system,
depending on the intensity of served flight connections (dependence between events
—limited number of resources for the implementation of subsequent tasks).
Therefore, the input flight schedule with varying intensity of reports in the subse-
quent scenarios. The time between consecutive reports is deterministic and marked
as dd(k), where k means the next simulation scenario. Tests for dd(1) = 15, dd
(2) = 12, dd(3) = 9, dd(4) = 6 and dd(5) = 3 min were performed. Ground han-
dling of 15 aircraft was assumed. A general flight schedule, according to notation
(1) for all scenarios is presented in Table 3.

The simulation conducted made it possible to determine the probability of delays
in the ground-handling process with a 40-min handling slot. The results are pre-
sented in Fig. 5. The analysis performed shows that for the assumed number of
technical resources, the process is independent for report times between individual
aircraft within a range of more than 9 min. The availability of technical resources
makes it possible to comply with the assumed planned while keeping the proba-
bility of aircraft delays in accordance with the process assumption (11). For time
intervals between individual reports which are shorter than 9 min, the handling of
the following aircraft begins to depend on the availability of technical devices used
for handling the previous aircraft, which increases the probability of delays in
handling and extends their duration. An additional analysis allows for determining
values of average delays in the handling for delayed implementations of the pro-
cess. The results are presented in Table 4.

Fig. 5 Probability of handling delays for subsequent aircraft operations i, taking into account time
intervals dd between the reports of individual planes
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The simulation model does not cover a broader approach to the process to take
into account dependent subprocesses. Various destinations are characterised by
varying numbers of passengers and different types of baggage. The extension of the
simulation model to include the possibility of entering data concerning the planned
number of passengers and amount of baggage will allow for making the handling
time dependent on this input data, which will increase the accuracy of the forecast
operational capacity of the airport. Moreover, the other terminal handling processes
also depend on this. For example, the results obtained for operations, for which low
probability is forecast, may show that the baggage unloading process is moved
closer towards the end of the ground-handling process of a given aircraft as no
resources are available. In this case, the baggage claim wait time will be consid-
erably extended for arriving passengers and, as a result, the handling process will
need to be regarded as unreliable.

5 Conclusions

The article presents a method of analysing the functioning of the ground-handling
system at the airport using computer simulation. The structure of the operation on
the developed simulation model and advantages of its applications have been
presented. Also, limitations, which have not been taken into account at the given
stage of the development of the model, were also identified.

Table 4 Delay time analysis

i Mean value of delay [min]

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

dd(1) = 15 dd(2) = 12 dd(3) = 9 dd(4) = 6 dd(5) = 3

1 1.8 1.2 1.0 1.9 1.5

2 0.9 1.4 0.8 0.5 1.4

3 1.2 1.5 1.6 1.8 4.2

4 0.9 1.0 0.8 2.4 3.7

5 0.8 0.8 0.7 4.4 6.5

6 1.5 1.9 0.9 3.9 7.8

7 1.4 0.9 0.7 4.0 11.2

8 1.9 1.4 1.7 5.7 14.9

9 1.3 1.6 1.3 4.9 19.4

10 0.9 1.1 1.1 6.4 23.3

11 0.8 1.1 1.5 7.7 28.2

12 0.8 1.6 1.2 8.7 33.3

13 1.2 0.8 1.9 9.5 36.7

14 0.5 0.9 2.0 10.5 43.3

15 1.1 1.9 1.4 11.6 46.7

Mean 1.1 1.3 1.2 5.6 18.8
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Further research work in the presented area will be aimed at determining basic
time characteristics for aircraft from other categories. The research will also be
targeted at determining dependence between the duration of individual handling
activities and the characteristics of the connection served (the number of passen-
gers, the number of goods handled, flight destination, etc.).

Developmental work on the extension of the simulation model will also be
targeted at the possibility of assigning handling priorities to aircraft and also at
handling chance events interfering with the process (reliability of technical devices,
external factors).
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Analysis of the Impact of Changes
in the Size of the Waste Stream
on the Process of Manual Sorting of Waste

Robert Giel and Marcin Plewa

Abstract Recycling centers are one of the most important elements of the waste
management system. The achievement of required levels of recovery for installa-
tions is largely dependent on the proper organization of processes, in particular
processes of sorting of waste materials. In most recycling center the key role is
played by the processes of manual sorting of waste. The main goal of this article is
to analyze the impact of changes in the size of the waste stream on the value of
indicators used to evaluate the process of manual sorting of waste. For the analysis
the authors used a simulation model that describes the process of manual sorting of
waste in the WPO ALBA S.A. recycling center. Sensitivity analysis of simulation
model will allow to improve the process by adjusting the size of the stream to the
line ability.

Keywords Waste management � Waste processing � Reverse logistics �
Simulation

1 Introduction

Recycling centers are one of the most important elements of the waste management
system. The achievement of required levels of recovery for installations is largely
dependent on the proper organization of processes, in particular processes of sorting
of waste materials. In most recycling center the key role is played by the processes
of manual sorting of waste.

The main goal of this article is to analyze the impact of changes in the size of the
waste stream on the value of indicators used to evaluate the process of manual sorting
of waste. The evaluation method for manual picking lines was described in [3].
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The second chapter describes only the basic assumptions of the method. For the
analysis the authors used a simulation model that describes the process of manual
sorting of waste in the WPO ALBA S.A. recycling center. Similar use of computer
simulation can be found at [5–8]. Sensitivity analysis of simulation model will allow
to improve the process by adjusting the size of the stream to the line ability.

In the literature, there are four main groups of the assessments systems of waste
processing systems:

• safety (impact of harmful substances on the health of installation workers) [9, 10];
• impact on the environment (LCA models) [2, 11];
• economic factors (models for comparing investment in terms of economic

efficiency) [1];
• operational measurements (productivity, efficiency, capacity).

The method used in this article is a part of the last shown group. It includes
methods for dealing with the overall assessment systems [4]. The methods
described in the literature are based mainly on a single evaluation criterion.

Further work assume the development of an algorithm which will allow for an
improvement of the process of manual waste sorting by amending the other
parameters of the process line (e.g. Number of waste fractions selected from the
stream on each workstations). The algorithm will use a computer simulation to
analyze the process and the evaluation of parameter values which allow to indicate
the directions improvement.

2 Description of the Real System

2.1 Waste Flow

The data used in the article were collected during research that has been performed
in a WPO ALBA S.A. recycling center. The research involved sampling the weight
of the waste stream in a given period of time. The waste stream has been described
with probability distribution. In order to verify the distribution the Kolmogorov test
has been carried out (significance level γ = 0.95). The test confirmed the correct-
ness of distribution fitting.

Waste mass flow was described by equation:

f smð Þ ¼ 1:64
0:69

� sm � 0:2
0:69

� �0:64

e�
sm�0:2
0:69ð Þ1:64 ð1Þ

Waste sorted by hand on the picking line installed in the analyzed sorting cabin
may be divided into seven groups. The morphology of the waste is described in the
Table 1. Waste fractions which are not picked by any stations in the line were
classified as ballast.
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Because the productivity of the workstation is in the model expressed in the
pieces, there was a need for the conversion of waste mass flow into pieces. Based
on the research conducted in the WPO ALBA S.A. recycling center the average
weight of one piece of a fraction of waste was determined (Table 2).

2.2 Sorting Cabin

Sorting cabin consist of ten workstations and conveyor belt characterized by a
constant speed. For each of the 10 workstations the amount of items (waste) taken
from a conveyor per unit time was tested. The opposite workstation picks up the
same waste fractions (Fig. 1).

Type of waste picked at each workstation are described in the following table
(Table 3).

Table 1 Waste morphology
of S1

Fraction name Composition (%)

Blue PET 7

Green PET 2

White PET 8

Aluminium 2

Tetrapak 4

HDPE 8

Ballast 69

Sum 100

Table 2 Waste fractions
mass

Fraction name Item mass [kg]

Blue PET 0.04

Green PET 0.04

White PET 0.03

Aluminium 0.02

Tetrapak 0.07

HDPE 0.05

Fig. 1 Diagram of a real
waste sorting line
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3 Model of Sorting Line

In this chapter authors describe the model of the waste stream on sorting line in
waste recover facility. Total waste mass flow Sj at j-th workstation [kg/s] can be
described by equation:

Sj ¼
Xm
i¼1

si;j; for j ¼ 1; . . .; n; ð2Þ

where: m—number of fraction in flow, n—number of workstations, where n-th
workstation is container or next conveyer, si;j—waste mass flow of i-th fraction at j-
th workstation [kg/s].

The waste morphology for j = 1 is known from morphological composition
analyzes:

Sj ¼ Sj�1 � Oj�1 � Bj�1; for j ¼ 2; . . .; n; ð3Þ

where: Oj—waste mass flow separated from main stream at j-th workstation [kg/s],
Bj—task vector describing fractions to be separated at j-th workstation Bj ¼ ½bj;i�,

bj;i ¼ 0 i-th fraction not separated
1 i-th fraction separated

�
:

Waste mass flow of i-th fraction at j-th workstation si;j [kg/s] can be described by
equation:

si;j ¼ si;j�1 � oi;j�1 � bj�1;i ð4Þ

where: oi;j—waste mass flow for fraction separated from main stream at j-th
workstation [kg/s].

oi;j—waste mass flow of fraction separated from main stream at j-th workstation
[kg/s] can be described by equation:

oi;j ¼ aai;j � Pj; ð5Þ

Table 3 Waste picked up on defined workstation

Workstations Picking fractions

1 and 6 Blue PET

2 and 7 Blue PET, White PET, Aluminium, Tetrapak

3 and 8 Blue PET, White PET, Aluminium, Tetrapak

4 and 9 Blue PET, Green PET, White PET, Aluminium, Tetrapak

5 and 10 Blue PET, Green PET, White PET, Aluminium, Tetrapak, HDPE
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where: Pj—workstation productivity; aai;j—productivity distribution coefficient for
i-th fraction on j-th workstation, which depends on ai;j—i-th fraction percentage
share of total flow at j-th workstation [%].

ai;j is described by following equation:

ai;j ¼ si;j
Sj

� 100%; ð6Þ

where:

Xm
i¼1

ai;j ¼ 100%:

Oj—waste mass flow separated from main stream at j-th workstation [kg/s] is
described by following equation:

Oj ¼
Xm
i¼1

oi;j; for i ¼ 1; . . .;m: ð7Þ

Possible fractions denoted by i are: 1—Blue PET, 2—Green PET, 3—White
PET, 4—HDPE, 5—Foil, 6—Small plastic, 7—Glass, 8—Wastepaper, 9—Iron
metals, 10—Aluminum, 11—Tetra pack, 12—Ballast.

On the basis of above assumptions the model of the single workstation has been
developed (Fig. 2). The following figure shows the relationship between the
parameters of the model.

Conducted research indicates that the maximum employee productivity is equal
to Pj ¼ 28:8 units/min, for Vc ¼ 0:4m/s. The model was developed in FlexSim
software. The model enables the sensitivity analysis of manual picking line to
changes of input parameter values. The parameter whose influence was studied was
the size of a stream that goes to the sorting cabin. Waste stream was increased

Fig. 2 Workstation graphical model
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proportionately, as described at the beginning of the chapter. During the sensitivity
analysis the impact on the evaluation indicators was assessed. Indicators used in
evaluation method are described in the next section.

4 Method of Waste Processing System Evaluation

The analysis of the waste sorting process, where most operations are performed
manually, should include an assessment of the entire process line as well as single
workstation. It should be based on specific criteria. The following chapter describes
a method of evaluation of the manual waste sorting process.

The first evaluation criterion for the technological line is its productivity. The
maximum achievable productivity of the line is calculated by multiplying the
number of stations and the maximum productivity of a single workstation (in the
article it is the highest productivity achieved during research conducted in the real
system).

Developed method is based on the assumption that all employees have the same
theoretical productivity (maximum achievable). Volatility of the current produc-
tivity depends on the frequency of disturbances. Determination of impact of dis-
turbances on productivity is the direction of further research and will not be
analyzed in this article. The productivity of the line can be described by the ratio of
actual and theoretical productivity by formula:

LP ¼
Pn

j¼1 OjPn
j¼1 Pj

� 100%; for j ¼ 1; . . .; n; ð8Þ

The second assessment criterion is the uniformity of the workstations workload
determined by the coefficient of variation (LVTPÞ calculated for the current pro-
ductivity (PR

j Þ.
The third assessment criterion is the efficiency of the line defined as the ratio of

the waste mass separated in the sorting process to the total waste mass. The effi-
ciency of the sorting process can be determined by formula:

LE ¼
Pn

j¼1 Oj

S1
� 100%; for j ¼ 1; . . .; n; ð9Þ

Sorting line is characterized by three factors defined above and in real life one
may observe various situations depending on values of criterions: LP, LVTP and
LE. Assuming dichotomy of the criterions, they can valuated as low and high.

Table 3 and the following description include the interpretation of the obtainable
value of the evaluation criteria. The situation where LP and LVTP achieve high status
didn’t exist. When LP is high, that blocks coefficient of variation from high level.

States that system could be in, are described in the table above (Table 4).
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5 Sensitivity Analysis

5.1 Assumptions

Model of manual picking line was developed in the FlexSim software. The data for
the preparation of the simulation model were collected in waste recovery facility in
Wrocław (WPO ALBA S.A. recycling center). Authors used the self-made appli-
cation for android system which collected data of workers productivity during one
work shift.

During the sensitivity analysis the effect of increasing size of the waste stream
(from 0.4 to 1.8 of the waste mass flow described in the Sect. 2.1), on the evalu-
ation indicators for the entire line and individual workstations was studied. In this
article the 8 scenarios were tested. Equation describing the size of the waste stream
was presented in the second chapter. The probability distribution that describes the
size of the waste stream was described in the Sect. 2.1. In the article the eight
scenarios of changes in the waste stream were analyzed (Table 5).

In the presented model, the number of workstations has been reduced to five
(opposite workstation picks up the same waste fractions). This makes it necessary to
assume that the waste stream is distributed proportionally between the opposing
sides of the sorting line. Productivity for each workstation in the model is equal to
Pj ¼ 28:8 units/min, for constant conveyor speed equal to Vc ¼ 0:4m/s.
Diagram of sorting line is shown in Fig. 3.

Table 4 Evaluation of the
technological line

States Criteria values

LP LVTP LE

A High Low Low

B High Low High

C Low Low High

D Low Low Low

E Low High Low

F Low High High

Table 5 Simulation
scenarios

Scenarios Stream control parameter

1 0.4

2 0.6

3 0.8

4 1.0

5 1.2

6 1.4

7 1.6

8 1.8
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5.2 Results of the Analysis

At first the entire sorting line was evaluated. The values of evaluation parameters
were varied. As shown in the chart below (Fig. 4).

To evaluate the manual picking line the following limit values for evaluation
indicators were used (Table 6).

• LP High—when LP ≥ 70 %
• LVTP High—when LVTP ≥ 30 %
• LE High—when LE < 70 %

Table 6 shows the values of the indicators used to assess the sorting line. For
value of the control indicator, defining the size of the stream, less than 0.8 the state
F was observed. This means that the efficiency of line is achieved at the expense of
its productivity. High value of the coefficient of variation inform that the waste does
not reach the next workstations. For such situation, it is necessary to reorganize
workplaces and/or reduce the number of workstations. Stream size between 0.8 and
1.0 gives the state C. This means that the size of the stream is too small for the line

Fig. 3 Graphical model of
waste sorting line
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Fig. 4 Analysis of results from simulation

Table 6 Evaluation of the technological line

Evaluation measures Stream control parameter

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

LP Low Low Low High High High High High

LVTP High High Low Low Low Low Low Low

LE High High High High Low Low Low Low
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to be able to achieve its maximum performance. However, the increase in pro-
ductivity, will be at the expense of the efficiency of the line. The next state of the
system was reached after crossing the value of the waste stream control index over
1.2 (state A). Employees are equally burdened and the line is closer to reaching its
maximum capacity. Unfortunately, this happens at the expense of efficiency.
Summing up optimal situation for the described sorting line is located between the
states in which the value of the ratio determining the waste mass flow is between
1.0 and 1.2.

6 Summary

The authors of this article tried to analyze the impact of changes in the size of the
waste stream on the value of indicators used to assess the process of manual sorting
of waste. These indicators were part of authorial method of assessment of such
systems. The described method makes it possible to identify weaknesses in the
system and provide directions for improvement.

Data for the analysis came from the simulation model developed in the FlexSim
software. The authors conducted 100 replications of simulation for 8 different
scenarios. Scenarios studied the effects of changes in the value of the parameter
controlling the size of the stream.

In the last chapter the authors pointed out the optimal size of the stream for the
described system. Which does not change the fact that the situation described in the
article is far from ideal. Therefore, in future works the authors will undertake to try
to optimize the sorting line by developing an algorithm for assigning fractions of
waste to each workstation.
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The Extension of User Story Template
Structure with an Assessment Question
Based on the Kano Model

Grażyna Hołodnik-Janczura

Abstract The aim of this study was to verify whether a simple method of customer
satisfaction survey can aid Agile project management in an effort to provide cus-
tomers with an IT solution that is well-matched to their actual needs. A pilot study
was made to confirm the frequent occurrence of the problem under consideration.
Based on literature review, an analysis of the relationship between user require-
ments and final properties of the software was made, starting from user goals, and
ending with ways to ensure user satisfaction. Discussed was also the impact of
customer business value on customer satisfaction from the use of the resulting IT
solution. The described importance of the business value resulted in pointing to the
need for combining Agile and Lean principles, leading to effective elimination of
waste. Product backlog was characterized as one of the key artifacts to the Agile
approach. This backlog became the foundation for the draft of a new user story
template structure, as well as for its application in waste elimination as soon as at
the stage of formulating the needs and requirements of the customer/user. The end
of the study presents an example usage of a template designed in this manner.

Keywords Customer satisfaction � Elimination � Feature � Product backlog �
Template � User story � Waste

1 Introduction

Taking up the issue of elimination of unnecessary features of computer application
was inspired by author’s own observations and other published data. Users of
various computer applications often complain that software contains many features
that they do not use. It was even found that only about 20 % functions on typical
client software are frequently used, and 2–3 % are rare features. Thereby, the utility
index of such products reduces [1, p. 24]. What occurs here is a waste of effort in
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successive phases of a complex process, including coding, testing, documenting
and, consequently, working code maintenance. Therefore, studying the adequacy of
product features to the real needs of the customer plays an increasingly important
role. To meet such expectations, a pilot study to confirm or reject this opinion was
designed and conducted.

Additionally, knowledge of the application of the Kano model for customer
satisfaction analysis in Agile projects reinforced with Lean principles was the
source of the concept behind the attempt at solving this issue. The solution is
designed as a combination of the two sides of the problem under examination, that
is, the formulation of customer/user needs and requirements in the form of user
story with their simultaneous value assessment from the point of view of the
customer/user.

2 The Relationship Between Customer Satisfaction
and the Degree to Which Customer Needs Are Met

Modern approach to ensuring customer satisfaction puts customer goals—that the
customer intends to achieve by purchasing or ordering a new product—at the top of
the pyramid of knowledge about customer needs. The methods of customer satis-
faction study in the Agile approach are often based on the Kano model (Fig. 1) or
MoSCoW method, both based on prioritization. Other methods, such as the very
detailed and time-consuming QFD method, are not recommended by the generally
agile and economical Agile approach. Noriaki Kano, consultant of the
Japanese TQM, developed a customer satisfaction model in relation to the product
features, distinguishing three categories of features based on customer preference
assessment [2, p. 79]:

• must be: “expected” features, the presence of which the customer takes for
granted, their absence is inevitably followed by customer dissatisfaction; e.g.
inoperative part of the software, missing instructions. These features are alleged,
the customer does not feel the need to express them, they are “obvious” and
their absence causes irritation;

• linear: the features that the customer asks for and tells about; the more these
features in a product, the greater customer satisfaction; e.g. greater efficiency,
lower cost, higher reliability, easier to use;

• attractive: these product features give the customer a pleasant surprise, yet if
they are absent, the client will not be dissatisfied; the customer does not express
the desire to have such extras, or may not know how to express such needs, e.g.
because of a lack of technical knowledge.

Customer satisfaction is inextricably linked with the concept of product quality.
Product quality equals the degree to which customer needs are met; it is, namely,
the core element of a universal product quality definition: “Quality is the degree to
which a set of inherent features fulfills the requirements” [3]. Comparing the
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classification of Kano against this ISO definition, it is necessary to elaborate on the
meaning of an inherent feature. It is a permanent feature of the product, process or
system. Sample inherent features of a car are: amount of fuel consumed, maximum
engine power. The term “requirement” means a need or expectation that is: stated,
mandatory or customary.

Stated requirements are formulated by the customer in various ways, e.g.
through negotiations with the supplier or as a result of marketing research. Sample
requirements fixed by the customer in a car showroom are: the brand and model of
car, number of doors, and engine power.

Mandatory requirements are such requirements that the supplier must meet
regardless of whether the customer formulates them or not. They result from legal
provisions, e.g. in the field of safety, health protection, fire protection. For example,
the car must be made in accordance with applicable safety regulations or traffic
admission regulations.

Customary requirements usually are not formulated by the customer, because of
a general assumptions that the provider should fulfill them due to the current level
of technical culture, and that they will be obviously met. However, an example of
such a requirement may for one customer group be a built-in car radio, while
another group may find such a feature excessive. This is a group of features sub-
jectively classified as common, depending on the habitual use of facilities.

Thus, in the context of the Kano model, the mandatory requirements are per-
ceived as “must be” and do not require further study. In contrast, the stated
requirements can be assessed differently by various customers, likewise the cus-
tomary requirements. Some customers will recognize such features as unexpected
attractions, while other will see them as universal, which means they should be
subject to further studies in order to be qualified as waste and eliminated.

Fig. 1 Customer satisfaction
model according to Kano.
Source Author, based on [8,
p. 113]
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Due to the fact that the above definition of ISO is of universal character, quality
models specific to IT solutions should be mentioned here. There are quite many,
including: FURPS (+), IEEE standards, ISO/IEC 9126, ISO/IEC 15504. These
models and standards are rooted in the original two: McCalla model (1977) and
Boehm model (1978). In each of them, quality evaluation of an IT solution
depends, similar to ISO standards, on the fulfillment of customer/user needs and
requirements, and is measured by means of a corresponding set of features. In order
to emphasize the existing relation between requirements quality and the quality of
the final product, an organized group of IT quality standards known as SQuaRE [4]
should be brought up. The SQuaRE model represents these significant relations
(Fig. 2).

The SQuaRE model supports the occurrence of full dependence between the
goals and business needs of project stakeholders, business needs and requirements,
and consequently, the requirements and features of the product. The second con-
clusion is that the classification of these elements follows the same lines. Such an
approach to customer satisfaction is considered the basis for deliberations on pro-
viding customers and software users only such properties that meet their exact
needs. In contrast, providing a product with excess or inadequate features with
respect to the actual needs is considered waste, causing higher costs and longer
implementation deadlines.

3 The Use of Application Features Provided for the User:
Study Results

The questionnaire study focused on the suitability of features of computer appli-
cations in use by the respondents. The questionnaire was posted on the website1 of
the author of this study, who received 12 filled questionnaires. Respondents had
different, though generally long (between 9 and 36 years) experience of work with

Business 
goals 

To be 
achieved

Business 
needs arising 
from goals

- Must-be 
- Linear
- Attractive

Product re-
quirements 
arising from 
business needs

- Must-be 
- Linear
- Attractive

Product fea-
tures arising 
from require-
ments

- Must-be 
- Linear
- Attractive

Fig. 2 Relationship between business goals and product features expressed through needs and
requirements and their classification. Source Author, based on [4]

1www.ioz.pwr.wroc.pl/Pracownicy/holodnik.
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the use of computer software for purposes such as work, education, entertainment,
and handling of official matters. All respondents use between 15 and 100 various
applications daily. The assessment of the satisfaction level on a 6-point scale, from
very high level to total lack of satisfaction with the software used, was quite varied
and depended on the type of software. Majority of responses pointed to high (9
respondents) and medium (7 respondents) levels of satisfaction, while the minority
of responses pointed to the lowest level, or lack of satisfaction (2 respondents). All
respondents claimed that significant parts of the software were unnecessary, that is,
unused—e.g. 25 % of respondents think that all applications contain unnecessary
features, and over 58 % think that most applications contain unnecessary features
(Fig. 3).

When asked about how many of the features of used applications were unnec-
essary, 23 % of respondents said it was 60, 30.77 % of respondents said 30 %, and
only 7.69 % of respondents think 10 % were unnecessary features (Fig. 4).

This short pilot study, although small, but conducted on a representative group
of software users, confirmed other published and observed claims that the software
market is filled with applications that have a significant number of unnecessary
features.
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Fig. 3 Descriptive assessment of all used applications based on the content of unnecessary
features. Source Author
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Fig. 4 Application features considered unnecessary in the software used by respondents. Source
Author

The Extension of User Story Template Structure … 141



4 Business Value as a Way to Increase Customer
Satisfaction

Managing customer value is one of the marketing concepts from the wide area of
management processes. In the 80s, Jack Welsh popularized the idea of value
management [5] as one way to achieve customer satisfaction. In subsequent years,
this concept has been well developed and increasingly used. The tools used to
review value are primarily quantitative, but also semi-quantitative methods of
financial analysis, since value can also be perceived subjectively, allowing a sub-
jective assessment of product features by specifying: this is something I like, dis-
like, or feel neutral about.

In the management of IT projects, which are also subject to investment effi-
ciency, the concept works in a similar way. Customer value, in IT projects referred
to as business value, reflects the financial benefits expected from the implementa-
tion of a computer application, and resulting from growth in revenue or cut in
spending. Financial indicators—such as ROI, NPV, IRR—used to determine the
cost-effectiveness of alternative project drafts allow to take into account the concept
of business value also in terms of IT project efficiency. On the client side, business
value of a computer application is difficult to estimate, because it is not seen directly
—contrary to income from sales. Business value is reflected in how it impacts the
outcome of company operations, and is perceived as indirect and supporting the
sales. Estimation of this impact is only possible with respect to a certain period of
time, i.e. months or years.

On the other hand, the development of an IT project should also be subordinate
to its needs and taking into account the perspective of business value. Hence, the
question arises about the value of the features of the expected software. In Agile
projects, when the software is delivered in iterative-incremental cycles, it is possible
to decide on the order of delivered features, depending on their value to the cus-
tomer. While the business value of a software investment calculated as a whole can
be conducted with the use of methods accounting investment profitability, splitting
this value between each release of the software in the following increments is a
separate issue. The problem lies in the search for relationships between different
parts, and in delivering them to the expected customer value and correct sequence
from the viability point of view. The issue of relationship between releases is solved
through the use of prioritizing. The priority is determined in direct relation to
customer value.

In Agile projects, where elimination of all kinds of waste is necessary, the
priority value should be determined quickly and cheaply, without involving com-
plex and expensive methods. Commonly used are simple and often subjective
methods, which is not an obstacle, but a benefit, as it is the customer who deter-
mines the final priority value, best from his point of view.
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5 Strengthening Value Managements by Connecting Agile
and Lean Approaches

There is a natural relationship between value and need: if something is needed, it is
because it has value. Therefore, intending to introduce the concept of eliminating
unnecessary software features, the basic principles of Agile and Lean approaches
will be briefly discussed. These approaches have one common goal: to increase
customer satisfaction. The guiding principle of the Agile Manifesto: “Our highest
priority is to satisfy the customer through early and continuous delivery of valuable
software” clearly and explicitly indicates the key element of this approach [6].

The concept of value has been highlighted in the Lean Thinking approach, which
adopted the following basic principles in production management: Value, Value
Stream, Flow, Pull and Perfection [7]. The notion of value was clarified by the
introduction of its opposite—waste; hence, “everything that is not value is waste”
[7, p. 14]; the principle of waste elimination was accepted as the basis of all
activities leading to improved customer satisfaction. Lean Approach was adopted to
project management in the wake of production systems, since software develop-
ment processes evolve similarly. Changes made since the second half of the 80’s
have resulted in the establishing of first the Agile approach, whose basis2 is con-
sistent with Lean ideas to a degree that led to creating the concept of Lean Software
Development.

For an Agile project to be considered Lean, it is necessary to adopt the five Lean
principles into project management [7, p. 13]:

1. Identify value,
2. Map the value stream,
3. Allow the continuous flow of activities identified as value stream,
4. Enable value pull to the customer,
5. Seek perfection.

Hence, defining and understanding customer value has become a key element in
Agile projects. [8, p. 80]. It should be emphasized that rules such as “do one thing
from beginning to end,” drop “batch-and-queue” processes, use the advantages of
the “pull” over “push” and the requirement of action transparency for the whole team
and all project stakeholders are successfully implemented in Agile projects [1].

Following the authors of Lean Thinking [7, p. 549, 9, pp. 19–20] slightly
modified seven categories of waste occurring in IT projects were introduced to Lean
Software Development concept. Given the problematic issues noted above, two of
those categories should be highlighted: the second one, “over-production of useless
goods”, called by the authors of Lean Software Development the “extra properties”,

2Agile principles were modeled after the pillars of the Toyota Production System relating to
processes, people, tools and technologies: 1. Individuals and interactions over process and tools. 2.
Working code over comprehensive documentation. 3. Customer collaboration over contract
negotiation. 4. Responding to change over following a plan [6].
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and the eighth one, “design of goods and services that do not meet customer needs,”
which was omitted [1, p. 74] because it includes this type of loss that is associated
with unnecessary software features that—as a result of changes in business or
poorly recognized needs—have become unnecessary [10]. Given the high cost of
creating such outdated or extra features, it can be said that both software func-
tionalities that do not match current needs and redundant software functionalities
lead to the production of overly expensive software, or losses stemming from
creating unnecessary applications.

6 Product Backlog and Business Value as Primary
Priority Factors

The traditional set of functional and non-functional requirements as the basis for
software code in the Agile approach is called a product backlog. Its elements should
correspond to the actual work to be done, that is, above all, the current needs of the
client, but also other elements, necessary from a technical point of view [2, p. 235,
11, p. 79]. Depending on the complexity of the application, backlogs can vary in
sizes, but it is recommended that they do not exceed more than 100–150 items [2,
p. 331].

Product backlog is subject to a two-way action: developing and updating [11,
p. 79]. The whole team, and if necessary also other stakeholders, are involved in its
development. The backlog is created on the basis of a product roadmap or vision.
Developing means adding new elements, and raising their level of detail from a
predefined set to explicit quantitative indicators, called acceptance criteria. Each
new item must be analyzed according to the evaluation criteria and then positioned
or prioritized. Items arising from the technical point of view of the developer are
also added to the backlog. Items added by the developer as facilities or technical
innovations, unreported by the user yet raising the cost of development, may also
appear on the backlog. Updating requires item organization based on the removal of
items already implemented or those who completely lost value, as well as making
changes, most often resulting from customer’s needs.

In the context of the problem under consideration, an important activity asso-
ciated with each backlog, regardless of its level of detail, is to organize all the items
by priority. Priority refers to both high level positions, corresponding to epics,
essays, or themes,3 or medium or low level positions, corresponding to medium or
small user stories [11, p. 80]. Prioritizing is a rather complicated decision-making
process, during which criteria such as value, cost, uncertainty and risk and tech-
nological dependencies [8, pp. 80–86] undergo examination. Quantitative or
semi-quantitative methods, e.g. Wiegers method [12] are possible to apply. The

3Terms vary depending on team customs or adopted method, e.g. Scrum.
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responsibility for determining the priority lies on product owner as a representative
of the business.

Priority determines the order of providing the customer with operating software
gains. In the case of many high-priority backlog items constitutes a threat to sup-
plying what the customer needs the most at a given time4 [11, p. 87]. Consequently,
it is necessary to provide an additional factor, enabling the elimination of such
ambiguities and support of informed decisions about priority. It is believed that the
elimination of unnecessary backlog items should include features without which the
application will work properly, and contain desirable features in sufficient quanti-
ties, as well as those expected, the lack of which causes the inevitable dissatis-
faction of both customer and user.

It is assumed that in the case of technical restrictions, unknown to the business
side of a project, the developer can participate in the process of prioritization. In
such a case, a two-way exchange of information is necessary, leading to the
understanding of the decision-making problem, which should not be solved alone
neither by the customer, nor by the developer. Only after the values of these
restrictions are known and considered by the customer can he make an informed
decision about how to qualify the features or how to eliminate them.

Apparently, in difficult decision-making cases, leaving the decision to the cus-
tomer alone results in 85 % of backlog items receiving high priority, 10 % medium,
and only 5 % low [16], which certainly does not facilitate the management of
requirements. For rapid software development, Steve McConnell proposes to filter
these requirements by eliminating those non-essential [13].

7 Applying the Kano Model to Classification
and Elimination of Product Backlog Items

In order to solve the problem posed above, the following assumptions were
adopted:

• simplicity of the method,
• possibility of good communication between stakeholders
• language understandable to all stakeholders,
• identification of application features unnecessary to the studied segment of

users.

The Kano model allows for the classification of product features into three
specified categories related to varied customer satisfaction. As a result, it is possible
to specify which of the described product features immediately affect the increase or
decrease in customer satisfaction. The upper-left quadrant of the model (Fig. 1)
presents the fastest growth of satisfaction—these are so-called attractions. In

4Use case applied in UML language may be another artifact.
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contrast, the slowest increase in satisfaction, further limited to a maximum average
level, is shown in the lower-right quadrant. The middle part of the diagram shows a
linear increase in satisfaction, which means that the more such features, the greater
the chance for satisfaction growth. The model shows that various strategies in the
pursuit of customer satisfaction are possible, but it should be a conscious decision
of the client.

Learning about customer and user preferences in relation to meeting their needs
requires an interview. Two questions for each of the tested features are asked, and
then, based on the analysis of the distribution of their assessments, a category is
assigned to each feature. Research questionnaire for this study was constructed with
the principle of assessment of satisfaction level from two opposite sides: the
presence and absence of a quality [2, pp. 79–120]. In each question, the respondent
is to choose one out of five options on an assessment scale:

1. I like it
2. I expect it
3. I am neutral
4. I can live with it
5. I dislike it

The evaluation of these answers based on the analysis of both sides, giving 25
combinations, allows to assign the studied features into three model categories:

• must have
• linear—linearly correlated with user satisfaction, the more/less the better/worse
• exciter—providing great satisfaction.

The other possible combinations of response pairs are further assigned into the
following three categories: reverse, questionable and indifferent.5

8 New Template for User Story Narrative and Evaluation

The above method is suggested for categorization of product backlog items to
reduce the burden of establishing their priority, and, above all, to eliminate
unnecessary features which will be considered waste in the development process.
Product backlog items are written on slips of paper using a specific template and
natural language, which ensures that the text of user story narrative is clear to all
project stakeholders. In accordance with the Lean principle of transparency, visu-
alization of work is achieved with the use of a system known as “card walls” [15].

5Description of matrix interpretation rules for cross-reference assessment of functional and dys-
functional questions used to categorize the responses and to calculate the indicators of their
distribution can be found in [14, pp. 79–120, 2, pp. 114–117].
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In order to apply the Kano method to product backlog, it is proposed to extend the
user story narrative template presented below [2, p. 239]:

As a\type of user[ ; I want\some goal[ so that\some reason[ ð1Þ

where:

• type of user—the person (role), which expects the product, profit,
• some goal—awaited feature, property of the product,
• some reason—profit or value of the feature

with the two questions posed to the respondent, as well as the scale of possible
answers to choose from. Due to the discrepancies in personal forms used in the user
story template and Kano questions, it is proposed to standardize them and adopt the
forms characteristic of user story, substituting “you” with “I” in Kano method
questions. In case of functional questions the full phrase will be “if I can,” and in
dysfunctional—“if I cannot”; the phrasing of Kano questions will also gain a
second part: “how do I feel?”. The extended template for both functional and
dysfunctional questions is presented in Table 1. The structure of these questions is
created in natural language and does not contain technical terms incomprehensible
to the customer.

As a representative of the business, the owner of the product who manages
product backlog should ensure that an opinion poll is conducted among a sub-
stantial group of users in the course of writing the content of user stories. After
completing the records in line with the specified template (Table 1), it is possible to
analyze the distribution of the responses. The outcome is a list of registry items
classified into one of six Kano model categories. This allows to take a reasoned
decision on the elimination of unnecessary user stories, in line with the adopted
elimination strategy. An example strategy for user stories from the “linear” category
may read as follows: items with an distribution index value <90 % should be
eliminated, in the “questionable” category elimination should apply to all user story
regardless of the distribution index value.

Table 1 Structure of the new user story template, combined with the user assessment question.
Source Author

First part of
user story
phrase

First part of
Kano method
question

Second part of
user story phrase

Second part of
Kano method
question

Response
scale

Mark the
answer
with an X

As a <type
of user>

If I can
or
If I can not

I want <some
goal> so that
<some reason>

How do I feel? I like it

I expect it

I am
neutral

I can live
with it

I dislike it
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Table 2 Usage example of the proposed template. Source Author

First part
of user
story phrase

First part
of Kano
method
question

Second part of user story
phrase

Second part
of Kano
method
question

Response
scale

Mark
the answer
with an X

As a
lecturer (1)

If I can I want to change the
allocated course so that the
schedule is correct

How do I
feel?

I like it X

I expect it

I am
neutral

I can live
with it

I dislike it

As a
lecturer (1)

If I can not I want to change the
allocated course so that the
schedule is correct

How do I
feel?

I like it

I expect it

I am
neutral

I can live
with it

I dislike it X

As a
lecturer (2)

If I can I want to watch course
allocations on a graphic
table so that the search is
faster

How do I
feel?

I like it

I expect it X

I am
neutral

I can live
with it

I dislike it

As a
lecturer (2)

If I can not I want to watch course
allocations on a graphic
table so that the search is
faster

How do I
feel?

I like it

I expect it

I am
neutral

I can live
with it

I dislike it X

As a
lecturer (3)

If I can I want to accept all course
allocation so that I am not
surprised with it

How do I
feel?

I like it X

I expect it

I am
neutral

I can live
with it

I dislike it

As a
lecturer (3)

If I can not I want to accept all course
allocation so that I am not
surprised with it

How do I
feel?

I like it X

I expect it

I am
neutral

I can live
with it

I dislike it
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The topic “Effective course planning” serves as an example that illustrates the
concept of creating an enlarged structure of the user story template (Table 2).

Analysis of the responses conducted in line with the rules of the cross-reference
matrix in Kano model indicates that the user story no. 1 belongs to the linear
category, user story no. 2 to must-have category, while no. 3 goes in the category of
questionable assessment, suggesting a mistake in assessment process the presence
or lack of interest in such a possibility.

Therefore, a simple analysis of responses from representative users will allow for
a reliable categorization of their requirements, while the product owner responsible
for prioritizing product backlog items can make a correct decision that follows the
strategy arising from the business needs. This solution will allow a release of
products in different versions, depending on the actual needs of users.

9 Conclusion

Reinforcing the principles of Agile approach through Lean and the establishment of
Lean Software Development has become the source of the presented concept,
focused on early elimination of unnecessary software features. Waste of time and
resources on redundant or obsolete features of IT solutions is not infrequent, but
quite common—as shown in references and in author’s pilot study. The tools
existing in the studied approach have been used to design an attempt at solving this
problem. Simplicity, both of the Kano model and of the user story template
structure, customer-friendly environment of the Agile approach which facilitates the
required communications between customer and developer, the “card walls”
method of work visualization and, above all, the guiding principle of waste elim-
ination should all be considered favorable circumstances in the application of this
project.

It is emphasized that the two aspects of product backlog management—the
development and update of backlog items with simultaneous value assessment—
combined in this concept are subject to the principles of Agile and Lean approa-
ches. Their aim is to reduce the amount of work in progress and the opportunity to
collect records, which consequently leads to a waste of time on unnecessary product
features and failure to provide the software valued by customer on time.

However, the proposed extension in the structure of user story recording with the
assessment question on individual user experience requires further testing, in order
to verify its effectiveness and possible nuisances in practical application. It is
believed that teams accustomed to the currently used user story template will not be
surprised by this extension, and when the extended recording structure will become
generated automatically by Agile project management tools, it will become a
practical way to support the elimination of waste. Employing computers to aid this
solution will open up to a much easier use of the more complex structure, at the
same time providing documentation of its practicality, which will be the target of
further studies of the author, and will allow to gain confidence in the solution.
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Comparison of Discrete Rate Modeling
and Discrete Event Simulation.
Methodological and Performance Aspects

Jacek Zabawa and Edward Radosiński

Abstract The best known modeling approaches used in the simulation are discrete
event simulation (DES) and system dynamics (SD). Discrete rate modeling
(DRM) has been proposed by the Extendsim software manufacturer and combines
both approaches but also provides new opportunities. The purpose of the paper is to
compare implementation issues in DRM and DES approaches. The first part pre-
sents the use of the simulation package Extendsim for all approaches. The next part
presents the assumptions of several models developed to compare the elements of
methodology for discrete event modeling and discrete rate modeling. The one
source and one-way structure as well as structures with many sources, streams and
discrete attributes in both approach were proposed. The results of models were
experimentally evaluated and discussed. Performances of approaches were com-
pared. We pointed out the benefits of the DRM approach. DRM is particularly
useful in high-intensity input streams.

Keywords Discrete rate modeling � Software performance � Hybrid system �
Simulation modeling � Manufacturing systems

1 Introduction

In simulation approach we design a model of the system, conduct experiments with
the model and observing the behavior of interesting elements. The model offers
in-sight into the operation of real system under different conditions and test a
variety hypotheses for a fraction of costs that one would ordinarily incur if testing
was per-formed on a real system. Simulations (individual simulation runs) are
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conducted in a simulated time, which is an abstraction of real time. One of the main
advantages of the modelling procedure is that we can start with simple approxi-
mation of the process and gradually refine the model with the progress of under-
standing of the process as well as the changes in the structure of the process.
Incremental model improvement enables sufficient (but approximated) solutions to
very complex problems very quickly. On the other hand, adding improvement to
the model allows more accurate imitation of the real processes.

The simulation approach with software packages (for example Extendsim, a
simu-lation software that has been used for research in this paper) [7] is performed
in the following manner: instead of running expensive tests on a real system we can
con-struct the logic of the model – corresponding to real system in two dimensions:
first, the model structure (relationship between components of the model) and
second, relationships between model input and output. The simulation model may
therefore imitate the action or the dynamics of the system and then aspects of a
selected range of model parameters. Suitability of simulation approach in decision
making involves risk reduction, reduction of uncertainties and accelerating of the
delivery of research material.

2 Modeling Approaches

2.1 Classification of Methodologies and Modeling
Techniques

The fundamental criterion for the classification of simulation methodologies is the
manner in describing the system in the models [7]:

• Continuous; in the Extensim software implemented through the blocks from the
“Value” library

• Discrete Event System/Discrete Event Modeling; in the Extensim software
implemented through the blocks from the “Item” library

• Discrete Rate Modeling; in the Extensim software implemented through the
blocks from the “Rate” library

Three main methodologies, mentioned above, are used in a variety of modeling
and carrying experiment techniques:

• Monte Carlo
• Agent Based
• Mixed, hybrid
• Various types design of experiments (in this work we used experiments with

constant steps)
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2.2 Continuous Approach

In continuous approach we assume that time step is constant (in the specific
experiment), therefore of the state variables and output values can change at regular
intervals only: a simulated time changes abruptly. The input values may be subject
to changes as planned experiment. We use continuous approach for carrying out
calculations based on the results of other approaches and preparing input data
(including initial data) using blocks from the “Value” library (Extendsim).
However, we do not use the method of integration over time (accumulation of input
values), occurring in comprehensive continuous models. One exception may be
using information about the size of collectivity of something, for example: cohort in
population (calculated in accordance with the approach of continuous) to control
data input module for example discrete event modeling the demand for services
whose volume is dependent on the size of the age cohort. In the initial stage of this
system dynamics approach (continuous approach) structure of the modeled system
is mapped using a loop connections of information and decision: loops can be of
positive feedback, negative feedback or neutral [11]. The basic elements of this
approach are the resources, flows and arithmetic equations. At the introduction
stage to the continuous methodology most frequently used examples are the water
reservoir together with the input and output streams (flows) [1].

2.3 Discrete Event Approach

In discrete-event simulation approach (DES) model changes state only when an
event occurs. The passage of time does not per se a direct impact on the model. The
time of an event occurs in a model is determined by the order of previous events
and the status of model elements. In contrast to the continuous methodology,
simulated time progresses from one event to another. Constant interval between
events is possible when the model has fixed intervals between input events (induced
into the system under test environment), or the characteristics of delay elements in
the system is de-terministic and intensity of the input stream is higher than the
possibility of its service (the existence of bottleneck). Usually, however, in
non-trivial models, time interval between events is not fixed.

2.4 Discrete Rate Approach

The need for this approach emerges when a large number of fast moving objects in
a process for reasons of efficiency calculation fails discrete approach. The situation
is similar when instead focus on modeling the flow rates (like in continuous
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approach) we consider the modeling of discrete control objects. This causes
problems with the adoption of units of measurement and calculation accuracy [6].

Discrete rate modeling (DRM) approach from the developers’ point of view is
suit-able for modeling high-speed streams of uniform matter or non-uniform raw
materials, products, processing, mixing and separation of the various items of a
“continu-ous”, e.g. different kinds of ores [2], liquid [12], chemical processes [10],
data streams - for example in computer networks [4].

In this approach, we also often need to take into account sudden changes in flow
rates caused by e.g. achievement of a certain level of filling of the so-called “tank”.
In the DRM approach we define a constant stream structure “liquid” which flows
through “tube” but the flow rate (may be even equal zero) and the route can vary
when a specific event occurs. In the case of the handling of individual variants of
the structure we have to develop and run separately created models.

DRM approach reminds some aspects of DES approach because the intensity
and even the flow direction may vary as a result of the occurrence of a specific
event and relevant calculations are performed only when something changes within
the model. On the other hand, it is much easier to continuously observe the current
state of the stream and the resource (level) as well as the system dynamics (con-
tinuous approach) models than e.g. the degree of completion of the operation on the
service station in DES models. Problems using DRM approach rely on the need to
use a fairly high degree of abstraction and aggregation laborious process descrip-
tions [9].

The basic elements of the models in the DRM approach are flows (rates) and
levels (tanks). They recall the concept of system dynamics, but they are differ e.g.
way of flows controlling (based on the assumption of maximum flow at the assumed
constraints, i.e. that connections are always filled by “things” which are subject to
“pressure”) [8] and the opportunity to take the presence of additional characteristics
or attributes (numeric or text). It is also possible to combine parts of the model
con-structed in accordance with DRM approach and modules that use DES
approach (interaction between movements “ongoing matter” and the discrete
objects). Loading and unloading operations can be combined with system
dynamics: accumulating (summing) the calculated values of “integrating the output
over time” and calculation of the source data coming from the DRM module.

2.5 Modeling Techniques

In the Monte Carlo technique we generate repeated random numbers and use they
to assign values to input parameters. The series of simulation results created in this
way are undergo statistical processing. Monte Carlo technique is used in organizing
both experiments in models which not take into account the impact of real time (e.g.
modeling investment performance in oil pool) as the division experiment into
separate fragments (e.g. calculation of aggregated statistical parameters such as
mean and variance).
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In the agent-based approach basic elements of the model are individually active
actors (agents), equipped with a set of rules that describe individual behavior (the
model is composed of many agents belonging to specific classes). Usually it is
assumed that local agents can influence the behavior of its neighbors (this is
described in the rules). Agent has a certain degree of autonomy (storage, interaction
with the environment, information about the values of its parameters - including the
position in the coordinate system using the concept of context and may even be
programmed with intelligent behavior and a corresponding learning ability).

3 Introduction to Simulation Modeling Techniques
in Extendsim

In the current section implementation of very simple and basic models in Extendsim
are discussed. These models were built using the most known simulation approa-
ches: continuous and discrete-event. Implementation consistent with DRM
approach will be presented in the next section.

Extendsim modeling consists in placing in the created model blocks with
ready-made (or created by user) libraries, assigning the initial parameters to the
dialog fields in blocks, connecting blocks via connectors of various types (input and
output, continuous, discrete or discrete rate) and - if necessary - the construction of
mathematical equations and programs in the form of text. Libraries may contain
elementary blocks (described in this paper) as well as groups of blocks (hierarchical
blocks), created using graphical tools (drag and drop), according to the
object-oriented approach (from software engineering domain). Each of the
approaches has a separate dedicated library, while the model can use blocks of
different libraries and we could create a hybrid model. What’s more, Extendsim is
equipped with an integrated tool to optimize the parameters of the test model using
a genetic algorithm (OPTIMIZER block), as postulated in [3]. It is also possible to
introduce own code (in language ModL) in blocks and even to automate the
addition of blocks and relations between them.

Continuous approach in Extendsim environment is implemented by the blocks
included in the “Value” library. Resource (level) is modeled with a Holding Tank
block. This block is equipped with input connectors “InputIn” (input flow control),
“want” (output flow control), “init” (starting value), “reset”. Output connectors are
“Contents” and “Get”. There is no dedicated block designed for modeling stream:
the concept of flow is represented by a mathematical equation by which information
is sent to the control connectors. In the Fig. 1 we can see graphical representation of
model resulting in the S-shaped grow – one of the patterns of behavior [5]. We can
see two blocks HOLDING TANK (Potential Customers and Actual Customers),
four CONSTANT blocks and two MATH blocks (with Multiply and Subtract
icons).
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Discrete event modeling in the Extendsim is realized by blocks included in the
“Item” library, and usually supplemented by the blocks from the library “Value” for
input and output data processing and from library “Plotter” for plots or charts
making. Basic blocks of the “Item” library used to model the following compo-
nents: source, object generator at intervals: “Create”; queue or the buffer: “Queue”,
delay, server: “Activity”, exit, erase objects: “Exit”; resource objects: “Resource
Item”.

In the Fig. 2 is a schematic model of the system consisting of source object
(Create), resource objects from the block delaying the arrival of the object (Activity
1), buffer (Queue), the service station (Activity 2) and system output (Exit) sup-
plemented by a block for combining two sources (Select Item In - Merge) and a
random number generator (Random Number) (for delay time on the Activity block).

Fig. 1 An example of system dynamics model in Extendsim

Fig. 2 An example of discrete event model in Extendsim
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4 Proposed Assumptions and Implementation
of the Models

4.1 Simple One-Way Model

Assumptions for the first test model are as follows. The model shows the one-way
flow of content (fluid) from between the two reservoirs. It was assumed the pres-
ence of an intermediate tank and convey flow. Initial data contents of the tanks are
as follows: TANK1-10,000 units, TANK2 - a zero units, TANK3 - 10,000 units.
Maximum flow between TANK1 and TANK2 (VALVE maximum rate): 100 units
per time unit. CONVEY FLOW is 1 slot operation, the residence time in the
CONVEY FLOW is 1 time unit. The duration of the simulation run: 100 time units.
We presented two equivalent models: in the Fig. 3 is DRM model and in the Fig. 4
is DES model. In the Fig. 5 we present output of the experiment (range of hori-
zontal scale 0–100 time units: and vertical scale 0–11000 units). Under the
assumptions (high-bandwidth from TANK1 to TANK2, low-bandwidth from
TANK2 to TANK3), 10000 resource units should flow from TANK1 to TANK2.
TANK1 should become empty, final state of TANK2 should be just below initial
content TANK1. TANK3 should increase by this difference (reduced by the current
contents of CONVEY FLOW). Figure 5 confirms these predictions - it should be
noted that it has been made on the basis of the above Tank’s state checked at fixed
periods.

The both models have almost the same module (consistent with DES approach)
enabling the registration of observed values of variables (contents of TANK1..
TANK3) and developing an appropriate graph (blue-TANK1, red-TANK2,
green-TANK3). Conclusion: in the analyzed system, we notice the presence of

Fig. 3 Simple one-way flow model. An example of discrete rate modeling approach
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bottlenecks at CONVEY FLOW, thereby TANK3 state increased by approx.
100 units. We tested also the execution time of 100 runs for several variables of
TANK1 initial contents in the model made in accordance with the DRM and DES
approaches. Then we increased throughput of the VALVE and ACTIVITY1 in
proportion to the initial (maximum) TANK1 content or the number of objects
RESOURCE ITEM 1. The results are shown in the Table 1. There are visible: the
independence of computing time on the parameters of the model in the approach of
DRM and rapid increase in computation time in the approach DES (with increasing
intensity of objects).

Fig. 4 Simple one-way flow model. An example of discrete event modeling approach

Fig. 5 Simple one-way flow model. Experiment output from DRM approach. Blue curve on the
graph indicates contents of Tank1 and red curve—Tank2
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4.2 Attribute Modeling in Both Approaches

Assumptions for the second model are as follows. The model shows the use of flow
control “things”/objects between a number of multi-stream reservoirs in the
struc-ture. In the Fig. 6 we presented attributes using in DRM approach and in the
Fig. 7 - DES approach. In these (two) models, there are two input streams starting
from TANK1/RESOURCE ITEM 1 and TANK2/RESOURCE ITEM 2, respec-
tively. The first source has almost unlimited capacity and infinite content (DES
10,000 objects). This is a homogeneous source from the text attribute point of view:
block SET (R) 1 sets value (RED) but the value of the numeric attribute “att1”
increase twice during the simulation run, from 1 to 2. Maximum flow of stream
arise from the settings VALVE block of 10 units in a unit time. The first stream is
then mirrored in the block DIVERGE in Unbatch operating mode. This enables us
to record in the block TANK 3 stacked flow of “things”/objects from the first stream

Table 1 A comparison of experiment duration in ticks (Extendsim internal duration time units)

Initial contents
TANK1/RESOURCE ITEM1,
VALVE/ACTIVITY1 = 100

DRM DES Proportion to
initial
number/contents

DRM DES

10000 9.09 12.45 10000 10.05 118

20000 9.24 12.39 20000 10.39 489

100000 9.17 12.31 100000 10.13 extra -
large

200000 9.85 12.34 200000 10.22 extra-
large

Fig. 6 The model with attributes. An example of DRM approach with DES module
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and mix (a copy of) the flow of things/objects with the second stream and recognize
the characteristics of the mixture. The second source of stream is represented by
TANK2 and it is heterogeneous: the text (string) attribute may take one of the two
values set (red/black) and its value is generated in “random number” block in
accordance with a DES module. It is worth to pay attention to the texts as “atr_str”
These are the so-called “named connections” that enable the transmission of
objects, signals and flows between parts of the model without the tangle of con-
nections, obscuring picture.

This is a hybrid model in which the parent process is managed according to DES
approach. The value of a numeric attribute “att1” changes leaps and bounds twice
during the course of the simulation in the range 3–4. With this combination of
attribute values “att1” we can identify components of the mixture when combined
streams of the first and second block MERGE. The second stream is assumed that
the maximum intensity of the stream resulting from the VALVE block settings will
vary during the run (this could be due to the changing availability of labor
throughout the day) increments in the range 0–20. The real flow stream is then
stored in an additional value attribute “stop” (the link between the blocks VALVE 2
and SET (R) 2. The rule creation mixture (block MERGE) is a Batch, means that
the same “stuff”/objects must come from both streams that the flow was sent to the
rest of the model. The purpose of blocks GET (R) and DIVERGE (2) is the
separation of the mixture on the basis of the text attribute (source of the stream
therefore has some impact on reaching which the TANK 4 or TANK 5). In the DES
version of the model we have full information about the characteristics of objects,
because the objects retain their individuality even after passing through the block
“Select Item In” or a pair of blocks “Batch” and “Unbatch”. Objects do not lose
their attributes even after mixing streams.

In History (R) blocks located between DIVERGE and TANK we can see the
arrival times of “stuff” in the streams and the values of their attributes. On this basis
one can deduce whether the stream is homogeneous in terms of source of its origin

Fig. 7 The model with attribute handling. An example of pure DRM approach
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(because when the intensity of the second stream is equal to zero the value of the
attribute “STOP” is equal to 0). Additional information will be available when
selecting the appropriate mode of aggregation attribute value “att1” (i.e. “sum only
con with non zero-rate” or “sum”). Ten runs (simulations) by 100 time units in the
model made in accordance with a DRM (and hybrid control) took 4.55 ticks (du-
ration time units), and in an equivalent (in terms of initial values) 38.7 ticks; one
should mention the fact that they had to accept finite (10,000), the number of
objects at the initial moment in RESOURCE ITEM 1 and RESOURCE ITEM 2.
We used a quad-core computer (AMD Phenom II X4 925, with 2.8 MHz, 16 GB
Ram) with Extendsim 9.2 in this study. On the other hand, the DES model does not
need hybrid approach: a model was constructed using blocks from the library, and
only processing ITEM data input and control of internal communications were
accomplished using a continuous approach (VALUE library).

5 Conclusions

The paper presents some practical problems, in which modeling in accordance with
the DRM approach is superior over DES in terms of calculation speed and con-
sequently the possibility of using flow models of greater complexity (number of
operating steps). We developed a number of assumptions for several models for the
purposes of this study. Models were made using a competitive approaches. Some of
the models and assumptions were described in this work. It was found that the
discrete rate modeling approach allows us to perform simulations much faster,
especially when dealing with high flow rate in the considered system objects.
Moreover, duration of the simulation rum in DRM approach is independent of
source streams intensity and initial resource values. In DES approach these are
crucial factors determining the experiment duration and may reduce usefulness of
the models if we want achieving results quickly.

It can be argued that DRM should be applied whenever is possible. In contrast, if
the model assumptions contain representation of heterogeneous objects - for
example flowing through a common channel (this can cause mixing of the objects) -
then recommended approach is DES. The next step should be building the equiv-
alent model in accordance with a DRM. In other words, it seems that if you can
build equivalents of the model assumptions (implementing the same degree), it will
run faster model built in accordance with a DRM. Further work using the discrete
rate modeling approach will include hybrid structures of different approaches and
submodels in healthcare and accounting.
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Simulation Tool for Effective Tasks
Subcontracting in Manufacturing
Networks

Joanna Gąbka

Abstract The article presents the simulation tool for effective task subcontracting
in clusters, manufacturing networks or competence centers. The simulation model
described is a fully functional prototype of an application that serves as decision
support system. It was developed on base of knowledge about the specific
requirements of the new business structures operation. The proposed tool comprises
four modules. The most important one is the Module of Enterprise Selection for
Virtual Organisation. The algorithm designed for this module of the system was
verified on the real data concerning typical order that may be realized by an
exemplary cluster and it proved to be effective and efficient. The big advantage of
the presented solution is its flexibility that gives user a chance to define preferences
towards criteria set and perform sensitivity analysis for the generated solution. It
also offers readable user friendly presentation of the results in form of dynamic
visualization elements such as graph and solution tree.

Keywords Simulation � Algorithm � Subcontracting � Manufacturing networks

1 Introduction

Dynamic changes on the competitive market caused development and increasing
popularity of a new business models, [1]. Contemporary manufacturing enterprises,
to meet client requirements, have to deliver customized products developed on the
base of advanced technologies in a very short time, providing high quality and
decent price. Gaining strong position in such an environment induces enterprises’
managers to operate in such structures as manufacturing networks, industrial
clusters and centers of excellence. Recent researches indicate that this organiza-
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tional form are often adopted to enforce single producer potential, flexibility,
cooperation competences, innovation level and obviously to achieve broadly
understood synergy effect, [2, 3]. The conventional linear sequence of tasks from
one order, which used to be performed by one production unit, is now replaced by
dynamic links between several manufacturers created only for the purpose of a
given contract. Manufacturing networks integrate from over a dozen to hundred
organization. Each unit has its competences, capacities, a set of technologies and
willingness to use them in a process of value creation for gaining profits. These
implies high level of complexity and diversity in field of data gathering, processing
and exchanging. Effective operating in the manufacturing networks requires
applying dedicated ICT tools. It concerns not only issue of data organizing and
unification but especially its processing for the purpose of decision making. A key
success factor for the agile manufacturing in cooperation is quick and proper choice
of subcontractors. The decision-maker configuring virtual organization (VO) has to
consider many variables, conditions and should not do it intuitively. This article
presents simulation tool designed and developed to support decision process of
proper task assignment to cooperating manufactures with consideration of customer
requirements. The implemented algorithms and reasoning rules ensure effective task
subcontracting. The simulation tool framework used, enable to implement user
friendly visualization of generated solutions and flexibility.

2 Algorithms of Partner Selection in Manufacturing
Networks/Clusters

The approaches to the issue of selecting subcontractors in manufacturing networks
may be divided into four groups. Each of these methods, regardless of the type of
algorithm and selection criteria set applied, relays on the assumption that there exist
data base enabling fast acquisition of necessary parameters and variables values.

In the first group, [4–6] one can find selection methods based on the expanded
cost function. In this case all factors used in process of configuring VO are
transformed into costs. The objective function with uniformed variables simplifies
the problem because does not require multi-criteria analysis. The exemplary criteria
set consists of the direct manufacturing costs, transportation costs (between the
cooperating factories) and cost resulting from delayed or too early order realization.
The problem of time is considered in cost category. The disadvantage of this
approach is limited criteria set. It also does not analyse issue concerning capacities
of factories from the network. However these group of method is relatively easy to
implement in practice.

Another category could be made of models using graphs in the subcontractor
selecting procedure, [7–10]. The solutions from this group also focus on cost, time
and distance (transportation) analysis. They ignore such an elements as risk of the
order realisation in the configured VO or subcontracted producers past experience
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in cooperation. The big advantage of algorithms based on graphs is readable
visualisation of the possible solutions in form of a paths in graph.

The third group is represented by methods applying genetic algorithm in
selection process of appropriate producers to the order realization in cooperation,
[11–13]. In this kind of methods cost is treated as a constant value fixed previously
during network/cluster members negotiation. All potential contractors agree to be
paid certain sum of money in case they are chosen to realize part of an order. They
are also obligated to declare risk level of exceeding deadline. Criteria set includes
risk factor related to the production’s unit capacity and required deadline of the
entire work completion. The strength of this method is thorough search of the
solution space and risk factor consideration. Its disadvantage is not considering
costs as variable that would enable extra benefits for a principal. It also requires data
about risk which are hard to acquire from a standard ERP/PDM/PLM systems.

The fourth group consists of the methods with expanded criteria set which gives
them the biggest flexibility and complexity [14]. The analysed criteria in this case
are: cost of the order realization, cost of transport, risk related with the lack of
capacity and manufacturer experience in cooperation. The method comprises sev-
eral objective functions so an additional criteria may be added or some of them can
be omitted if there is such a need. The method is also adjustable in field of
multi-criteria analysis. It can be either goal-programming or such methods as
SMART or SWING depending on the user’s preferences and other conditions
related with the process analysis.

The proposed tool for effective task subcontracting in manufacturing networks
comprises good points remarked in relation to each of approaches mentioned above.
It is easy to implement, relies on data easy to obtain from the common
ERP/PDM/PLM systems used by companies, enables adjustments in criteria set and
offers sensitivity analysis to give the user insight into the solution space.
Additionally it offers three options of the generated result visualisation.

3 The Proposed Tool Structure

The proposed simulation tool dedicated to tasks subcontracting is a functional
prototype of an application with a structure build from four element (Fig. 1). Two
of them standard and commonly used:

1. The Intranet or Internet platform connecting all manufacturing networks/clusters
members and saving basic data about the participants and their quantity.

2. ERP/PLM/PDM system used by each cooperating business unit, which registers
and manages, among others, data concerning orders.

Beside these two well-known elements the proposed approach assumes imple-
mentation of two additional modules:
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3. Platform of Production Capacity Exchange (PPCE) which registers information
about spare capacities of each manufacturer altogether with necessary details
concerning machine and tool parameters.

4. Module of Enterprise Selection for VO equipped in the selection criteria, set of
reasoning rules and data processing procedures resulting from the dedicated
algorithm developed for this module. Module of Enterprise Selection for VO
gives the entire application characteristic of an artificial intelligence and enables
aiding the decision process.

The module of Enterprise Selection for VO is crucial for the proposed tool. Its
development required defining several areas. The framework for its implementation
were fixed by choosing criteria set and building mathematical model. The criteria
set consists of cost, capacity (qualitative, quantitative), risk factor, quality level,
time of the order realisation. The risk level is connected with the failure frequency
of machines in given factory and weight of the subcontracted tasks. Weight of the
subcontracted task, in turn, depends on two other factors. One of them is compe-
tence type needed for the task realisation (standard/unique). The competences are
unique if there is no other production unit in the cluster/network which has such a
technology to replace the subcontracted in case of unexpected events occurrence.

Fig. 1 Structure of the proposed tool
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Second element influencing the weight is relation of the working hours included in
a task to the working hours of entire order.

The operation of the algorithm may be briefly described in the following steps:
Step 1 covers acquiring data about the preferences for the given order. The

system user has an opportunity to express his/her preference in field of criteria (cost,
risk, quality). If any of the criteria is not important for the customer then the weight
of this criterion equals 0. The system only lets to choose numbers for the weights
which sum equals 1. This information is crucial for the functions implemented in
the algorithm and executed in step 8.

Step 2 consists in preparation a space for the further operations. During this
phase the system collects list of tasks needed to the order realization and list of
potential candidates for each task. It checks which member of the cluster has
necessary machine/tools and enough man-hours to realize the task.

In step 3 man-hours are assigned to the potential contractors in accordance to the
determined inference rules. The system checks whether there is possibility of
realizing one task in one production unit. If it is not possible to the lack of quali-
tative capacity, then the task is divided between several contractors. The weight of
task is an important variable in this place.

Step 4 enables to convert numerical data into graph. This form of presenting
solution is assumed to be clear and readable for the system user.

In step 5 the system verifies which of the found alternative configuration does
not fulfill necessary condition. This condition is deadline for order realization and
general short time of an order realization.

Step 6 enables to see on GUI reduced solution space with the solutions which
meet the fixed deadline.

Step 7, the three values: cost, risk and quality will be calculated in accordance
with defined rules and conditions. In this place the system gather arguments that
enable to asses and rank the configurations. It analysis solutions left after the
preliminary elimination made in step 5 in a logical way.

In step 8 the system indicates preferred solution. It is obviously chosen with
consideration of the criteria weights determined by the system user in step 1.

Step 9 enables to check what would happen if other values of weights were
chosen. This last part of the procedure enable to take a more rational decision and
find out the best alternatives in case of unexpected events like machine failure in
one of the chosen units, [15].

The algorithm presented in this section enables to effectively use a significant
number of data. If the decision process is not supported by any artificial intelligence
then the decisions are usually taken intuitively and there is not possibility to explain
them logically. Here the solution search is transparent. Additionally the system
characterizes big flexibility because user decides which criteria are taken in the
analysis and what is their importance. It is big advantage because in practice for
some orders the highest priority is quality while for the others cost.

The proper output of the analysis made by the Module of Enterprise Selection
for VO is dependent not only on the correctness of the implemented algorithm but
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also on the completeness of the database used. The fragment of UML class diagram
of database build for the simulation tool is presented in Fig. 2.

The solution tree class is connected with the visualisation of the solution gen-
erated by the system. The final result is displayed in form of graphic which is active
during simulation and shows progress in the contract realisation (Fig. 4).

4 The Algorithm Verification on the Exemplary Order

The algorithm developed for effective task subcontracting was implemented into the
simulation tool build in Anylogic environment. The simulation tool enable to test
the function of the developed solution. The verification was conducted on the
exemplary order typical for the group of producers from cluster CINNOMATECH
integrating manufacturers from the metal processing industry, production of
machine parts and cutting tools sector [16]. The order concerns twenty five pieces
of the hydraulic cylinders. The ordered item consists of the following parts: cylinder
tube (barrel), piston rod, rod wiper, head, flange, gland, end cup. Beside the
operations from the operation sheet of each element there are two made on entire
product which is assembly and painting. The database contained data about
capacities of nine enterprises at the time of testing. The system suggested VO
configuration with five companies. The fragment of solution is presented in Fig. 3.
The simulation tool displays information about developed solution generated with
use of the implemented algorithm in form of tables with information about time
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Fig. 2 Fragment of UML diagram of the simulation tool database
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when the work should start, number of part to be processed, volume and weight of
the piece, time and cost of work as well as manufacturer name and contracted
operations list. Beside this standard way of information gathering which requires
from the user a lot time to be analyzed the system offers more friendly way of
presenting the solution in form of a graph marked on the map (Fig. 3). It helps to
observe an issue of transportation between enterprises by showing scaled distances.
The simulation tool gives opportunity to observe progress during the process
realization in the chosen configuration of VO. As it is visible in the Fig. 3.
Manufacturers involved in the order realization are marked by circles. The grey
colored indicate operations or sub-operations that are already done. Green circle
indicates operations/sub-operations with status Active that are being done in the
given moment of time. Black dotted circles indicate operations that are to be done.
After the operations in the given location is finished the yellow line suggests that a
track is send there to ship the parts to the next manufacturer listed in the solution.
All this information are confirmed on the panel on the right side of the map.

Another dynamic element which serves to the solution presenting and moni-
toring progress of work is a solution tree. Figure 4 shows a fragment of the tree for
the analyzed order used in the process of algorithm testing.

The solution tree uses colors analogically to the graph described above. The tree
in the Fig. 4 shows that none of the manufacturers available in the database
declared enough capacity to make the operation number 90 in one location. In this
case system suggested sharing capacity of the three manufactures as it is shown on
the tree. All the methods of visualization implemented in the model are compatible
and enable user better understand the processes which are occurring during simu-
lation. The simulation itself is obviously a result of the previous analysis of the
order made thanks to the algorithm in accordance with the inserted criteria. The

Fig. 3 Fragment of solution visualised in the system
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procedure of the best solution search is also available and explained in steps in the
simulation tool so one can follow entire decision process.

The developed algorithm proved to be very useful in effective subcontracting
task in the manufacturing network. In the test shown above it found configuration of
the VO providing the order realization optimal regards to cost. The next phase of
the verification concerned efficiency of the developed solution. In order to indicate
benefits resulting from applying the simulation tool dedicated to order subcon-
tracting there was made a measure of time of the VO configuration building in two
circumstances:

1. The randomly chosen enterprise from the database is assigned to the work
realization.

2. The system with the implemented algorithm searches for the solution.

Figure 5 shows results of analysis conducted for six different order sizes: 10, 20,
50, 100, 500, 1000 pieces. The ordered object was again hydraulic cylinder.

Applying the simulation system with implemented algorithm provides signifi-
cant benefits regarding time of an order realization. Only in case of order with
volume 10 the time of realization in configuration selected by the algorithm is 73 %
shorter than in Virtual Organization build on base of random choices. In the event
of 1000 volume order the time saving reaches 78 %. Saving of time and quick
response to the customer is extremely important for entrepreneurs operating in
dynamic, competitive environment. There is great probability that a customer would
prefer to have his order done during three days as it have place in volume 10 order
from the given example realized in configuration suggested by the simulation tool
instead of ten days as it happens when the contractors are picked randomly. Thanks
to the fast order realization the competitive advantage of enterprises belonging to
cluster/network increases. Moreover the cost of lost opportunities are decreased
because the enterprise may realize more contracts at the same time and possibly
generate more profits.

Fig. 4 Fragment of solution
tree generated in the
simulation tool
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The conducted verification proved the proposed tool efficiency and its effec-
tiveness in indicating optimal choice of subcontractors for the given order with
considering of criteria set.

5 Conclusions

A new business structures adopting is nowadays significant success factor espe-
cially in operation of small and medium enterprises. The dynamic environment
which requires flexibility and fast reaction to the changes enforced trends connected
with tight cooperation of business units in order to broaden their competence range
and innovative potential. The new circumstances imply need for a dedicated aiding
tools. The key aspect of effective operation in dispersed manufacturing environment
is choosing proper subcontractors who will best meet the customer demand. The
complex criteria set and spacious database has to be analyzed with decision support
system. The simulation tool presented in the article is a prototype of such tool with
implemented algorithm which during test proved to be very effective and efficient in
field of configuring optimal virtual organization for a given order realization. It is

Fig. 5 Comparison of order realization time with and without the algorithm for VO configuration
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user friendly thanks to the readable way of solution displaying. It is also very
flexible because enable to insert map of any region and analyze data from different
networks/clusters. The user has full control over the selection process because may
trace the solution search process and modify the solution if the sensitivity analysis
shows better options the one suggested by the system. Applying the proposed tool
enables to check how the order realization process proceeds in virtual environment
before actual activating it in real production systems.
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Distribution of Inversions and the Power
of the τ- Kendall’s Test

Mariusz Czekala and Agnieszka Bukietyńska

Abstract In this paper we firstly present the so far known result of the distribution
of the number of inversions in the sequence of random variables. We say for the
sequence ðX1;X2; . . .;XnÞ the inversion is given for i, j and Xi, Xj when i\j and
Xi [Xj. Under independence we show the exact distribution of the number of
inversions in the permutation (equivalent to τ- Kendall distribution). The difference
is in normalizing constants. Considering inversions is more convenient. The aim of
this paper is to provide the exact distribution respectively for the dependence case.

Keywords Τ- kendall � Dependence � Permutation � Inversion � Power of the test

1 Introduction

In the classical Kendall’s test, the number of disorders is a basis to build well
known - τ -Kendall’s statistics. This statistics is a popular measure of dependence.
Indeed Kendall’s correlation provides a distribution free test of independence.
Unfortunately it is difficult to interpret the case of rejecting null hypothesis. There
exist many arti-cles and ideas which have been trying to find the probability of the
second type error. The authors usually use Monte- Carlo method and some other
simulation ideas. This case was researched by Ferguson, Genes and Hallin [4, 5].
They present a Monte Carlo study comparing the τ- Kendall test for independence
against serial dependence. In the paper we show an exact distribution of the number
of inversions. This result ensures finding the power of the test based on τ- Kendall’s
statistics under some alternative hypotheses.
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2 A Formula for Number of Inversions

In the paper we consider two samples Z1; Z2; . . .; Znð Þ and X1;X2; . . .;Xnð Þ each of
size n. Now consider ordering the pairs by the Z1; Z2; . . .; Znð Þ values. Then after
ordering we obtain Xrð1Þ;Xrð2Þ; . . .;XrðnÞ

� �
for some permutation σ. We can now

consider the number of inversions for this permutation.

Consider specifying a sequence of inversion by recursion. Let Nn ¼ n n�1ð Þ
2 be the

maximal number of inversions in permutation σ.

Let
Nn

k

� �
be the number of permutation having exactly k inversions. Put

N1 ¼ 1 and
N1

0

� �
¼ 0 by definition. Then for N2 ¼ 2, we have

N2

0

� �
¼ 1 and

N2

1

� �
¼ 1. For N3 ¼ 3 we have

N3

0

� �
¼ 3

0

� �
¼ 1;

3
1

� �
¼ 2;

3
2

� �
¼ 2;

3
3

� �
¼ 1:

Analogously, we can obtain for the following relations for N4 ¼ 6:

N4

0

� �
¼ 1;

N4

1

� �
¼ 3;

N4

2

� �
¼ 5;

N4

3

� �
¼ 6;

N4

4

� �
¼ 5;

N4

5

� �
¼ 3;

N4

6

� �
¼ 1

In the general case we get the formula:

Nn

k

� �
¼

Xk

i¼maxð0;k�nþ 1Þ
Nn�1

i

� �
ð1Þ

On the right hand side of this formula we always have k + 1 components.

Therefore, the number
Nn

k

� �
can be calculated using the previous numbers. Note

that
Pn
k¼0

Nn

k

� �
¼ n! and

Nn

k

� �
¼ Nn

n� k

� �
. So, we have decomposition n! for Nn

components. As a result, the probability of the number of inversions has the form:

pn;k ¼
Nn

k

� �

n!
ð2Þ

The following Figs. 1 and 2 show the number of inversions and probabilities for
n = 2, 3, 4, and 5.
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The Considered sequence is well known from the On-Line Encyclopedia of
Integer Sequences as the sequence A008302 [8].

In Table 1 the idea of the recursive formula (1) is explained. For n ¼ 4 we have
6 ¼ 1þ 2þ 2þ 1. Similarly 101 ¼ 9þ 15þ 20þ 22þ 20þ 15, or 101 ¼
15þ 20þ 22þ 20þ 15þ 9 (Table 2).

This distribution can be provided in a different way using random variables
Ykf g, Feller [3]. For k ¼ 1 we put Y1 ¼ 0 almost surely. For k[ 1, we define Yk in

the form:
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Fig. 1 The number of
permutations with k
inversions for n = 3, 4, 5
and 6
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Fig. 2 Probabilities of
permutations with k
inversions for n = 3, 4, 5
and 6

Table 1 Sequences A008302 for chosen n and a number of inversions

0 1 2 3 4 5 6 7 8 9

1 1

2 1 1

3 1 2 2 1

4 1 3 5 6 5 3 1

5 1 4 9 15 20 22 20 15 9 4

6 1 5 14 29 49 71 90 101 101 90

7 1 6 20 49 98 169 259 359 455 531

8 1 7 27 76 174 343 602 961 1415 1940

9 1 8 35 111 285 628 1230 2191 3606 5545

10 1 9 44 155 440 1068 2298 4489 8095 13640

11 1 10 54 209 649 1717 4015 8504 16599 30239
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The values of Yk are the additional numbers of inversions in permutation
ðXrð1Þ;Xrð2Þ; . . .;XrðkÞÞ having the number of inversions in permutation
ðXrð1Þ;Xrð2Þ; . . .;Xrðk�1ÞÞ. Therefore, the number of inversions can be written in the

form: In ¼
Pn
k¼1

Yk.

It was proved in Feller [3] that:

In �Nðn
2

4
;
n3

36
Þ

This case was previously considered by David et al. [2]. The sequence
Nn

k

� �

was firstly presented probably by Netto [7]. The recursive formula was given by
Bukietyńska [1].

3 Associations

Let us assume p is a constant (by assumption) probability of inversion. So, in the
presented model we assume constant probability of inversion and the distributions
of random variables ðX1;X2; . . .;XnÞ are continuous. Therefore P Xi ¼ Xj

� � ¼ 0 for
i 6¼ j. So we consider the sequence ðX1;X2; . . .;Xn) is without any ties.

We show the analysis of the sequence of random variables Yk and their distri-
butions (Table 3).

Let, as usual, Yk be the additional number of inversions. Firstly, assume k ¼ 2.
Then p0 ¼ p and p1 ¼ 1� p ¼ qðsayÞ. By definition the probability of inversion
equals p (Tables 4 and 5).

Table 2 Distribution of Yk Yk 0 1 2 3 …. …. k-1

Probability 1
k

1
k

1
k

1
k

….. ….. 1
k

Table 3 Distribution of Yk
(the case of associations)

Yk 0 1 2 3 …. …. k-1

Probability p0 p1 p2 p3 ….. ….. pk�1

Table 4 Distribution of Y3
(the case of associations)

Y3 0 1 2

Probability q2

w3

qp
w3

p2

w3
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The case of k ¼ 3 is more difficult because probabilities for Yk need to be defined
in a different way. Assuming the probability of i inversions is proportional to piq3�i

with constant 1=w3ðsayÞ we can get the distribution of Yk.

where w3 ¼ q3�p3

q�p .

In case of k ¼ 4 we get:

where w4 ¼ q4�p4

q�p .

In the general case we have:

where wk ¼ qk�pk

q�p (Table 6).

Now we can consider random variables In ¼
Pn
k¼1

Yk. Let Pk sð Þ be the ordinary

generating function [3]. We have:

P1 sð Þ ¼ 1; P2 sð Þ ¼ qþ ps;

and

P3 sð Þ ¼ q2 þ pqsþ p2s2

w3
:

Therefore:

PI3 sð Þ ¼
Y3

i¼1
Pi sð Þ ¼ q3 þ 2pq2sþ 2p2qs2 þ p3s3

w3
:

Thus, the distribution of I3 has the form presented in Table 7:
Note that the coefficients in the above probabilities are (1, 2, 2, 1), according to

the number of inversions in case of N3 ¼ 3:

Table 5 Distribution of Y4
(the case of associations)

Y4 0 1 2 3

Probability q3

w4

q2p
w4

qp2

w4

p3

w4

Table 6 Distribution of Yk
(the case of associations)

Yk 0 1 2 3 …. k-1

Probability qk�1

wk

qk�2p
wk

qk�3p2

wk

qk�4p3

wk

….. pk�1

wk

Table 7 Distribution of I3
(the case of associations)

I3 0 1 2 3

Probability q3

w3

2q2p
w3

2qp2

w3

p3

w3
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In case of k ¼ 4 we have:

PI4 sð Þ ¼ PI3 sð ÞP4 sð Þ ¼ q3 þ 2pq2sþ 2p2qs2 þ p3s3ð Þ q3 þ q2pþ qp2 þ p3ð Þ
w3w4

Therefore:

PI4 sð Þ ¼ q6 þ 3q5psþ 5q4p2s2 þ 6q3p3s3 þ 5q2p4s4 þ 3qp5s5 þ p6s6
� �

w3w4

Thus, the distribution of I4 has the form:
Where w ¼ w3w4. The coefficients (1, 3, 5, 6, 5, 3, 1) are the number of

inversions (according to the case of N4 ¼ 6Þ. The main theorem of this paper
provides the probability of the number of inversions in the general case (Table 8).

Theorem Under the assumptions above

P In ¼ kð Þ ¼
Nn

k

� �
pkqNn�k

PNn
k¼0

Nn

k

� �
pkqNn�k

¼ pn;k � pkqNn�kPNn
k¼0 pn;k � pkqNn�k

Proof The ordinary generating functions method will be applied in this proof. It is
enough to show the equality:

PInþ 1 sð Þ ¼ PIn sð ÞPnþ 1 sð Þ ð3Þ

where PInþ 1 sð Þ (or PInðsÞ) is the generating function for the number of inversions for
n or nþ 1 (respectively). Pnþ 1ðsÞ is the generating function of the additional
number of inversions. In the considered Eq. (3) note that the denominators on the
both sides are:

w ¼
Ynþ 1

i¼1

wi;

Table 8 Distribution of I4
(case of associations)

I4 0 1 2 3 4 5 6

Probability q6

w
3q5p
w

5q4p2

w
6q3p3

w
5q2p4

w
3qp5

w
p6

w
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hence considering the numerators is sufficient. We have:

PIn sð ÞPnþ 1 sð Þ ¼ 1
w

� � XNn

k¼0

Nn

k

� �
pkqNn�ksk

� �
qn þ qn�1psþ qn�2p2s2 þ . . .þ pnsn
� �

ð4Þ

and:

PInþ 1 sð Þ ¼ 1
w

� � XNnþ 1

k¼0

Nnþ 1

k

� �
pkqNnþ 1�ksk

� �
:

Let us consider the coefficient before si. Firstly for i ¼ 0; after multiplication we

have
Nn

0

� �
qNnqn ¼ Nnþ 1

0

� �
qNnþ 1 ; because

Nn

0

� �
¼ Nnþ 1

0

� �
; and

Nnþ 1 ¼ Nn þ n. So, this coefficient is equal to the first coefficient of the numerator
of PInþ 1 sð Þ.

For i ¼ 1 we obtain:

Nn

0

� �
qNnqn�1psþ Nn

1

� �
pqNn�1qns ¼ Nn

0

� �
þ Nn

1

� �� �
qNn þ n�1ps

¼ Nnþ 1

1

� �
qNnþ 1�1ps;

Hence the coefficient on the right hand side of the Eq. (4) is consistent with the
corresponding coefficient on the left hand side.

To establish this part of theorem for the general case (coefficient before sk) we
consider the following expression as the result of multiplication:

Nn

0

� �
qNnpksk þ Nn

1

� �
qNn�1psqpk�1sk�1 þ

þ Nn

2

� �
qNn�2p2s2q2pk�2sk�2 þ . . .þ Nn

k

� �
qNn�kpkskqk

¼ Nn

0

� �
þ Nn

1

� �
þ Nn

2

� �
þ . . .þ Nn

k

� �� �
¼ Nnþ 1

k

� �
qNn�kpksk

Therefore, we have the corresponding coefficient on the left hand side of Eq. (3).
The proof by induction is completed.
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4 The Power of the Test

As it was mentioned above, there were many attempts to find the power of the
rank-based test against some alternatives. The most popular alternative was serial
correlation. Hallin and Melard [6] considered serial dependence testing hypotheses
about randomness and independence (lack of correlation) in the series of random
variables. Some results concerning this problem were presented by Ferguson et al.
[4, 5].

They presented the results of Monte Carlo simulation for the AR(1)

Xi � hXi�1 ¼ ei ð5Þ

model under some additional assumption concerning the distribution of random
disturbances. The frequency of rejecting hypothesis (significance level = 0.05) of
randomness against serial correlation (sample n ¼ 20) varies for h ¼ 0:25, from
23.5 % to 27.7 % under assumption about normal, logistic or Laplace distribution
of random disturbances. Only for the case of Cauchy distribution this probability
(frequency) equals 51,9 %.

For one-sided test at the 5 % level applied to the series length n ¼ 50 the
percentage of rejection varies from the first three cases from 48.5 % to 58.3 %.
Only under assumption about distribution of Cauchy the analyzed frequency equals
88.8 %.

These results do not give a reliable tool to test the considered hypothesis (in spite
of the opinion of the above mentioned authors). The problem is in the formulation
of an alternative (alternatives). Serial correlation is one of the ways, but the
expected power could not t be high because of the nature of the autoregressive
process. Let us consider the probability of inversion at point i (disorder at i and
i� 1). Only to simplify an example let us assume 0\h\1.

After simple algebra we get:

p ¼ P Xi\Xi�1ð Þ ¼ P Xi � Xi�1\0ð Þ ¼ P hXi�1 þ ei � Xi�1\0ð Þ

thus:

p ¼ PðXi�1\
ei

1� h
Þ:

Hence, this probability does not depend on Xi. On the average this probability
equals 0. Yet, the results mentioned above cannot be totally disqualified? It is
because of transitivity of dependence. Considering random variables Xi and Xi�1 in
Eq. (5), we should note the correlation of these random variables with time (for
positive value of hÞ. Therefore (transitivity) we can observe artificial correlation of
random variables Xi and Xi�1.

In this paper the tested hypothesis is presented in Table 1, but the alternative one
in Table 5. Unfortunately the alternative hypothesis is not any important kind of
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serial correlation. It could be such an example after choosing some special values of
parameters.

Instead of that, we have a clear mechanism of generating numbers, associated
with the numbers of inversions according to Tables 1 and 5.

In Table 9 we show the critical values for one-sided test of randomness versus
dependence at the 5 % significance level (series of length from 5 to 11).

The probabilities of committing a type two error - β are presented in Table 10,
for chosen values of p in the alternative hypothesis.

In Table 11 we compute two most important parameters from the distributions
presented in Tables 1 and 5. We can compute the expected value and variance in
each particular case. In Table 11 we have these values for the case of n = 30
(Table 12 and Fig. 3).

Apart from this tables it is easy to observe (analyzing theorem 1) because of
symmetry that:

E Injpð Þ ¼ Nn � EðInj1� pÞ

Table 10 The probabilities
b ¼ Pð In\cvjpf gÞ at the 5 %
significance level

n Nn p = 0.55 p = 0.6 p = 0.7 p = 0.8

5 10 0.785 0.653 0.350 0.117

6 15 0.835 0.682 0.315 0.075

7 21 0.801 0.589 0.174 0.018

8 28 0.796 0.535 0.101 0.005

9 36 0.736 0.405 0.034 0.0004

10 45 0.632 0.319 0.012 0.00004

11 55 0.745 0.323 0.007 0.00001

Table 11 Expected values and variances for the case of n ¼ 30 and chosen probabilities of
inversion

p 0.5 0.51 0.52 0.53 0,54 0.55 0.56 0.57 0.58 0.59

EðI30Þ 217.5 249.5 278.0 302.5 322.7 339.0 352.2 362.8 371.5 378.8

VðI30Þ 785.4 751.7 665.0 556.4 451.3 361.9 290.6 235.3 192.6 159.6

Table 9 Critical values at
the 5 % significance level

n Nn cvða ¼ 0:05Þ PðIn � cvÞ
5 10 8 0.049

6 15 12 0.035

7 21 16 0.046

8 28 21 0.043

9 36 26 0.038

10 45 32 0.036

11 55 40 0.043
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and:

V Injpð Þ ¼ VðInj1� pÞ

We can notice two tendencies. Growth in p expected values and decrease in p
variances. These tendencies are very clear. Therefore, we can use these values to
calculate the power of the test assuming (approximately) normality and taking
distinguished values of parameters (Fig. 4).

The parameters in the asymptotic case seem to be dependent on the sum
P
n

zn
1�zn,

where z ¼ p=q or z ¼ q=p. This series is well known in the theory of analytical

Table 12 Expected values and variances for the case of n ¼ 30 and chosen probabilities of
inversion (p � 0.6)

p 0.6 0.7 0.8 0.9

EðI30Þ 383.8 414.2 425.5 431.4

VðI30Þ 133.7 34.7 12.4 4.0
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functions. One should consider the ordinary generating functions and their first and
second derivative. The considered sums depends on the number of divisors of n. So
we have the classical problem of the number theory.
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Reduction of Congestion in Transport
Networks with a Fractal Structure

Grzegorz Bocewicz, Zbigniew Banaszak and Izabela Nielsen

Abstract Transport Systems (TS) and the processes of movement of goods from
the point of origin to destination which take place in those systems determine the
competitiveness of companies and businesses using them. Transport networks
which make up a TS encompass various modes of transport, e.g., road vehicles,
trains, freight cars, containers, material packages, etc. Together, these modes form
streams of traffic in the system. Assuming that the structure of a TS network
determines its behavior, in this study, we attempt to develop a declarative model
which would enable analysis of the relationships between the structure of a TS and
its potential behavior. The problem in question boils down to determining sufficient
conditions ensuring smooth traffic flow in a transport network with a fractal
structure. The proposed approach, which assumes a recursive, fractal network
structure, enables rapid prototyping, in polynomial time, of alternative transport
routes and associated schedules. An example is used to illustrate the quantitative
and qualitative relationships between the morphological characteristics of the
investigated TS structures and the functional parameters of the transport processes
carried out in them.
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1 Introduction

Transport Systems (TS) and the associated movement of cargo, people, goods,
energy, financial capital, data, etc. from a point of origin to a destination determine
the competitiveness of companies and institutions which use those systems.
A commonly accepted definition of a system describes it as being characterized,
regardless of its specific nature and character, by a structure (the component sub-
systems and relations between them) and a behavior, which determines the
responses of the system to changes in (expectations of) the environment. This
means that the categories of structure and behavior can also be distinguished in the
class of TS considered in the present paper. They encompass the transport network
and the modes of transport moving in that network (road vehicles, freight cars,
containers, packages, money transfers, etc.) which form traffic streams, and trans-
port processes involved in the movement of objects (goods and/or passengers) from
their points of origin to their destinations. The goal of a TS understood in this way
is to move people and/or cargo [1, 3, 6].

Under this approach, the following TS analysis and synthesis problems are
usually considered: Does an arbitrarily given transport network structure of a TS
make it possible to carry out transport processes that meet user expectations? Is
there a TS network structure which guarantees execution of transport processes that
match given expectations of its users? The distinction made between the above two
classes of problems assumes that just as any structure of a system determines its
admissible behavior, so too the behavior of a system can be determined by its
different structures. The elements that condition the solution to these problems are
the relationships between selected structural and functional parameters of the sys-
tem. This means that declarative models of analysis and synthesis problems should
incorporate decision variables specifying the topology of transport networks, the
fleet of vehicles that use it, and the stations and loading/unloading stops across the
network as well as the transport routes of the objects being moved and transport
route schedules. The constraints which connect decision variables found in this type
of models allow formulation of suitably dedicated constraint satisfaction problems
[2] which are easily implemented in constraint programming languages such as
OzMozart, ILOG, ECLiPSe, [2, 8, 10, 12].

In the above context, the class of TS analyzed here is limited to network
structures with a regular, recursive morphology typical of tree or mesh (grid)
topologies (Fig. 1). This category of topologies, which include urban transport
systems, are the subject of intensive research [1, 6, 7, 11].

In practice, however, most of this research is limited to either identifying the
fractal pattern of the analyzed transport network, or to estimating qualitative and
quantitative parameters of TS operation depended on the manner fractal patterns are
propagated in order to satisfy the needs of urbanized communication infrastruc-
tures. For the purposes of further discussion, it is assumed that a TS encompasses all
possible branches of transport and transport technologies, including road and rail
(surface and underground) transport, e.g. buses, streetcars, subway lines.
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This means that the transport processes associated with the movement of objects
are multimodal. It is worth noting that the various modes of transport (buses,
streetcars, commuter rail, subway lines) which form traffic flows in a TS run to
scheduled timetables, moving along a fixed, closed-loop route. This observation
implies that simultaneous access of different means of transport to interchange
(transshipment) stations on the same transport route is limited. This limitation
entails that access of alternative means of transport to shared stations and/or stops
must be regulated by dispatching rules (e.g. fixed timetables) which constitute
suitably dedicated implementations of a mutual-exclusion protocol.

Referring to the terminology according to which multimodal transport is the
transportation of freight performed with different, alternative modes of transport
along the same transport route, during which goods can be transshipped between
different transport modes [14], authors of [2, 4] have introduced the concept of a
multimodal transport process (MTP). According to this definition, an MTP involves
the movement of objects using different modes of transport in a single, integrated
transport chain on a given route. Examples of MTPs include the processes asso-
ciated with daily commuting (bus—streetcar—subway), courier services (e.g.,
DHL), etc. A characteristic feature of such multi-modal processes is that their
transport routes are made up of local segments operated by one mode of transport or

Fig. 1 Communication structures with a mesh topology (source [16]) (a), and a tree topology
(b)—the white spaces on the black background are communication route maps and the black edges
and nodes on the white background are graph representations of route maps (source [6])
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involving one type of transport processes, and the objects are moved by suitable
local means of transport. A good illustration of this feature is a passenger travelling
by subway who, in the course of his journey, changes from one line to another in
accordance with an itinerary.

The present study adopts these assumptions to investigate the problem of TS
analysis, more specifically the reachability problem (looking for specific behaviors
in a system with a given structure), and the synthesis problem (looking for a system
structure which can guarantee a desired behavior of the system). The former
problem boils down to the problems of routing and scheduling of MTPs carried out
in transport networks with a fixed fractal structure. Formulated in this way, it
assumes that network topology, routes, parameters of local means of transport,
dispatching rules governing access to shared stations or stops, and initial and ter-
minal points of the alternative routes of MTP are the givens. What is sought are the
variants of routes which guarantee delivery times not exceeding a pre-set deadline.

In the TS synthesis problem, it is assumed that the topology of the transport
network, the routes, and parameters of the means of local transport are given, and
the unknown is the dispatching rules governing access to shared stations or stops,
which guarantee timely completion of an MTP, as scheduled.

The above mentioned problems belong to the class of computationally hard
problems. The adopted simplifying assumptions enable rapid prototyping of
admissible solutions in polynomial time. The investigations presented in this paper
and the results obtained in the course of this study are a continuation of previous
studies collected in [2–5].

Section 2 introduces the problems of modeling of transport networks with a
fractal structure and management of local transport processes. Section 3 presents a
declarative model of a reference TS and formulates related constraint satisfaction
problems. Section 4 presents the main results of the study, including those related
to sufficient conditions for a smooth (cyclic) execution of local processes in
transport networks, and the conditions ensuring timely execution of a MTP. The
prospects and limitations of the line of research undertaken in this study as well as
the scope of future work in this area are reviewed in Sect. 5.

2 A Reference Model of a Transport Network
with a Fractal Structure

The structures of integrated, road and rail (streetcar lines, subway lines, commuter
rail lines and inter-city rail lines) transport networks which comprise the infras-
tructure of urban regions, respond to the needs of those regions, at the same time
determining their future development. Much of recent research [7, 13, 15] draws
attention to the fact that the development of urban agglomerations, and in particular
the morphology of urban regions, is subject to the laws of recursion, which are best
modeled by fractal structures. The consequences of this fact can be used both in
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predicting the needs related to the expansion of the existing transport infrastructure,
as well as planning new industrial and/or urban agglomerations. It is easy to notice
that just as the development of technology leaves its mark on the structure of
transport networks (e.g. in the past, the development of the automotive industry
fostered construction of regular grid-like mesh structures such as the street layout of
Manhattan, Fig. 1a, and tree structures such as the street layout of Brasilia, the
capital of Brazil, Fig. 2), so too the choice of the topology of transport structures

Fig. 2 Examples of routes with a tree-like structure in the city of Brasilia (source [17])

(a)

(b)

Fig. 3 Examples of routes in transport networks with a fractal structure: generated by shape
(a), generated by shape (b)
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(which is dependent, among others, on the morphology of the terrain they occupy)
is reflected in the organization and quality of public transport and the efficiency of
the transport of goods.

In order to determine the relationships between the structure of transport net-
works along with the means of transport moving in these network and MTPs which
determine the routes for the transport of objects, let us consider a reference TS
model which integrates the models of a TS network (routes), local transportation
processes and MTP.

(a)

(b)

(c)

(d)

(e) (f)

Fig. 4 Graph theoretical models of fractal structures corresponding to the route patterns in
Fig. 3a, b are shown in (a) and (d), respectively; uncovered forms of elementary structures (b) and
(e), respectively; covered forms of elementary structures (c) and (f), respectively
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For definiteness, let us consider two types of transport networks with fractal
structures as those shown in Fig. 3. Graph theoretical models of these structures
with vertices (which represent network resources, i.e. stations and stops and shared
route sections) and edges are shown in Fig. 4a. Network resources are denoted by
kRr that means the r-th resource in the k-th elementary transport network. Local
transport processes are marked with labeled arcs whose orientation indicates the
direction of flow of local traffic (transport modes); for example, the arc labeled Pj

i
means that the considered traffic flow, in the local transport process, is comprised of
“j” units of an i-th transport mode (Fig. 4b, e). Models of MTP routes, showing the
sequences of the resources between which objects are moved are represented
graphically with bold symbols of nodes and arcs; see Fig. 5a. Other elements that
connect the component models of the reference model include a set of dispatching

0 10 15 20 25

= 7

Time of freight transport 
due to multimodal process: 
Tmpt = 19 u.t.

time [u.j.c]5

Model of elementary 
transport network

Multimodal 
transport process 

(a)

(b)

Fig. 5 A representation of a sample MTP performed in a transport network having the structure
given in Fig. 3 (b); a graphic model of a transportation structure, incorporating an elementary
structure (a), Gantt chart of local transport processes and the sample MTP
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rules, travel/dwelling times of the individual modes of transport, and Gantt charts
illustrating the dynamics of movement of vehicles and goods.

Dispatching rules for synchronization of access of local transport processes to
shared network resources are marked with labels krr ¼ ðAj;Bq; . . .;Aj; . . .; ZqÞ
describing the order of access of means of transport Aj;Bq; . . .;Aj; . . .; Zq to a shared
resource kRr; see Fig. 4b, c. Travel and/or dwelling times of means of transport for
various network resources are designated with the symbol ti;j which denotes the time
of execution of the j-th operation of the i-th transport process. A graphic model which
can be used to represent both travel/dwelling times and the wait times of the means of
transport used and the goods moved using those means is a Gantt chart (Fig. 5b).

By illustrating the behavior trajectory of a TS in the admissible-state space (i.e.
by providing a graphical representation of timetables and/or supply schedules), a
Gantt chart allows one to assess waiting times associated with the fact that a means
of transport has to wait for access to a requested but currently occupied resource, as
well as waiting times of objects transported in MTP chains resulting from
unavailability of the scheduled means of transport.

3 Problem Formulation

The reference model of a transport network with a fractal structure presented above
makes it possible to develop an appropriate dedicated declarative model allowing
formulation of the aforementioned TS analysis and synthesis problems as constraint
satisfaction problems. A constraint satisfaction problem: PSO ¼ ððX;DÞ;CÞ is usu-
ally given by [12] a finite set of decision variables X ¼ fx1; x2; . . .; xng, a finite family
of finite domains of discrete decision variables D ¼ fDijDi ¼ fdi;1; di;2;
. . .; di;j. . .; di;mg; i ¼ 1 . . .ng, and a finite set of constraints limiting the values of the
decision variables C ¼ fCiji ¼ 1 . . .Lg, where: Ci is a predicate P½xk; xl; . . .; xh�
defined on a subset of set X. What is sought is an admissible solution, i.e. a solution in
which the values of all decision variables X satisfy all constraints C.

Accordingly, the declarative TS model comprises:

• sets of decision variables describing the structures of

– local transport processes, i.e. the type and number of resources and modes of
transport they use, as well as the associated travel/dwelling times,

– the MTP, i.e. the type and number of resources in a chain and the type and
number of transport modes used, as well as the associated travel/dwelling times,

• Domains of decision variables,
• Sets of determining constraints:

– sets of dispatching rules assigned to shared network resources
– transport schedules determining the periods (takts) and dates of delivery of

transported goods.
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These assumptions, on the one hand, explicitly constrain the topology of TS
routes to transport networks with fractal structures and, on the other hand, implicitly
make the efficiency of potential MTPs (e.g. regarding the possible delivery dates)
conditional on the admissible flow of traffic (e.g. congestion-free traffic) operating
under local transport processes. This observation implies that research can be
limited to certain elementary structures that make up the whole transport network.
Examples of such structures are marked with a dotted line in Fig. 4a, b. A further
assumption is that the repetitive, cyclic behavior of an elementary structure marked
out in this way implies cyclic, i.e. congestion-free [9, 17] flow of traffic (behavior)
across the network. This allows searching for alternative admissible congestion-free
variants of solutions to problems of MTP routing and scheduling.

Let us consider “covered” forms (Fig. 4c, h) of elementary structures (Fig. 4b, d).
As it can be easily noted, “covered” forms arise as a result of “gluing together” of
selected vertices of elementary structures. Just which vertices are “glued” together in
the “covered” form is determined by the choice of those resources of the elementary
transport structure which are shared with the resources of neighboring structures of
the transport network. For example, a vertex corresponding to resource kR12 is glued
with a vertex corresponding to resource kR

0
12, because resource

kR
0
12 is shared with

resource lR12 which is a counterpart of kR12, see Fig. 5a.
It can be shown that if the traffic flow in a given covered form of an elementary

transport structure is free of congestion, i.e. the schedule which specifies it is a
cyclic schedule, then the flow of traffic in the entire transport network consisting of
uncovered forms of elementary structures also has a cyclic nature. This observation
allows one to focus on formulating the following constraint satisfaction problem,
the solution to which is a structure (a set of dispatching rules) that guarantees
a congestion-free flow of traffic. In other words, assuming that the behavior of each
i-th elementary structure is represented by a cyclic schedule
ðiÞX

0 ¼ ðiÞXkjk ¼ 1; . . .; h; . . .; Li
� �

, where: ðiÞXh is a set of beginning moments of
operation of the h-th local process of the i-th elementary structure and Li denotes the
cardinality of the set of local processes comprising the i-th elementary structure, the
constraint satisfaction problem in question has the following form:

PSi ¼ ððfðiÞX 0; ðiÞH; ðiÞag; fDX ;DH;DagÞ; fCL;CM ;CDgÞ ð1Þ

where: ðiÞX 0, ðiÞH, ðiÞa—decision variables,

• ðiÞX 0—cyclic schedule of the i-th elementary structure,
• ðiÞH—set of dispatching rules determining the order of operations competing for

access to the common resources of the i-th elementary structure,
• ðiÞa—set of values of periods of local processes occurring in the i-th elementary

structure,

DX , DH, Da—domains of admissible values of discrete decision variables
CL, CM , CD—finite sets of constraints limiting the values of decision variables
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• CL, CM—sets of conditions constraining the set of potential behaviors of the i-th
elementary structure [5],

• CD—a set of sufficient conditions the satisfaction of which guarantees
congestion-free (i.e. deadlock-free and collision-free) flow of traffic in a trans-
port network modeled by the i-th elementary structure and, execution of
transport operations and loading/unloading operations (i.e. operations compet-
ing for access to common resources).

The sought solution to problem (1) is schedule ðiÞX 0 which satisfies all the con-
straints of the family of sets {CL, CM , CD}. Constraints CL, CM [5] ensure that local
processes in the “uncovered” form of an elementary structure are executed in a cyclic
manner, i.e. the execution of operations is specified by an appropriate cyclic schedule;
they do not guarantee, however, the same for the “covered” form of this structure. The
additional constraints CD given below, which follow from the match-up rule [3] that
conditions the fit between cyclic schedules, guarantee that the local processes
occurring in the structures which satisfy them are executed in a cyclic manner.

4 Conditions for Preventing Congestion

It is quite obvious that efficient execution of a set of operations which are part of
transport processes competing for access to shared network resources is possible
when there is no overlap between execution times. An illustration of a condition
determining collision-free execution of operations belonging to two processes
competing for access to a shared resource is supplied by the description of the
following situation. Periods (time intervals) of execution of two operations oi;j and
oq;r performed on shared resource Rk;i do not overlap if operation oi;j performed on
the shared resource starts at moment xi;j, i.e. after the resource has been released
(with a possible delay Dt) by operation oq;r (at moment xq;r� scheduled for starting
the next operation), and releases the resource (at moment xi;j� scheduled for starting
the next operation) before the next execution of operation oq;r is initiated (at moment
xq;r + aq). This means that conflict-free execution of local process operations, i.e.
one that does not cause deadlocks, is possible if the following condition holds:

½ðxi;j � xq;r� þ k00 � aq þ DtÞ ^ ðxi;j� þ k0 � ai þ Dt� xq;r þ aqÞ�_
_ ½ðxq;r � xi;j� þ k0 � ai þ DtÞ ^ ðxq;r� þ k00 � aq þ Dt� xi;j þ aiÞ �

ð2Þ

where: j� ¼ ðjþ 1ÞMOD lrðiÞ; r� ¼ ðrþ 1ÞMOD lrðqÞ; lrðiÞ—number of opera-
tions in process Pi; ab—cycle of b-th local process

k0 ¼ 0 for jþ 1� lrðiÞ
1 for jþ 1[ lrðiÞ

�
k00 ¼ 0 for rþ 1� lrðqÞ

1 for rþ 1[ lrðqÞ
�
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Satisfaction of condition (2) means that for each shared resource of the “cov-
ered” representation of an elementary structure, the local processes in that structure
are executed alternately. Condition (2) includes instances in which two processes
compete for access to a shared resource. In the case when there are three or more
processes competing for access to a shared resource, then the condition must be
satisfied for each pair of these processes, which means that in the general case one
should expect nðn� 1Þ=2 trials, where n is the number of processes competing for
access to a shared resource. Of course, in the general case, other conditions can also
be considered, the satisfaction of which would involve non-alternating order of
access to shared resources, for example, conditions imposing an order in which the
first two executions of an operation of a first process are followed by three suc-
cessive executions of an operation from a second process, and then after two
consecutive operations of the first process, there follow three successive executions
of the operation from the second process, and so on.

When applying condition (2), it is easy to notice that in the case when two
elementary structures in which local processes are executed in a cyclic manner are
combined, as a result of which some of their resources become shared resources, the
local processes performed in this newly created structure are also executed in a
cyclic fashion. This means that when cyclic schedules X

0
a and X

0
b of the elementary

structures “a” and “b” that are being combined in this way are characterized,
respectively, by cycles aa and ab, such that aa MOD ab ¼ 0 or ab MOD ac ¼ 0, then
cycle ac of schedule X

0
c of the newly created structure “c” is equal to the lowest

common multiple of periods aa and ab, i.e. ac ¼ LCMðaa; abÞ.
Introduction of condition (2) which allows the formulation of constraint satis-

faction problem (1), also has another consequence, which is the theorem on the
cyclic character of transport processes performed in networks with fractal struc-
tures. The theorem is presented in a verbal form below.

Theorem Given is a transport network with a fractal structure composed of copies
of an elementary structure (i.e. multiple elementary structures of the same shape). If
local transport processes performed in the “covered” form of the elementary
structure are executed in a cyclic manner, then the local transport processes
carried out across the transport network under consideration, which is composed
of “uncovered” forms of the elementary structure, are also executed in a cyclic
manner.

The proof of this theorem follows from the assumption of a cyclic character of
both the “covered” and the “uncovered” forms of elementary transport structures
and the way elementary structures are combined in a transport network with a
fractal structure. As mentioned previously, elementary structures overlap at nodes
corresponding to elementary structure resources which are shared with neighboring
structures of the whole transport network. This case is illustrated by the situation
shown in Fig. 5a, in which a vertex of a local network corresponding to resource
kR

0
12 is glued together with a vertex corresponding to shared resource lR12.
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As an illustration of the approach, consider the transport network model shown
in Fig. 5a. Problem (1) considered for the selected k-th elementary network
structure was implemented and solved in the constraint programming environment
OzMozart (CPU Intel Core 2 Duo 3 GHz RAM 4 GB). When the assumption was
made that all operation times in local processes are the same and equal to ti;j ¼ 1 u.
t. (unit of time), the first acceptable solution was obtained in less than 1 s. An
analysis of cyclic schedule kX

0
allows an easy deduction of cycle length ak ¼ 7 u.t.,

time of freight transport in the MTP considered Tmpt = 19 u.t., and dispatching
rules, for example: kr12 ¼ ðP1

3;P
1
6Þ, kr12 ¼ ðP1

2;P
1
4Þ, etc.

5 Conclusion

The declarative reference model of a transport system presented in this study
enables an analysis of the relationships between the structure of the system and its
potential behavior, thus allowing formulation and solving of analysis and synthesis
problems corresponding to questions such as: Is it possible to make supplies which
meet customer demands in a transport network with a preset structure? Is there a
transport network structure that ensures deliveries which meet user expectations?
Because this model focuses on transport networks with a fractal structure, it allows
one to formulate a constraint satisfaction problem and, in particular, determine the
constraints of this problem in the form of sufficient conditions, the satisfaction of
which guarantees smooth execution of traffic flows in this type of networks. These
conditions, when implemented in commercially available constraint programming
platforms, allow rapid prototyping of alternative transport routes and associated
schedules in polynomial time.

The issues of planning and/or prototyping of alternative structures and/or
behavior of transport networks with fractal structures presented in this work are part
of the broader topic of cyclic scheduling which includes problems occurring in
tasks associated with determining timetables, telecommunications transmissions,
production planning, etc. In future, while continuing along the line of inquiry
related to preventing traffic flow congestion in transport networks, we plan to
broaden the scope of our research to include the problems of robust scheduling and
the related problem of preventing re-scheduling of timetables in urban transport
networks.
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Modelling of Switching Networks
with Multiservice Traffic by the IPGBMT
Method

Mariusz Głąbowski and Michał Dominik Stasiak

Abstract This paper presents a new analytical method for approximation of
blocking probabilities in multiservice switching networks with point-to-group
selection. The method is based on the classic PGBMT method which has been
adequately modified to improve the accuracy of the final results. In order to estimate
and verify the correctness of all theoretical assumptions adopted in the study, the
results of the analytical modelling are compared with the results of the digital
simulation and the results obtained by the classic PGBMT method in a number of
selected three-stage multiservice Clos networks.

Keywords Switching networks � Blocking probability � Multiservice traffic

1 Introduction

Effectiveness and parameters of telecommunications and computer networks largely
depend on the operational quality of switching devices, such as switches, routers,
etc. Switching devices are based on switching networks, while the latter can be
divided into blocking and non-blocking networks [1, 2]. The internal blocking
phenomenon is non-existent in non-blocking networks, but, due to a large number
of switches required, these networks are virtually not used in practice. Blocking
networks require fewer switches, but are susceptible to the internal blocking phe-
nomenon. In practice, any construction of blocking networks that are currently used
has to ensure the minimum level of the internal blocking probability [2–4].
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In order to determine the internal blocking probability, this article proposes a
new method for point-to-group blocking probability calculation in multiservice
switching networks, the so-called Iterative Point-to-Group Blocking with Multi-rate
Traffic (IPGBMT) method. The method is based on the classic Point-to-Group
Blocking with Multi-rate Traffic (PGBMT) method [5] using the concept of
effective availability [6, 7] and traffic distribution associated with the phenomena of
internal and external blocking. Such an approach was applied earlier to evaluate
blocking probabilities in switching networks with point-to-point selection and
resource reservation at output links of switching networks [8]. As compared to the
PGBMT method and other computational methods for a determination of the
point-to-group blocking probability, the IPGBMT method makes it possible to
evaluate the blocking probability in multiservice switching networks more
accurately.

The further part of the paper is organizes as follows. Section 2 describes
switching networks with point-to-group selection. The concept of the effective
availability methods is presented in Sect. 3. In Sect. 4 the new IPGBMT method is
proposed. Section 5 concludes the paper.

2 Multiservice Switching Network with Point-to-Group
Selection

Figure 1 shows a multiservice three-stage Clos network that will provide a basis for
the analysis proposed in this paper. In each stage, the network consists of k sym-
metrical switches of k x k links, each with the capacity of f Basic Bandwidth Units
(BBU) [9]. The network services M classes of multiservice traffic with the intensity
A(1),…, A(M), that require respectively t(1),…, t(M) BBUs to set up a connection.
The outputs of the switching network are grouped into directions in such a way that
each i-th output of each of the switches of the last stage belongs to the i-th direction
of the output direction.

Our assumption is that the network operates in the point-to-group selection mode
and that a new call of class i appears at its input. The control algorithm first checks
whether there are free output links in a given direction that can service the call of
class i. (i.e. links that have at least t(i) free BBUs). If all output links in a given
direction are occupied, the control algorithm will reject this call due to external
blocking. Otherwise, the control algorithm attempts to set up a connection to a
selected switch of the last stage, having a free output link. If the connection fails to
be set up, the algorithm will select another switch of the last stage that has a free
output link in the demanded direction and will retry to set up a connection. When
setting up a connection with all switches of the last stage (having free outgoing
links) is not possible, the call of class i will be lost due to the internal blocking.
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3 The PGBMT Method

The PGBMT method [5] allows the total, internal and external blocking probability
in a multiservice switching network to be approximated. The internal blocking
probability is determined on the basis of the following formula:

Eint ið Þ ¼
Xv�dðiÞ

s¼1

Pði; sÞ
1� Pði; 0Þ

v� s
dðIÞ

� �

v
dðiÞ

� �
2
664

3
775; ð1Þ

where:

v—capacity of the output group (direction), expressed in the number of links. For
the network in Fig. 1 we have then:

v ¼ k ð2Þ

d(i)—effective availability for calls of class i in multiservice switching network.
Effective availability determines the average number of switches of the last stage
(regardless of the occupancy state of output links in these switches in a given
direction) with which a connection of class i can be set up. The method for a
calculation of this parameter will be given in a further section of this article.
P(i, s)—distribution of free links in an output link (direction). This distribution
defines the probability that s output links in a given direction can service a call of
class i. In this article, the distribution is determined on the basis of a model of the

Fig. 1 Three-stage multiservice Clos network
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limited-availability group (LAG). The model will be presented further on in the
article.

Formula (1) shows that internal blocking in the network, for a call of class i,
occurs when d(i) available output links in a given direction have no sufficient
number of free BBUs to service a call of class i.

In the PGBMT method, the external blocking probability can be approximated
by the distribution P(i, s):

Eext ið Þ ¼ Pði; 0Þ: ð3Þ

The total blocking probability in the PGBMT method is a sum of the external
blocking probability and the internal blocking probability, with the fact taken into
consideration that events of internal and external blocking cannot occur
simultaneously:

Etot ið Þ ¼ Eext ið ÞþEint ið Þ 1� Eext ið Þ½ �: ð4Þ

To calculate the blocking probability Etot(i) for calls of class i, it is necessary to
know the effective availability d(i) and the distribution of available links of the
output group P(i, s).

3.1 Effective Availability in Switching Networks

Effective availability for calls of class i determines the average number of switches
of the last stage with which a connection of class i can be set up (irrespectively of
the occupancy state of output links in these switches in the considered direction).
Effective availability for calls of class i in a three-stage network can be expressed by
the following formula [5]:

d ið Þ ¼ 1� p ið Þ½ �kþ p ið Þb ið Þþ p ið Þ k � b ið Þ½ � 1� b ið Þ½ �bðiÞ ð5Þ

where:

k—capacity of output group (direction), expressed in the number of links (Fig. 1),
b(i)—fictitious load of the inter-stage link in the switching network for calls of
class i,
π(i)—probability of direct non-availability for calls of class i.

Fictitious load of the inter-stage link b(i) for calls of class i in the switching
network corresponds to the blocking probability for calls of class i in an inter-stage
link of the switching network. This parameter can be determined on the basis of a
model of the multiservice full-availability group (FAG) [10, 11]:
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nP½n�f ¼
XM

i¼1
AFAG ið Þt ið ÞP½n� tðiÞ�f ð6Þ

b ið Þ ¼
X f

n¼f�t ið Þþ 1
P½n�f ; ð7Þ

where:

AFAG(i)—intensity of traffic of class i offered to one inter-stage link,
P½n�f—occupancy distribution in FAG, determines the occupancy probability
n BBUs in the full-availability group with the capacity f BBUs.

The probability of direct non-availability π(i) for calls of class i in the switching
network can be determined on the basis an analysis of a probability graph. This
graph shows all possible connection paths in the switching network between a
required pair of switches of the first and last stage. Each edge of the graph is
assigned the value of fictitious load b(i), determined by Formula (7). The proba-
bility π(i) in the three-stage switching Clos network can be determined using Lee’s
method [12], and it is equal [5]:

p ið Þ ¼ f1� ½1� b ið Þ�2gk ð8Þ

3.2 Limited-Availability Group (LAG)

The limited-availability group (LAG) [13] is a model of a system that consists of
k separate component links with identical capacity, equal to f BBU. The capacity of
system V is determined by Formula (2). A call of a given class can be serviced only
when it can be serviced by free BBUs of one (any randomly selected) link that is
included in the group. The distribution P(i, s) in Formulas (1), (3) determines the
probability that s output links in LAG can service a call of class i:

P i; sð Þ ¼
XV

n¼0
P n½ �VP i; sjV � nð Þ; ð9Þ

where [Pn]V is the occupancy distribution in LAG with the total capacity V BBUs:

nP½n�V ¼
XM

i¼1
ALAG ið Þt ið Þ1n ið ÞP½n� t ið Þ�V ; ð10Þ

where ALAG(i) is the intensity of traffic of class i offered to a given direction. The
parameter 1nðiÞ in (10) is the conditional transitional probability for a traffic stream
of class i. This parameter determines the probability of such a distribution of free
BBUs in the occupancy state n BBUs that allows a call of class i in LAG to be
serviced:
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1n ið Þ ¼ F V � n; k; f ; 0ð Þ � FðV � n; k; t ið Þ � 1; 0Þ
FðV � n; k; f ; 0Þ : ð11Þ

The combinatorial function F(x, k, f, t) expresses the number of arrangements of
x free BBUs in k links, each with the capacity f BBUs, with the assumption that
initially t free PJP were arranged in each link:

F x; k; f ; tð Þ ¼
X x�kt

f�tþ 1b c
j¼0

ð�1Þ j k
j

� �
x� k t � 1ð Þ � 1� jðf � tþ 1Þ

k � 1

� �
: ð12Þ

Function F(x, k, f, t) allows the distribution Pði; sjV � nÞ, i.e. the conditional
distribution of free links, in Formula (9) to be determined. This distribution
determines the probability that s output links in LAG can service a call of class i,
conditioned by the fact that V-n BBUs in the group are unoccupied:

P i; sjxð Þ ¼
k
s

� �PW
w¼stðiÞ Fðw; s; f ; t ið ÞFðx� w; k � s; t ið Þ � 1; 0Þ

Fðx; k; f ; 0Þ : ð13Þ

where W = sf if x ≥ sf and W = x if x < sf.

3.3 Algorithm for the Operation of the Classic PGBMT
Method

The sequence of calculations in the PGBMT method in a determination of the
blocking probability in a multiservice switching network with point-to-group
selection can be written in a simplified form as the following algorithm:

1. Introduction of structural parameters and parameters of traffic offered to mul-
tiservice switching network AFAGðiÞ i ALAGðiÞ.

2. Determination of occupancy distribution and blocking probabilities b(i), where
1� i�M, in FAG that approximates one link of multiservice switching network
(Formulas (6), (7)).

3. Calculation of the values of effective availability parameters d(i), where
1� i�M, in the multiservice switching network (Formulas (5), (8)).

4. Determination of the distribution of free links P(i, s), where 1� i�M, in LAG
that approximates the output direction of the switching network (Formulas (9)–
(13)).

5. Determination of the internal EintðiÞ (Formula (1)), external EextðiÞ (Formula (3))
and total blocking probability EtotðiÞ (Formula (4)) for each class of traffic i,
where 1� i�M.
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4 The IPGBMT Method

In analytical models of multiservice switching networks there is a possibility that
the phenomenon of internal and external blocking can occur simultaneously. This
problem is solved in the PGBMT method by the application of Formula (4) in
which a possibility of mutual occurrence of external EextðiÞ and internal EintðiÞ
blocking can be reduced by truncation of the product EintðiÞEext ið Þ from the sum
EintðiÞþEextðiÞ.

In reality, a call that is rejected due to the external blocking phenomenon is not
offered to the switching network. In the IPGBMT method proposed in the article
this problem is solved by the use of the approach presented in [8] in which, to
model multiservice switching networks, the fixed point method FPM (Fixed Point
Method) is used [14].

The assumption in the proposed IPGBMT method is that output links in a given
direction can be offered only this part of the total traffic that is not lost at inter-stage
links. In a similar way, inter-stage links can be offered only this part the total traffic
that is not lost at the output links of the switching network. Such an approach means
that, when determining the internal blocking probability, we take into account only
this part of traffic that is not lost due to external blocking. When calculating the
external blocking probability, in turn, we use this part of traffic that is not lost due to
internal blocking. With these assumptions, traffic of a given class offered to a single
inter-stage link can be determined by the following formula:

AFAG ið Þ ¼ AFAG ið Þ 1� Eext ið Þ½ �: ð14Þ

With the adopted assumptions, the intensity of traffic offered to a single direc-
tion, the knowledge of which is necessary to determine the external blocking
probability, on the basis of Formulas (9)–(13), will be expressed by the formula:

ALAG ið Þ ¼ ALAG ið Þ 1� Eint ið Þ½ �: ð15Þ

Since the exclusion of the concurrency of the internal and external blocking
events in the proposed model is effected at the level of offered traffic, then the total
blocking probability can be written directly in the form of a sum of external and
internal blocking probabilities:

Etot ið Þ ¼ Eext ið ÞþEintðiÞ: ð16Þ

4.1 Algorithm for the Operation of the IPGBMT Method

As it follows immediately from the form of Formulas (14), (15), to determine the
external blocking probability EextðiÞ and internal blocking probability EintðiÞ for
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calls of class i in the switching network it is necessary to construct an iterative
process that can be written, in its simplified form, as the following algorithm:

1. Introduction of structural parameters and parameters of traffic offered to mul-
tiservice switching network AFAGðiÞ and ALAGðiÞ.

2. Setting the iteration step j = 0.
3. Determination of initial approximations for external and internal blocking

probabilities for all traffic classes i, where 1� i�M:

E 0½ �
int ið Þ ¼ 0;E 0½ �

ext ið Þ ¼ 0: ð17Þ

4. Increase in the iteration step:

j ¼ jþ 1; ð18Þ

5. Determination of the value of traffic offered to a single inter-stage link A½j�
FAG ið Þ

(Formula (14)) and to a single direction of multiservice switching network

A½j�
LAG ið Þ (Formula (15)) for each class i,, where 1� i�M:

A j½ �
FAG ið Þ ¼ AFAG ið Þ½1� E j�1½ �

ext ðiÞ� ð19Þ

A j½ �
LAG ið Þ ¼ ALAG ið Þ½1� E j�1½ �

int ðiÞ� ð20Þ

6. Determination of the occupancy distribution and blocking probabilities b½j� ið Þ,
where 1� i�M, in FAG that approximates one inter-stage link of switching
network (Formulas (6), (7)).

7. Determination of values of effective availability parameters d½j� ið Þ, where
1� i�M, in multiservice switching network (Formulas (5), (8)).

8. Determination of the distribution of free links P½j� i; sð Þ, where 1� i�M, in
LAG approximating the output direction of switching network (Formulas (9)–
(13)).

9. Determination of the internal blocking probability E½j�
intðiÞ (Formula (1)),

external blocking probability E½j�
extðiÞ (Formula (3)) and total blocking proba-

bility E½j�
totðiÞ (Formula (4)) for each class of traffic i, where 1� i�M.

10. Validation of the accuracy of calculations for each class of traffic i offered to
switching network (1� i�M):
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E j½ �
tot ið Þ � E j�1½ �

tot ið Þ
E j½ �
tot ið Þ

�����
������ e: ð21Þ

(a) If Condition (21) is not satisfied, go to Step 4,
(b) If Condition (21) is satisfied, termination of calculations.

The IPGBMT algorithm presented above assumes that X ½j� denotes the value of
parameter X in j-th iteration. The parameter ε is the demanded relative error of
calculations that determines the accuracy of the iteration process. In this algorithm,
the values of the internal, external and total blocking probabilities for individual call
classes are determined in each iteration on the basis of offered traffic A½j�

FAG
ið Þ and

A½j�
LAG

ið Þ. This traffic is determined, in turn, on the basis of the external E½j�1�
ext ðiÞ and

internal E½j�1�
int ðiÞ blocking probability, determined in the preceding iteration.

The IPGBMT algorithm proposed above is not complicated. It is based on per-
forming a certain number of standardized calculations, which makes the algorithm
easily programmable.

4.2 A Comparison of the PGBMT and IPGBMT Methods

To determine the accuracy of the IPGBMT method, the results of the analytical
modelling were compared with the results obtained in the digital simulation.
Figure 2 shows a comparison of the internal blocking probability, determined by
the IPGBMT and PGBMT method as well as the digital simulation for an exem-
plary network with the following parameters (during the research, IPGBMT method
was evaluated for many different switching networks):

Fig. 2 The internal blocking probability in the switching network
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– size of switches in network—4 × 4 links,
– capacity of input, output and inter-stage links—f = 30 BBU,
– selection mode: point-to-group

The network was offered multi-service traffic with the parameters:

– the number of traffic classes M = 3,
– demanded number of BBU for calls of individual classes:

t(1) = 7 BBU, t(2) = 4 BBU, t(3) = 2 BBU,

– proportions of offered traffic: A(1)t(1) : A(2)t(2) : A(3)t(3) = 1 : 1 : 1.

In the proposed iterative IPGBMT method, the increase in accuracy of the results
of the external blocking probability is not as high as in the case of the internal
blocking probability. Consequently, taking into account the limited number of
pages of the paper, we have limited ourselves to present the results of the internal
blocking probability only.

In Fig. 2 the simulation results are shown in the charts in the form of marks with
95 % confidence interval calculated after the t-Student distribution for five series of
minimum 100,000 calls of each class. The results of the modelling are presented in
comparison to traffic value offered to one BBU at input links to the switching
network.

a ¼
XM

i¼1

ALAG ið Þti
kf

� �
: ð22Þ

5 Conclusions

This article presents the IPGBMT method for modelling multiservice switching
networks with point-to-group selection. The results of the simulation confirm high
accuracy of the method, far better than that of the PGBMT method, especially for
the internal blocking probability. This better accuracy is caused by the exclusion of
the concurrence of internal and external blocking events in the proposed model at
the level of offered traffic. This means that this method can be applied to model,
dimension and optimize multiservice switching networks with the point-to-group
selection mode.
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Time to Buffer Overflow
in a Finite-Capacity Queueing Model
with Setup and Closedown Times

Wojciech M. Kempa and Iwona Paprocka

Abstract A single-channel queueing model with finite buffer capacity, Poisson
arrivals and generally distributed processing times is investigated. According to
frequent energy saving requirements, after each busy period the service station is
being switched off during a randomly distributed closedown time. Similarly, the
first processing in each busy period is preceded by a random setup time, during
which the service process is suspended and the machine is being switched on and
achieves full readiness for the processing. A system of Volterra-type integral
equations for the distribution of the time to the first buffer overflow, conditioned by
the initial level of buffer saturation, is built, by applying the idea of embedded
Markov chain and continuous version of total probability law. Using the linear
algebraic approach, the solution of the corresponding system written for Laplace
transforms is obtained explicitly.

Keywords Buffer overflow � Closedown time � Finite-capacity queue � Setup
time � Transient state

1 Introduction and Preliminaries

As it is well known, queueing models, in particular with finite buffer capacities, can
be successfully used in modelling different-type real issues typical for telecom-
munication and computer networks, manufacturing processes, transport organiza-
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tion and logistics. A special role in modelling play systems with less or more
complex mechanisms limiting access to the service station. It is associated with the
dynamically developing market of different-type solutions for energy consumption
reducing and minimizing the costs of system operation. One of such mechanisms
are setup and closedown times, occurring at the start and completion epoch of each
busy period of the system, respectively. Due to frequent energy saving require-
ments, the service station is being switched off when there are no jobs waiting for
processing, and is being switched on when a job arrives at the empty system. Safe
deactivation of the server requires a random time, called a closedown time.
Similarly, a randomly distributed setup time is needed for the server to initialize its
work and achieve full readiness for processing. In the paper we consider a a
single-channel queueing model with finite buffer capacity and the processing
organized according to the FIFO service discipline, in which each busy period starts
with a setup time and completes with a closedown time. One of the most important
stochastic characteristics of each finite-capacity queueing model is the CDF (=cu-
mulative distribution function) of the time to buffer overflow, i.e. the random time
from the start epoch of the system to the first moment at which the buffer becomes
saturated (the system contains maximal number of jobs). The knowledge of that
time is of key importance, e.g. in QoS (=Quality of Service) in telecommunications,
since during the buffer overflow period all incoming jobs or packets are lost. In the
article, using the approach based on the conception of embedded Markov chain, the
continuous version of total probability law and linear algebra, we derive a
closed-form representation for the LT (=Laplace transform) of the CDF of the time
to buffer overflow, conditioned by the number of jobs accumulated in the buffer at
the opening of the system.

As one can observe, in the literature most results for different-type stochastic
characteristics of queueing models are found only for the stable systems (stationary
state). However, as it seems, non-stationary (transient) analysis is often recom-
mended or directly necessary, e.g. due to high changeability of the traffic (e.g.,
packet streams in nodes of TCP/IP-based networks), enormous traffic load or
unreliable server being subject to breakdowns. In these situations the stationary
state of the system is difficult to achieve.

In [1] the queueing model of the M/G/1-type with server breakdowns, setup and
closedown times, and with the controlled vacation periods is considered. The sta-
tionary results for the batch-arrival queue with multiple vacation policy and server
setup and closedown times can be found in [2]. One can find some other results for
models with group arrivals in [3, 4]. In [5] the case of discrete time is investigated: a
combined control mechanism based on multiple vacation policy and server setup
and closedown times is analyzed. The model of a multi-server queue is studied in
[6]. Transient results for infinite-capacity systems with server setup times can be
found in [7, 8]. In [9] analytical solution for non-stationary queue-size distribution
in the queueing system with finite buffer and setup and closedown times is obtained
(see also [10]). Similar technique is applied in [11] for the model with server
breakdowns. Distributions of the time to buffer overflow in finite-capacity models
are studied e.g. in [12, 13]. In [12] the case of MMPP-type (Markov-Modulated
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Poisson Process) arrival stream is investigated, while in [13] the general indepen-
dent arrival process is assumed.

The remaining part of the paper is organized as follows. In the next Sect. 2 we
give a detailed mathematical description of the studied queueing model. In Sect. 3
we find a system of integral equations for conditional CDF of the time to buffer
overflow. In Sect. 4 we obtain the corresponding system for LTs and write it in a
specific form. Section 5 contains main result: the compact-form representation for
the LT of conditional distribution of the time to buffer overflow. In the last Sect. 6 a
short conclusion can be found.

2 Description of Queueing Model

In the article we deal with a single-channel queueing model with finite capacity of
the buffer accumulating jobs (customers, packets, calls, etc.) waiting for processing.
We assume that the arrival stream is governed by simple Poisson process with rate
k; while the service time of each job is generally distributed random variable with a
CDF F �ð Þ: A number of jobs simultaneously present in the system is bounded by a
non-random value N; i.e. we have a buffer with N � 1 places and one place in
service station. At the opening of the system, at time t ¼ 0; a buffer may contain a
number of jobs waiting for service in the buffer. Every time when the system
empties, i.e. if at the completion epoch of the job service there is no job waiting in
the buffer, the service station starts a randomly distributed closedown time with a
CDF C �ð Þ: If at the completion epoch of a closedown time a buffer contains at least
one job waiting for service, the server is being switched on at this moment,
otherwise the server waits in the standby mode for the first arrival. The first pro-
cessing after the idle period is always preceded by a setup time, with random
duration with a CDF S �ð Þ (the server begins the setup time simultaneously with the
moment of its switching on). Besides, if a job arrives at the system during the
closedown time, after its completion epoch the server immediately begins the setup
time and next starts the service process. The service station needs the closedown
time to be closed safely. Similarly, the setup time is needed for a server to achieve
full readiness for processing after the idle period. We assume the well-known FIFO
service discipline. Moreover, if the entering job finds the buffer already being
overflowed, it is lost (it leaves the system without service).

3 Equations for Conditional CDF of Time
to Buffer Overflow

Let Dn be the time to the buffer overflow, conditioned by the number of jobs
accumulated in the buffer before the opening of the system, i.e.
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Dn ¼def inf ft[ 0 : X tð Þ ¼ NjX 0ð Þ ¼ ng; 0� n�N � 1; ð1Þ

where X tð Þ denotes the number of jobs present in the system at time t; including the
one being processed at this time (if any).

Assume, firstly, that the system is empty at the start moment t ¼ 0. In this case
we consider t ¼ 0 as the moment at which the last service completes during a busy
period. Thus, in consequence, a closedown time begins at this time. Let us note that
we can distinguish six different mutually excluding random events:

1. the first job arrives during the closedown time, and both the closedown and
setup times finishes before time t (let us denote this random event by E1ðtÞ);

2. the first job arrives during the closedown time and before time t; but the fol-
lowing setup time finishes after t (E2ðtÞÞ;

3. the first job occurs before t and during the closedown time but that period
completes after t (E3ðtÞÞ;

4. the first job enters after the closedown time but before t, and the setup time
finishes after t (E4ðtÞÞ;

5. the first job enters after the closedown time but before t, and the setup time ends
before t (E5ðtÞÞ;

6. the first job occurs after time t (E6ðtÞÞ.
Observe that the following representations hold true:

P D0[ tð Þ \E1ðtÞf g ¼ Zt

u¼0

dC uð Þ Zu

x¼0

ke�kxdx
Zt�u

v¼0

XN�2

k¼0

k uþ v� xð Þ½ �k
k!

e�k uþ v�xð ÞP Dkþ 1 [ t � u� vf gdS vð Þ;

ð2Þ

P D0 [ tð Þ \E2ðtÞf g ¼ Zt

u¼0

�Sðt � uÞdCðuÞ Zu

x¼0

ke�kx
XN�2

k¼0

k t � xð Þ½ �k
k!

e�k t�xð Þdx; ð3Þ

P D0 [ tð Þ \E3ðtÞf g ¼ �C tð Þ
XN�1

k¼1

ktð Þk
k!

e�kt; ð4Þ

P D0 [ tð Þ \E4ðtÞf g ¼ Zt

u¼0

dCðuÞ Zt

x¼u

ke�kx�Sðt � xÞ
XN�2

k¼0

k t � xð Þ½ �k
k!

e�k t�xð Þdx; ð5Þ

P D0 [ tð Þ \E5ðtÞf g ¼ Zt

u¼0

dC uð Þ Zt

x¼u

ke�kxdx
Zt�x

v¼0

XN�2

k¼0

kvð Þk
k!

e�kvP Dkþ 1 [ t � x� vf gdSðvÞ

ð6Þ
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and

P D0 [ tð Þ \E6ðtÞf g ¼ e�kt: ð7Þ

In the formulae above we use the nomenclature �G tð Þ ¼ 1� G tð Þ; where G �ð Þ
denotes arbitrary CDF. Comment shortly the formulae (2)–(7). In (2) and (6) the
setup time completes before the moment t; hence the service station starts the
processing with the number of jobs which have occurred during the service sus-
pension period. In (3)–(5) and (7), if the condition determined in the definition of
the appropriate EiðtÞ is satisfied, the time to buffer overflow exceeds t with prob-
ability 1.

Now, let us investigate the situation in which at t ¼ 0 the buffer contains at least
one job, i.e. the level of buffer saturation equals n, where 1� n�N � 1: Due to the
fact that successive service completion moments are Markov epochs in the oper-
ation of the system, then, by virtue of the continuous version of the total probability
law applied in relation to the first departure moment after the opening of the system
at time t ¼ 0, the following system of Volterra-type integral equations can be
written:

P Dn [ tf g ¼
XN�n�1

k¼0

Zt

0

P Dnþ k�1 [ t � xf g kxð Þk
k!

e�kxdF xð Þþ �FðtÞ
XN�n�1

k¼0

ktð Þk
k!

e�kt;

ð8Þ

where 1� n�N � 1: Indeed, the first summand on the right side of (8) refers to the
case in which the first service finishes at time x\t: The second summand presents
the situation where the first departure occurs after t; hence the time to buffer
overflow exceeds t with probability 1 if and only if at most N � n� 1 jobs arrive up
to t:

4 Corresponding System of Equations for LTs

In this section we obtain the corresponding system of equations for LTs of con-
ditional CDFs of the time to buffer overflow (more precisely: for the tail of CDF)
and write it in a specific form. Let us start with introducing the following notation:

dn sð Þ ¼def Z
1

0

e�stP Dn [ tf gdt; Re sð Þ[ 0; 0� n�N � 1: ð9Þ

Now, since d0 sð Þ ¼P6
i¼1

R1
0
e�stP D0 [ tð Þ \EiðtÞf gdt, then just from the repre-

sentations (2)–(7) we get
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d0 sð Þ ¼
XN�2

k¼0

ck sð Þdkþ 1 sð Þþ g sð Þ; ð10Þ

where

ck sð Þ¼def kkþ 1

kþ 1ð Þ!
Z1

u¼0

e� kþ sð ÞudCðuÞ Z1

v¼0

e� kþ sð Þv ðuþ vÞkþ 1 � vkþ 1
h i

dS vð Þ

þ k
kþ s

~cðkþ sÞ Z1

0

e� kþ sð Þv ðkvÞk
k!

dS vð Þ;
ð11Þ

g sð Þ¼def Z1

u¼0

dC uð Þ Z1

t¼u

e� kþ sð Þt�S t � uð Þ
XN�2

k¼0

kkþ 1

kþ 1ð Þ! tkþ 1 � t � uð Þkþ 1
h i

dtþ
XN�1

k¼1

Z1

0

e� kþ sð Þt ktð Þk
k!

�C tð Þdt

þ Z1

t¼0

e� kþ sð Þtdt
Zt

u¼0

dC uð Þ Zt

x¼u

XN�2

k¼0

kkþ 1

k!
t � xð Þk�S t � xð Þdxþ 1

kþ s

ð12Þ

and

~c sð Þ ¼def Z
1

0

e�stdC tð Þ: ð13Þ

Similarly, the system of Eq. (8) will be transformed in the following way:

dn sð Þ ¼
XN�n�1

k¼0

akðsÞdnþ k�1 sð Þþ hN�n�1 sð Þ; ð14Þ

where 1� n�N� 1 and

ak sð Þ ¼def Z
1

0

e� kþ sð Þt ktð Þk
k!

dF tð Þ; ð15Þ

hkðsÞ ¼def Z
1

0

e� kþ sð Þt�FðtÞ
Xk
i¼0

ktð Þi
i!

dt: ð16Þ

Now, let us apply to (10) and (14) the following substitution:

dn sð Þ ¼defDN�n sð Þ; ð17Þ

where 0� n�N � 1: After this transformation (10) and (14) can be reformulated as
follows:
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DN sð Þ ¼
XN�2

k¼0

ck sð ÞDn�k�1 sð Þþ g sð Þ; ð18Þ

and

Xn�1

k¼�1

akþ 1 sð ÞDn�k sð Þ � DnðsÞ ¼ /n sð Þ; 1� n�N � 1; ð19Þ

where

/n sð Þ ¼def an sð ÞD1 sð Þ � hn�1 sð Þ: ð20Þ

5 Compact Solution for LT of CDF
of Time to Buffer Overflow

In [14] the system of equations of type (19) was considered but with infinitely many
equations (infinite-sized), namely for n� 1: Moreover, originally, the system had
coefficients being defined by usual number sequences, not by functional sequences
as in (19). As it was proved in [14], each solution of (19) can be represented in the
following form (we adjust here the original representation from [14] to the case of
functional sequences akðsÞð Þ and /kðsÞð Þ):

DnðsÞ ¼ AðsÞRn sð Þþ
Xn
k¼1

/kðsÞRn�k sð Þ; n� 1; ð21Þ

where A sð Þ is a function of variable s which is independent on n; and successive
terms of the functional sequence RkðsÞ; k� 0, can be found from the following
recursion, by using coefficients ak sð Þ; k� 0:

R0 sð Þ ¼ 0;

R1 sð Þ ¼ a�1
0 sð Þ; Rkþ 1 sð Þ ¼ R1 sð Þ Rk sð Þ �

Xk
i¼0

aiþ 1 sð ÞRk�i sð Þ
 !

; k� 1:

ð22Þ

Let us note that, due the fact that the number of equations in (19) is finite, we can
use the Eq. (18) written for n ¼ N as a boundary condition which allows for
expressing the function AðsÞ explicitly. Hence we can find the representation for the
unknown function DnðsÞ from (21) in a compact form.
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Starting with substituting n ¼ 1 into (21), we obtain

D1 sð Þ ¼ A sð ÞR1 sð Þ: ð23Þ

Next, taking in (21) n ¼ N and referring to (23), we get

DN sð Þ ¼ AðsÞRN sð Þþ
XN
k¼1

/k sð ÞRN�k sð Þ

¼ A sð ÞRN sð Þþ
XN
k¼1

ak sð ÞD1 sð Þ � hk�1 sð Þ½ �RN�k sð Þ

¼ A sð Þ RN sð ÞþR1 sð Þ
XN
k¼1

ak sð ÞRN�k sð Þ
 !

�
XN
k¼1

hk�1 sð ÞRN�k sð Þ: ð24Þ

Introducing (21) into (18), we can rewrite (18) as follows:

DN sð Þ ¼
XN�2

k¼0

ck sð Þ A sð ÞRN�k�1 sð Þþ
XN�k�1

i¼1

A sð Þai sð ÞR1 sð Þ � hi�1 sð Þ½ �RN�k�1�i sð Þ
( )

þ g sð Þ ¼ AðsÞ
XN�2

k¼0

ck sð Þ RN�k�1 sð ÞþR1ðsÞ
XN�k�1

i¼1

ai sð ÞRN�k�1�i sð Þ
" #

þ g sð Þ �
XN�2

k¼0

ck sð Þ
XN�k�1

i¼1

hi�1 sð ÞRN�k�1�i sð Þ:

ð25Þ

Comparing the right sides of (24) and (25), we eliminate AðsÞ in the following
way:

A sð Þ ¼ W1 sð ÞW�1
2 ; ð26Þ

where

W1 sð Þ ¼def g sð Þ �
XN�2

k¼0

ck sð Þ
XN�k�1

i¼1

hi�1 sð ÞRN�k�1�i sð Þþ
XN
k¼1

hk�1 sð ÞRN�k sð Þ ð27Þ

and

W2 sð Þ ¼def RN sð ÞþR1 sð Þ
XN
k¼1

ak sð ÞRN�k sð Þ

�
XN�2

k¼0

ck sð Þ RN�k�1 sð ÞþR1 sð Þ
XN�k�1

i¼1

ai sð ÞRN�k�1�i sð Þ
" #

: ð28Þ
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Collecting the formulae (17), (20), (21) and (26), we can state the following
main theorem:

Theorem 1 The representation for the LT dn sð Þ of the conditional tail CDF of the
time to the buffer overflow in the M/G/1/N-type finite-capacity queueing system with
generally distributed setup and closedown times is following:

dn sð Þ ¼ Z1

0

e�stP Dn [ tf gdt

¼ W1 sð ÞW�1
2 RN�n sð ÞþR1ðsÞ

XN�n

k¼1

akðsÞ
 !

�
XN�n

k¼1

hk�1 sð ÞRN�n�k sð Þ; ð29Þ

where the formulae for W1 sð Þ;W2 sð Þ, Rk sð Þ; akðsÞ and hk sð Þ are given in (27), (28),
(22), (15) and (16), respectively.

6 Conclusion

In the article a single-channel queueing model with finite buffer capacity and a
mechanism of setup-closedown times of the service station is investigated. The
arrival stream is described by a single Poisson process while the processing, setup
and closedown times are generally distributed random variables. By using the
analytical approach based on the concept of embedded Markov chain, continuous
version of the total probability law and linear algebra a compact-form representa-
tion for the LT of the conditional tail CDF of the time to the buffer overflow is
obtained. The final formulae are written in terms of “input” system characteristics
and a functional sequence, defined recursively, connected with them.
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The Multiple Criteria Optimization
Problem of Joint Matching Carpoolers
and Common Route Planning

Modeling and the Concept of Solution Procedure

Grzegorz Filcek and Jacek Żak

Abstract The paper concerns a joint problem of matching carpoolers and planning
common routes as a multiple criteria optimization problem. The model of the
optimization problem, as well as the concept of solution procedure, is presented.
The solution algorithm uses dynamic programming method and Dijkstra algorithm
to obtain matches of the carpoolers and routes. The solution is evaluated by
aggregated quality index taking into account preferences of carpoolers equally,
concerning all the criteria. Preferences are obtained by AHP method.

Keywords Carpooling � Modelling � Multiple criteria decision making �
Optimization � Dynamic programming � Route planning

1 Introduction

In recent years, much attention of researchers has been focused on specific traveling
mode which is carpooling (also car-sharing, ride-sharing, lift-sharing) (see. [1–3] as
a survey). Carpooling is the sharing of car journeys so that more than one person
travels in a car. The main aims for using this mode of transport is cost sharing, as
well as reduction of air pollution, traffic congestion and the need for parking spaces.

The idea of carpooling is not new (it was already promoted during II world war
[4]), and is commonly practiced for instance in the USA, where even road infras-
tructure promotes this kind of transportation. It is done by providing so-called HOV
lanes (High-occupancy vehicle lane) which have progressed slowly since the 1970s
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(oil and energy crisis) [5]. HOV lanes are also implemented in Canada, Europe,
Australia and New Zealand, Indonesia and China, however carpooling is much less
popular in these regions. In Europe, carpooling idea is being developed and pro-
moted mainly by Internet means of communication like social media (e.g.
Facebook) and web services like BlaBlaCar [6]. The Internet also helps to evolve
the idea of real-time ridesharing by the use of mobile devices like smartphones and
tablets [7]. However, those systems still do not support a process of automatic
connecting people and finding the routes for them, which would enable possibly
best association between passengers and drivers. Consequently, some dedicated
applications are developed. However, their capabilities are limited, because there is
still a lack of the algorithms, which enable taking into account all fundamental real
life carpooling problem requirements [8].

The task of common route planning for carpoolers consists in finding an
acceptable, compromise path that would satisfy the interests of a driver (car owner)
and different passengers at a rational, balanced cost. In many cases, the interests
mentioned above of carpoolers may have a contradictory character, and their
objectives may differ. Thus, the proposed (generated) solution must be a compro-
mise one and guarantee a certain level of satisfaction for all of them. In these
circumstances, the “carpooling problem” may be seen as multiple criteria
multiple-path optimization problem. Similar problems were considered by many
authors [9–21].

However, despite results presented in the work of Knapen et al. [22], the
algorithms, given in the mentioned papers, concern finding one path (i.e. the
problem is solved only from one person’s point of view). Moreover, neither con-
straints concerning the times of travel beginning and completion nor the depen-
dencies between paths of travelers (drivers and passengers) are considered.

In this paper we focus on the problem of making associations between car-
poolers, taking into account their travel preferences to suggest the best routes for the
drivers. The internet services allow carpoolers to search journeys defined by the
drivers willing to travel with other people mainly to share travel costs. We propose
a mechanism that can help carpoolers to find fellow travelers and a route which will
suit best to all of them. The idea of AHP (Analytical Hierarchy Process) [23] is used
to collect preferences of the carpoolers and use it to obtain the best routes presented
to drivers. The AHP preference vector is used to compute aggregated cost function
for common routes of the driver and passengers assigned to him/her. The route for
the driver is constructed from sub-routes defined as paths between the consecutive
pickup and drop off points of the passengers where origin and destination point of
the driver is also treated as pick up and drop off point, respectively. The sub-routes
are obtained by Dijkstra algorithm [24]. The whole route is built with the use of
dynamic programming approach (see e.g. [25]).

The paper is organized as follows. After the introduction, a mathematical model
with problem formulation is given in Sect. 2. Next section presents the idea of the
solution algorithm Sect. 4 concludes the paper.
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2 Mathematical Model

Let us denote the graph G ¼ \V ;E[ (where V corresponds to a set of nodes and
E reflects a set of links) that defines a map of the area that carpoolers operate. It is
assumed that there are K drivers who travel from the origin node vk 2 V to their
destination �vk 2 V , (k 2 1;K).1 They are willing to reduce their travel cost by
offering a carpool service, not compromising at the same time much of the comfort
of travel. To achieve this goal, passengers are allowed to join their journey. The
driver may take no more passengers than the capacity of the vehicle (number of
available seats in his/her car given by ðSk 2 Nþ Þ. There are also P passengers who
eager to go with drivers offering a carpool service. Drivers and passengers are
called carpoolers and indexed by c (for drivers c 2 1;K, for passengers
c 2 K þ 1;KþP). Any carpooler c may start his/her trip only in the node vc 2 V
and must finish his/her trip in the node �vc 2 V . We assume without loss of gen-
erality that every node associated with every passenger is disjunctive with any other
node associated with any other passenger. Furthermore, it is supposed that any
driver’s starting or final node is disjunctive with nodes (either starting or finals)
associated with any passenger. Carpoolers define constraints concerning their M
journey criteria by providing values of ~wm;c, (c 2 1;K þP m 2 1;M) by default,
~wm;c ¼ �M (~wm;c is the biggest acceptable value of the mth criterion for carpooler c,
�M is a very large number). The example criteria may have an interpretation of the
travel time, distance, travel cost, comfort, punctuality, or picturesqueness of the
view. Additionally, carpoolers define their time windows, composed of the earliest
(tEc ðvcÞ) and latest (tLc ðvcÞ) departure time from the origin node as well as earliest
(�tEc ð�vcÞ) and latest (�tLc ð�vcÞ) arrival time to the destination node.

For the sake of simplicity, we introduce the variable �ei;j describing the existence
of an arc in G, �ei;j ¼ 1ð0Þ if there exists an arc in G connecting ith node with the jth
node (otherwise).

Moreover, there are weights related to every arc in G, reflecting properties such
as traveling time, distance, and cost. The variable wi;j;m, element of the matrix
W ¼ ½wi;j;m� i ¼ 1; 2; . . .; Vj j;

j ¼ 1; 2; . . .; Vj j;
m ¼ 1; 2; . . .;M:

, denotes the value of property type m on the arc

connecting nodes i and j in G.
The first decision to be made is to assign passengers to the drivers by indicating

the nodes that form the set of activity nodes. This assignment should be featured by
a good match between passengers and drivers and their objectives. The set of
activity nodes (AC) includes nodes of the graph G, in which the driver begins or
ends the route or has to stop because of picking up or dropping off a passenger. Let
us denote a binary decision variable yk;d 2 f0; 1g describing such assignment of the

1We use 1;Z ¼D f1; 2; 3; . . .;Zg notation for a set of natural numbers from 1 to Z.
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dth node of the graph G to the set of activity nodes (AC) in the path of the kth
driver, an element of the matrix y ¼ ½yk;d� k ¼ 1; 2; . . .;K

d ¼ 1; 2; . . .; Vj j
. Let us introduce the

following constraints for decision matrix y

8k21;Kð8d:vd2fvk ;�vkgðyk;d ¼ 1Þ ^ 8p2K þ 1;KþP8ða;bÞ:va¼�vp^vb¼vp
ðyk;a ¼ yk;bÞ; ð1Þ

8k21;K
X

d:vd2
S

c21;Knfkg
ðfvc;�vcgÞÞ

yk;d ¼ 0; ð2Þ

8p2Kþ 1;K þP8d:vd¼vp

XK
k¼1

yk;d � 1; ð3Þ

where (1) assures that for every passenger who travels with the kth driver, his origin
node, and his destination node are included in the kth driver’s path as well as the
origin and destination nodes of this driver. Constraint (2) excludes from AC of the
kth driver’s path all origin nor destination nodes that belong to other drivers. The
assignment of each passenger to no more than exactly one driver is reached when
(3) is satisfied.

Before a travel path for each driver can be obtained, there is another decision to be
made, which consists of defining the appropriate order of nodes in AC that the kth
driver has to visit. This order builds the overriding path for the driver, which cannot
have any cycle. To model this decision let us introduce a binary decision variable
zk;a;b 2 f0; 1g describing the existence of a path from the node va 2 V to vb 2 V
which belong to the kth driver’s AC, an element of the matrix
z ¼ ½zk;a;b� k ¼ 1; 2; . . .;K

a ¼ 1; 2; . . .; Vj j
b ¼ 1; 2; . . .; Vj j

. The decision matrix z must, in this case, satisfy the

following constraints:

8k21;K8a21; Vj j
XVj j

b¼1

ðyk;ayk;bðzk;a;b � zk;b;aÞÞ ¼
1 for va ¼ vk
�1 for va ¼ �vk
0 otherwise

8<
: ; ð4Þ

8k21;K8a21; Vj j
XVj j

b¼1

ð1� yk;aÞðzk;a;b þ zk;b;aÞ ¼ 0; ð5Þ

8k21;K8a21; Vj jnfd:vd¼vkg
XVj j

b¼1

yk;azk;b;a ¼ 1; ð6Þ

where (4) describes the law of flow preservation for each driver from the origin of
his/her travel to the final destination. Constraint (5) assures that there are no routes
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from or to the nodes that do not belong to the AC of any driver. To ensure, that z
describes only a simple path between nodes in each driver’s AC, (6) is introduced.

When these conditions are satisfied, the final path for each driver can be
obtained. Let us denote by xk;a;b 2 f0; 1g a binary decision variable describing the
existence of the edge ðva; vbÞ in the kth driver’s path between nodes va and vb
belonging to the kth driver’s AC, an element of the matrix
x ¼ ½xk;a;b� k ¼ 1; 2; . . .;K

a ¼ 1; 2; . . .; Vj j
b ¼ 1; 2; . . .; Vj j

. Let us formulate appropriate constraints for matrix x:

8k21;K8a;b21; Vj j
XVj j

d¼1

ðxk;a;b � xk;b;aÞ ¼
1 for

PVj j

c¼1
zk;a;c ¼ 1

�1 for
PVj j

c¼1
zk;c;a ¼ 1

0 otherwise

8>>>>><
>>>>>:

; ð7Þ

8k21;K8a;b21; Vj j
XVj j

c¼1

xk;a;c ¼
XVj j

c¼1

xk;c;b ¼ zk;a;b; ð8Þ

8k21;K8a;b21; Vj j xk;a;b ��ea;b; ð9Þ

where (7) assures the law of flow preservation between nodes va and vb. Constraint
(8) ensures that each driver’s path is aggregated from simple sub-paths only (with no
cycles) connecting consecutive nodes in the overriding path described by z. By
inequality (9) we assure, that the path belongs to G. The variables y and z are
auxiliary and strictly depend on x, but have their interpretation and help to follow the
idea of the model. The dependence between them and main decision variable x is as

follows: yk;�a ¼ max
b

fzk;�a;b; zk;b;�ag ¼ max
b

fxk;�a;b; xk;b;�ag, zk;a;b ¼
PVj j

d¼1
xk;a;d �

PVj j

d¼1
xk;d;b.

Let us introduce another auxiliary variable ak;p;d 2 f0; 1g, that assumes value 1
when the pth passenger is in the kth driver’s car before reaching by this car node vd ,
and 0 otherwise. The index ak;p;d for each driver k can be calculated using the
following recurrent formulas:

8k21;K8p2Kþ 1;K þP ðva ¼ vk ^ ak;p;a ¼ 0Þ; ð10Þ

8k21;K8p2Kþ 1;K þP ak;p;d ¼
XVj j

a¼1

ðak;p;a � xk;a;d þ
X

b:vb¼vp

xk;a;b �
X

b:vb¼�vp
xk;a;bÞ; ð11Þ

To assure that the number of passengers who travel with one driver will never
exceed the capacity of the driver’s car the following constraint is given:
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8k21;K8d21; Vj j
XKþP

p¼Kþ 1

ak;p;d � Sk: ð12Þ

The decision must also satisfy carpoolers’ constraints concerning pickup and
drop-off times, as well as the beginning and end of drivers’ travel times. Let us
assume, that one of the weights on the arc is travel time, and let it be noted as wa;b;1

(travel time between nodes a and b), then

8k21;K �tEk ð�vkÞ � tEk ðvkÞ�
X

a;b
wa;b;1xk;a;b ��tLk ð�vkÞ � tLk ðvkÞ; ð13Þ

8p2Kþ 1;KþP8k21;K �tEp ð�vpÞ � tEp ðvpÞ�
X

a;b
wa;b;1xk;a;bak;p;b ��tLpð�vpÞ � tLpðvpÞ;

ð14Þ

Of course, the path common for some carpoolers must satisfy their constraints,
what supports the following formulas

8m21;M8k21;K
X

ða;bÞ ðwa;b;mxk;a;bÞ� ~wm;k; ð15Þ

8m21;M8k21;K8p2Kþ 1;KþP

X
ða;bÞ ðwa;b;mxk;a;bak;p;bÞ� ~wm;p: ð16Þ

We evaluate the decision x by applying the following vector of criteria

�QðxÞ¼D ½
X

a;b21; Vj j

X
k21;K

wa;b;1xk;a;b;
X

a;b21; Vj j

X
k21;K

wa;b;2xk;a;b; . . .

. . .;
X

a;b21; Vj j

X
k21;K

wa;b;Mxk;a;b;
X
k21;K

X
p2Kþ 1;KþP

X
d:vd¼vp

ð1� xk;p;dÞ�;

ð17Þ

where each objective is to be minimized.
Obtaining the solution of this multi-criteria optimization problem as a Pareto

front is a very hard task (computational complexity is NP-hard even for one car-
pooler). We propose to build aggregated quality index based on the carpoolers
preferences acquired by AHP method. We collect from each carpooler its prefer-
ences according to the importance of every of all M criteria using pairwise com-
parison. Each of the stakeholders may be treated equally or not. We assume that
none of the carpoolers is more preferred than other. The preferences are used, by
applying scalarization of (17), to obtain the global cost function in a form:
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QðxÞ¼D
P

k21;K
ðPða;bÞ

P
m21;M

ð P
c2Kþ 1;KþP

ð�wm;cak;c;bÞþ
P

c21;K
�wm;cÞfmðwa;b;mÞxk;a;b

ð P
p2Kþ 1;KþP

ð ak;p;bÞþ 1Þ

þ
X

p2Kþ 1;KþP

X
d:vd¼vp

ð1� ak;p;dÞ �MÞ

ð18Þ

where �wm;c are the preference weights of the criterion obtained from carpooler c,
using the AHP. fm is a normalization function used to score each factor (weight of
the arc) under criterion m, and �M is a very large value that corresponds to the
situation when some of the passengers are not assigned to the driver.

We propose the following form of function fm based on min and max values of
the given factor from all arcs in the network, i.e.

fmðwa;b;mÞ¼D
wa;b;m �min

~a;~b
ðw~a;~b;mÞ

max
~a;~b

ðw~a;~b;mÞ �min
~a;~b

ðw~a;~b;mÞ
: ð19Þ

Using (18) a single criteria optimization problem may be formulated.
Problem formulation.
For the given data: G; �ei;j (i ¼ 1; 2; . . .; Vj j, j ¼ 1; 2; . . .; Vj j),W; M, K, P, vc; �vc;

tLc ðvcÞ tEc ðvcÞ, �tEc ð�vcÞ, �tLc ð�vcÞ, �wm;c, ~wm;c, (c ¼ 1; 2; . . .;K þP, m ¼ 1; 2; . . .;M), Sk,
ðk ¼ 1; 2; . . .;KÞ; determine x� feasible with respect to constraints (1)-(16) to
minimize (18), i.e.

x� ¼ argmin
x

QðxÞ: ð20Þ

3 Solution

To obtain a solution, a few steps must be undertaken. First, the preferences of the
drivers and passengers are collected mainly via AHP. The preferences represented
by weights of the criteria are aggregated and used to build the quality index (18).
Then a dynamic programming is used to obtain the passenger list with pick up and
drop off points for every driver. During execution of the algorithm, we use
Dijkstra’s algorithm to obtain best sub-routes between consecutive pickup or drop
off points. It is worth noticing that the problem solved by dynamic programming, in
this case, can be reduced to a multiple knapsack problem, which by definition is
NP-hard. The heuristic or approximation algorithm should be developed to deal
with the problem for big instances, e.g. for a large number of carpoolers operating
in a small area. For a little number of carpoolers on a large area, a decomposition
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may be applied. It may divide carpoolers into groups with similar objectives and
locations in order to solve smaller instances of the problem. For example, pas-
sengers that can be assigned to a driver must have similar travel direction, and their
travel origins and destinations should not be too far from the route of the driver that
he would take if traveling alone. These ideas will be developed in further works.

3.1 Preferences of the Carpoolers

We collect the preferences of the drivers and passengers that concern criteria by
asking them to make a pairwise comparison of all criteria considered in the prob-
lem. It is worth emphasizing, that the number of compared criteria should not be in
this case greater than 5 (max 7), while with the grow of the number of criteria n by
one, the number of comparisons increase by n – 1. So, for a larger number of
comparisons, the carpooler may not provide the correct (consistent) data or even
resign from using the system due to the fact that he/she may perceive it as being too
complicated and exhaustive in terms of obtaining/generating the carpoolers’ pref-
erences. We assume that every carpooler is treated equally, so the opinion of any of
them has the same weight. This assumption, in general, does not have to be true.
The weights obtained from the pairwise comparison are used further as weights of
the criteria in aggregated evaluation function applied for each arc of the network by
which carpoolers travel. We collect not only preferences concerning criteria, but
also preferences that define constraints (�wm;c, (c 2 1;KþP)), e.g. maximal travel
time or maximal route length. This knowledge is used to define the main opti-
mization problem (see Sect. 2).

3.2 Dynamic Programming

One of the possible ways to solve the defined problem is to divide the decision into
a string of consecutive N decisions and then apply dynamic programming. To use
this method we define a state, decisions, and local objective function for a
decision-making moment n in the following way:

Let sðnÞ ¼ ð½ðs1kðnÞ; s2kðnÞÞ�k¼0;1;2;...;K ; s3ðnÞÞ represent the state, where

s1kðnÞ�K þ 1;KþP is the set of passengers traveling with driver k. The driver
k ¼ 0 is a virtual one and has unlimited vehicle capacity, v0 and �v0 are additional
artificial nodes), s2kðnÞ 2 [ KþP

c¼0 fvc;�vcg is the last node that driver k has visited,
and s3ðnÞ�ð [ K

k¼0 �vkÞ [ ð [ K þP
p¼Kþ 1ðfvp;�vpgÞÞ is the set of origin and destination

nodes of the passengers and destination nodes of the drivers to be considered in the
nth decision-making moment.
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Let uðnÞ ¼ ðu1ðnÞ; u2ðnÞÞ be the decision made in moment n, where u1ðnÞ 2
ð [ K

k¼0 �vkÞ [ ð [ KþP
p¼K þ 1ðfvp;�vpgÞÞ is the next node to assign to a driver, and

u2ðnÞ 2 0;K is the number of the driver that will serve this node.
The next state sðnþ 1Þ depends on the current state and decision in the following

way: s1kðnþ 1Þ ¼
s1kðnþ 1Þnfpg if k ¼ u2ðnÞ ^ u1ðnÞ ¼ �vp
s1kðnþ 1Þ if k 6¼ u2ðnÞ
s1kðnþ 1Þ [ fpg if k ¼ u2ðnÞ ^ u1ðnÞ ¼ vp

8><
>: , s2kðnþ 1Þ ¼

u1ðnÞ, s3ðnþ 1Þ ¼ s3ðnÞnfu1ðnÞg. To evaluate the decision, we use the following

quality index gðsðnÞ; uðnÞÞ¼D
�M=2 if u2ðnÞ ¼ 0

�gðs2u2ðnÞðnÞ; u1ðnÞÞ in other case

(
, where

�gðs2u2ðnÞðnÞ; u1ðnÞÞ is achieved from the solution of the shortest path problem
between nodes s2u2ðnÞðnÞ and u1ðnÞ. It is interpreted as the path length for the
shortest path problem. In fact, it has the interpretation of cost function just as (18).
The objective function of the dynamic programming problem is the sum of
gðsðnÞ; uðnÞÞ for a string of decisions made from state sð0Þ ¼ ð½ð;; vkÞ�k¼0;1;...;K ;

ð [ K
k¼0 �vkÞ [ ð [ KþP

p¼K þ 1ðf�vp; vpgÞÞÞ to state sðNÞ ¼ ð½ð;;�vkÞ�k¼0;1;...;K ; ;Þ, i.e.

Qððsð0Þ; sðNÞ; uð0Þ; . . .; uðN � 1ÞÞ ¼
X

n20;N�1

gðsðnÞ; uðnÞÞ; ð21Þ

where N ¼ Kþ 2Pþ 1. The decisions in the nth moment are constrained as fol-
lows. The node to be considered must belong to the set defined by
s3ðnÞ(u1ðnÞ 2 s3ðnÞ) and cannot be the destination node of passenger, whose origin
node has not been assigned to any driver yet (8p2Kþ 1;KþP:fvp;�vpg�s3ðnÞ
ðu1ðnÞ 6¼ �vpÞ). The drivers destination node cannot be selected if the driver is still
travelling with passengers (u1ðnÞ 62 fv 2 V : k ¼ 1; 2; . . .;K ^ v ¼ �vk ^ s1k
ðnÞ 6¼ ;g). The driver may serve any origin node or the destination node of the
passenger he/she is transporting or his/her (u2ðnÞ 2 fk 2 1;K : u1ðnÞ ¼ �vp^
p 2 s1kðnÞ _ u1ðnÞ 2 ð SKþP

p¼K þ 1
vpÞ [�vkg). We also take user preferences concerning

constraints as follows. For the given state sðnÞ and decision uðnÞ for every driver k,
using Dijkstra algorithm, we obtain the shortest paths given by
x�ðnÞ ¼ ½xkþ 1;a;bðnÞ� k ¼ 0; 1; ; . . .;K;

a ¼ 1; 2; . . .; Vj j;
b ¼ 1; 2; . . .; Vj j:

(xd;a;bðnÞ is the value of xd�1;a;b in nth

moment, for d[ 1) connecting origin node (vk) of the driver with the last node he
visits, given by u1ðnÞ.
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8m21;M8k21;K
X

ða;bÞ ðwa;b;mxkþ 1;a;bðnÞÞ� ~wm;k; ð22Þ

8m21;M8k21;K8p2s1kðnÞ
X

ða;bÞ ðwa;b;mxkþ 1;a;bðnÞakþ 1;p;bðnÞÞ� ~wm;p; ð23Þ

where ad;p;bðnÞ is the value of ad�1;p;b in moment n for d[ 1, and calculated
analogically as in (10)–(11). For the optimal solution obtained by this method, the
values of quality indices (21) and (18) are equal.

3.3 Shortest Path

We apply the Dijkstra algorithm for the search of the shortest way from node v1 to
v2 in moment n.

To evaluate each link between node a and b, we use local cost function given by
the following equation:

�gLða; b; xðnÞÞ¼DP
k21;K

P
m21;M

ð
P

c2K þ 1;K þP

ð�wm;cakþ 1;c;bðnÞþ
P

K þ 1;KþP

�wm;cÞfmðwa;b;mÞxkþ 1;a;bðnÞÞ

ð
P

p2K þ 1;K þP

ð akþ 1;p;bðnÞÞþ 1Þ
: ð24Þ

So, the whole path can be evaluated by

�gðxðnÞÞ ¼
X

ða;bÞ2fði;jÞ:fvi;vjg� Vg �gLða; b; xðnÞÞ; ð25Þ

The objective is to minimize the value of �gðxðnÞÞ

�gðv1; v2Þ¼D min
x

�gðxðnÞÞ; ð26Þ

with respect to constraints (7), (9),
P
v2V

xkþ 1;v1;vðnÞ ¼
P
v2V

xkþ 1;v;v2ðnÞ ¼ 1, and

8~v2 [ K þP
c¼1 ðfvc;�vcgÞnfv1;v2g

P
v2V

xkþ 1;~v;vðnÞ ¼
P
v2V

xkþ 1;v;~vðnÞ ¼ 0.

4 Conclusions

The main contribution of this paper is the model of the joint problem of matching
carpoolers and routes planning as a multiple criteria optimization problem, and the
solution procedure. The further research concerning this problem will include
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exhaustive computational experiments, development of decomposition techniques,
approximation, and computationally efficient heuristic algorithms.
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The Impact of Structure Network
Parameters on Consumers Behavior:
A Cellular Automata Model

Agnieszka Kowalska-Styczeń

Abstract In this paper, the dynamics of the consumer preference change, affected
by a word-of-mouth communication (w-o-m), is investigated. Is seems to be
interesting, how the network structure parameters (number of contacts, diversity of
groups, possibility to change the source of information) influence the consumer
behavior on the duopoly market. In the model presented in this article, a
two-dimensional cellular automaton (CA) is used which enables to simulate the
number of informal contacts, by adoption of variety of different neighborhood radii
and also different neighborhood shapes. Although, one type of networks is exam-
ined in this article (CA type model), different network structure parameters are
obtained by changing the above neighborhood parameters together with varied
population densities and an agent movement possibility. The results indicate that
the network structure parameters, are of particular importance in the processes of
preferences’ change.

Keywords Word of mouth � Consumer behavior � Network structure � Cellular
automata � Agent models

1 Introduction

Many works that have appeared in the last decade, have shown the usefulness of
specific simulation tools to study social systems. A special role is played by the
complex systems paradigm of studying the dynamics of large systems based on
local interactions of their elementary components [1]. Various directions of model
studies, defined by Gotts et al. [1] as ‘based on simulation of social agents’, known
also as an agent based social simulation—(ABSS), are used to describe different
social systems. Agent models provide a bridge between macro and micro level and
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use simulations to search for causal mechanisms of social behavior [2]. The agents
approach is also frequently used because of the limitations posed by traditional
research techniques, especially for the prediction the market shares of new products
or the effects of marketing strategies [3].

A typical agent-based model is cellular automata (CA). Proponents of the CA
usage in social and economic studies emphasize in particular, that it is possible to
test the paradigm of macro-collective behavior based on local relationships, in an
easy way [4]. The example of CA model application in marketing may be the study
of investment behavior in the stock market [5], the consumer decision model on the
network market [6], the model of knowledge diffusion dynamics [7], the study of
saddle effect on electronics industry market [8], the study of network externalities
effect on the growth rate of a new product [9] and the Bass innovation diffusion
model presented by Goldberg et al. [10] and Goldenberg and Efroni [11].

It was shown by Kiesling et al. [12] that agent-based models (ABM) allow not
only for modelling of interactions that are responsible for the social impact, but also
take into account the structure of social interactions. This analysis, based on the
paradigm of complex systems, can provide managers with tools to assist
decision-making process in the context of competitive market. Therefore, in this
article, consumer behavior in the competing brands market is studied, and a
two-dimensional CA is used to analyze some structural parameters of the network
of social contacts.

One, of the most important factors influencing consumer behavior is interper-
sonal impact. The product a person decides to buy, depends on the experience of
other purchasers [13]. These are informal networks of contacts, which have long
been seen as a key source of social influence in social systems [14]. The basic
mechanism of this informal contacts is the word-of-mouth communication (w-o-m).
Many studies show that w-o-m communication has a significant impact on con-
sumer choices [15, 16, 17]. In certain circumstances, as shown in Goldsmith and
Horowitz [18], this type of communication is more effective than any other form of
advertising. The number of informal contacts can be simulated (to some extent),
using a variety of different radii of neighborhood and also different neighborhood
shapes. The diversity of informal groups sizes can be modelled by both agents
placed randomly on the lattice, and also population density changes. Dynamics of
changes in informal sources of information can also be entered by the appropriate
rules of agents movement.

Research questions can be summarized as follows:

• How does the network structure parameters, determined by the number and
diversity of word-of-mouth contacts, influence the tendency of a society as a
whole to change their shopping preferences?

• How do the structural network parameters (number of contacts, diversity of
groups, possibility to change the source of information) shape the process of a
preferences change dynamics?
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Although, not different types of networks (e.g., small world, and others) are
examined in this article, changes of network structures are obtained by assuming
different parameters of the proposed model. The general hypothesis is that, the
dynamics of preferences change in a competitive market, depend on network
structures. This belief is intuitively fairly obvious and also has been confirmed in a
number of empirical studies realized in areas related to our interests, for example,
Burt [19], Fleming et al. [20], Granovetter [21]. Moreover Alkemade and Castaldi
[22] conclude in their paper that the companies are not fully aware of the structure
of channels used for communication with consumers. Also Bohlmann et al. [23]
postulated that managers should pay particular attention to the structure of the
network, because their understanding and understanding of the influence of this
structure on communication processes will enable the company to make marketing
decisions more rationally. Therefore, the social networks structure and the
dynamics of the process of competition between consumers of one of the two
competing firms is examined.

It seems that, the proposed model can facilitate quantitative and qualitative
analysis which supports making marketing decision.

2 The Model

The environment of consumers is presented as a square lattice of size L x L with
periodic boundary conditions. Each i-th cell (i = 1, 2,…, L2) can be in one of three
states: empty, occupied by an agent of type A, or occupied by an agent of type B. In
this work, there will be analysis of type A and B as consumers of the two competing
firms. For example in work Bouzdine-Chameeva and Galam [24], A and B were
interpreted as two competing wine brands.

Initially agents are distributed randomly on the lattice, i.e. with probability p ϵ
[0, 1] a cell is occupied and with probability 1 − p it is empty. Probability p is
simply an average concentration of agents.

The total number of agents will be donated by N, N = pL2 ∙ NA denotes the
number of A-agents and NB = N − NA number of B-agents. The concentration of
A-agents in introduces as c = NA/N and thus the concentration of B-agents is equal
1 − c.

At each time step t, all cells i = 1, …, L2 are updated simultaneously (typical
cellular automata approach as described in Wolfram [25–27] and Sarkar [28].

As in other works on marketing [5, 29], the presented model also uses the
majority rule. This seems to be a reasonable choice because studies show that
people tend to herd behavior, as seen in the stock market, the online auction [5] or
behavior of the crowd [30].

Therefore, following local rules are proposed:
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• Agent checks the preferences of its neighborhood, and changes its preference for
the dominant in the neighborhood (i.e., if more than 50 % of its neighbours have
a different opinion than it, then it changes its opinion on the dominant one).

• If more than 50 % have the same opinion as the test agent, of course, nothing
changes.

• If there is no dominant preference in the agent neighborhood, then the agent
moves to the nearest empty place in a randomly determined direction (north,
east, south or west).

Defining the cellular automaton in this way, effects of interpersonal influence are
taken into account, and at the same time, mobility in the ‘opinion space’ is intro-
duced. This way, the model can be interpreted as a variant of a ‘mobility game’, as
in the paper of Yu and Hebling [31]. The general idea of the model is illustrated in
Fig. 1.

Possibility of consumer’s movement through the lattice distinguishes the pro-
posed model of the known ones proposed in the field of marketing such as
Goldenberg et al. [8, 10], Garber et al. [32], Goldenberg et al. [9], Ma and Chao
[33]. Consumer mobility is an important assumption, because by changing place in
the lattice the sort of an actual consumer behavior can be mapped. In situations of
uncertainty consumer decisions are often discussed with different groups of people
(this may mean the first step consultation in the family, then in a group of friends or
use of the Internet for example).

In the model presented in this paper, family or group of friends are represented
by the von Neumann’s neighborhood (Fig. 2).

The main modification of the classical approaches in the proposed model is also
the density of the lattice filling (population density). The lattice is populated by
consumers who are represented by individual cells. Simulations can be carried out
for different densities. This makes the fact that the selection of von Neumann’s

Fig. 1 The general idea of a proposed model
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neighborhood for the agent/consumer may consist of from 0 to 4 when r = 1 and
from 0 to 12 people when r = 2. This assumption is a step in the direction of the
approximation of the CA model to social reality, where the nearest neighborhood,
influencing decisions of individuals, is composed of varying numbers of people
(family or friends containing a different number of members).

3 Simulation Experiments

3.1 Experimental Design

The proposed CA model has been verified by tracking variables at intermediate
steps in simulation and running the simulation with extreme values of parameters in
the work Kowalska-Styczeń and Sznajd-Weron [34]. This is one way to verify the
model [35].

As mentioned earlier, experiments that have been conducted here are designed to
investigate the effect of selected parameters of the network structure on the pref-
erences change dynamics, for the two competing companies. The parameters,
forming the structure of social networks, were thus changed by defining:

• P—population density
• C—the initial concentration of agents opting for a particular firm
• L—size of the lattice
• neighbourhood size
• agent movement possibility

Fig. 2 Von Neumann’s neighborhood of a two-dimensional automaton cell (i, j) with r = 1,
4-element neighborhood (left panel) and r = 2, 12-element neighborhood (right panel)
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As dependent variables describing an agents/consumers behaviour following
parameters were adopted:

• the preferences change risk (standard deviation from the mean value of the final
concentration of A agents),

• the number (fraction) of people choosing a particular product,
• In the study, two levels of factors changes were assumed:
• p (population density): 0,3 and 0,7;
• r (von Neumann’s neighbourhood radius): 1, 2;
• possibility of agent with or without movement.

Factors c (fraction size, which prefers product A) and L (lattice size) were
changed with the step of 5 %.

In the next section there is a discussion concerning the results of simulation. the
behavior unpredictability.

3.2 Simulation Results

In simulations designed, consumers had a choice between the two of competing
firms products (A and B). Moreover, it was assumed that the number of consumers
preferring A- firm products is equal to those preferring B-firm products, except for
the experiments in which the change of c (the initial concentration of A consumers)
has been analyzed.

Initially, an analysis of the impact of the change of L—lattice size (which reflects
the size of the population) on a consumer behavior was performed. The standard
deviation of the number of consumers preferring A option from the initial state (c =
0,5) for 1000 samples was determined (Monte Carlo simulations). This measure
may be identified with the risk, put on the process of maintaining a stable rela-
tionship on the market, shared by two competing firms. It may be also associated
with a preferences change tendency in the analyzed community.

Dynamics of preferences change depending on the lattice size, for the two
population densities: p = 0,3 (sparse lattice), p = 0,7 (dense lattice) is present in
Fig. 3. Results are averaged over 1000 simulation steps.

As can be seen in Fig. 3, a responsiveness of a single agent to w-o-m com-
munication decreases along with the L (size of lattice). In the presented model, with
the increase of the lattice size, the social network density (the proportion of the
possible connections among these agents that are actually present) decreases. The
average number of neighbors for a given population density is constant, so if the
lattice size increases, the density of the social network decreases. This is consistent
with one of the oldest arguments in social psychology, namely: norms—shared
ideas about the proper way to behave are clearer, easier to enforce in a more dense
social network [21].
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It may also be noted, that the higher population density (p = 0,7) facilitates the
change, and therefore, responsiveness sensitivity to w-o-m communication (stan-
dard deviation), is greater for dense lattices than for sparse ones (p = 0,3).

In the above experiments, the standard deviation of the A-agents number from
the initial state (for c = 0,5; or 50 % for A and 50 % for B) was analyzed. As
mentioned, this index is one of the basic measures of risk, the risk of preferences
instability, on the market divided between two competing firms.

A major impact on the dynamics of respondents preferences has the size of
groups, within which, opinions are confronted and formulated. These groups are
represented by the neighborhoods, respectively, with a radius: r = 1 and r = 2.
Larger groups of friends, generally cause increase of the preferences change risk.
Smaller groups have a better cohesion-performance relationship than larger groups
[36], therefore the preferences change risk is greater for larger groups. This risk is
also modified by the possibility to consult opinion in other information sources.
Possibility to consult opinion with more neighbors, influences the behavior of
agents, though not very significantly (see Fig. 3). The availability of additional
information sources (the agents movement) has a greater impact in case of smaller
population density (p = 0,3).

Subsequently, the impact of the population density (the determinant of a network
consistency) on the consumers behavior was explored. Figure 4 depicts the results
of preferences’ change study for a lattice size L = 50 and for the parameters
described above. The lattice size does not affect the shape of the obtained plots
curves. The same results are obtained for larger lattices.

As one can see in Fig. 4, the risk of preferences change is very much dependent
on the neighborhood size. Larger number of contacts, in the w-o-m mechanism,

Fig. 3 Standard deviation of the A-agents number from the final concentration A-agents per one
consumer, as a function of L, for p = 0,3 (left panel) and p = 0,7 (right panel). Model with
movement—(m), without movement—(wm)
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causes much greater risk of changes for the average representative of consumer
group. This risk increases along with the population density. The greater the degree
of population density (the greater consistency of the social network), the greater the
vulnerability to preferences change of consumers. This confirms, among others, the
empirical study of Fleming et al. [20], who analyzed data on utility patents in the
careers of 35,400 collaborative inventors. This study showed, that high levels of
network closure facilitate the change adoption.

The possibility of diversifying sources of information (movement in the opinion
space) has not a very significant impact, but slightly increases the level of average
deviations.

4 Discussion and Conclusion

The proposed model has been designed to investigate the properties of the market
processes connected with a consumer behavior in the two competing products
market. In particular, there has been a search for answers to the questions related to
the analysis of the impact of the structural network parameters on a consumer
behavior. Therefore, there has been an analysis done on how the change of the
lattice size (i.e., the size of the studied community), the population density, and the
number of agents preferring the product at the beginning of the simulation affect the
agents behavior representing the consumers community.

In the study, as a measure of risk the standard deviation of the number of votes
for A from the initial state was assumed (one of the key risk measures in the field of
finance and economics). Simulation experiments has been performed for the

Fig. 4 Standard deviation of
the A-agents number from the
final concentration A-agents
per one consumer, as a
function of L, for p = 0,3 (left
panel) and p = 0,7 (right
panel). Model with movement
—(m), without movement—
(wm)
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products of two firms, changing the nature of mobility agents and the type and
number of information w-o-m sources. The results, considerably, are the answers to
the questions posed in the paper. The most important of these responses can be
summarized as follows:

1. In larger communities, the preferences change (modified by w-o-m mechanism)
are more stable (larger lattice—less deviation per one consumer). As mentioned
earlier, it is connected with the fact that the larger the social group, the lower the
density of the social network, because people have cognitive, emotional, spatial
and temporal limits on how many social ties they can sustain. Thus, the larger
the group, the lower its ability to crystallize and enforce norms [21]. Therefore,
it is more difficult to prompt larger communities to change their preferences.

2. Structure of the network, is of particular importance in the processes of pref-
erences changes. The dynamics of these processes is strongly affected by the
neighborhood size—that is, the number of w-o-m contacts. Larger quantities of
these contacts, cause an increased risk of preferences change (but also, on the
other hand, greater tendency to change). The possibility to consult with the other
information sources (agents movement) influences the risk, but to a much lesser
extent. In general, the tendency to preferences change (risk), decreases with the
size of the lattice, and increases with the population density—that is, with the
potential number of possible contacts.

It seems that the results generally confirm the potential of simple tool such as the
cellular automata. As demonstrated in this article, CA can be used in the complex
processes of the market study, especially those concerning the network structure
between consumers and the dynamics of decision-making process on the market.
Dependences shown above can be useful for a better understanding of these pro-
cesses, and thereby assist in the development of more efficient and effective mar-
keting campaigns.

The simulation results can also be an incentive to conduct empirical research on
the structure of relations between consumers.

Moreover, according to Mason et al. [37], when many individuals interact over
time, their behaviors are interdependent, creating a complex, dynamic system that
may have unpredictable, emergent outcomes and such results can be obtained also
by means of simple models. Such is the case of this article. A simple model with
simple local rules was used, but interesting emergent phenomena at the macro level
appeared. The local rule is based on the majority rule, which is a typical herd
behavior [13, 30] and the results of simulation are consistent with studies of Muller
and Copper [36], Granovetter [21] and Fleming et al. [20]. Thus, the results are
compatible with the psychological knowledge, as well as empirical research.
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